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Preface

Energy demand has been rising remarkably due to increasing population and
urbanization. Global economy and society are significantly dependent on the energy
availability because it touches every facet of human life and activities. Transportation
and power generation are two major examples. Without the transportation by mil-
lions of personalized and mass transport vehicles and availability of 24�7 power,
human civilization would not have reached contemporary living standards.

The International Society for Energy, Environment, and Sustainability (ISEES)
was founded at Indian Institute of Technology Kanpur (IIT Kanpur), India in
January 2014 with an aim to spread knowledge/awareness and catalyze research
activities in the fields of Energy, Environment, Sustainability, and Combustion. The
Society’s goal is to contribute to the development of clean, affordable, and secure
energy resources and a sustainable environment for the society and to spread
knowledge in the abovementioned areas and create awareness about the environ-
mental challenges, which the world is facing today. The unique way adopted by the
society was to break the conventional silos of specialications (engineering, science,
environment, agriculture, biotechnology, materials, fuels, etc.) to tackle the prob-
lems related to energy, environment, and sustainability in a holistic manner. This is
quite evident by the participation of experts from all fields to resolve these issues.
The ISEES is involved in various activities such as conducting workshops,
seminars, conferences in the domains of its interests. The society also recognizes
the outstanding works done by the young scientists and engineers for their con-
tributions in these fields by conferring them awards under various categories.

Third International Conference on “Sustainable Energy and Environmental
Challenges” (III-SEEC) was organized under the auspices of ISEES from
December 18 to 21, 2018, 2018 at Indian Institute of Technology Roorkee. This
conference provided a platform for discussions between eminent scientists and
engineers from various countries including India, USA, Norway, Finland, Sweden,
Malaysia, Austria, Hong Kong, Bangaladesh, and Australia. In this conference,
eminent speakers from all over the world presented their views related to different
aspects of energy, combustion, emissions, and alternative energy resource for
sustainable development and cleaner environment. The conference presented five
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high-voltage plenary talks from globally renowned experts on topical themes,
namely “The Evolution of Laser Ignition Over More than Four Decades” by
Prof. Ernst Wintner, Technical University of Vienna, Austria; “Transition to Low
Carbon Energy Mix for India”, Dr. Bharat Bhargava, ONGC Energy Center;
“Energy Future of India”, By Dr. Vijay Kumar Saraswat, Hon. Member (S&T)
NITI Ayog, Government of India; “Air Quality Monitoring and Assessment in
India” by Dr. Gurfan Beig, Safar; and “Managing Large Technical Institutions and
Assesmment Criterion for Talent Recruitment and Retention” by Prof. Ajit
Chaturvedi, Director, IIT Roorkee.

The conference included 24 technical sessions on topics related to energy and
environmental sustainability including 5 plenary talks, 27 keynote talks, and 15
invited talks from prominent scientists, in addition to 84 contributed talks, and 50
poster presentation by students and researchers. The technical sessions in the confer-
ence included Advances in IC Engines, Solar Energy, Environmental Biotechnology,
Combustion, Environmental Sustainability, Coal and Biomass Combustion/Gasifi-
cation, Air and Water Pollution, Biomass to Fuels/Chemicals, Combustion/Gas
Turbines/Fluid Flow/Sprays, Energy and Environmental Sustainability, Atomization
and Sprays, Sustainable Transportation and Environmental Issues, New Concepts in
Energy Conservation, Waste to Wealth. One of the highlights of the conference was
the Rapid Fire Poster Sessions in (i) Engine/Fuels/Emissions, (ii) Renewable and
Sustainable Energy, and (iii) Biotechnology, where 50 students participated with
great enthusiasm and won many prizes in a fiercely competitive environment. 200+
participants and speakers attended this 4 days conference, which is also hosted by
Dr. Vijay Kumar Saraswat, Hon.Member (S&T) NITI Ayog, Government of India as
the chief guest for the book release ceremony, where 14 ISEES books published by
Springer, Singapore under a special dedicated series “Energy, environment and
sustainability”were released. This was second time in a row that such significant and
high-quality outcome has been achieved by any society in India. The conference
concluded with a panel discussion on “Challenges, Opportunities and Directions for
National Energy Security”, where the panelists were Prof. Ernst Wintner, Technical
University of Vienna, Prof. Vinod Garg, Central University of Punjab, Bhatinda;
Prof. Avinash Kumar Agarwal, IIT Kanpur; and Dr. Michael Sauer, Boku University
of Natural resources, Austria. The panel discussion was moderated by Prof. Ashok
Pandey, Chairman, ISEES. This conference laid out the roadmap for technology
development, opportunities, and challenges in Energy, Environment and
Sustainability domain. All these topic are very relevant for the country and the world
in present context. We acknowledge the support received from various funding
agencies and organizations for the successful conduct of the Third ISEES conference
III-SEEC, where these books germinated. We would therefore like to acknowledge
NIT Srinagar, Uttarakhand (TEQIP) (special thanks to Prof. S. Soni, Director, NIT,
UK), SERB, Government of India (Special thanks to Dr. Rajeev Sharma, Secretary);
UP Bioenergy Development Board, Lucknow (special thanks to Sh. P. S. Ojha),
CSIR, and our publishing partner Springer (special thanks to Swati Meherishi).
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The editors would like to express their sincere gratitude to large number of
authors from all over the world for submitting their high-quality work in a timely
manner and revising it appropriately at a short notice. We would like express our
special thanks to Prof. Asok Ray, Prof. Suman Chakraborty, Prof. Koushik Ghosh,
Prof. Saptarshi Basu, Prof. Manmohan Pandey, Prof. Malay K. Das, Prof. Aritra
Ganguly, Prof. Balkrishna Mehta, Prof. Dibakar Rakshit, Prof. Lin Chen,
Prof. Ujjwal K. Saha, Prof. Arup K. Das, Prof. Suman Ghosh, Prof. Amaresh Dalal,
Prof. Vinayak Kulkarni, Prof. Santosh K. Sahu, Prof. Abhishek Saha,
Prof. Pallab S. Mahapatra, Prof. Sujit Nath, Prof. E. A. Gopalakrishnan,
Prof. J. Venkatramani, Prof. Vineeth Nair, Prof. Lipika Kabiraj, Prof. Aditya
Saurabh, Prof. Aparesh Datta, Prof. Sandip Sarkar, Dr. Ayyush Sharma,
Dr. Vishnu R. Unni, Dr. Suman Saha, Dr. Meenatchidevi Murugesan,
Dr. Samadhan Pawar, and Dr. Abin Krishnan who reviewed various chapters of this
monograph and provided their valuable suggestions to improve the manuscripts.

Dynamic behavior of energy systems and their control are becoming important
issues in energy conversion and management. New strategies are being developed
for these studies, many of which are based on dynamical systems approach. This
monograph is a collection of chapters covering research on dynamics and control of
energy systems from different areas, namely, aeroelasticity, combustion, multiphase
flow, nuclear, chemical, and thermal, and covers systems ranging from large-scale
power plants to microscale devices. The chapters are pedagogic in nature, so that
they can be accessed by researchers with little prior exposure to dynamical systems
and control. In addition, two chapters at the beginning provide a general overview
of different aspects of dynamical systems approach and time series analysis. This
monograph would be useful for researchers and practicing engineers working in the
field of dynamics and control of energy systems. We hope that this book would
motivate particularly young researchers to take up new challenges in this area.

Kolkata, India Achintya Mukhopadhyay
Kolkata, India Swarnendu Sen
Guwahati, India Dipankar Narayan Basu
Durgapur, India Sirshendu Mondal
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Part I
General and Fundamental Aspects



Chapter 1
Dynamic Behaviour, Identification
and Control of Energy Systems

Achintya Mukhopadhyay, Dipankar Narayan Basu, Sirshendu Mondal
and Swarnendu Sen

Abstract Increasing demands for energy, dwindling reserves of fossil fuel and
growing concern for environmental impacts of energy generation call for a mul-
tidisciplinary and concerted effort towards energy sustainability. Optimized energy
conversion method must consider the dynamic behaviour of the systems, which
are mostly complex and nonlinear in nature. Hence a unified framework, based on
dynamical systems analysis and time series analysis, needs to be adopted and applied
for a wide spectrum of energy systems, ranging from combustion systems, which
account for the bulk of energy generation to multiphase systems like natural circula-
tion loops and multicomponent systems like batteries. With increasing contributions
from renewable sources like wind and solar energy, nonlinear dynamics associated
with aeroelastic and fluid dynamics effects and heat transfer effects also demand
serious attention. Energy systems, whose dynamics, need to be studies also span
several orders of length scale starting from large thermal and nuclear power plants
to microscale devices.

Energy demand of the world is increasing day by day with economic development
and improved standard of life. Population growth is also another aiding factor towards
the increasing energy demand (Cai et al. 2009). As fallout, the fossil fuel reserve is
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also being depleted with time. So, the energy community is at a crucial time juncture.
In one side, the community is facing the challenge to supply the regularly increasing
demand; on the other hand, there is a need of thought for sustainable energy gener-
ation keeping the future generations in mind. Renewable energy sources are being
utilised to a great extent to put less pressure on fuel reserve (Turner 1999). Energy
generation using fossil fuel is also a dominant contributor towards different pollutants
and green house gases (Jacob 1999). It should be mentioned here that United Nations
encourages different countries for generating clean and green power (International
Energy Outlook 2016). In light of this, modelling, control and experimental works
have been extensively conducted in the area of renewable energy (Goel and Sharma
2017).

Except power sector, transportation sector plays a big role in energy consumption.
The prime movers required in this sector acts as pivotal energy systems. Oil and gas
can be considered as the major players in this sector. However, the locomotives are
now utilising electrical power. The demand of battery operated or hybrid cars are
also of increasing demand considering the emission from the engines (Fontaras et al.
2008). Continuous endeavour plays a developmental role in this area also.

The complexities of supply and demand dynamics of energy systems are now ever
growing. The energy demand to be met should be supplied in an optimised way. This
calls for the extensive study of dynamical behaviour of the energy systems and its
components. The ultimate aim of the energy professionals is to control the perfor-
mance of an energy system. But, to carry it out effectively, the dynamic responses of
the system as well as its components need to be well known.

Dynamics and control of combustion systems can be considered as a foundation
area in control of energy systems. In majority of the energy systems, combustion
plays a crucial role of converting chemical energy of fuel to heat, which is utilised
in generating useful power. Initially, combustion dynamics and control has been
identified as a thrust area of study to encounter instability in jet propulsion related to
rockets or aircrafts (Harrje and Reardon 1972). Study of dynamic behaviour possibly
has been started with this field in the area of energy systems. Subsequently, it has
been taken as an established route of study in other combustion systems (Candel
2002).

Propulsion systemcombustion chamber dynamics is typically coupledwith acous-
tics. Here, flow of fuel and air is the input to the chamber. Their rates and other
properties modulate the dynamic behaviour of combustion in the chamber. The com-
bustion, associated with its heat release also tells upon the dynamics of the system.
As the combustion chamber has its own acoustic phenomenon, it feeds its effects
back to the system. The control requirement put forward its own feedback loop in
the circuit depending on the demand from the system (Candel 2002). Systematic
study by the researchers in this area started at the middle of the last century and its
requirement has not been reduced in past seventy years. In these systems, a very
small perturbation can grow by different ways to modulate the reacting flow.

Present day call is to sustain combustion with a lower emission. Lean combustion
can be one of the avenues to lower emission. Again a trouble with lean combustion is
to sustain the flame. Normally it is found that at leaner mixture, the instability grows
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and finally extinguishes the combustor. So, prediction of this type of flame blowout
is necessary for keeping the flame alive (Chaudhari et al. 2013).

Furnace design of the classical steam power plant boilers was less dependent on
the combustion dynamics. Those normally hold a huge steam inventory. So, their
dynamics is not always synchronised with the demand on turbine side and moves
as a slow response device. Present day once through boilers do not carry a large
steam inventory as those do not possess the drum. So, the whole system needs to be
tuned with the demand. So, the control becomes more critical in these devices. The
criticality of their design also needs the input of sub-system level dynamics. These
sub-systems encompass the combustion chamber/furnace, thermal hydraulics, heat
transfer and many more aspects (Grace and Krejsa 1967).

It is understood, since long, that the flow oscillations in boiler depends on the
thermodynamic conditions of the boiler (Jeglic and Grace 1965). Presence of com-
pressible volume in the feed-line has a destabilizing effect on the boiler flow. This
oscillation has an effect on the critical heat flux also (Grace and Krejsa 1967). So,
thermal hydraulics of the boiler including the heat transfer dynamics has a dominant
role on boiler performance.

The above mentioned flow oscillation should also be carefully studied in case
of nuclear power plants (Durga Prasad and Pandey 2008). Considering the safety
aspects of nuclear plants, the requirement of this studies are becoming more and
more critical. Another client for this kind of analysis in the nuclear plant is the
reactor itself. To predict the behaviour of the reactor under normal and abnormal
operating conditions, these studies are effective and are helping in designing the
plants in a more savvy way (March-Leuba et al. 1986).

We can delineate many more such phenomena, associated with energy systems,
from which we understand the necessity of study of dynamics and control. However,
it is also understood that the systems we are thinking here are mostly non-linear in
nature. So, the dynamic behaviour is also shows non-linearity in their behaviour. So,
to understand the fundamental aspects of non-linear dynamics is a primary require-
ment to analyse the dynamic behaviour of any system.

This book is intended to cover a spectrum of areas related to dynamics and control
of energy systems. It is formidable to cover all important areas under this subject.
We delineate a few areas for discussion in this book to provide an understanding of
the subject matter.

Analysis of the time series to characterise a non-linear system is an important
aspect. Thismust be considered as one of the fundamental understanding for dynamic
analysis of any system. The measured dynamic data is not always pure. In fact those
are always contaminated with different types of noises. The unfolding techniques
of the noise embedded real life data obtained from the observations coming from a
system also another important area to stress upon.

Natural circulation loop is the most reliable heat transfer mechanism used in
phase change systems including boilers, nuclear steam generators etc. Discussion
on the nature of flow instabilities occurring in such systems will permit us to fix
the design recommendations for such a mechanism. The natural circulation loops
operates on the driving force coming from density gradient. In case of supercritical
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fluids, nature of the density gradient grossly differs from that of a single phase or two
phase systems. An overview of the supercritical natural circulation loop dynamics
is also an important area of study. The dynamics and control of a nuclear plant is
another important aspect to discuss. This type of plant may act as a base-load plant
while the peak demand on the grid is supplied by renewable like wind and solar.
Similarly a control strategy of the nuclear reactor is of amply importance.

An energy transfer occurs to the structure fromflowing fluid over it above a critical
speed. This is resulting in a dynamic instability of self-feeding nature. Investigat-
ing the synchronisation of bending and torsional vibration of the structure due to
this fluid-structure interaction is needed. A discussion is also necessary about the
intermittency in a pitch-plunge aeroelastic system. Vortex induced vibration plays
a crucial role in fluid structure interaction. Effect of this is important in designing
the aerofoils or any structure submitted to fluid flow past that. Especially this type
of interaction occurs for the devices like turbines, compressors etc. A review on
stochastic vortex induced vibration for a basic structure can provide an overview of
this problem. A review of dynamical effects of flow fluctuation on fluid-structure
interaction is also another important area of study.

Syngas combustion is an important area of study. Present scenario of power gen-
eration puts a thrust on this area. Syngas combustion has its own uniqueness, which
we require to know for combustor design. The combustors act like a thermo-acoustic
device, as we previously discussed. The theory of random noise and the theory of
oscillators and dynamical systems on noise induced behaviour of a thermo-acoustic
device should get a thrust. Discussion about capturing algorithm of combustion insta-
bility in a combustion system is also another important aspect. This will provide us
the method for instability detection. Real time condition monitoring and prediction
of certain phenomenon is of utmost importance for combustion systems.

Micro-devices are experiencing certain phenomenon, which are not so dominant
inmacroworld. So, the nature of instability inmicro devicesmay differ from the same
in macro devices. Knowledge is required for dealing with the nature of instabilities
and control in micro devices.

Convection is the most critical mode of heat transfer in energy systems. Low
dimensional modelling of convection heat transfer is considered as an important
aspect in this area. A discussion on the membrane reactor for hydrogen produc-
tion is felt to be discussed considering the green energy technology development
for future. Temperature measurement is a crucial issue in energy systems. A non-
intrusive temperature measurement technique, using thermal imaging camera, must
get some thrust. Energy storage is a potential area of study, particularly to hook up
energy from intermittent sources like renewable. The detailed mathematical mod-
elling and design recommendations for Lithium-Oxygen batteries should be an area
of discussion. Lastly, discussion about the dynamics of heat exchangers is required,
as it is an important device to cater to various heat transfer needs.
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Chapter 2
Methods of Nonlinear Time Series
Analysis and Applications: A Review

G. Ambika and K. P. Harikrishnan

Abstract Many of the real world systems are highly complexwith little or no apriori
information about the underlying dynamics. We have to depend mostly on measure-
ments or observations of their average responses to study them. These measured or
observational data come as a sequence of values at intervals, called time series. A
few typical examples are sunspot data, variable star data, x-ray variability of black
holes, climate or rainfall data, earth quake data, combustion data, thermoacoustic
data, physiological data like EEG, ECG and fMRI, financial market data, output of
agricultural crops, gene expression data etc. We present an overview of the tech-
niques used for nonlinear time series analysis, to detect nontrivial structures in such
time series data that will indicate the nature of underlying dynamics that produce
the data. We start with the method of time delay embedding that can be used to
re-construct the dynamics in higher dimension. The geometry and intricate structure
of the re-constructed dynamics can then be characterized using two powerful tech-
niques. The first one aims at computing the measures of the fractal geometry of the
structure and its scaling properties. The resultant multi-fractal spectrum is uniquely
characterized by four parameters that can be computed for each time series or data.
The second method involves generating a complex network from the recreated phase
space using its recurrence properties. The measures of the recurrence network then
helps to identify the dynamical states of the system and their possible transitions.
The applications of these techniques to several different types of real data are also
included as illustrations.
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2.1 Introduction

In the early 1980s, two pioneering papers (Packard et al. 1980; Takens 1981) laid the
foundation ofwhatwenowcallnonlinear time series analysis. It is the analysis of data
typically in the form of a time series—synthetic or real world—from the viewpoint
of dynamical systems, especially those having the special property of deterministic
chaos (Shuster and Just 2005). The backbone of this analysis is the delay embedding
procedure (Sauer et al. 1991; Casdagli et al. 1991) used to re-construct the underlying
dynamics in a multi-dimensional space, based on the theoretical understanding that
a single variable from a multi-dimensional system contains complete information
regarding the dynamics of the system.

The method, in principle, allows us to compute characteristic measures typical
of a chaotic system, namely, fractal dimensions (Mandelbrot 1982; Hilborn 1994),
Lyapunov exponents (Eckmann et al. 1986), etc., to predict the temporal behavior of
the systemover a short period and even to develop themodel equations in some special
cases (Serre et al. 1996). In practice, however, there are a number of issues that restrict
the power of this approach, such as: whether the time series has proper sampling
and enough data points, whether there are gaps in the data, whether the signal is
contaminated by noise, etc. Moreover, the algorithms used for computations have
inherent limitations as they involve finite-precision approximations and scalings,
among other things. In spite of all these practical difficulties, nonlinear time series
analysis (NTSA) has been applied to great effect on thousands of real and synthetic
data sets from a wide variety of systems over the last four decades (Raidl 1996; Silva
et al. 1999; Sander et al. 2002; Andrzejak et al. 2001;Misra et al. 2004). Even in cases
where the signal does not meet the full algorithmic requirements, the results from
NTSA can be helpful in getting a first information regarding the nature of dynamics
and the noise contamination in the data.

Detecting deterministic nonlinearity in real world data contaminated by different
types of noise is still one of the major challenges in NTSA. In most cases, com-
putation of a nonlinear measure alone can not give conclusive evidence regarding
nontrivial dynamics in the data. For this, a generally accepted procedure is themethod
of surrogate analysis (Theiler et al. 1991; Scheiber and Schmitz 1996; Schreiber and
Schmitz 2000), which is a statistical hypothesis testing. The method involves gen-
erating an ensemble of surrogates from the data. Ideally, surrogate data sets should
have the same power spectrum and distribution as the target data. One presumes that
the data is linear in nature and has no nonlinear character in its temporal evolution.
The data and the surrogates are then analyzed using some nonlinear measure as the
test statistic and looks for a statistical rejection of the null hypothesis with a certain
confidence level.

In the conventional aproach of NTSA, dimension of the underlying attractor is
typically used as the discriminating measure. However, dimension estimates are
known to suffer from various algorithmic and computational errors (Eckmann and
Ruelle 1992; Grassberger 1988). Moreover, they also require long time series with
slow convergence for high embedding dimension in most cases. Over the last one
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decade, an alternative approach based on complex networks (Marwan et al. 2009;
Donner et al. 2010, 2011) has become more popular. Here the time series is first
converted into a complex network and network measures are used to get information
regarding inherent dynamics. However, it should be noted that the network approach
is a complimentary one to the conventional methods as it is not meant for the accurate
determination of dynamicalmeasures, say, dimension, entropy, Lyapunov exponents,
etc. Instead, it is more useful in practical applications involving short time series,
such as, identifying dynamical transitions as a control parameter is varied, searching
for deterministic nonlinearity with a network measure as test statistic, studying the
effect of noise on the structure of chaotic attractors, etc. The utility and power of this
approach is yet to be realised in full as it is an emerging area of current research.

In this review, we first discuss the delay embedding technique in the next section
followed by the conventional and complex network based approaches in Sects. 2.3
and 2.4 respectively. We then show in Sect. 2.5 how the methods and measures have
been utilized for the analysis of real data with examples from three different areas.
An overview and conclusion are presented in Sect. 2.6.

2.2 Delay Embedding: Reconstructing the Dynamics

The whole of NTSA rests on the ability of reconstructing the dynamics from a single
time series through delay coordinate embedding. Here, a series of past (or future)
values of a single scalar measurement from a dynamical system are used to form a
vector that defines a point in the reconstructed space. In practice, a set of suitably
chosen values of a scalar time series u(ti ) with a delay time τ is used as coordinates
to represent the vector xi in the reconstructed space of dimension M :

xi = [u(ti ), u(ti + τ), . . . , u(ti + (M − 1)τ )] (2.1)

here, the time delay τ is an important parameter and should be chosen properly.
From the original embedding theorem, the basic condition for choosing τ is that it
should be sufficiently large so that the reconstructed vectors are not correlated. If
τ is small, the attractor will not unfold properly and will shrink into the diagonal
line. The delay cannot be too large either which may result in insufficient vectors in
the embedded space, especially in higher dimension. Even though several methods
have been suggested in the literature (Liebert and Schuster 1989; Fraser and Swinney
1986; Aberbanel et al. 1993; Schreiber 1999) for choosing τ depending on the type
of time series and the nature of noise involved, the generally accepted norm is to use
a τ value corresponding to the first minimum of auto correlation.

It should be noted that there are other methods related to delay embedding, such
as derivative delay embedding (DDE), where intrinsic characteristics of the data
are preserved as recursive patterns and used as modeling and classification scheme
(Lainscsek 2011; Lainscsek et al. 2013) and is not directly related to the analysis that
we consider here.
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Once the attractor is constructed, several dynamical measures characterizing the
invariant set representing the underlying attractor can be computed: the fractal dimen-
sion related to the geometry of the set, the Kolmogorov entropy (Ott 1993) which
measures the rate of information loss as the attractor evolves, the spectrum of Lya-
punov exponents (Sano and Sawada 1985) indicating the stability with respect to
infinitesimal perturbations, and so on. However, the computation of the latter mea-
sures is known to bemuchmore involved and difficult compared to that of dimension.
As such, they are rarely used in practice, especially for the the analysis of real data.
Details regarding their computation can be found elsewhere (Ott 1993; Sano and
Sawada 1985; Wolf et al. 1985). Here we limit our discussion to the computation
of dimension, as it is the most commonly used measure in NTSA and also the least
error-prone among the measures that can be derived from time series data.

There are, in fact, two algorithmic approaches for computing the fractal dimen-
sion of the embedded attractor. The first one is through partitioning of the state space:
the number of boxes Nε of size ε needed to cover the fractal set with dimension D0

scales with box size ε as ε−D0 . Direct application of this box counting method to
the reconstructed attractor is possible, but is sensitive to data length and requires
significant memory. Instead of the simple box counting, the correlation between the
trajectory points in an attractor has been shown to be a more efficient and robust esti-
mator of dimension. Hence this method called the Grassberger–Procaccia algorithm
(Grasberger and Procaccia 1983) is employed in practice, which uses the scaling of
the correlation sum as a function of distance. For this, the first step is to choose a
threshold distance R in the embedding space. One then counts the number of points
within the distance R from a randomly chosen (i th) data point and normalize it with
respect to the total number of reconstructed vectors Nvto get:

pi (R) = lim
Nv→∞

1

Nv

N∑

j=1, j �=i

H(R − |xi − xj|) (2.2)

here, H is the Heaviside step function. This quantity is then averaged over the total
number of centers Nc to get the correlation sum:

CM(R) = 1

Nc

Nc∑

i

pi (R) (2.3)

To get the correlation dimension D2, the scaling of CM(R) with R in the limit
R → 0 is computed:

D2 ≡ lim
R→0

dlogCM(R)

dlog(R)
(2.4)

Though the procedure appears to be straightforward, several practical difficulties
are involved in the computation, especially for real world data. For example, one does
not have perfect data in real circumstances, nor does one know the dimension of the
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system under study. The embedding theorem requires that the data should be evenly
sampled without gaps. Otherwise, one has to get methods, such as interpolation, to
get a mix of real and interpolated data. The choice of τ is also not straightforward. As
mentioned above, though the traditional practice of choosing τ is the first minimum
of auto correlation (ensuring minimum τ for zero correlation between components),
numerous other methods have also been proposed for this. As such, there is no
universal strategy for selecting τ in practice since the process is system-dependent
and a τ that works well for one purpose (eg. prediction) may not work well for
another (eg. computing dynamical invariants) (Bradley and Kantz 2015).

Another crucial parameter is the embedding dimension M . Ideally, one wants the
“smallest” M in which the attractor unfolds completely to avoid unnecessary over-
embedding. There are basically two approaches here, one based on the false nearest
neighbour (FNN) algorithm (Kennel et al. 1992) and the other termed asymptotic
invariant approach. In the former, one computes the nearest neighbours to each point
increasing the embedding dimension. Typically, the number reduces with M . If the
number remains constant for two consecutive M values, the minimum of this is taken
as the correctM value. The lattermethod ismore commonly used for the computation
of D2, where the computation is done starting fromM = 1 to amaximumvalueMmax

and look for the M value where D2 saturates.
Even after the proper choice of the above parameters, there are still certain inherent

algorithmic pitfalls which are to be taken care of in the computation of D2. For
example, if R is small, pi (R) will be correspondingly small and would be affected
by noise. On the other hand, as R becomes large, the M-spheres can go beyond the
size of the attractor leading to the edge effect. This, in turn, makes the computed
value of CM(R) to saturate to unity. To avoid these effects, a suitable linear part in
the variation of logCM(R) with log R is taken as the scaling region whose slope is
computed as D2.

This is illustrated in Fig. 2.1 (left panel) where scaling regions corresponding
to embedding dimensions from 1 to 4 for the Rössler attractor are shown. As M
is increased (from left to right), the slope of the scaling region gets saturated to
provide the saturated correlation dimension Dsat

2 for the Rössler attractor Fig. 2.1
(right panel). Note that the range of saling region depletes as M increases.

The above discussion implies that the computation has to be necessarily subjec-
tive with the scaling region needs to be identified by looking at the correlation sum
for each embedding dimension. Such an exercise severely affects the utility of the
method, especially in the case of surrogate analysis where the data and the surrogates
are to be subjected, in principle, to the same algorithmic conditions. An alternative
approach which makes this possible (without requiring subjective evaluation of the
scaling region) has been proposed in the literature whose details can be found else-
where (Harikrishnan et al. 2006). In this non-subjective approach, the scaling region
is identified algorithmically without requiring any subjective evaluation of the cor-
relation sum and the scheme has been applied for the analysis of synthetic as well as
real world data (Misra et al. 2006; Harikrishnan et al. 2009).
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Fig. 2.1 The scaling region in the correlation sum CM (R) versus R for the Rössler attractor for
the first four values of M (left panel). The variation of D2 (the slope of the scaling region) with M
is shown with error bar in the right panel, which saturates with M

2.3 Generalized Dimensions and Multi-fractal Spectrum

It is very well accepted that the chaotic attractor is not a simple fractal, but a multi-
fractal since the distribution of the trajectory points and the scaling in different regions
of the attractor are different. Hence the full geometric characterization of a chaotic
attractor requires the computation of the generalized dimensions (Hentschel and
Procaccia 1983) and the associated singularity spectrum called the f (α) spectrum
(Halsey et al. 1986; Jensen et al. 1985). Many authors have discussed the mathemati-
cal details of multi-fractality in detail (Halsey et al. 1986; Jensen et al. 1985; Falconer
1994; Paladin and Vulpiani 1987) and we briefly summarize the main results below.

The attractor is first partitioned into M dimensional cubes of side length r . Let
N (r) being the number of cubes required to cover the attractor.We then find the prob-
ability that the trajectory passes through the j th cube, denoted as p j (r) = N j/Nt .
Here N j is the number of points within the j th cube and Nt the total number of points
on the attractor. It is then assumed that p j (r) satisfies a scaling relation

p j (r) ∝ rα j (2.5)
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where α j is the scaling index for the j th cube. Considering the variation of α to be
continuous, we compute how many cubes have scaling index within α and α + dα.
Scaling of this number, say g(α)dα, with r is determined as

g(α) ∝ r− f (α) (2.6)

with f (α) some characteristic exponent. Since f (α) behaves as a dimension, it is
taken as the fractal dimension of the set of points with scaling index α. Since the
scaling on different parts of a chaotic attractor is, in general, different, one uses a
spectrum of dimensions Dq (Hentschel and Procaccia 1983) to represent it. It can
be shown that the transformation from Dq to f (α) is a Legendre transformation
(Grassberger et al. 1988). If f (α) is plotted as a function of α, one gets a one hump
curvewith themaximumcorresponding to the box counting dimension of the attractor
D0.

To compute f (α) from a time series, the Dq spectrum is first determined. Then
the equations of Legendre transformation are used for the computation of f (α):

α = d

dq
[(q − 1)Dq ] (2.7)

f (α) = qα − (q − 1)Dq (2.8)

Eventhough the procedure, in principle, appears straightforward, its practical
implementation is extremely difficult. The error in the Dq values is usually large
and moreover, the negative part of the Dq spectrum often remains incomplete due to
the finiteness of the data set. Thus, a smoothing and extrapolation is often required to
get the complete Dq curve which makes the exact computation of the f (α) spectrum
even more difficult.

An algorithmic approach to overcome these difficulties and compute the complete
spectrum from the time series for any dimension has been proposed by Harikrishnan
et al. (2009). The main idea behind this approach is that the typical convex profile of
the f (α) curve can be fitted by an analytic function which contains four independent
parameters. The Dq curve obtained by inverting this function using the Legendre
transformation equations is compared with the Dq spectrum computed from the time
series. The spectrum is fitted with the Dq curve and the statistically best fit Dq curve
is found by adjusting the parameters. The final f (α) spectrum is determined from
the dest fit Dq curve. An advantage of this scheme is that the whole procedure is
automated. In other words, once the time series is given, the Dq and f (α) spectrum
can be obtained for the particular embedding dimension without any intermediate
subjective analysis.

The details of the scheme are discussed here briefly. As the first step, the spec-
trum of the generalized dimensions Dq is computed from the time series after delay
embedding. The generalised correlation sumCq(R) for anyM is given by the relative
number of data points within a distance R from a particular (i th) data point (pi (R),
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as in Eq. (2.2) raised to the power of (q − 1) and averaged over Nc randomly selected
centres:

Cq(R) = 1

Nc

Nc∑

i

pi (R)q−1 (2.9)

Then the spectrum of dimensions is then given by

Dq ≡ 1

q − 1
lim
R→0

log Cq(R)

log R
(2.10)

To compute the f (α) spectrum, one makes use of the fact that the f (α) curve
is single valued between the limits of αmin and αmax , having a single maximum in
betweeen. Also, the values at the extreme points are zero, while the slopes at these
points tend to ∞. A simple function which can satisfy all these properties is

f (α) = A(α − αmin)
γ1(αmax − α)γ2 (2.11)

where A, γ1, γ2, αmin and αmax are a set of parameters characterizing a particular
f (α) curve.
Differentiating Eq. (2.8), one gets

q = d

dα
f (α) (2.12)

Substituting for f (α) from above and simplifying one can show that

q = f (α)

[
γ1

α − αmin
− γ2

αmax − α

]
(2.13)

Imposing the conditions on the f (α) curve, one finds that the range of γ1 and γ2
have to remain within the unit interval [0, 1]:

0 < γ1, γ2 < 1 (2.14)

Corresponding to q = 1, there is a value of α(≡ α1) and f (α)(≡ f (α1)) such
that

D1 = α1 = f (α1) (2.15)

Putting q = 1 in Eq. (2.13), we get

α1

[
γ1

α1 − αmin
− γ2

αmax − α1

]
= 1 (2.16)

This equation is first used to compute γ2 with others as input parameters. Taking
the inputs from the Dq spectrum for αmin and αmax , the parameter A can be calculated



2 Methods of Nonlinear Time Series Analysis … 17

-20 -10 0 10 20
0

1

2

3

4

5

0 1 2 3 4
0

1

2

3

4

Fig. 2.2 The top panel gives the Dq spectrum of the Rössler attractor computed using scheme
discussed in the text along with its best fit curve (solid line). The f (α) curve of the Rössler attractor
computed from the best fit Dq curve is shown in the bottom panel

from the original f (α) fit. This provides the f (α) curve from which the Dq curve
can be obtained. More details regarding the scheme and its practical aspects of
implementation can be found in Harikrishnan et al. (2009).

The scheme is illustrated in Fig. 2.2 by applying it to the time series from the
Rössler attractor. The Dq spectrum is first computed from the time series and its best
fit curve is determined. Both are shown in Fig. 2.2 (top panel), with the solid line
representing the best fit curve. The final f (α) curve computed from the best fit Dq

curve is also shown in Fig. 2.2 (bottom panel). The scheme has been utilized for the
analysis of synthetic as well as real world data whose details are given in Sect. 2.5.

2.4 Complex Network Approach to Nonlinear Time Series
Analysis

Analysis of time series for the characterization of underlying dynamics utilizing
complex network measures has become an important area of research over the last
one decade. This has allowed addressing some fundamental questions regarding
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the structural properties of chaotic attractors as well as the successful treatment of
a variety of applications from a broad range of disciplines. Here we provide an
overview of the existing techniques of network based NTSA focusing mainly on the
phase space based recurrence network analysis.

The field of complex networks and its applications has evolved independently over
the last two decades following the discovery of scale free topology (Barabasi and
Albert 1999) in most real networks as compared to the classical random topology
(Erdos and Renyi 1960). The renewed interest in complex network analysis has
lead to a variety of “non conventional” applications apart from its classical areas of
research, such as, social networks, communication networks, ecological networks,
etc. The most important among these is the analysis of dynamical systems utilizing
the network based concepts and measures.

Here the emphasis is on systems (represented by time series) suspected to have
deterministic nonlinearity to extract information through network based measures
on the structure of the underlying attractor, which is otherwise unable to get using
existingmethods of time series analysis. The basic idea here is tomap the information
inherent in an embedded attractor on to the domain of a complex network using a
suitable scheme. One then uses the statistical measures of the complex network to
characterize this information specific to the underlying attractor.

It should be noted that the attractor and the network are two different entities.
While the former has a dynamical measure involving a metric defined in a state
space, the latter has only nodes and connections defined in an abstract space and just
a static structure. As such, one should expect a certain loss of information (especially
regarding dynamics) during this mapping which also involves parameters whose
selection is based on certain criteria. However, one presumes that, with a proper
mapping, the characteristic geometric properties of the attractor are preserved in the
resulting network and reflected in the network measures, though these measures are
not directly related to the dynamic measures of the attractor.

Several methods have been suggested in the literature to transform a time series
into the corresponding complex network. Examples are cycle networks (Zhang and
Small 2006), visibility graphs (Lacasa et al. 2008), transition networks (Nicolis et al.
2005) and recurrence networks (RN) (Marwan et al. 2009). The RNs can be con-
structed in different ways, namely, the correlation networks (Yang and Yang 2008),
k-nearest neighbour networks Xu et al. (2008) and ε-recurrence networks (Donner
et al. 2011). Different methods of network generation are used for different types of
applications. A detailed discussion of these methods and their comparison can be
found elsewhere (Zou et al. 2019). The method that we focus here is the one based on
ε - recurrence since it is the most popular having a number of practical applications.
From now on, we simply call it recurrence networks (RN).

In fact, RN is the network analogue of the recurrence plot (RP), a visualization tool
introduced by Eckmann et al. (1987). It is a two dimensional graphical representation
of the trajectory of a dynamical system in the form of a binary, symmetric matrixR
where Ri j = 1 if the state xj is a neighbour of xi in phase space and Ri j = 0, otherwise.
The neighbourhood is defined through a certain recurrence threshold ε. To construct
the RP from the scalar time series, one uses the delay embedding procedure discussed
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Fig. 2.3 The time series from the Lorenz attractor and the RP generated from this time series are
shown in the left panel. The same for white noise is shown in the right panel

in Sect. 2.2. As an example, the RPs constructed from the Lorenz attractor time series
and white noise are shown in Fig. 2.3. The difference between the two is evident as
the diagonal lines (indicating recurrence of trajectory) is missing in the case of white
noise.

There are several quantifying measures (Marwan et al. 2007; Schinkel et al. 2009)
associated with the RP and used for the analysis of data. Two of the important
measures frequently used are the recurrence rate (RR) and the determinism (DET)
which can be computed from the following equations:

RR = 1

N 2

∑

i, j

Ri j (2.17)

DET =
∑lmax

l≥lmin
lp(l)

∑lmax
l=1 lp(l)

(2.18)

The former is a measure of the overall probability that a certain state recurs
while the latter is a measure based on the distribution of the diagonal structures
p(l) and reflects how predictable the system is. The larger diagonal structures are an
indication that two trajectories evolve closer for long time intervals. For random data,



20 G. Ambika and K. P. Harikrishnan

the diagonal structures are missing while for a periodic data, all the points fall on
diagonal lines. Hence these measures are directly related to the nature of dynamics
on the attractor.

From the RP, one can easily construct the RN. It is the network form of RP after
removing the self loop, namely, the diagonal elements. The elements of the adjacency
matrix A of the RN is given by

Ai j = Ri j − δi j (2.19)

where δi j is the Kronecker delta. Each point on the reconstructed attractor now
becomes a node in the RN and a reference node is connected to another node if the
distance between the corresponding points on the attractor is ≤ ε.

For the construction of the RN, the key parameters are ε and M . If ε is large, the
specific small scale properties of the attractor cannot be revealed and if ε is too small,
the network breaks into disuaded nodes due to lack of connections. In general, for
each embedded attractor, the value of ε has to be determined seperately as it varies
with the size of the attractor. Two criteria are usually employed (Eroglu et al. 2014)
to select ε. The first and the primary one is that there should be a giant component
for the resulting RN which sets a lower bound for ε. By giant component, it is meant
that there exists a single connected network involving more than 95% of the nodes
in the whole network connected to it. In order to ensure that the resulting network is
not over connected, the upper bound for ε is usually set in such a way that the link
density (the ratio of actual connections to all possible connections in the network)
is only a small fixed fraction of the maximum possible value. This provides a small
range Δε for threshold for each system where the resulting network is considered to
be a proper representation of the time series.

To illustrate the importance of choosing the proper threshold, we show in Fig. 2.4,
the RNs constructed from the Lorenz attractor time series with four different values
of ε. Here ε increases from (a) to (d). When ε is small (as in (a) and (b)), the network
is broken into smaller components and when its value is higher, the network becomes
over connected. In between, for a small range of ε, the network is considered to be
a proper representation of the attractor.

Recently, a uniform framework for the choice of ε applicable to different systems
independent of the size of the embedded attractor has been proposed by Jacob et al.
(2016). Here, the time series is first transformed into a uniform deviate so that the
size of the attractor always remains within the unit cube. To find the lower bound for
ε, the standard criterion that the network turns into a single giant component is used.
However, the upper bound is determined by the condition that the characteristic path
length (which describes the global connectivity of the network) of the RN from a
chaotic attractor is significantly different from that of white noise data. Due to uni-
form deviate transformation, the scheme provides an approximately identical range
Δε for constructing RN from different chaotic time series for a given embedding
dimension M .

Once the network is constructed, one can make use of statistical measures used
in complex network analysis for the characterization of the attractor. The complex
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Fig. 2.4 The RNs constructed from the Lorenz attractor time series for four different values of ε,
namely, a 0.06, b 0.08, c 0.10 and d 0.14, with the size of the attractor rescaled into the unit cube.
The number of points in the time series is 2000 and and the embedding dimension used is M = 3.
It is evident that only the case (c) can properly characterize the attractor. The colour of the node
represents its degree which increases from blue to red

network measures commonly employed in NTSA are the degree distribution, the
characteristic path length (CPL) and the average clustering coefficient (CC). The
degree distribution is a statistical measure which tells how many nodes nk among
the total number of nodes N have a given degree k. The probability p(k) = nk

N is
plotted as a function of k. To define CPL, one considers the shortest path ls between
two nodes g and h in the network. It is the minimum number of intermediate nodes
needed to reach h from g. The average value of ls for all the pair of nodes in the
whole network is taken as CPL and can be determined from the equation:

CPL = 1

N (N − 1)

N∑

g,h

ls (2.20)

To get the average clustering coefficient CC of a network, we first define a local
clustering index cq . It tells how many of the nodes connected to a reference node q
are also mutually connected:

cq =
∑

g,h Aqg Agh Ahq

kq(kq − 1)
(2.21)
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Taking the average of cq for the whole network, we get CC:

CC = 1

N

∑

q

cq (2.22)

There are many reviews on network measures (Albert and Barabasi 2002; Boc-
caletti et al. 2006) as well as some excellent books (Newman 2010; Watts 2003)
which provide more details regarding all the network measures.

It can be shown that, if properly constructed, all the statistical measures of the
RN discussed above are characteristic of the attractor from which it is constructed
(Jacob et al. 2016). The measures can also discriminate between a chaotic attractor
and pure white noise. As an example, we show the CPL and CC values of the RNs
from 3 standard chaotic attractors and white noise in Fig. 2.5. These measures can
also be used as discriminating measures for hypothesis testing using surrogate data.

There are two aspects of the RN that make them special for the analysis of time
series data. Firstly, since the network measures can be derived reasonably accurately
using a small number of nodes in the network, the method is suitable for the analysis
of short and non-stationary data. Secondly, they generally preserve the structure of the
embedded attractor and hence the structural changes in the underlying attractor due
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Fig. 2.5 TheCPL-CCplane indicating the corresponding values of the RNs from 3 standard chaotic
attractors and white noise. It is clear that the white noise can be distinguished from the rest
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to, say, noise addition is also reflected in the corresponding RN. Hence the network
measures can be effectively used to study how the structure of a chaotic attractor is
affected by increasing levels of noise contamination (Jacob et al. 2016).

2.5 Examples of Real Data Analysis

Nonlinear time series analysis is actually an interface between the developments of
the concepts and ideas in nonlinear dynamics (or the so called chaos theory) and
their practical applications. The aims of NTSA can be broadly classified (but not
limited to) as: (1) system characterization from a single time series (2) identifying
quantitative changes in systembehaviorwith respect to changes in a control parameter
(3) discrimination between a given signal and some other signals (4) classification
of different time series from a dynamical perspective (5) testing for deterministic
nonlinearity in a signal (6) identifying nature and amount of noise based on the
variation of characteristic measures (7) nonlinear prediction and control of system
behavior espicially in many engineering applications and (8) to help in developing
the nonlinear model equations underlying the dynamics. Here we briefly discuss
three main areas of applications of the methods and measures presented in previous
sections, namely, astrophysical, engineering andbio-medical.

2.5.1 Applications in Astrophysical Data

One of the earlier attempts on the application of NTSA techniques was on astrophys-
ical data. Light curves from different groups of variable stars were analyzed to search
for deterministic nonlinearity in their temporal variations. Several studies were done
in this regard (Serre et al. 1996; Lindner et al. 2015; Moskalik et al. 2015) and is
still continueing (George et al. 2017) with more accurate data sets now available
from Kepler archive. Another category of data that have been exhaustively analized
using measures of nonlinear dynamics are the X-ray light curves from certain black
hole systems. Especially, a prominent black hole GRS1915+105 has been analized
in great detail. The light curves from this black hole system have been classified into
12 spectroscopic classes based on RXTE observations by Belloni et al. (2000). The
nature of the lightcurves changes completely as the system flips from one temporal
state to another. Evidently, pure stochastic process cannot account for such qual-
itative changes in the light curves, leading many to suspect the presence of some
deterministic nonlinear processes underlying the generation of these light curves.

A detailed analysis of the light curves have been done by Harikrishnan et al. using
both dimension measures (Misra et al. 2006; Harikrishnan et al. 2011) and network
measures (Jacob et al. 2018) discussed above. The authors have reported evidence
for deterministic nonlinearity in the temporal behavior of a few states by applying
surrogate analysis using D2 as well as CPL as discriminating statistic. They have
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also analysed the nature of noise contamination in these light curves and classified
the light curves into 3 groups based on the temporal behavior and the nature and
amount of noised involved.

2.5.2 Applications in Engineering Problems

In many engineering problems, controlling the system to operate at desired states
introduces various forms of feedback mechanisms.These result in nonlinearities in
the system behavior with a very small change in the control parameter leading to
undesirable outputs. Accordingly, one has to go beyond the linear models and meth-
ods and hence techniques from nonlinear dynamics are increasingly being employed
for the prediction and to control such instabilities in system output.

A typical example where such a control feedback phenomenon plays a crucial role
is a practical combustion system (Kabiraj and Sujith 2012). This includes industrial
gas turbines, rocket motors, furnaces, etc., which often face the problem of high
amplitude pressure oscillations that appear due to thermo-accoustic instability within
the system. These can induce structural vibrations within the combustor, leading to
reduced life span, reduced efficiency and even complete system failure in specific
cases.

Time series data of pressure fluctuations from such systems clearly indicate (Kabi-
raj and Sujith 2012) limit cycle, quasiperiodic and intermittent oscillations with
respect to changes in control parameters. The reconstructed phase space from the
time series also show the presence of an underlying strange attractor. Several studies
based on NTSA (Murugesan and Sujith 2015; Kabiraj et al. 2015; Christodoulou
et al. 2016) have been undertaken in this regard that highlight the importance of
nonlinear and network based measures in understanding, predicting and controlling
such systems.

2.5.3 Applications in Bio-medical Data

An area where the techniques from NLTA have been constantly employed right
from the beginning is in the analysis of bio-medical data. The complexity of many
physiological rhythms originate from the nonlinear control processes taking place
inside the human body (Glass 2001; Karma 2013; Qu et al. 2014). The different
levels of this complexity and their variations, if properly analysed, will be useful in
understanding the abnormalities that lead to many pathological cases (Go 2014). A
mathematical representation of such a complexity using dynamical equations is most
often not realizable due to the many interacting variables and uncertain parameters
involved (Bruggerman and Westerhoff 2007; Lillacci and Khammash 2010). Hence
the only possibility to study the underlying dynamics is to rely on information that
can be deciphered from signals that can be obtained from these systems (Lehnertz



2 Methods of Nonlinear Time Series Analysis … 25

and Elger 1998; Richman and Moorman 2000). Over the last four decades, several
such physiological signals like ECG, EEG, fMRI etc have been subjected to different
techniques from NLTA.

As a typical example, Shekatkar et al. (2017) have undertaken a detailed analysis
of ECG data combining dimension analysis, surrogate analysis and multi-fractal
analysis using techniques discussed in Sects. 2.2 and 2.3. The authors have used 129
data sets from Physio Bank Archive for the analysis involving healthy and unhealthy
subjects with different types of health anomalies. The results obtained reveal that
the attractor underlying the dynamics of the heart has multi-fractal structure and the
variations in the resultant multi-fractal spectra can clearly separate healthy subjects
from unhealthy ones. The increased variability observed in the unhealthy cases can
be a clinically meaningful diagnostic tool for detecting the abnormal dynamics of
the heart.

2.6 Conclusion

In this review, we tried to present an overview of various techniques commonly used
for the nonlinear analysis of time series data. These techniques are based on the
concepts of dynamical systems theory by reconstructing the underlying dynamics
in a higher dimension from a scalar time series. It is not possible to present all the
different methods and measures of NTSA developed over the last four decades in a
short review like this. Nor could we address all the different aspects regarding the
practical implementation of these techniques available in a vast volume of literature.
Here, we have mainly focused on the computation of dimension and multi-fractal
spectrum and a specificmethod on the complex network based analysis of time series.

Finally, it should be reminded that NLTA is a powerful technique, but has its own
limitations and also various possible sources of error in its practical implementation.
This is especially important while applying to practical data analysis. These limi-
tations can be of different origin, say, related to data (uneven sampling, finiteness,
gap, etc), related to uncertainties in the choice of computational parameters (delay,
threshold, etc) due to external factors (contamination by different types of noise)
or due to algorithmic and computational limitations (edge effects, choice of scaling
region, finite precision arithmatic, etc). One has to be aware of them in order to report
meaningful results. As such, it requires a certain amount of expertise and experience
on the part of the user in applying these methods and more so in interpreting the
results.
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Chapter 3
Unfolding Nonlinear Characteristics of
Noise-Contaminated Real-World Data

Sirshendu Mondal and Achintya Mukhopadhyay

Abstract The success of dynamic characterization of a system mostly depends on
how far the nonlinear structure of the data is identified. In most of the practical sys-
tems, the dynamic behaviour is to some extent dominated by stochastic processes.
In such a scenario, unfolding the hidden determinism and nonlinearity from the real
world data which is acquired from a complex physical phenomenon is a challenging
task. The tools fromnonlinear time series analysis facilitate a systematic investigation
of complex dynamics mostly observed in real life phenomena. The present chapter
proposes a survey on different such tools which are used for the dynamic charac-
terization of experimental time series. To take the first step in this course, detecting
noise contamination in the time series data is discussed, highlighting the tests for
determinism such as local flow test (Kaplan-Glass test), translation error, correlation
dimension, and correlation entropy. Once the determinism of a time series is iden-
tified, figuring out the nonlinear nature is the next concern. There are a few direct
tests such as Lyapunov exponent, correlation dimension to confirm chaos, however,
they have their inherent limitations while analysing experimental data contaminated
with noise. In such a situation, a statistical test popularly known as surrogate test is
adopted. The test is based on different (null) hypotheses and examining their validity
through any discriminating statistics such as translation error, permutation entropy.
Permutation spectrum can further be used to characterize the dynamic nature of the
time series. Other aspects which help further understanding of the data sets in hand
are the fractal features and the predictability. The fractal features of a time series are
identified by using singularity spectrum. Finally, the role of local predictor such as
Sugihara-May algorithm for forecasting the dynamics of a deterministic system is
discussed.
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3.1 Introduction

Time series which is one major form of the measured data is essentially a discrete
sequence of observations acquired in time (Box et al. 2015).We encounter time series
data in many different fields such as physical, biological and social sciences, stock
market, meteorology, ecology. One of the major concerns of time series analysis is to
understand the underlying mechanism that produces the observed time series. Most
often, certain features of the time series are identified by evaluating different nonlin-
earmeasures so that the dynamical transition of the phenomenon is captured. Towards
that, many measures based on dynamical systems theory such as translation error
(Wayland et al. 1993), Hurst exponent (Nair and Sujith 2014), correlation dimension
(Grassberger and Procaccia 1983; Harikrishnan et al. 2006) find their application in
nonlinear analysis of themeasured data observed in the diverse fields. Thesemeasures
are indicative for the change between periodic and aperiodic time series. However,
an aperiodic time series can be deterministic or stochastic. Therefore, identifying
the deterministic nature of a time series or, in other words, quantifying the noise
contamination (which is inevitable in the real-world data) should be the first step
towards understanding the dynamics.

There are several methods to confirm determinism in a time series data; local flow
test (Kaplan 1993) is one of them. The method is originally devised for continu-
ous dynamical system by Kaplan and Glass (1992). The points in the phase space
(reconstructed phase space for the case of single variable measurement) are evolved
in time. For a deterministic signal, such points which are close to each other evolve in
the same direction whereas, they evolve in arbitrary direction for stochastic signals.
Capturing this feature, the vectors connecting initial and final points are constructed,
normalized and averaged for a short duration. The process is further repeated for
several time durations. These average vectors takes higher values for deterministic
signals. The detailed procedure for the local flow test is given in Sect. 3.3.1.

We discuss another metric, called Translation error which is also a quantitative
measure of determinism present in a time series (Wayland et al. 1993). The method
is centered on the idea that neighbouring trajectories in phase space align in sim-
ilar directions for the deterministic case. The detailed procedure is discussed in
Sect. 3.3.2.

Sometimes, using multiple measures of determinism is found to produce more
accurate information regarding the noise contamination. An example is the combined
use of correlation dimension (D2) and correlation entropy (K2) proposed by Harikr-
ishnan et al. (2009). This is a modified version of Grassberger-Proccacia algorithm
(1983). By evaluating D2, the presence of white noise can be quantified where K2

is a better measure to detect colored noise in the measured data (Sect. 3.3.3). Once
the determinism of a time series is identified, figuring out the nonlinear nature of the
measured data is our next concern.

There are several measures and methods prescribed in literature, which can detect
nonlinearity in the time series. These measures are used to recognize regular (peri-
odic), chaotic and hyperchaotic dynamics. Among these, showing the evidence of



3 Unfolding Nonlinear Characteristics of Noise-Contaminated Real-World Data 31

chaos remains the primary concern in analysing experimental time series. Towards
that, Lyapunov exponent is a fundamental measure. For a deterministic dynamical
system, the sensitive dependence of initial conditions is the fundamental property
which is implemented to prove the chaotic nature of a time series (Pikovsky 1992).
The Lyapunov exponent essentially quantifies the same by evaluating exponential
divergence of nearby trajectories of an attractor in the phase space. If any one or more
Lyapunov exponents become positive, the system is considered to be chaotic. The
detailed procedure for calculating Lyapunov exponents is given in Sect. 3.4.1. This
measure, however, find difficulty for identifying chaos for the noise contaminated
experimental data.

Another direct measure which can detect the chaotic nature of a time series is cor-
relation dimension (Grassberger and Procaccia 1983; Harikrishnan et al. 2006, 2009;
Datta et al. 2009). The standard algorithm of Grassberger and Proccacia (1983) is
generally adopted to compute correlation dimension. The procedure of finding cor-
relation dimension involves identification of a scaling region by visual inspection
(explained in Sect. 3.3.3). This becomes even challenging for the practical data con-
taminated with high levels of noise. Considering the limitations of aforementioned
tests, the evidence of chaos and nonlinearity in the real-world data cannot therefore
solely proved by the tests mentioned above. The remedy is pursuing a statistical test,
known as surrogate test (Theiler et al. 1992; Schreiber and Schmitz 2000).

As a first step of surrogate test, a linear process is assumed as a so-called null
hypothesis and the process is claimed to be the origin of the data under consider-
ation. Next, surrogate data sets are generated from the original data following the
null hypothesis. A discriminating statistic (any suitable nonlinear statistic) is then
computed for both original and the surrogate data sets. If the value of the statistic for
the original data is significantly different from the values obtained for the surrogate
data sets, the null hypothesis (a linear process) can be rejected and nonlinearity is
confirmed (Theiler et al. 1992). However, the hypothesis is rejected in a probabilistic
sense and therefore, the number of surrogate data sets generated is predetermined to
assure the required confidence level (Theiler et al. 1992). The detailed procedures for
generating different types of surrogates (Schreiber and Schmitz 2000) are described
in Sect. 3.4.2. As said earlier, any nonlinear statistic can be adopted for this statistical
test. Here, we discuss one such statistic, namely, permutation entropy (also permuta-
tion spectrum). The degree of randomness/complexity in the time series is captured
through permutation entropy which is easy to calculate for all types of time series
such as regular, chaotic and noisy (Bandt and Pompe 2002). A symbolic approach
is adopted wherein a time series is partitioned into groups. The measure has been
shown to be similar to Lyapunov exponents, however, produces meaningful results
for even noise contaminated real-world data (Bandt and Pompe 2002).

Apart from the features such as determinism and nonlinearity of a time series
data, other aspects which help further understanding of the data sets in hand are the
fractal features and forecasting. A self-similar structure is identified in a chaotic time
series leading to the patterns of non-integer dimensions called fractals and the non-
integer dimension is known as fractal dimension. A fractal time series is significantly
different from a stochastic time series which does not hold any pattern (Gotoda et al.
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2012; Nair and Sujith 2014). The fractal features are identified through a measure
called singularity spectrum (Nair and Sujith 2014). However, this measure is not
sufficient to claim the chaotic nature of a time series. This is due to the fact that a
correlated noise might possess fractal features similar to that of a chaotic signal.

Another characteristic feature of a chaotic signal is short-term predictability and
long-termunpredictability. This is again a consequence of the sensitive dependence of
initial conditions. Therefore, nonlinear forecasting is able to quantify the complexity
in the time series by updating the library data in phase space. Forecasting has been
shown to satisfactorily distinguish between deterministic and stochastic data. In the
present chapter, we discuss Sugihara-May algorithm (1990) as a local nonlinear
predictor and its extended version proposed by Gotoda et al. (2015).

The rest of the chapter is organized as follows. Phase space reconstruction from
a experimental time series will be discussed in Sect. 3.2. In Sect. 3.3, a few tests for
determinism such as local flow test, translation error and correlation entropy will
be described. Testing for nonlinearity of a time series will be discussed in Sect. 3.4.
Fractal features of time series and nonlinear forecasting are discussed inSects. 3.5 and
3.6, respectively. Application and limitations of different measures are summarized
in Sect. 3.7.

3.2 Phase Space Reconstruction

Aphase space or a state space is a space inwhich all the states of a system is reprented
by its coordinates. As the system evolves in time, a path in the phase space is traced,
know as phase space trajectory. The phase space or the attractor in phase space needs
to be obtained before computing any nonlinear measure. Therefore, to construct the
phase space, we require the time series of many variables. However, most often, the
experimental data available consists of a single variable, if fortunate, a few. In such a
situation, dynamics of any system/phenomenon can be visualized by constructing the
mathematical phase space from a single time series data. The methodology is known
as Takens’ delay-embedding (Takens 1981). In this construction, the time series in
hand is converted into a set of delay vectors. Consider a variable, x(t) which is the
only variable from the system under study. Now, we can construct the vectors such
a way that these vectors collectively provide us the maximum information on the
system dynamics. The vectors, xi (d) are constructed as:

xi (d) = [x(ti ), x(ti + τ), x(ti + 2τ), . . . x(ti + (d − 1)τ )] (3.1)

The elements of such vectors are the co-ordinates in thed-dimensional phase space
and any vector, say xi (d) is a point in the d-dimensional phase space at the time instant
ti . Two crucial parameters for accomplishing an appropriate reconstruction are the
optimum time delay, τ and the least embedding dimension, d. A proper evaluation
of τ and d is pivotal so that the full structure of the attractor is unfolded in the phase
space.
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A proper choice (optimum value) of the time delay is important. A very small
value of the time delay may not unveil all the details of the dynamic characteristics
(as the neighbouring points become highly correlated), while a very large value may
introduce spurious features (as neighbouring points become mostly uncorrelated).
There are a few methods to find the value of optimum time day for a given time
series data (Abarbanel et al. 1993). In this chapter, we discuss a couple of them. The
optimum time delay can be determined as the time when the linear autocorrelation
function (LAF) first crosses zero (Abarbanel et al. 1993; Hilborn et al. 2000). As the
name suggests, this is a linear measure, however, produces a reliable estimate for
time delay. The LAF is given as,

CL(τ ) =
1
N

∑N
m=1[x(m + τ) − x̄][x(m) − x̄]

1
N

∑N
m=1[x(m) − x̄]2 , (3.2)

where,

x̄ = 1

N

N∑

m=1

x(m). (3.3)

Here, x(m) denotes the instantaneous measurement at t = t0 + mτs , where t0 and
τs are initial and sampling time, respectively. m, an integer, is a count for the time
steps and N is the total number of data available in x . For a good choice of τ , one
should look for the time lag when CL(τ ) first passes through zero. However, finding
τ through such linear measure makes two observations, say x(t) and x(t + τ) only
linearly independent. Application of LAF for evaluating optimum time delay can
be found in Datta et al. (2009), Mondal et al. (2014, 2015), Ghosh et al. (2010).
Although, the linear independence may serve the purpose, nonlinear independence
can be sought for, through the concept of average mutual information (Abarbanel
et al. 1993).

The idea behind this method is how much information of a measurement at one
time instant we can extract from a measurement of another time instant. The value
of τ is found when the average mutual information (AMI) between the delay vectors
reaches the first minimum. The AMI of a signal x(m) is given by,

I (τ ) =
N∑

m=1

P(x(m), x(m + τ)) log2

[
P(x(m), x(m + τ))

P(x(m))P(x(m + τ))

]

, (3.4)

where, P(x) denotes the probability of event x . AMI is essentially a measure of the
amount of information shared by two sets of data. Therefore, for minimum value of
AMI, the τ corresponds to two vectors which provide more information about the
system than the individual vector can provide (Nair et al. 2013). Application of AMI
for evaluating optimum time delay can be found in Gotoda et al. (2012, 2014), Nair
et al. (2013). Once the optimum time delay is evaluated either by LAF or AMI, next
step is to find a suitable (minimum) embedding dimension, d.
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Wediscuss hereCao’smethod (1997) for finding a proper embedding dimension in
which the dynamics of an attractor can be fully unfolded. This is an optimized version
of well-known False Nearest Neighbors (FNN) method (Abarbanel et al. 1993). The
FNN method is subjective in some sense and different embedding dimensions can
be obtained for different value of parameter involved in that method (Cao 1997).
The Cao’s method overcomes the shortcoming of FNN. A false nearest neighbor to
a point moves away as the embedding dimension is increased. Therefore, in these
methods, one follows the nearest neighbors as the dimension is increased.

With optimum time lag, a measure a(i, d) can be estimated as,

a(i, d) = ||xi (d + 1) − xn(i,d)(d + 1)||
||xi (d) − xn(i,d)(d)|| , (3.5)

where, i = 1, 2, . . . , (N − dτ) and n(i, d) is the index of nearest neighboring point
to the point xi (d). || · || is the Euclidean norm between two points in phase space.
Important to note that the nearest neighbors, n(i, d) in (d + 1)-dimension should
be same as those chosen in d-dimension, and if xn(i,d)(d) equals to xi (d), then one
should consider the next neighbor. Here, appropriate dimension means there does
not exist any false neighbor. Now, to avoid the dependency of index i , an average
value of a(i, d) is computed as,

E(d) = 1

N − dτ

N−dτ∑

i=1

a(i, d), (3.6)

where, E(d) is a function of only d and τ . Now, the variation of E(d) is obtained by
defining E1(d) as,

E1(d) = E(d + 1)

E(d)
. (3.7)

E1(d) saturates beyond a value of d which is considered to the embedding dimen-
sion of the system. This happens for a deterministic signal, however, E1(d) always
increases with increasing d for random signals. An additional measure E2(d) is also
calculated to clearly distinguish between deterministic and stochastic signals.

E2(d) = E∗(d + 1)

E∗(d)
, (3.8)

where,

E∗(d) = 1

N − dτ

N−dτ∑

i=1

|x(i + dτ) − x(n(i, d) + dτ)|. (3.9)

Now, E2(d) is independent of d for random signals and equals to 1 whereas,
for deterministic signal, it is a function of d and there must exist some values of
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embedding dimension for which E2(d) �= 1. Having discussed the methodologies
for phase space reconstruction, we turn to the tests of determinism in a measured
time series.

3.3 Tests for Determinism

There are several metrics prescribed in literature to quantify the deterministic nature
of a time series. In the present chapter, we discuss local flow test, translation error
and correlation entropy.

3.3.1 Local Flow Test

Kaplan and Glass proposed a method for detecting determinism in continuous-
time dynamical systems (Kaplan and Glass 1992). The method is then extended
for discrete-time dynamical systems by Kaplan (1993). We discuss here the discrete
version of it which is applicable for any measured time series. Once the phase space
is reconstructed from a time series, the d-dimensional phase space needs to be filled
with non-overlapping hypercubes (i.e. d-dimensional cubes). Let us say, j th hyper-
cube consists of n j points in the phase space with time indices t j,1, t j,2, t j,3, . . . , t j,n j .
After a short time interval, knows as translation horizon (δ), the change in state for
kth time instant (k = 1, 2, . . . , n j ) in j th hypercube, i.e. t j,k to t j,k + δ is given by,

�x j,k = x(t j,k + δ) − x(t j,k). (3.10)

Note that the points which are at the edge of the cloud in the phase space tend to
be connected to the points at center of the cloud for stochastic systems, leading to
the directional bias of �x j,k (Kaplan 1993). For eliminating this bias, the modified
method to calculate �x j,k is,

�x j,k =
[

sin
(
2π

x(t j,k + δ) − x(t j,k)

λ

)
, sin

(
2π

x(t j,k + δ − τ) − x(t j,k − τ)

λ

)
,

sin
(
2π

x(t j,k + δ − 2τ) − x(t j,k − 2τ)

λ

)
, · · · ,

sin
(
2π

x(t j,k + δ − (d − 1)τ ) − x(t j,k − (d − 1)τ )

λ

)
]

(3.11)
where, λ is the characteristic length of the cloud in the phase space and τ and d are
the parameters for the phase space reconstruction. Now, a resultant vector (V j ) is
computed by summing up all the vectors in j th hypercube as,
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V j = 1

n j

∑

k

�x j,k

||�x j,k || . (3.12)

The direction ofV j yields the information about the dynamics, however, the length
of the vector, |V j | is what we are interested in. Combining the values of |V j | for all
hypercubes in which n j = n and n ≥ 2, a set of values, Vn (the average norm of all
|V j |) are produced. We now define a measure, � for quantifying the local flow in
the phase space as,

� =
〈
V 2
n − c2d/n

1 − c2d/n

〉

. (3.13)

Here, cd is a constant defined as (Kaplan and Glass 1992),

cd =
√
2

d

�( d+1
2 )

�( d2 )
, (3.14)

where, � is a gamma function. The measure � approaches 1 for deterministic signal
whereas it has values close to 0 for stochastic signals (Kaplan andGlass 1992;Kaplan
1993). Note, the characteristic length, λ is chosen as twice the standard deviation
(2σ ) of the data which is normally distributed. Several examples of this methods are
illustrated in Kaplan and Glass (1992), Kaplan (1993). Apart from this, the method
is utilized to explore determinism in combustion noise data (Nair et al. 2013) and
physiological data (Glass and Kaplan 1993).

3.3.2 Translation Error

Next, we discuss the Wayland method to extract determinism in the time series. This
is “computationally simple variant” on Kaplan-Glass method (Wayland et al. 1993).
Let us choose arbitrarily a vector, x(ti ) from the reconstructed phase space of a given
time series andfind k nearest neighbors, x(t j ) ( j = 1, 2, . . . , k), of it. Now, projecting
all the neighboring vectors after a suitable time interval T , x(t j ) becomes x(t j + T ).
Therefore, the translation vectors are calculated as V(t j ) = x(t j + T ) − x(t j ).

Now, the spread of the displacements of the neighboring points yields to the diver-
sity of the direction of neighboring trajectories (V(t j ) approximates the tangential
vectors of the trajectories) and the same is calculated in terms of translation error,
Etrans as,

Etrans = 1

k + 1

k∑

j=1

||V(t j ) − V̄||
||V̄|| , (3.15)
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where,

V̄ = 1

k + 1

k∑

j=1

V(t j ). (3.16)

|| · || represents the Euclidean distance between the vectors. Here, important to note
that division by the length of V̄ ensures that the measure is insensitive to the overall
scaling of the time series data. More the determinism is there in the time series (the
trajectories being more parallel), the value of Etrans becomes more close to 0. For a
stochastic signal, the value of Etrans approaches 1. Further, to reduce the stochastic
error while evaluating translation error, one should compute medians of P sets of q
randomly chosen x(ti ) and calculating average of P medians (Wayland et al. 1993;
Miyano et al. 2008; Gotoda et al. 2010, 2014).

3.3.3 Correlation Entropy

We now turn our attention to the modified version of Grassberger-Procaccia algo-
rithm (1983) to extract the stochastic component in the measured time series. The
modified version is developed by Harikrishnan et al. (2009) for calculating corre-
lation dimension, D2 and correlation entropy, K2. This method is more accurate
identifying different types of noise (white and color) present in the time series data.
By computing D2, one can identify the presence of white noise, whereas the col-
ored noise can be better detected by evaluating K2. In the scheme proposed by
Harikrishnan et al. (2009), the scaling region in the correlation sum is algorithmi-
cally determined, reducing the human error. Therefore, utilizing both D2 and K2 in
combination eventually results in a more efficient analysis of time series.

Once the delay vectors are constructed using the values of delay time, τ (discussed
above) and embedding dimension, d (variable here) from a time series, the next step
is to calculate correlation sum Cd

i (ε) for any randomly chosen point in the phase
space as,

Cd
i (ε) = 1

Nv

Nv∑

j=1, j �=1

H
(
ε − ||x(ti ) − x(t j )||

)
, (3.17)

where, H is a Heaviside function and Nv is the total number of reconstructed vectors
(i.e. N − (d − 1)τ ). Cd

i (ε) essentially counts the neighboring vectors of x(ti )within
a d-dimensional hypersphere of radius ε. Averaging this quantity over Nc randomly
selected vectors, x(ti ), the correlation function appears to be

Cd(ε) = 1

Nc

Nc∑

i=1

Cd
i (ε). (3.18)



38 S. Mondal and A. Mukhopadhyay

The correlation dimension (D2) is then defined as,

D2 ≡ lim
ε→0

d(logCd(ε))

d(log ε)
, (3.19)

and the correlation entropy, K2 is defined as,

Cd(ε) ∝ exp(−dK2�t), (3.20)

where, �t is the time step between two successive measurement of the given data.
The scaling region in Eq. (3.19) is conventionally identified by visual inspection.
However, an algorithmic approach can be adopted for better computation (refer
Harikrishnan et al. 2006). The measure, correlation dimension has been applied in
the time series data of several systems such as pulse combustor (Datta et al. 2009;
Mondal et al. 2014), swirl flames (Gotoda et al. 2009), fluid flows (Nakabayashi
et al. 2005). Further, correlation entropy has been implemented to explore the noise
contamination in different fields such as candle flame oscillations (Ghosh et al. 2010),
combustion (Tony et al. 2015), astrophysics (Harikrishnan et al. 2011).

3.4 Tests for Nonlinearity

In nonlinear time series analysis, there are several measure to confirm nonlinearity
in the measured data. Here, we discuss a measure, called Lyapunov exponent which
is based on the fundamental properties of a chaotic time series. Considering the
limitations of such measure, we further discuss surrogate test for nonlinearity. In the
connection with surrogate data method we describe permutation entropy as a metric
which can be used as a discriminating statistic.

3.4.1 Lyapunov Exponent

Lyapunov exponents essentially quantify the exponential convergence or divergence
of the initially close trajectories in phase space. For all practical purposes, it is
sufficient to know the largest/maximal Lyapunov exponent (LLE/MLE). We discuss
here the method developed by Rosenstein et al. (1993). Alternative methods for
calculating Lyapunov exponents are available in the literature (refer Kanz et al.
1994) which is an improved version of Wolf’s method (1985).

The algorithm of Rosenstein et al. (1993) is widely accepted method for calculat-
ing maximal Lyapunov exponent, λmax or λ1. Once phase space is reconstructed, a
reference vector, x(ti ) and its nearest neighbor vector, x(tk) are found by searching
the minimum distance between them as follows,



3 Unfolding Nonlinear Characteristics of Noise-Contaminated Real-World Data 39

di (0) = min
x(tk )

||x(ti ) − x(tk)||, (3.21)

where, di (0) is the initial separation distance between the reference vector and it
nearest neighbor. Now, if the distance between them after T time steps is di (T ), the
follow relation hold true.

di (T ) = di (0)e
λ1(T�t), (3.22)

where�t is the sampling time period of x(t). Therefore, maximal (largest) Lyapunov
exponent is estimated as the gradient of the linear part of 〈ln di (T )〉 against T�t .
Here, 〈ln di (T )〉 is the average value of ln di (T ) over all values of i .

Apart from Lyapunov exponent, correlation dimension (D2, discussed above) can
be used as a nonlinearity measure. However, these measures may not work for the
measured data which are contaminated with noise. In other words, the application
of these techniques are limited to noise free data. The alternative is a statistical test,
called surrogate tests.

3.4.2 Surrogate Test

As a first step of surrogate test, a linear process is defined as null hypothesis. For
example, we presume that an uncorrelated random process is the source of the mea-
sured data. This is an assumption and we next generate surrogate data sets which
is consistent with this null hypothesis. Therefore, depending upon the types of null
hypothesis we define there are different methods for generating surrogate data sets.
Let us first discuss different null hypothesis and their corresponding method of gen-
erating surrogate data sets.

The most commonly used methods for surrogate data generation include (a) ran-
dom shuffling of original time series, (b) Fourier transformed (FT) surrogates and
(c) amplitude adjusted Fourier transformed (AAFT) surrogates, against which the
original time series might be compared (Theiler et al. 1992).

The simplest way of generating surrogates is random shuffling or random per-
mutation (RP). Thereby, the linear correlation present, if any, in the original time
series is destroyed. However, the amplitude distribution of the original time series
is preserved in the generated time series data. The null hypothesis defined for such
surrogate data sets is that an uncorrelated random process is the source of the data
in hand. If such hypothesis is rejected at the end of this test, we conclude that the
measured data has temporal correlations.

Next step is to check whether the measured data is generated from linearly corre-
lated Gaussian process. According to this hypothesis, the mean and the covariance
of the surrogate data sets should match with that of original time series. Towards
that, Fourier transformed (FT) surrogates are used. The phases of the Fourier trans-
formed data is randomized with a uniform distribution of [0, 2π ] while maintaining
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the amplitude spectrumof the original time series. In thismethod, phases are random-
ized because the useful information of a linear Gaussian process completely lies in
mean and autocovariance function and not in Fourier phases (Schreiber and Schmitz
2000). Further, the autocovariance of the original time series is maintained in the
surrogate data sets by maintaining the power spectrum (Wiener-Khinchin theorem
(Chatfield 2016)).

If the data is contaminated with observational or measurement noise, the nonlin-
earity detected in the surrogate tests discussed above can be a consequence of the
measurement noise. This is due to the fact that the probability distribution of the
data generated from a linear Gaussian process may not be normal distribution if the
data contains observational noise. In such a situation, the null hypothesis is defines
as the data is originated from a linear Gaussian process and also modified by a
nonlinear measurement function (Dolan and Spano 2001). Corresponding method
of generating surrogate data is known as amplitude adjusted Fourier transformed
(AAFT) surrogate. If x(ti ) is the measured time series, according to null hypothesis,
x(ti ) = h(s(ti )), where h is the nonlinear measurement function and s(ti ) is the out-
come of a linear Gaussian process. The process of generating AAFT surrogates are
as follows:

1. The measurement function is inverted to obtain a Gaussian/normal distribution
of the original data. In other words, the original data is re-scaled to a normal
distribution. This is done by assigning a rank to all the elements in the time
series. A white noise data is then is rearranged to obtain the same rank structure.

2. A phase randomized surrogates of the rearranged data (from step 1) are then
constructed.

3. Finally, the surrogate data sets are scaled to the distribution of original data such
that the order the original data matches with that of the resultant surrogates.

By this method, the distribution and also the power spectrum of original time
series are preserved (Dolan and Spano 2001). However, the method can lead to
incorrect outcome if the distribution of the original data possess singularities or
sharp transitions. Note that the outcome of the test is accurate if the original time
series is long and the measurement function is almost an identity function meaning
that the distribution of original data is close to Gaussian.

Once the surrogate data sets are generated, we need to compute any suitable non-
linear statistic (say, T ) for both original and surrogate data. If the value of this statistic,
also known as discriminating statistic, calculated for original data significantly dif-
fers from that evaluated for surrogates data sets, the null hypothesis can be rejected
or one can conclude that the data is not generated from the process defined in the
respective null hypothesis. Now, the rejection is carried out with some significance
level depending upon the number of surrogate data is generated. The rejection region
is found out at the tail of the distribution of T values calculated from the surrogate
data sets and the significance level (sL ) is evaluated by the following equation.

sL = |T − 〈T 〉surrogate|
σsurrogate

, (3.23)
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where, T is the value of the statistic considered, 〈T 〉surrogate is the mean value of the
statistic calculated for the surrogate data sets, and σsurrogate is the standard deviation
of the statistic evaluated for the surrogate data sets. If any time series data is passed
through the rejection of random shuffling, FT and AAFT surrogate test, one can
conclude that themeasured signal exhibits nonlinearity. As said earlier, any nonlinear
statistic can be considered as deterministic statistic. Here in the next section, we
discuss permutation entropy as an example of the same.

3.4.3 Permutation Entropy

Permutation entropy is one of the complexity measures of a time series. It is easy
to calculate, computationally fast and gives meaningful results even if the data is
contaminated with observational or dynamical noise (Bandt and Pompe 2002). This
measure is based on ordinal pattern statistics (Parlitz et al. 2012). In this approach, a
time series is partitioned by comparing the neighboring values. In other words, the
method essentially maps a continuous time series onto a symbolic sequence.

Let us start with a time series, x(ti ), i = 1, 2, 3, . . . N and vectors in reconstructed
phase space, xi (d) = [x(ti ), x(ti + τ), x(ti + 2τ), . . . x(ti + (d − 1)τ )] where, τ

and d are the optimum time delay and embedding dimension (discussed in Sect. 3.2),
respectively. Essentially, the delay vectors, xi (d) are the subsets (of length d) of the
original time series and the elements are separated by τ . For any sequence (or delay
vector, xi (d)) of length d, there can be d! permutations.

Now, the order of the elements in any arrangement (permutation) is found by
comparing the the relative values of the elements. The elements with the smallest
and largest value are assigned the rank “1” and “d” (i.e. d distinct symbols), respec-
tively. In other words, any point in the d-dimensional phase space of index i can be
mapped onto one of the d! permutations (Cao et al. 2004). If each such permutation
is considered as a symbol (order of the ranks, also called ordinal pattern), the phase
space becomes a symbol sequence and the maximum number of distinct symbols is
d!. If the probability distribution (or relative frequency) of the distinct symbols are
P1, P2, . . . , Pl , where l ≤ d!, permutation entropy is defined as the Shannon entropy
of l distinct symbols as,

h p = −
∑l

i=1 Pi log2 Pi
log2 d! . (3.24)

The value of h p lies between 0 and 1. For a regular time series, h p approaches 0
whereas for a random time series, it becomes 1. Foe small values (say, 1 or 2) of d
the method does not work, as there are very few number of permutations. Bandt and
Pompe (2002) recommend d between 3 and 7.
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3.5 Test for Fractal Features

For examining the fractal features of the phase space constructed from the time series,
multifractal analysis is conducted. As said earlier, this is to evaluate the degree of
self-similarity which is characterized by a spectrum, known as singularity spectrum
(Gotoda et al. 2012; Nair and Sujith 2014). Here we discuss the method of evaluating
singularity spectrum from a time series, developed by Harikrishnan et al. (2009).

Once the phase space is reconstructed from the given time series data, the gen-
eralized dimension Dq is computed. Dq is defined for any q ≥ 0. The generalized
correlation sum, Cq(ε) is computed by the following equations.

Ci (ε) = 1

Nv

Nv∑

j=1, j �=1

H
(
ε − ||x(ti ) − x(t j )||

)
, (3.25)

and

Cq(ε) = 1

Nc

Nc∑

i=1

Ci (ε)
q−1, (3.26)

where, Nv is the total number of vectors in the phase space and Nc is the number of
randomly chosen centers. Next, the spectrum of the generalized dimensions is given
by

Dq ≡ 1

q − 1
lim
ε→0

logCq(ε)

log ε
. (3.27)

Again, The scaling region in Eq. (3.27) is conventionally identified by visual inspec-
tion. However, an algorithmic approach developed by Harikrishnan et al. (2006) can
be adopted as a nosubjective approach. Once spectrum of generalized dimensions,
Dq is found, singularity spectrum or f (α) spectrum is estimated.

Conventionally, f (α) spectrum can be determined analytically using Legendre
transformation between from Dq to f (α) spectrum by the following equations.

α = d

dq
[(q − 1)Dq ], (3.28)

f (α) = qα − (q − 1)Dq . (3.29)

However, computing f (α) usingEqs. (3.28) and (3.29) is considered to be difficult
as it involves the smoothing of Dq curve and the Legendre transformation. Therefore,
a different approach is prescribed by Harikrishnan et al. (2006), which is discussed
below.

f (α) is defined as a function given as,

f (α) = A(α − αmin)
γ1(αmax − α)

γ

2 , (3.30)
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where, A, γ1, γ2, αmin and αmax are the characteristic parameters to produce f (α)

curve. f (α) is defined such a particular way that the equation satisfies the following
facts.

1. f (α) is a function of α only, within the limits αmin and αmax .
2. The derivative of f (α) that is f ′(α) = d f (α)/dα = q is also a function of α

only.
3. f (α) curve has a single extremum (or maximum). f (αmin) = f (αmax ) = 0 and

f ′(αmin) → ∞ and f ′(αmax ) → −∞.

Harikrishnan et al. (2006) showed that out of the five parameters, only four (α1(≡
D1), αmin(≡ D∞), αmax (≡ D−∞), and γ1) can independently produce f (α) curve
(γ1 and A can be calculated from the four parameters (Harikrishnan et al. 2006)).
Note that D1 or α1 is used as one of the input parameters, which can be obtained
from Dq spectrum evaluated from the time series. There is another popular method
to calculate Dq and f (α) spectrum in the literature (Ihlen 2012). These spectra help
identifying the fractal features.As said earlier, suchmeasure is not sufficient to ensure
the chaotic nature of the time series.

3.6 Test for Predictability

Short-term predictability is another characteristic feature of a chaotic time series.
Such a decay of predictability with time is caused by the fundamental characteristics
of any chaotic data, sensitive dependence of initial conditions. Here, we present the
Sugihara-May algorithm (1990) as a local nonlinear predictor.

A time series is initially divided into two parts (each consists of exactly half of
the total data points). The first part is used as a source for generating predicted data
set while the second part is used as a reference data to compare the predicted time
series. The next step is to construct a phase space (as discussed in Sect. 3.2).

Once the phase space is reconstructed (xi (d) from x(t), Eq. 3.1), the final point
of the trajectory (xp) is chosen where, p = N − τ(d − 1). In phase space, k number
of neighboring vectors (x j where j = 1, 2, 3, . . . , k) of xp are found out. The neigh-
boring points are chosen to form a minimal neighborhood such that xp is enclosed
d-dimensional polytope of minimum diameter.

If the value of xi is to be predicted after T time steps (i.e. xp+T�t ), one needs to
find out the location of the neighboring points after T time steps (i.e. x j+T�t ). From
the new positions of the neighbors, xp+T�t is predicted using the exponential weights
depending upon the original distances (d j = ||x j − xp||) from the neighbors (x j ) to
the point, xp by the following equation.

xp+T�t =
∑k

j=1 exp (−d j ) x j+T�t
∑k

j=1 exp (−d j )
. (3.31)



44 S. Mondal and A. Mukhopadhyay

Equation3.31 is called the local predictor as it depends on k nearest neighbor
in the phase space. Minus sign in the weight indicates that neighbor of minimum
distance has the maximum contribution to the predicted value. T can be varied from
1 to Tmax where,

Tmax = p − max(t j )

�t
, (3.32)

t j being the time stamp of j th neighbor.
The library data is updated with predicted values to predict the longer time series

with high accuracy. The idea is to update the source data library (in phase space,
xi (d)) by adding number of predicted values from the previous step and removing
the same number of vectors from the beginning of the trajectory (Gotoda et al. 2011,
2012). Once the predicted values are calculated, time series reconstruction is done
from the predicted vectors.

As a final step, a comparison between predicted time series and reference time
series (2nd part of the original time series) can be made by calculating Pearson
correlation coefficient (Benesty et al. 2009; Mondal et al. 1995).

3.7 Summary

Detection of nonlinearity and other dynamical features in real-world data is one of
the most important issues in physical, medical, engineering, and economic sciences.
Meteorology demands a quantitative spatiotemporal description of different variables
for accurate weather forecasting whereas in medical science, precise identification of
transitions from a normal to an abnormal state enhance the quality of diagnosis and
treatment. Other important applications include earthquake prediction and detection
of anomalous events leading to power outages in power grids or financial crashes.

We discuss several measures and methods to unfold the nonlinear features of real-
world data. As there can be dynamic as well as observational noise in the practical
time series data, it is critical to quantify the amount of noise contamination and also
to develop the measures which can extract information from the data set irrespective
of noise contamination. Nonlinear time series analysis finds its application in diverse
fields including energy systems.
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Chapter 4
Dynamics of Flow in Natural Circulation
Systems

Kannan Iyer

Abstract This chapter addresses the stability behavior of closed diabatic loops. The
focus is on the prediction of stability boundaries for both single-phase and two-phase
systems with minimum numerical distortion. As a means to check the performance
of numerical schemes, several analytical solutions using method of characteristics
have been evolved. These are then used to demonstrate the superiority of the char-
acteristics based numerical method that is evolved systematically. Once the power
is demonstrated, stability boundary is evolved for both single phase and two phase
natural circulation in a closed rectangular loop. The method is demonstrated to satis-
factorily predict the linear stability results obtained in single phase and experimental
data generated in a two phase system.

Keywords Natural circulation · Thermosyphon · Linear stability · Non-linear
stability

4.1 Introduction

Natural Circulation based systems have variety of applications in many engineering
fields such as Chemical, Solar, Geothermal, Nuclear, etc. To appreciate the very
many applications, the reader is directed to the review papers (Basu et al. 2014;
Nayak andVijayan 2008). Due to their inherently passivemode of operation, they are
finding an increasingly bigger role in the newgeneration of nuclear plants. Two IAEA
publications (2005, 2012) have a comprehensive compilation of the advantages,
disadvantages and important issues arising in natural circulation systems. One of the
important considerations in the design of natural circulation system is its dynamic
characteristics. In these systems, the flow can change from a steady behavior to an
oscillatory behavior, which is not desirable. The flow is called unstable if it oscillates.
Hence, all engineered systems have to be assessed for their stability behavior. This
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assessment can be done mathematically using both linear and non-linear stability
analysis. While the classical linear stability analysis is well established, the same
cannot be said for the non-linear stability analysis.

In spite of several approaches that have been proposed for the non-linear stability
analysis, there has always been a major hurdle in ascertaining the accuracy of the
predictions. This is attributed to the inherent numerical dissipation and dispersion
that creeps in due to the truncation errors inevitably present due to the approximations
of the schemes proposed to solve the system of differential equations (Pletcher et al.
2013). In particular, the solution of energy equation that turns out to be a hyperbolic
partial differential equation, if done incorrectly, leads to spurious prediction of the
temporal response and stability boundaries. The boundaries are found to be sensitive
to the spatial and temporal discretization. There have beenmany different approaches
that have evolved in the literature to minimize numerical diffusion (Ambrosini and
Ferreri 2003; Ferreri and Ambrosini 2002; Ambrosini and Ferreri 1998). While most
authors who perform non-linear stability analysis and compare their results with the
corresponding linear analysis, seldom have ventured to demonstrate the performance
of their schemes against problems whose analytical solutions can be obtained.

In the present chapter, a characteristic basedmethod that ismost suitable for hyper-
bolic equations is systematically evolved and comparisons are made with problems
that have analytical solutions in duct flows. Upon satisfactory comparison of tem-
poral responses for simple cases, the method is then used to analyze the stability of
the system and the boundaries are identified. Parametric results on the effect of grid
sizes are also presented to demonstrate the robustness of the method. The methods
cover both single-phase and two-phase natural circulation.

4.2 Governing Equations

In the development of the analysis, first, the equations are identified assuming a
homogeneous two-phase fluid. Then, the case of all liquid is considered and its anal-
ysis is carried out separately before two-phase flow is considered. In the development,
the following approximations have been made

1. The flow is incompressible in single-phase (refer item-5 for a more clear expla-
nation). When two-phases are encountered, each phase is assumed to have a
constant density. Thus, while the average density changes, the phase densities
are constant.

2. The loop components are rigid and do not change their shape;
3. One dimensional area averaged equations are adequate to predict the system

behavior. In case of two-phaseflow, homogeneous equilibriummodel is adequate;
4. Wall friction can be expressed adequately by a suitable friction factor. In case

of two-phase flows homogeneous multiplier can be applied. It may, however,
be noted that the major uncertainty in modelling real systems is the correct
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representation of the friction factor. As this is not the focus of the present chapter,
no further reference is made to this aspect;

5. Boussinessq approximation is valid when the fluid in the entire loop is in single-
phase. This implies that the density may be treated as variable only in the body
force term of the momentum equation; and

6. The following properties viz., cp and μ are assumed to be constant.

The conservation of mass may be written as,

∂(ρmA)

∂t
+ ∂(ρmAum)

∂s
= 0, (4.1)

where, ρm, um and A represent the mixture density, velocity and cross sectional area
for the flow, and s represents the running co-ordinate along the initial flow direction.
At the junctions where different streams split or merge, the mass balance may be
written as,

∑
ṁi = 0, (4.2)

where, ṁi represents mass flow rate of individual streams meeting at the junction.
The flow coming into a junction is treated as positive and those leaving are taken as
negative.

The conservation of momentum for the fluid may be written as,

∂(ρmAum)

∂t
+ ∂

(
ρmAu2m

)

∂s
= −A

∂p

∂s
− τwPhy − ρmAg sin θ (4.3)

where, Phy is the hydraulic perimeter, θ is the inclination of the flow direction with
the gravity vector and τw is the wall shear stress. The value of wall shear stress may
be expressed in terms of the friction factor, f, as,

τw = fl
ρu2m
2

(4.4)

The closing relation used for the friction factor in ducts is,

fl = CRe−n, and, Re = ρmumdhy
μl

(4.5)

where, μl is the viscosity of the liquid and dhy is the hydraulic diameter. The values
for C and n are (typically) 16 and 1 or 0.079 and 0.25 respectively, depending on
whether the flow is laminar or turbulent

The conservation of energy may be written as,

∂(ρmAhm)

∂t
+ ∂(ρmAumhm)

∂s
= q′

w, (4.6)
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where, hm is specific enthalpy of the mixture and q′
w is the heat generated per unit

length at the wall. If the entire fluid is in single phase, then the linearized equation
of state for ρ in the present analysis is taken as,

ρ = ρR(1 − β(T − TR)), (4.7)

where, β is the volumetric expansion coefficient and subscript R indicates the ref-
erence condition. In case of phase change, the phase densities are assumed to be
constant at their saturation values and mixture density is taken as,

ρm = 1

vm
= 1

vf + x
(
vg − vf

) , (4.8)

where, v represents the specific volume, the subscripts f and g stand for liquid and
gas phases respectively, and x represents the thermodynamic quality. The equation
of state for the specific enthalpy of mixture is taken as the thermodynamic definition,

hm = hf + x(hg − hf) (4.9)

Thus, we have a closed system of equations and we can solve for um, ρm, hm and
p variations along the length of a closed heated and cooled loop.

4.3 Analysis of Single-Phase Systems

The loops can operate either fully in single-phase, or there can be boiling and conden-
sation in the loop. The treatment has to be a bit different for the two cases mentioned
above. This arises from the fact that if phase change is absent, the velocity in a con-
stant area duct remains constant and hence the analysis can be simplified. However,
this would not be the case when boiling occurs as the fluid accelerates while boiling
and decelerates while cooling, thusmaking the analysis more detailed. To begin with,
let us assume that phase change is absent.

Since, the system is rigid and Boussinessq approximation is invoked, the density
and area in the transient term of Eq. (4.1) are constant. Hence, for a constant area
duct, the velocity must be constant along the length. If the system is divided into a
series of constant area links, then integration of Eq. (4.3) for a link of length, L, with
Boussinessq approximation would lead to,

−�p = 4fṁ2L

2ρRdhy
+ g

∫
ρR(1 − β(T − TR))dH + L

A

dṁ

dt
, (4.10)

where�p is the pressure difference between the inlet and exit of the link and H is the
elevation from a reference datum. Summing the pressure difference over the entire
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loop will amount to,

∑
�p = 0. (4.11)

Using Eq. (4.8) in Eq. (4.9) we get,

4ṁ2

2ρR

∑

All
Links

fiLi

diA2
i

+ g
∮

All
Links

[ρR(1 − β(T − TR))dH] + dṁ

dt

∑

All
Links

Li

Ai
= 0. (4.12)

The second term can be simplified and Eq. (4.12) can be rewritten as,

4ṁ2

2ρR

∑

All
Links

fiLi

diA2
i

+ dṁ

dt

∑

All
Links

Li

Ai
= gβρR

∮

All
Links

TdH. (4.13)

Thus, the integral momentum equation can be solved, only when the temperature
variation is obtained. Substituting the equation of state for enthalpy of a single-phase
fluid,

dh = cpdT, (4.14)

into Eq. (4.6) leads to the following result for a duct of constant area,

∂(T)

∂t
+ u

∂(T)

∂s
= q′

w

ρcpA
. (4.15)

To put down Eqs. (4.13) and (4.15) in non-dimensional form, it is illustrative
to look at the steady state form of the equations. Without loss of generalization, a
rectangular loop of constant diameter studied by Mousavian et al. (2004) shown in
Fig. 4.1 is considered for illustration of the concepts. It consists of 4 legs with the

All dimensions in mm

Heater

Cooler

AdiabaticAdiabatic
1245

1400

1200140 140

40 40

Fig. 4.1 Schematic representation of a closed rectangular loop
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top leg (link 2) being the cooler and the bottom leg (link 4) the heater. The links 1
and 3 can be called the hot leg and cold legs respectively.

It should be quite clear that the term on the right hand side of integral momentum
equation, viz., Eq. (4.13) will have contributions only from links that are vertically
oriented. Thus, for the system shown in Fig. 4.1, the contributions will arise only
from the hot and cold legs. At steady state, if the temperatures in the hot and cold
legs are TH and TC respectively, then we can write,

∮

All
Links

TdH = H(TH − TC) (4.16)

Thus, Eq. (4.13) can be written as

4ṁ2

2ρRA2

(
fiLtot

d

)
= gβρRH(TH − TC) (4.17)

⇒
(
fiLtot

d

)
= gβρRH(TH − TC)2ρRA2

4ṁ2 (4.18)

On simplification, we can write the above equation as

⇒
(
fiLtot

d

)
= 2gHβ(TH − TC)

4u2
(4.19)

Steady state energy balance would imply,

ρAucp(TH − TC) = Q, (4.20)

where, Q is the total heat transferred. Thus, we can rewrite Eq. (4.19) as

⇒
(
fiLtot

d

)
= 2gHβQ

4u3ρRAcp
(4.21)

Thus, we can state that NF (Friction number) is a function of Rim (Modified
Richardson Number), where,

NF =
(
fiLtot

d

)
, andRim = gHβQ

u3ρRAcp
(4.22)

Since both NF and Rim are unknowns, the same can be rewritten as,

⇒ Re =
(

2

4C

d

Ltot
Grm

) 1
3−n

, (4.23)
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where,

Grm = gHβQd3ρ2R
Aμ3cp

(4.24)

Thus, Reynolds number is a unique function of modified Grashoff number.
While the results have been derived for the special case of rectangular channel,

to make the results applicable for a complex loop that will consist of several links
with differing diameters, we shall manipulate the integral momentum equation to get
results in a similar form as obtained for a rectangular channel. For this purpose, we
shall choose a reference channel in the loop and call its length as LR and its diameter
as dR. It is possible that in reactor systems, there can be several parallel channels
carrying fluid in the loop and so, the flow area would be equal to the total area of all
the parallel channels. In such a case the total mass flow rate can be expressed as

ṁ = NRaRρRuR = ARρRuR = NiaiρRui = AiρRui (4.25)

where subscript i denotes any channel, R denotes reference channel and ‘a’ and ‘A’
represent the flow areas of one channel and the total flow area of all N channels put
together respectively. Since friction factor for the reference and any arbitrary channel
can be represented as,

fR = CRe−n
R , and fi = CRe−n

i , (4.26)

It is straight forward to write the following relations for circular pipes,

fi
fR

=
(
Rei
ReR

)−n

=
(

uidi
uRdR

)−n

=
(
NRaRdi
NiaidR

)−n

=
(
NRdR
Nidi

)−n

. (4.27)

Thus, Eq. (4.13) can be written as,

4ṁ2

2ρRA2
R

fRLR

dR

∑

All
Links

Li

LR

(
NR

Ni

)2−n(dR
di

)5−n

+ dṁ

dt

LR

AR

∑

All
Links

AR

Ai

Li

LR
= gβρR

∮

All
Links

TdH

(4.28)

Before generalization into a meaningful form, it is pertinent to point that the
integral term on the right hand side, as one moves around the loop, will give negative
values while going up and positive values while moving down the loop. Thus, it is
justifiable to write this term as,

∮

All
Links

TdH = �TRefHRef. (4.29)
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This may become more clear as one looks at this term for the special case of the
rectangular loop as given in Eq. (4.16). It would be logical to choose the reference
temperature as the one across the heater under steady state and define it such that,

�TRef = Q

ṁcp
, (4.30)

where Q is the total heat transferred. Thus, Href will get defined as,

HRef = ṁcp
Q

∮

All
Links

TdH. (4.31)

Physically HRef represents the vertical distance between the thermal centers
between the two vertical legs. With the substitution of Eq. (4.29) in Eq. (4.28),
it takes the form,

4ṁ2

2ρRA2
R

fRLR

dR

∑

All
Links

Li

LR

(
NR

Ni

)2−n(dR
di

)5−n

+ dṁ

dt

LR

AR

∑

All
Links

Li

LR

AR

Ai
= gβρR�TRefQ

ṁcp
.

(4.32)

Substituting for the mass flow rate in terms of reference conditions as given in
Eq. (4.25), and expressing uR and fR in terms of Reynolds number, and rearranging
the terms, we get,

Re3−n
R + ReR

d(ReR)

dτ

2�2

4c�1
= Grm

DR

LR

2

4c�1
, (4.33)

where, �1 = ∑
All
Links

Li
LR

(
NR
Ni

)2−n(
dR
di

)5−n
, �2 = ∑

All
Links

Li
Ai

, τ = t
D2

R/ν
, and

Grm = gβρ2RHRefQd3R
cpARμ3

. (4.34)

At steady state, the integral momentum equation can be expressed by dropping
the transient term as,

ReR =
(
Grm

DR

LR

2

4C�1

) 1
3−n

. (4.35)

It is fairly straight forward to compare Eq. (4.35) with Eq. (4.23) for the steady
state by dropping the second term, and realizing that for the special case, Ni and NR

shall be 1 and di and dR will be replaced with d and LR�1 will be replaced with Ltot,
the summation of all lengths.
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Fig. 4.2 Schematic view of
a counter flow heat
exchanger

1 2

Tpi

Tsi

Tse

Tpe

dT -

s

ds
L

It must however be clear that HRef, as defined in Eq. (4.31), can be evaluated
for a general problem, only when the temperature profile is evaluated. In order to
determine this profile, we need to integrate Eq. (4.15) for each link. Thus, it becomes
necessary to specify a boundary condition at any arbitrary location. This anchoring
of the fluid boundary condition in real systems is done at the cooling link which
is usually cooled by an external fluid. It may, however, be noted that for a constant
property (μ, cp) system, the boundary condition has no effect on the circulation rate as
it is the differential weight between the rising and falling columns that determines the
flow and not the absolute weight. In other words, shifting of the temperature profile
by a constant term would not cause a shift in circulating flow rate. Further, it is also
interesting to point out that if the heating and cooling is carried out in horizontal links
of a rectangular closed loop, then even the power profile will not alter the circulating
flow rate, so long as the total power is preserved. This will, however, not be the case
if the heating and cooling is carried out in vertical links.

To provide this boundary condition for an externally cooled system, consider a
vertical link. To facilitate a simple solution, it is assumed to be a part of a one pass heat
exchanger (assumed counter-flow) with a constant overall heat transfer coefficient.
The energy balance at steady state for a differential element shown in Fig. 4.2 can
be written as

−ṁpcppdTp = UPh(Tp − Ts)ds = ṁscpsdTs, (4.36)

where, subscript ‘p’ and ‘s’ refers to primary and secondary streams that exchange
heat, U is the overall heat transfer coefficient and Ph is the perimeter over which heat
transfer occurs.

⇒ dTp

ds
= −UPh(Tp − Ts)

ṁpcpp
and

dTs

ds
= UPh(Tp − Ts)

ṁscps
; (4.37)

⇒ d(Tp − Ts)

ds
= −UPh(Tp − Ts)

{
1

ṁpcpp
+ 1

ṁscps

}
. (4.38)
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Using the boundary condition, (Tp − Ts) at s = 0 is (Tp − Ts)0, we can write,

⇒ (Tp − Ts)s = (Tp − Ts)0e
−St sL , where St = UPhL

{
1

ṁpcpp
+ 1

ṁscps

}
. (4.39)

Using the above profile, the total heat exchanged from stream 1–2 can be shown
to be,

Qps = UPhL(Tp − Ts)0

St

(
1 − e−St). (4.40)

If the total heat generated Q (= Qps at steady state), all fluid properties, geometry
of the exchanger, and fluid parameters for secondary stream are known, then the
temperature of primary stream at the inlet can be given expressed in terms of the
mass flow rate of primary stream, by rearranging Eq. (4.40) as,

Tp0 = Ts0 +
Q

{
1

ṁpcpp
+ 1

ṁscps

}

(
1 − e−St

) . (4.41)

This completes the specification of the boundary condition. The heat transferred
per unit length at any given distance ‘s’ from the inlet can be computed as,

q′ = UPh(Tp − Ts)0

(
1 − e−St sL

)
. (4.42)

Further, integrating the first differential equation in the set of equations given in
Eq. (4.37) after using Eq. (4.39) to eliminate the term (Tp − Ts) with the boundary
condition Tp = Tp0 at s = 0, we get,

Tp(s) = Tp0 − UPh
ṁpcpp

(Tp − Ts)0

(
s + L

St

{
e−St sL − 1

})
. (4.43)

The above equation can be rewritten by eliminating Tp0 and (Tp − Ts)0 by using
Eq. (4.41) as,

Tp(s) = Ts0 +
Q

{
1

ṁpcpp
+ 1

ṁscps

}

1 − e−St

[
1 − UPh

ṁpcpp

(
s + L

St

{
e−St sL − 1

})]
. (4.44)

Thus, the temperature profile of the primary fluid has been obtained in terms of the
primary and secondarymass flow rates. Later in this work, the case of high secondary
flow is considered for obtaining the stability boundaries. For this particular case, the
Stanton number definition, Sts∞ (the subscript denotes that the secondary flow is
very large), can be given as,
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Sts∞ = UPhL

{
1

ṁpcpp

}
. (4.45)

Using this definition, Eq. (4.44) can be rearranged to express it in the non-
dimensional form as,

Tp(s) − Ts0{
Q

ṁpcpp

} = 1

1 − e−Sts∞

[
1 − Sts∞

(
s

L
+ 1

Sts∞

{
e−Sts∞ s

L − 1
})]

. (4.46)

Thus, Stanton number is the non-dimensional parameter that affects the temper-
ature profile and will become a control parameter in the transient analysis.

4.3.1 Transient Analysis

Generally, steady state analysis seldom causes difficulties. It is the transient solutions
which tend to get erroneous due to improper solution of the resulting hyperbolic
energy equation. Themain source of error is due to the numerical diffusion that results
on account of the nature of finite difference algorithm that is used. The purpose of
this section is to develop an algorithm and benchmark the same.

The governing equations for the transient analysis are the integral momentum
equation and the energy equation as given in Eqs. (4.12) and (4.15) respectively.
These form a set of non-linear equations. For engineering analysis, one prefers to deal
with dimensional parameters.Hence all the discussions are limited to the dimensional
form of the equation. However, for the purpose of comparing the final result with
those of other authors, non-dimensional form is resorted to.

For the purpose of simplicity of representation and for later application to two-
phase flows, Eq. (4.12) is rewritten as,

dṁ

dt

∑

All
Links

Li

Ai
= −�pfric − �pgrav, (4.47)

where,

�pfric = 4ṁ2

2ρR

∑

All
Links

1

A2
i

(
fiLi

di
+ Ki

4

)
and�pgrav = g

∮

All
Links

[ρR(1 − β(T − TR))dH].

(4.48)

It may be noted that in the frictional term, a loss coefficient (Ki) has been added to
account for irreversible junction loss. Thus, the governing equations for determining
the transient flow in the system are Eq. (4.47) and Eq. (4.15). While, Eq. (4.47) is an
Ordinary Differential Equation (ODE) with an integral term, Eq. (4.15) is a Partial
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Fig. 4.3 Schematic representation of the grids and the characteristic direction

Differential Equation (PDE) of the hyperbolic type. These coupled equations can
now be solved numerically.

Numerical Solution. The solution of hyperbolic equations is best obtained by
characteristics based method as this introduces minimum numerical errors. In this
method, characteristic direction along which information propagates is identified
and numerical calculations are performed along the characteristic direction. The
PDE given in Eq. (4.15) is split into two ODEs as follows,

dT

dt
= q′

w

ρcpA
, along

dt

ds
= 1

u
. (4.49)

The direction given by the secondODE in Eq. (4.49) is the characteristic direction.
For single-phase flow in a duct of constant area, u is constant along its length, and
the solution plane can be represented as shown in Fig. 4.3. The arrows in the figure
point to the characteristic directions. The figure depicts that the information from the
grid point (i − 1) at level (n) is just passed on to the grid point (i) at level (n + 1). In
such a case,

�t

�s
= 1

u
, or

u�t

�s
= 1. (4.50)

If this condition is satisfied and we compute the temperatures at level (n + 1)
using the relation,

Tn+1
i − Tn

i−1

�t
= q′

w

ρcpA
, (4.51)

then, the solution is exact, if the parameters on the right hand side of Eq. (4.51) are
constant.

Errors in solution creep, if the condition in Eq. (4.50) cannot be satisfied at every
node.This can arise inwhen there are several links of lengthsLi,whose cross sectional
areas are Ai (if there are parallel links, then this represents the total area) and the
velocities are ui. For such a system, the mass balance would imply,
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ui = uRAR

Ai
, (4.52)

where, subscript ‘r’ refers to the reference link and ‘i’ refers to any link. To obtain
exact solutions, at all points for a given �t, the condition to be satisfied is,

ui�t

�si
= 1 = uR�t

�sR
. (4.53)

This implies that,

�si = ui�sR
uR

. (4.54)

Thus, for a given �t, �sR, that have been chosen to satisfy Eq. (4.53), �si, will
be constrained by Eq. (4.54). Thus, for a given length of the links Li, the number of
nodes given by Li/�si may turn out to be a non-integer. In such an event, one would
be forced to choose the number of nodes to be truncated to the nearest lower integer.
It should be understood that by choosing the number of grids more than this value
would lead to numerical instability. Thus, the numerical information would have to
be interpolated, leading to numerical diffusion. The classical upwind scheme, to be
described later is a scheme that interpolates using linear interpolation. One way to
avoid this is to adjust the length to the links to satisfy the condition such that the
number of nodes is an integer.

To demonstrate the degree of distortion that is introduced by interpolation, con-
sider the idealised equation,

∂φ

∂t
+ u

∂φ

∂s
= S. (4.55)

In the above equation, u and S are assumed to be constants. The numerical solution
using the upwind scheme with u in the positive x direction would be (refer Fig. 4.3),

φn+1
i − φn

i

�t
+ u

φn
i − φn

i−1

�s
= S, or, φn+1

i = φn
i − C

(
φn
i − φn

i−1

) + S�t, (4.56)

with

C = u�t

�s
, (4.57)

where, C is called the Courant number. When C = 1, it is the exact form of the char-
acteristic based method with no interpolation. The necessary condition for stability
of the numerical scheme being C ≤ 1, it can be shown that even a 30% reduction in
Courant Number can have a substantial addition of numerical diffusion.
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To demonstrate this, let us assume that the initial and boundary condition for
Eq. (4.55) be,

φ(s, 0) = φto(s), andφ(0, t) = φso(t). (4.58)

The analytical solution for the above is

φ(s, t) = φto(s0) + S(t − t0), with, s0 = s − ut, t0 = 0, for the condition s > ut,
(4.59)

and

φ(s, t) = φto(s0) + S(t − t0), with, s0 = 0, t0 = t − s/u, for the condition s ≤ ut.
(4.60)

To demonstrate the solution for oscillating conditions, for a domain of 0 < s < 10,
0 < t < 20 with S = 1 and with,

φto(s) = s/10, andφso(t) = sin t, (4.61)

the comparisons of analytical and numerical solutions for C = 1.0, 0.9 and 0.7 are
shown in Fig. 4.4 and 4.5. It may be observed that at C = 1.0, the solution is exact,
whereas deviation is substantial at C = 0.7. The errors at C = 0.9 appears tolerable
for the present parameters. Thus, while a small variation in Courant Number (up to
10%) is probably acceptable, a deviation of 30% brings about serious dissipation
error.

It is now apparent that we can get very accurate solutions, if we can keep the
Courant Number close to 1 at all points. Whenever we are predicting transients, it is
necessary to understand the implications as the velocity varies with time. Since the
positions of nodes have been fixed based on the initial data, the time step at every
instant has to be adjusted to satisfy the Courant Number criterion. The influence
of this on the accuracy has to be investigated. For this an analytical solution based
on MOC (Method of Characteristics) is evolved and compared. Since the primary
interest is on the stability analysis, the velocity is assumed to vary sinusoidally with
time. The governing equation chosen is,

∂φ

∂t
+ (C − sin(ωt))

∂φ

∂s
= 0, (4.62)

subject to initial and boundary condition,

φ(s, 0) = φto(s), andφ(0, t) = φso(t). (4.63)

For a domain of 0 < s < 10, 0 < t < 50 and with,

φto(s) = s/10, andφso(t) = sin 2t, (4.64)
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Fig. 4.4 Comparisons of
numerical and analytical
solutions at s = 5 for C =
1.0, 0.9 and 0.7
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the analytical solution for this case can be expressed as

φ(s, t) = φto(s0), for the condition s ≥ s∗ (4.65)

and

φ(s, t) = φso(t0), for the condition s < s∗, (4.66)

where

s0 = s − s∗, s∗ = Ct + (cos(ωt) − 1)/ω, (4.67)
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Fig. 4.5 Comparisons of
numerical and analytical
solutions at s = 10 for C =
1.0, 0.9 and 0.7
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and t0 is the root of the equation,

s − C(t − t0) − (cos(ωt) − cos(ωt0))/ω = 0 (4.68)

The analytical solution is now comparedwith the numerical solution for C= 3 and
ω = 5. The Numerical and analytical solutions at the mid point and at the two ends
are shown in Fig. 4.6. In Fig. 4.6a the velocity variation with time is also sketched
for visualisation. It may be observed that the method has been able to capture the
analytical solution almost exactly. Having established the accuracy of themethod, the
same is now applied to predict the stability boundary of the loop used by Mousavian
et al. (2004).

The solutions for stability in the loop shown in Fig. 4.1was investigated byMousa-
vian et al. (2004) by finite difference method. They observed that the predictions for



4 Dynamics of Flow in Natural Circulation Systems 65

-2.00

-1.00

0.00

1.00

2.00

3.00

4.00

5.00

0 10 20 30 40 50

velocity
analytical

numerical
ϕ

-1.50

-1.00

-0.50

0.00

0.50

1.00

1.50

0 10 20 30 40 50

analytical

numerical

ϕ
ϕ

-1.50

-1.00

-0.50

0.00

0.50

1.00

1.50

0 10 20 30 40 50

analytical
numerical

ϕ
ϕ

s=0.0
Nodes = 10

s=1.0
Nodes = 10

s=0.5
Nodes = 10

ϕ 

(a)

(b)

(c)

Fig. 4.6 Comparisons of numerical and analytical solutions at s = 0.5

the onset of stability was dependent on the grid size and had to resort to fine nodalisa-
tions. Similar observations are expressed by Ambrosini and Ferreri (2003). Further,
the linear stability solution and the non-linear stability solution presented byMousa-
vian et al. (2004) apparently do not agree. For instance, they presented a non-linear
solution to be unstable below a critical Grm of 2.8 × 1010 at Stm = 8, whereas, their
linear solution predicts that for Stm > 6.7, the flow is always stable. Thus, their linear
and non-linear solutions have been wide apart. The reason for this discrepancy is
probably the inaccuracies that are introduced in the non-linear model. It is believed
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that the characteristics based method discussed above, that uses adaptive time step,
would be more accurate. The loop given in Fig. 4.1 was simplified to get rid of the
small links next to heater and was accommodated as a part of the heater. The Fanning
friction factor, f, was taken to be,

f = 0.079Re−0.25, (4.69)

and the stability analysis was performed. The analysis was carried out with an initial
perturbation of 1% of the steady state velocity. The results are shown in Fig. 4.7.
It may be observed that there is only a small difference seen between linear and
non-linear solutions and this may be attributed to the non-linear effects. The above
calculations were done with a minimum node size of 35 mm. Just to show the power
of the method, the temporal variation of the velocity using a node spacing of 70 mm
for the case of Grm = 109 and Stm = 7.1 is compared with the temporal result with
35mm spacing in Fig. 4.8. It may be observed that the transients are almost identical.
Thus, the method is relatively insensitive to node sizes and can be used with coarse
meshes.
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Fig. 4.7 The stability plot for the loop shown in Fig. 4.1
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4.3.2 Conclusions from Single-Phase Studies

A computational procedure is developed for the steady state and transient analysis
of flow in diabatic loops. The characteristics based numerical method is demon-
strated to be an efficient and reliable method to capture the transients with almost
no numerical diffusion. The method is found to be a robust one for the analysis of
stability of thermosyphon loops and does not require excessive nodes. This method
can be logically extended to two-phase systems. This will be discussed in the next
few sections.

4.4 Analysis of Two Phase Systems

For loops in which boiling may occur, the treatment of stability analysis is a bit
different. The main difference is that the variation of density is a much stronger
function of position in the heated link, which makes the essential assumption in
single-phase, viz., Boussinessq approximation, where density varies only in the body
force term of momentum equation, invalid. As density rapidly decreases with vapour
generation, the fluid accelerates in the heated link, thereby making lumping of the
acceleration term impossible. As done earlier, the analysis of steady state is presented
prior to the transient analysis.

4.4.1 Steady State Analysis

The governing equations have already been summarised in Sect. 4.2
(Eqs. (4.1)–(4.9)). However, the manipulation of the equations is slightly different.
Particularly, since the temperature does not vary during phase change, it is custom-
ary to handle enthalpies instead. The state of the fluid is also expressed in terms of
thermodynamic quality, which can be defined as,

x = hm − hf
hfg

. (4.70)

Note that xwould be negative, for sub-cooled fluid. Usually the fluid at the entry to
the heated link will be sub-cooled. As in the single-phase loops, the inlet sub-cooling
to the heater will be anchored by the secondary coolant. Since the primary purpose
of this section is to develop the methodology for stability analysis, this boundary
condition is assumed to be known as hin and the treatment to compute this value is
deferred for the time being. The non-dimensional representation of this state is called
the sub-cooling number defined by,
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Ns = hf − hin
hfg

vfg
vf

. (4.71)

Considering the steady state mass balance (Eq. (4.1)) can be stated as,

dṁ

ds
= 0 or ṁ = constant. (4.72)

Thus, mass flow rate across any link at steady state is independent of position and
hence we can write,

ṁ = NRaRρRuR = ARρRuR = Niaiρiui = Aiρiui. (4.73)

The energy equation (Eq. (4.6)) at steady state can be written as,

ṁhfg
dx

ds
= NHq

′
w, (4.74)

where, NH represents number of heated channels. The above equation can be inte-
grated for the heated link and can be written as,

ṁhfg(xe − xin) = NH

LH∫

0

q′
wds = Q. (4.75)

Equation (4.75) can be rewritten in non-dimensional form as,

xe
vfg
vf

= NZ − Ns, (4.76)

where, Nz is the Zuber number defined as,

NZ = Q

ṁhfg

vfg
vf

(4.77)

The momentum equation (Eq. (4.3)) can be restated for steady state as,

−∂p

∂s
= 1

A2

∂(ṁ2/ρm)

∂s
+ τwPhy

A
+ ρmg sin θ. (4.78)

The three terms on the right are the accelerational, frictional and gravitational
pressure gradients. If a link is adiabatic, then the accelerational gradient is zero. Thus,
it has contributions only from the heater and cooler links. Integration of Eq. (4.78)
for single-phase link can be written as,

−�p = �pf + �pg, (4.79)
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Fig. 4.9 The schematic
representation of a heated
link
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where,

�pf = 4fṁ2L

2ρfdhyA2 and�pg = ρfg�H. (4.80)

In case of a heated link, the value of the local coordinate s where boiling starts,
is denoted by λ. This is schematically shown in Fig. 4.9. In the figure, the local s
coordinate value and the elevations are also marked at select locations of interest.
Integration of the momentum equation for the two-phase portion of the heated link
can be written as,

−�p = �pa + �pf + �pg, (4.81)

Since the component of each of the pressure drop would depend on the heat flux
profile, analytical expressions are derived for the constant heat flux case. These are
summarized below:

�pa = ṁ2vfgxe
A2

H

, (4.82)

�pf = ṁ2

2ρfA2
H

4

(
f(LH − λ)

dH
+ kH

4

)
φ2
lo, whereφ2

lo =
(
1 + xe

2

vfg
vf

)
, (4.83)

and

�pg = ρfg

(
He − Hλ

ln(1 + xevfg/vf)

xevfg/vf

)
. (4.84)

In Eq. (4.83), φ2
lo stands for the mean two-phase multiplier. The local φ2

lo by
definition represents the ratio of local pressure gradient in two-phase flow in the pipe
to the pressure gradient in the pipe with the same mass flow rate of single phase
liquid (Todreas and Kazimi 2011).

Similar components for adiabatic two-phase links can be written as,

−�p = �pf + �pg, (4.85)

where,
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�pf = 4ṁ2

2ρfA2
i

(
1 + xevfg

vf

)(
fiLi

di
+ ki

4

)
, (4.86)

�pg = ρeg�H, (4.87)

where,

ρe = ρf

(
1 + xevfg

vf

)−1

. (4.88)

Integration of the momentum equation (Eq. (4.78)) over the entire loop will
amount to,

∑
�p = 0. (4.89)

To illustrate this for a specific case, the loop shown in Fig. 4.1 is employed.
For simplicity, it is assumed that the heater and cooler impose constant heat flux.
Using the expressions for the various pressure drops as derived above, the integral
momentum equation for the entire loop may be written as,

4ṁ2

2ρfA2
fL
d

[(
1 + 2

λ

L

)
+ 2

(
1 − λ

L

)(
1 + xevfg

2vf

)
+

(
1 + xevfg

vf

)]
− ρfgH

(
1 − ρe

ρf

)
= 0 (4.90)

The factor 2 in the first and second terms inside the square parenthesis account
for identical frictional pressure drops in the cooler and the heater. The same in non-
dimensional form using conventional definitions can be written as,

NF

[(
1 + 2

Ns

NZ

)
+ 2

(
1 − Ns

NZ

)(
1 + NZ − Ns

2

)
+ (1 + NZ − Ns)

]
− 2

4NFr

(
1 − 1

1 + NZ − Ns

)
= 0 (4.91)

While, the definitions of NZ and Ns have already been given in Eqs. (4.71) and
(4.77), the definitions of Froude number, NFr, and the friction Number, NF, are given
by,

NFr =
(

ṁ

ρfA

)2 1

gH
, andNF = fL

d
. (4.92)

It is pointed out that mass flow rate, which is to be solved for, appears directly
in the definitions of Zuber and Froude numbers and indirectly in friction number.
While, many times friction factor is assumed to be a constant, if it is assumed to
be varying as given in Eq. (4.5), the friction number can be expressed in terms of
Froude Number as,

NF = C

(
ρf

√
gHd

μl

)−n N−0.5n
Fr

d
. (4.93)
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Further, we can also eliminate mass flow rate and define, heat source number NQ

as,

N2
ZNFr =

(
Qvfg
Ahfg

)2 1

gH
= N2

Q. (4.94)

As Zuber number and friction number can be expressed as functions of Froude
number and heat source number, the integral momentum equation (Eq. (4.91)) can be
viewed as a non-linear equation expressing Froude number in terms of sub-cooling
number and heat source number. Thus, for a given loop, we can solve for Froude
number in terms of heat source number and sub-cooling number. In terms of dimen-
sional parameters, this amounts to determination of circulation flow rate for given
inlet sub-cooling and the power.

4.4.2 Transient Analysis

As pointed out earlier, the treatment of transient analysis in two-phase systems is
different owing to the fluid acceleration/deceleration during phase change. Particu-
larly, for the case where the individual phases can be treated as incompressible, a
major simplification results in the spatial variation of the mixture velocity. To put
the physics of the problem in perspective, the governing equations are manipulated
as follows. First the continuity equation given in Eq. (4.1) is expanded for a duct of
constant area to be written as,

∂ρm

∂t
+ um

∂ρm

∂s
+ ρm

∂um
∂s

= 0. (4.95)

Now the energy equation for constant area duct can be expanded and simplified
using the continuity equation as,

∂hm
∂t

+ um
∂hm
∂s

= q′
W

Aρm
. (4.96)

To simplify algebra, we can rewrite the above two equations using substantial
derivative as,

Dρm

Dt
= −ρm

∂um
∂s

, (4.97)

and

Dhm
Dt

= q′
w

Aρm
. (4.98)



72 K. Iyer

Using the equations of state for ρm and hm as given in Eqs. (4.8) and (4.9),
Eqs. (4.97) and (4.98) can be written as,

Dx

Dt
= vm

vfg

∂um
∂s

, (4.99)

and

Dx

Dt
= q′

W

hfgAρm
. (4.100)

Since the left hand side of the above two equations are same, we can equate the
right hand side of the same and rewrite it to give a differential equation for the axial
velocity distribution for the mixture velocity as,

∂um
∂s

= q′
Wvfg
Ahfg

. (4.101)

Thus, the spatial velocity variation at any instant can be obtained by integrating
the above equation, if the heat flux variation is known. This major simplification
has resulted by treating the saturation properties as constant, which is very much
applicable at pressure levels reactors operate. Thus, the governing equations that
will be used in the analysis are Eqs. (4.3), (4.96) and (4.101). The solution procedure
for this set of equations is discussed in the following sections. It may be noted that
for a constant wall heat flux, the velocity varies linearly even during transient in the
two-phase portion of the link.

Numerical Solution. We have previously seen in the transient analysis of single-
phase system that the solution for a hyperbolic equation such as Eq. (4.96) carried out
by characteristics procedure produces minimum error, when the information from a
given node at a given time step is passed on to the adjacent node at the next time
step as shown in Fig. 4.3. This could easily be achieved in single-phase systems
as the velocity of the fluid is constant in a constant area duct. However, in two-
phase systems, where the fluid accelerates during phase change, the nodes have to
be appropriately spaced to satisfy the criterion mentioned above. For the present, the
concepts are developed for a constant heat flux system in which the velocity varies
linearly. The procedure to divide the domain is discussed next.

Consider the case inwhich the velocity varies linearly in the domain. The assumed
form of the velocity is,

u = a s + b. (4.102)

A schematic view of the discretisation is shown in Fig. 4.10. It may be observed
that as the velocity increases with s, the slope of the characteristic direction will
decreasewith s. The objective therefore, is to divide the spacing such that information
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Fig. 4.10 Schematic view of the nodalization for a linearly varying velocity

fromonenodepasses into the adjacent node at the next timeas shown.Thedistribution
of nodes can be arrived at as follows.

To begin with, it is assumed that the velocity varies linearly only as a function
of space and it does not vary with time. Assuming that there are N + 1 nodes or N
divisions in the domain whose length is L, we can write,

�t = �s(1)

u(1)
= �s(i)

u(i)
= �s(N)

u(N)
(4.103)

Further,

L =
N∑

i=1

�s(i) = �t
N∑

i=1

u(i). (4.104)

As the velocity linearly varies in space as given in Eq. (4.102), we can write

∂u

∂s
= a = �u

�s
. (4.105)

With reference to Fig. 4.10, use of Eq. (4.104) leads to,

u(2) = u(1) + a�s(1) = u(1) + a u(1)�t = u(1)(1 + a�t), (4.106)

u(i) = u(1)(1 + a�t)i−1, (4.107)

and

u(N) = u(1)(1 + a�t)N−1. (4.108)

Using the above relations, Eq. (4.110) can be written as,

L = u(1)�t
(
1 + (1 + a�t) + (1 + a�t)2 + · · · + (1 + a�t)N−1

)
. (4.109)
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Summing the terms in the series within the parenthesis, we can obtain,

�t =
(
1 + La

u(1)

) 1
N − 1

a
(4.110)

It may be observed that u(1) is equal to b, and hence for a given L, a, b and N, �t
can be computed. Then using Eq. (4.107), the velocity at every node can be obtained
and subsequently, using Eq. (4.103), the node spacing can be obtained. This node
structure would ideally satisfy the Courant number criterion at every node (C = 1),
thereby reducing numerical diffusion.

Nowa simple problem is taken to demonstrate the utility of the kind of nodalisation
resorted to. Consider the governing equation,

∂φ

∂t
+ (as + b)

∂φ

∂s
= 0, (4.111)

with the following initial and boundary conditions,

φ(s, 0) = a s + b, andφ(0, t) = a e−at. (4.112)

The analytical solution for this special case is,

φ(s, t) = (a s + b)e−at. (4.113)

Using the characteristic procedure, the characteristic direction of the governing
equation (Eq. (4.111)) and its corresponding compatibility condition are,

ds

dt
= u = a s + b, and

dφ

dt
= 0. (4.114)

Thus, along the characteristic direction shown in Fig. 4.10, the numerical solution
can be written as,

φn+1
i − φn

i−1

�t
= 0, or, φn+1

i = φn
i−1. (4.115)

The solution for the above problem was obtained numerically for a = 3, b = 1,
L = 1 and N = 10. The comparison of the spatial profile between the numerical and
analytical solution at three different times during the transient are shown in Fig. 4.11.
Similarly, the temporal profile at the inlet,middle and the exit of the domain are shown
in Fig. 4.12.

It may be observed that the numerical solutions almost exactly follow the ana-
lytical solutions Thus, the procedure has been demonstrated for a linear variation of
the velocity in the axial direction, but is fixed in the time domain. When velocity
varies in the time domain too, which is expected in general transients, the method
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Fig. 4.11 Comparison of the
spatial variation of analytical
and numerical solutions
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has to be modified a little bit. This is due to the fact that the spatial distribution of
nodes to satisfy Courant number equal to one at a given linear velocity distribution
at time, t, would no longer be valid at time t + �t. To account for this, the solution
is first obtained at the newer time step satisfying a Courant number of 1 and then
interpolated to get the values at the desired locations, where the spatial distribution at
the new time step would satisfy the condition derived earlier. Both linear and second
order interpolations have been tried with little variation in results. To demonstrate
the methodology, the governing equation chosen is

∂φ

∂t
+ (as + b)(C − sin(ωt)

∂φ

∂s
= S, (4.116)

subject to initial and boundary condition,
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Fig. 4.12 Comparison of the
temporal variation of
analytical and numerical
solutions
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φ(s, 0) = φto(s), andφ(0, t) = φso(t). (4.117)

For a domain of 0 < s < 10, 0 < t < 50 and with,

φto(s) = s/10, andφso(t) = sin 2t. (4.118)

The analytical solution for this case can be expressed as,

φ(s, t) = φto(s0) + St, for the condition s ≥ s∗, (4.119)

where, s* is given by,



4 Dynamics of Flow in Natural Circulation Systems 77

s∗ = b

a

(
e(aCt+a(cos(ωt)−1)/ω) − 1

)
, (4.120)

and

s0 =
(

(as + b)

e(aCt+a(cos(ωt)−1)/ω)
− b

)
1

a
, (4.121)

and,

φ(s, t) = φso(t0) + S(t − t0), for s < s∗, (4.122)

where t0 is the root of,

ln

(
as + b

b

)
− aC(t − t0) − a(cos(ωt) − cos(ωt0))/ω = 0. (4.123)

The analytical solution is now compared with the numerical solution for a = 0.1,
b = 1, C = 3, S = 3 and ω = 5. Ten nodes and numerical interpolation were used in
the numerical computation. The spatial behaviours of the numerical and analytical
solutions are shown at three chosen times in Fig. 4.13. The temporal behaviours at
the mid-section and at the two ends of the domain are shown in Fig. 4.14. It may
be observed that the method has been able to capture the analytical solution almost
exactly.

Now to benchmark the solution towards predicting the stability boundaries in a
two-phase system, the experimental data of Solberg (1966) (as quoted in Ishii 1971)
is considered. The system under consideration is schematically shown in Fig. 4.15.
It consists of a test section of diameter d and length L with two orifices, one at the
inlet and one at the exit of the test section. The orifice coefficients at the inlet and
exit are denoted by Ki and Ke respectively. To be consistent with the definitions used
in Eq. (4.48), viz.,

K = �p

0.5ρu2
, (4.124)

the orifice coefficients given in the reference have been doubled. This is because the
author does not use the factor, 0.5, in the definition of K (Eq. (4.124). The stability
boundaries are established for a given steady state mass flow rate. For every inlet
sub-cooling, there exists a critical power after which the system becomes unstable.
Since the mass flow rate is specified, the Froude number is fixed. The stability can
then be expressed as a plot between the Zuber number and the sub-cooling number.

The numerical solution procedure for this kind of a system would use all the
principles that have been developed earlier.However, as the problem involves both the
single-phase and two-phase regions, the treatment requires fewmore details. First, the
steady state solution and the position of the interface where boiling boundary begins
is obtained. Once the transient is initiated, the boiling boundary is continuously
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Fig. 4.13 Comparison of the
spatial variation of analytical
and numerical solutions
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tracked and the single-phase and two-phase regions are being continuously adapted.
These details are discussed next.

The general governing equations of interest are Eqs. (4.3), (4.96) and (4.101)
along with the equations of state Eqs. (4.8) and (4.9). Integration of Eq. (4.101)
for the present case would lead to a composite velocity profile. With reference to
Fig. 4.15, the velocity would be constant in the single-phase region (0 ≤ s ≤ λ),
whereas, in the two-phase region (λ ≤ s ≤ L), it would increase linearly. Since it
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Fig. 4.14 Comparison of the
temporal variation of
analytical and numerical
solutions
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is intended that all the variables in all the nodes during numerical computation be
available at the same time, the time step increment and the node spacing distribution
have a distinct relationship.

Earlier, it was pointed out that the �t in the region where the velocity varies
linearly gets fixed once the coefficients a, b, number of nodes, N, and length of the
two-phase region is known, as given in Eq. (4.110). Thus, for the given problem,
once the initial conditions are specified, which is usually the steady state condition,
the single-phase length (λ), velocity at the inlet (ufi), and the velocity distribution
in two-phase length are all known. It is fairly straight forward to visualize that the
velocity distribution at any time can be written by integrating Eq. (4.101) for the
present problem

u(s, t) = ufi + q′
Wvfg

hfgAm
s = ufi + ξs, (4.125)

where,

ξ = q′
Wvfg
hfgA

, (4.126)

It is pertinent to point that in Eq. (4.125), s = 0 refers to the front where boiling
begins. Thus, for a chosen number of segments in the two-phase region (NB), length
of the two-phase region (L − λ), and the coefficients (a = ξ, b = ufi), the time
increment can be computed using Eq. (4.110). To ensure Courant number to be close
to 1 in the single-phase region, the number of segments can be obtained as given in
Eq. (4.127). NSi is truncated to the nearest integer.

NSi = λufi
�t

(4.127)

Having discussed the nodalization procedure, attention is now shifted to the inte-
gration of the momentum equation. When Eq. (4.43) is integrated over the length of
the channel, we get,

L∫

0

∂(ρmum)

∂t
ds = −�p + �pa + �pf + �pg = −�pnet, (4.128)

where,−�p is the applied pressure drop across the channel and others are the acceler-
ational, frictional and gravitational pressure drops respectively. The evaluation of the
individual components in the single-phase and two-phase regions has already been
discussed previously in Eqs. (4.80)–(4.84). Prior to discussion of the integration of
the momentum equation, it is useful to summarise the overall numerical procedure
for identifying the stability limits. The steps are:
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(i) Nodalize the channel as described above for a given number of segments in
the two-phase portion of the channel and estimate the time step size �t.

(ii) Perturb the inlet velocity by a small amount.
(iii) Advance the enthalpy equation by one step maintaining Courant number at

every node to be 1 and store them at these temporary locations. Also locate
the new boiling front.

(iv) Renodalize the channel and get the new velocity distribution and location of
the new grids. The time step for the next computation is also obtained and kept
ready for next evaluation

(v) Now carry out linear interpolation to get the enthalpy at the chosen locations.
(vi) Use integral momentum equation to update the new velocity at the first node.

This is discussed in the following paragraphs.
(vii) Repeat steps (i)–(vi) till the time of interest. If the perturbation grows, then

the original steady state is unstable, otherwise it is stable.

Thus, the essential purpose of integrating the momentum equation is to update
the new entrance velocity. The methodology adopted is the numerical analogue of
the analytical work of Calusse and Lahey (1991). Since the upper and lower limits
are invariant with time, the left hand integral in Eq. (4.128) can be written as,

L∫

0

∂(ρmum)

∂t
ds = d

dt

L∫

0

(ρmum)ds. (4.129)

Using a first order method, and the above equation, Eq. (4.128) can be written as,

L∫

0

(ρmum)ds

∣∣∣∣∣∣
t+�t

=
L∫

0

(ρmum)ds

∣∣∣∣∣∣
t

− �pnet�t. (4.130)

As the distributions of ρm and um at time step t, as well as �pnet are fully known,
the integral on the left hand side of Eq. (4.130) can be computed. Using this value,
the updated value of ufi can be extracted as given below.

L∫

0

(ρmum)ds =
λ∫

0

(ρmum)ds +
L∫

λ

(ρmum)ds

= ρfufiλ +
L−λ∫

0

(ufi + �s)

vm
ds

= ρfufiλ + ufi

L−λ∫

0

1

vm
ds +

L−λ∫

0

�s

vm
ds (4.131)
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Table 4.1 Data for
simulation of two-phase
natural circulation

Pressure 80 bar

Fluid Water

Reynolds number at inlet 47,800

Ki 35.6a

Ke 0.06a

Length of test section (L) 2.9 m

Orientation Vertical

Diameter of test section (d) 0.00525 m

Friction factor in two-phase 2fsingle-phase
aThe values quoted in the table are double that in the reference as
explained in the text

As the enthalpy distribution has already been updated at every new node location,
the integral can be replaced by summation using trapezoidal rule and Eq. (4.130) can
be written as,

L∫

0

(ρmum)ds = ρfufiλ + ufi

NB∑

i=1

1

vm
�si +

NB∑

i=1

�s

vm
�si (4.132)

The only unknown in the above equation is ufi and can be computed.
The simulation was carried on the basis of the steps outlined above. The relevant

input is summarised in Table 4.1. The stabilitymap generated is shown in Fig. 4.16. In
the samefigure the experimental data is also compared.The comparison is fairly good.
The sensitivity of the stability boundary to the number of nodes is also demonstrated
in the same figure. It may be seen that nodalisation is fine enough to consider the
simulation adequate. Thus the procedure gets benchmarked.

Fig. 4.16 Comparison of
numerical stability map with
experimental data
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4.4.3 Conclusions from Two-Phase Studies

The computational procedure that has been developed based on the method of char-
acteristics has been able to capture the oscillations satisfactorily for several simple
cases for which the analytical solutions were generated. It has also been successful
in obtaining the stability boundary for an experimental loop, and the results closely
follow the experimental data. However, the number of nodes required to resolve the
boundary is fairly on the higher side as first order method is used for integration of
momentum equation. Hence there is scope to improve the proposed method.
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Chapter 5
An Overview of the Dynamics
of Supercritical Natural Circulation
Loops

Tanuj Srivastava, Pranab Sutradhar, Dipankar Narayan Basu and Lin Chen

Abstract The concept of supercritical natural circulation loops (scNCLs) is only
a recent one, with the pioneering research being publicized only in 2001. But the
favorable heat transport properties and large volumetric expansion of the supercrit-
ical fluids make them ideal for natural circulation based cooling applications, and
hence is gaining increased popularity in several applications, particularly for reac-
tor core cooling. The unique nature of the supercritical fluid ensures distinct ther-
mal hydraulic and stability characteristics of scNCLs, widely different than other
fluid-driven loops. Only a small temperature variation is sufficient to induce drastic
changes in the density of the supercritical fluid, leading to substantial local buoyancy
and radial motion. Therefore, a thorough understanding of both thermal hydraulic
and stability behavior of an scNCL is mandatory before full-scale industrial appli-
cations. However, the knowledge base is reasonably thin and some of the reported
observations are also not in consensus, making it difficult for the beginners to grasp
the initial concepts, particularly with the contrasting standards adopted by various
research groups around the world. That prepares the backdrop of the present chapter,
with the basic aim being to introduce a reader with basic engineering knowledge into
the field of scNCL and primarily into the dynamics of such systems. Starting with
a brief state-of-the-art review of the technology, both experimental and theoretical
studies are discussed, in order to summarize the stability responses of such loops.
Considering the increasing popularity, the comprehensive discussion present in this
chapter will definitely help in consolidating the concerned knowledge for the future
researchers.
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Keywords Supercritical · Natural circulation · Stability

Nomenclature

Abbreviations

sc Super critical
NCL Natural Circulation Loop
FiHTD Flow induced Heat transfer deterioration
pc Pseudo critical
in Inlet
cr Critical
HHHC Horizontal heater horizontal cooler
HHVC Horizontal heater vertical cooler
VHVC Vertical heater vertical cooler
VHHC Vertical heater horizontal cooler

Non-dimensional numbers

N ′
TPC Trans pseudo critical number

NSUBPC Sub pseudo critical number
ρ∗ Non-dimensional density
h∗ Non-dimensional enthalpy
Stm Modified Stanton number

Symbols

�pd Pressure difference by gravity
�pr Pressure difference by frictional resistance
ṁ Mass flow rate (kg/s)
Q Power (MW)
β Thermal expansion coefficient (K−1)
Lt Total length
w Velocity (m/s)
Cp Specific heat capacity (kJ/kg K)
�h Heated Perimeter
h Enthalpy (J/kg)
q′′ Heat flux (W/m2)
ρ Density (kg/m3)
0 Reference value
D Diameter (m)
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5.1 Introduction to Natural Circulation Loop

The term “circulation” primarily refers to the movement of fluid through a closed
circuit by virtue of some driving potential. When this potential is the resultant of a
density differential, we employ the terminology “Natural circulation loop”. It can be
viewed as one of the most efficient option of transporting energy from a source to
a sink, without their direct interaction. The absence of any driving machinery also
leads to a reduction in the overall expenses and an enhancement in the reliability
of the operation. Consequently the natural circulation loops (NCLs) have found
applications in numerous engineering fields, encompassing electronic chip cooling
(Kim et al. 2008), solar heaters (Close 1962), geothermal systems (Kreitlow et al.
1978; Torrance 2010) and nuclear reactors (Dimmick et al. 2002; Chatoorgoon et al.
2005a), just to name a few.

A favorable density gradient, conventionally known as the buoyancy, can be gen-
erated inside the flow domain of an NCL either by introducing a secondary lighter
phase or through suitable thermal interactions. While the former has its utility in
certain chemical industries, the latter is conventionally referred as the NCL, and
hence will be the only one considered under the purview of the present chapter. The
thermally-developed density field requires an energy source and an energy sink, with
the sink being located mandatorily at a higher elevation. On receiving energy from
the source, the fluid experiences an increase in the temperature level and consequent
reduction in the density, enforcing it to rise upwards. The reverse is true for the
sink section, leading to a downward motion of the cooler, heavier fluid. Therefore, a
suitable orientation of the source and sink along a closed loop can easily set up the
circulation, while facilitating proficient energy transport from the high-temperature
source to the low-temperature sink. The loop can be of any shape to accommodate
the system requirement, as long as the development of a favorable buoyancy field
can be warranted, thereby providing design simplicity and flexibility, while being
comparatively inexpensive. Such loops however, suffer from the constraint of lower
flow rates and heat fluxes, compared to their forced flow counterpart. Possibility of
flow reversals leading to instability and the absence of direct controlling options are
other major concerns.

As the circulation rate in an NCL and subsequent heat transfer characteristics are
directly dependent on the nature of density variation, selection of working fluid is of
utmost importance in such systems. Single-phase, primarily liquid-based, loops offer
good heat transport capability in a compact system, but are restricted by the constraint
of the saturation temperature. Two-phase boiling loops, on the contrary, are capable
of large energy transport and substantial volumetric expansion. But they are also
prone to static and dynamic instabilities, and possible deteriorations in heat transfer.
Supercritical phase of the working substance provides an opportunity of combining
the superior heat transport characteristics of the single-phase version with the large
density differential achievable in the two-phase loops. But such systems have their
own issues, particularly in relation with the requisite working conditions. Water is
the most common working fluid, owing to its availability and non-toxic behavior.
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But extreme critical point values (Pcr = 22.064MPa and Tcr = 647.1K) makes it
non-suitable for most of the industry-level appliances. In this precise context, carbon
dioxide (Pcr = 7.377MPa and Tcr = 304.13K) has gained increased popularity
over last couple of decades as the possible working fluid in scNCLs. Along with the
noticeably-low critical temperature, it is also environment-friendly, non-flammable
and chemically stable over a wide temperature range (Blackburn et al. 2001; Ochsner
2008). Certain synthetic refrigerants have also been explored by researchers in recent
times, such as R134a, which has much lower critical pressure (Pcr = 4.059MPa and
Tcr = 374.2K). But their chemical stability at elevated temperatures and compati-
bility with structural material remain issues to be sorted out.

Several research groups are intensely working on scNCL over last couple of
decades, with the aim of harnessing its immense potential as a heat transport system
over wide range of scales, leading to decent volume of literature. However, many
of these observations are not in consensus with each other, making it difficult for
the beginners to grasp the fundamental concepts. That prepares the backdrop of this
chapter, which is focusing on the judicial amalgamation of themost relevant concepts
associatedwith the dynamic behavior of scNCL and its stability performance. A brief
summary of the steady-state characteristics is presented to begin with, subsequently
moving into the transient and stability consideration.

5.2 General Dynamic Behavior of NCLs

Before engaging into a detailed discussion on the stability aspects and dynamic
behavior of scNCL, it is only prudent to have a brief overview of the generalized
dynamic response of single-phase and two-phase loops. Gross operation of single-
phase loops can be classified into three categories, namely, (a) steady state, (b) stable
oscillatory flow and (c) flow reversal. Depending on the state of the system, if heater
power is in oscillatory zone, then amplitude of temperature difference or mass flux
increases with increase in the heater power (Saha et al. 2018). Similar phenomenon
has also been observed in the flow reversal regime. Loop dynamics are also strongly
dependent on the loop orientation. With a vertical heater, flow initiation is almost
instantaneous, while it requires a finite time with horizontal heating. HHVC ori-
entation, in general, leads to stable behavior with clockwise motion, characterized
by downward flow through the cooler. The VHVC configuration is commonly the
most stable one (Vijayan et al. 2007). Vijayan et al. (2008) in their experiments and
analytical study found that small diameter loops were more stable and larger Lt/D is
important factor for stability. Applicability of various codes (ATHLET, CATHARE2,
RELAP5/Mod3.2, and computational fluid dynamic) for single phase NCL has been
verified by many investigators to investigate the different aspect like inside diameter
(Vijayan et al. 1995) wall frictions (Ambrosini et al. 2004), heater and cooler orien-
tations (Pilkhwal et al. 2007), effect of power step (Kudariyawar et al. 2016), aspect
ratio (height to width) (Chen 1985). Hashemi-Tilehnoee et al. (2019) investigated
the effect of asymmetric heater and found response of CFD code to be different to
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RELAP5 and experiments, in terms of the oscillatory behaviour which depends on
imposed power level.

Significant research volume is available for two-phase loops, following both ana-
lytical and experimental route.Wissler et al. (1956) was the first to report the instabil-
ity in two-phase system. Song (2012) experimentally applied the simplified pressure
drop condition (gravity and friction drop) and found little sign of static instability,
while there was potential for density wave oscillation (discussed in Sect. 5.4.1),
which is of dynamic-type. Hence two phase system is more prone to dynamic insta-
bility. Fichera and Pagano (2003) incorporated a proportional-derivative control in
their study for the inlet velocity and temperature difference at the heater section, and
found that to be useful in stabilizing the system dynamics. In two phase CO2, for
lower fill ratio (volume of filled space/total volume) the system is likely to fluctuate
under small heat inputs (Tong et al. 2016). Sukchana and Pratinthong (2017) investi-
gated the dependency of thermal performance on the bending and inclination of loop
up to a certain limit with higher evaporation temperature, pressure and optimum fill-
ing ratio. Slight horizontal tilting caused poor performance and vice versa for slight
vertical tilting. Using anodic oxidation on the inner surface of the loop makes it more
porous and hydrophilic which enhances evaporator heat transfer coefficient, reduces
evaporator wall temperature and total thermal resistance for different orientations of
the loops (Solomon et al. 2015).

5.3 Steady-State Behavior of ScNCL

When state parameters are independent of time, the system is in steady-state, which
demands a balance between buoyancy and friction for any NCL. Steady-state char-
acteristics of scNCLs have been explored both experimentally and analytically,
among which Chatoorgoon (2001) was the first to develop the analytical model
using SPORTS code for HHHC loop. In the steady state analysis for UDL and non-
UDL,modifiedGrashof number was found to have linear relationship with the steady
state Reynolds number (Vijayan 2002). Behavior of supercritical fluid is similar to
two-phase at higher power as there is reduction in the mass flow rate due to drastic
variation near the pseudo critical point. Investigation of Sharma et al. (2010) using
NOLSTA code shows the consequences of various loop parameters like diameter
(large diameter, high flow) and loop height (large height, high flow). Various orien-
tations of the heat source and heat sinkwere also tested, amongwhichHHHC showed
the maximum flow rate among all and VHVC the lowest. Computational simulation
showed that CO2 loop exhibit higher velocity, but is asymmetric in nature.

Limited literature revealed that out of all combination of orientation of heater
and cooler, HHHC is more prone to flow reversal and instability than any other.
Increased inclination angle leads to decrease in buoyancy, leading to affect mass
flow and Nusselt number with effect more pronounced at low heat flux (Chen et al.
2013) and at high heat flux, effect of inclination angle is less. Drastic increment and
decrement was observed in Nusselt number with increased loop diameter and high
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Fig. 5.1 Variation in steady-state heat transfer coefficient with heater power at different pressure
levels with supercritical CO2 as the working fluid (Sarkar and Basu 2016)

heating wall temperature respectively, with better heat transfer coefficient in cooler
section. Probability of flow reversal is less in larger loop diameter. To maintain the
same condition with large loop diameter, high heat flux is required to overcome the
increased friction.

Owing to property variation near pseudocritical temperature, undesirable heat
transfer deterioration takes place leading to poor performance in terms of rapid
reduction is mass flow and heat transfer as shown in Fig. 5.1 (Sarkar and Basu
2016). The power level corresponding to the appearance of FiHTD can be increased
by raising the pressure, lowering sink temperature and increasing diameter. It is
interesting to observe that the power level corresponding to the initiation of FiHTD
is insensitive to any inclination angle of the NCL. Moreover, it was reported that
inclination provided at Y-Z plane on the NCL leads to more driving flow potential
than the inclination provided in X-Y plane.

5.4 Introduction to Stability

Current scenario of nuclear reactor is focused upon improving the overall plant effi-
ciency. In this queue of development, supercritical natural circulation consideration
on primary side has shown promising outcomes due to its capabilities of proposing
higher thermal efficiency. Supercritical water reactor is one of the suggested modifi-
cations of light water reactors under the Gen-IV initiative, which promises a thermal
efficiency of the order of 45%. Due to high coefficient of volumetric expansion and
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heat transfer features, using supercritical fluids as coolant in advanced nuclear reac-
tor offers key advantages like exclusion of steam generator and recirculator pump,
compact size and high thermal efficiency, because of elimination of phase change
phenomenon and hence critical heat flux. Due to the safety issues, however, it cannot
be used at any randomoperating condition. Henceforth proper investigation for stable
steady state is mandatory. Otherwise it can lead to power oscillation and vibrations
in the mechanical modules and this may lead to system catastrophe. A good natural
circulation loop will be the one that guarantees a sufficient mass flux for the intended
applications, while avoiding the instabilities as much as possible.

This is the reason that it is imperative to explore the possibilities of safety issues in
scNCLs. In closed loop operation of nuclear reactor, thermal fatiguemay occur due to
repetitive cycle of wall temperature. This fatigue may cause mechanical breakdown,
and in the vilest circumstance discharge of radioactive material (Kakac and Bon
2008). The key reason associated with the above stated occurrence is due to drastic
variation of thermophysical properties near pseudo-critical temperature (Swapnalee
et al. 2012), leading to flow oscillationswhen temperature passes through pseudocrit-
ical temperature. Hence instability must be predicted and avoided through cautious
means. Flow instability for supercritical region has not been studied thoroughly
because most of the reactors operate at subcritical region.

Before moving further, it is imperative to understand what instability is. Because
of the disturbance, if the system after diverting

(a) returns to the original state, it is called stable.
(b) keeps on oscillating with new amplitude, neutrally stable.
(c) oscillates with growing amplitude, unstable.

The oscillation of the system cannot go to indefinite value, but is limited by
nonlinearities and limit cycle oscillations. Oscillations with amplitude more than
±10% of the mean value (or ±30%) imparts itself to instability.

5.4.1 Classification of Flow Instabilities
in Thermal-Hydraulic Systems

Zuber (1966) was the first one to analytically state that instability in supercritical
flow are similar to two-phase instabilities. Based on analytical method, instabilities
are classified into two categories.

(a) Static instability
(b) Dynamic instability

Static instability can have multiple steady state solution, whereas for dynamic
instability, transient governing equations are solved to identify the threshold.
Figure 5.2 demonstrates the general categorization of the thermal hydraulic instabil-
ities. There are instabilities which are common for both static and dynamic which
have been described later in this chapter.
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Fig. 5.2 A generalized classification of instabilities in thermal-hydraulic systems

NCL flow instability are inherently more unstable as compared to boiling heated
channel. The attribution goes to non-linear nature of NCL. It is fairly intricate phe-
nomenon as it is governed by both gravitational and frictional resistances. Depending
on the conditions enforced either of the two dominates (Fig. 5.3).

Fig. 5.3 Buoyancy and
friction-dominated regimes
of NCL operation (Sadhu
et al. 2017)
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5.4.2 Thermal-Hydraulic Instabilities in ScNCL

Zhao et al. (2005) suggested that there exist a resemblance between boiling channel
and scNCL. As in the case of boiling under subcritical conditions, there exist single-
phase vapor region, single phase liquid region and the two phase region. Similarly,
for scNCL, there exist light fluid region, dense fluid region and mixture region.
So instabilities that are found in subcritical boiling region are probable to ensue
under supercritical region as well, which can be identified following either linear or
nonlinear approaches.

Linear approach solves linearized versions of the time-dependent equations in fre-
quency domain, after imposing infinitesimally small perturbation, while in nonlinear
approach, disturbance is imposed on the steady-state solutions and resultant transient
traces are followed. The drawback with linear approach is that, it can only predict
threshold boundary, but fails to capture limit cycles and nature of instabilities. On the
contrary, nonlinear approach can accurately envisage the transients, it is generally
more time consuming and computationally expensive (Sharma et al. 2010). Nonlin-
ear approach encourages implications of more practical aspect and hence leads to
better resolution of actual scenario.

In case of supercritical fluid generally three type of instabilities are significant
and those are the followings.

(i) Ledinegg instability (Flow excursion): In this type of instability when distur-
bance is imparted, system undergoes the oscillation and either settles down to
a different steady-state or exhibits periodic behavior, without returning to the
initial state, subsequently leading to flow excursion (Boure et al. 1973). The
required condition for this to occur is

∂(�pd )

∂ṁ
≤ ∂(�pr)

∂ṁ
(5.1)

where �pd is, the driving pressure drop and �pr is the resistance pressure
drop. Determination of Ledinegg-type instability can be done without the use
of time dependent equations and can be theoretically explained.

(ii) Pressure drop oscillations (PDOs): It is a dynamic type instability triggered
by static instability. It is found to be on the negative slope of pressure drop—
mass flow curve. This type of instability was not very much noteworthy in
natural circulation with supercritical pressures and mainly occurs in two-phase
system or subcritical system. Thorough explanation of this can be found in
Kakac and Bon (2008), Welander (1967).

(iii) Densitywave oscillations (DWO): It comes under the dynamic-type instability
and requires time dependent equations to analyze. It occurs in the positive
slope region of pressure drop- mass flow curve. Supercritical DWO have been
observed both experimentally and numerically (Fukuda and Kobori 1979) and
can be of two types depending upon the operating conditions.
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(a) Type-I occurs at low power and high inlet subcooling temperature, in which
pressure drop through gravity governs the characteristics.

(b) Type-II rather occurs at high power and low fluid density, in which frictional
pressure drop plays the dominant role.

5.5 Stability Behavior of ScNCL

One of the basic necessities for understanding the steady state and stability behavior
of NCLs is the availability of generalized dimensionless groups (or scaling parame-
ters) which are not loop-specific. Such dimensionless groups are useful in comparing
the performances of different loops and to extend data from small scale loops to the
prototype. Investigations, both analytically and experimentally for different loop
configurations [rectangular loop (Welander 1967), Toroidal Loop (Creveling et al.
2016)] have been done by many researchers, however the facts have gained momen-
tum in the recent decade only. Most of the results may be observed analytically but
are skipped out while observing experimentally. Boundary conditions and structure
of loop have effect on steady state and stability behavior (Chen et al. 2014). Due
to dependencies on Equation of States (EOS) of the properties and transient nature,
stability is rather complex phenomenon.

5.5.1 Theoretical and Numerical Analyses

Welander (1967) have predicted that flow oscillations in a single phaseNCLoccurs in
small amplitudes which later on increases until the flow is completely reversed from
the original direction. Chen (1985) investigated that in a single phase rectangular loop
the aspect ratio (width/height) of the rectangular loop affects the modified Grash of
number (associated with Buoyancy) which in turn affects the stability of the loop.
The loop is only stable if the Grashof number is above a critical value. Cammarata
et al. (2003) showed that a single phase NCLflowing in square loop is the least stable,
while slender loops were the most stable. Slender loops are not only stable but are
also less sensitive to modifications or perturbations in the operating conditions. This
fact was considered in many investigations for supercritical NCL done by Chen and
Zhang (2011) with CO2 as operating fluid.

Pioneering work for the stability analysis of supercritical fluid was done by Cha-
toorgoon (2001). He analyzed a simple NCL with water as the working fluid, assum-
ing no effect of temperature on wall film thermal conductivity and operating condi-
tions 25MPa, 350 °Cwith uniform heat addition and removal. The case was imposed
and solved by numerical code Special Prediction Of Reactor Transients and Stability
(SPORTS) (Chatoorgoon 1986). SPORTS was found suitable at those regions where
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liquid to vapor variation takes place. STEAM property package was used for cal-
culation of properties. It was found that positive slope of flow-power characteristics
defines the stable operating regions. After this, instability starts amplifying, which
was captured roughly by the SPORTS code, as can be seen in Fig. 5.4, the reason for
divergence was approximations considered while solving.

To verify the authenticity of the code, a theoretical model was also developed.
To make the code simpler, point source and sink was considered instead of taking
uniform heat flux, so that equations become linear and relatively easier to solve skip-
ping the complications arising fromnon-linear nature of temperature and density near
critical points. The results obtained from above conditions were in good agreement
with SPORTS. Similar to two-phase flow, approximate stability boundary criterion
was developed and that was a major breakthrough at that time.

∂(flow)

∂Q
= 0 (5.2)

Non-dimensional group for uniform diameter proposed by Vijayan and Austre-
gesilo (1994) was used by Vijayan (2002) for linear stability model in non-uniform
diameter loop. In their study, non-linear conservation equations were linearized.
System was considered to be unstable if there exist any real root of the equation.
To envisage the instability there is a vital role to the modified Grashof number and
modified Stanton number. Parametric studies were donewith three different diameter

Fig. 5.4 Steady-state profile of flow rate, demonstrating stable and unstable regimes, and the
stability boundary region (Chatoorgoon et al. 2005a)
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loops (6, 11 and 23.2 mm). It was observed that, at the particular Stanton number,
as the fraction of Lt/D increases, unstable zone shifts up as shown in Fig. 5.5. The
key conclusion considering the real life situation, the ratio of Lt/D is quite high for
nuclear reactor, so no stability of this kind was found to be detected. Considering
the same loop configuration when Stm > 9.7, no instability was observed. But it is
important to note that special care for calculation of Stm should be given, as it changes
with loop diameter. So it is recommended to increase Lt/D or Stm to suppress the
instability.

Earlier proposed non-dimensional numbers for supercritical flow in NCL were
examined by Chatoorgoon (2001) and Chatoorgoon et al. (2005b) in large number
of simulations for H2O, CO2 and H2 using SPORTS code. Dimensionless numbers
nicely predicted the stability boundary within 95% of maximum mass flux.

Zhao et al. (2005) attempted to improvise the correlations used in boiling chan-
nels for supercritical fluid case. Earlier there were phase change numbers and sub-
cooling numbers for boiling channels. Their study was taken further by Ambrosini
and Sharabi (2008) and proposed apparent trans-pseudo critical number N

′
TPC and

sub-pseudo-critical number NSUBPC for supercritical pressure.

N ′
TPC = q′′

0�hL

ρpcw0A

βpc

Cp,pc
(5.3)

Fig. 5.5 Stability map evaluation for three rectangular loops (Vijayan 2002)
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NSUBPC = βpc

Cp,pc

(
hpc − hin

)
(5.4)

The present work was favored by (Ambrosini and Ferreri 1998) and was made a
convenient tool for linear and non-linear stability analysis. Stability prediction was
made with the help of RELAP5/MOD3.3 which shows the confidence in the applica-
bility of the proposed model for supercritical fluids. However, the prime drawback of
the study was the inconsideration of problems in supercritical fluids like momentum
transfer across pseudo critical point.

Jain and Rizwan-uddin (2008) developed a computer code FIASCO (Flow Insta-
bility Analysis Under Supercritical Operating Conditions) in FORTRAN90 to ana-
lyze transient stability of supercritical water and CO2 in NCL. The equations were
solved by implicit finite difference method. Supercritical properties were determined
using NIST/STEAM2.21 (Harvey and Lemmon 2013) andNIST/REFPROP7 (Lem-
mon et al. 2002) respectively forwater andCO2. Results obtained in this investigation
always predict the stability threshold to be in the positive slope region of the (steady
state) flow-power curve. Using time step 0.02 s and grid size 0.1 m leads to stability
zone quite early (Fig. 5.6). But results proposed that the stability threshold of a nat-
ural circulation loop with supercritical fluid is not confined to the near-peak region
of the (steady state) flow-power curve, which contradict the threshold stability result
of Chatoorgoon and Upadhye (2005).

Simulation results undoubtedly showed the significance of time step used. Con-
sideration of larger time step and implicit scheme, leads to more dissipative nature
leading to stability. Reducing time step to half and quarter from 0.0875 s leads to
sustaining and growing oscillations at 1 MW power while grid size has insignifi-
cant effect. Increasing the pressure stretches the threshold of stability towards higher
flow rate. For small sub cooling, stable zone diminishes but for higher sub-cooling

Fig. 5.6 Comparison of
stability predictions of
(Ambrosini and Sharabi
2008) with previous
investigations (Chatoorgoon
and Upadhye 2005)
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it enlarges again. The results clearly remark that stability threshold does not always
stick near the peak value of mass flow which manifests the prediction of (Jain and
Corradini 2005).

A linear stability code named SUCLIN, was developed by Sharma et al. (2010)
for sc water. Assuming initial mass flow and heat rejected to be equal to heat added,
small disturbance in flow rate, specific, enthalpy and pressure was given. Required
properties of water were calculated using International Association for the Properties
of Steam (IAPS) formulation 1984. SUCLIN was found suitable for analysis after
successful validation from previous literature (Chatoorgoon 2001; Jain andCorradini
2005). For the inlet temperature of 350 °C and 25 MPa, Nyquist plot was verified
with that of Chatoorgoon (2001) who used SPORTS code and showed that loop was
stable for 4 MW but unstable for 4.5 MW, while the SUCLIN code, predicts the
threshold to be 4.2 MW as shown in Fig. 5.7. This difference has been attributed to
the stability assessments made with different techniques and assumptions. The trend
of results however remains similar in both the investigations. With increase of heater
inlet temperature above 300 °C the lower threshold power of instability increases
mildly but the upper threshold of power reduces expressively.

Parametric study was done for various loop diameters (7, 14, 20.7, 28 mm) at
25 MPa with varying heater inlet temperature. Stability maps obtained from the
investigation shows that the instability zone increases with the increase in diameter.
However, there exists a specific heater inlet temperature beyond which no instability
is observed, and the value of that specific temperature decreases with the increase in
loop diameter. Moreover, when the inlet temperature increases beyond the pseudo-
critical temperature, the mass flow rate decreases significantly but that could be
avoided by increasing the system pressure as, high system pressure has stabilizing
effect. The loop height if increased, the instability in the scNCL also increases.

Fig. 5.7 Linear stability
map predicted by SUCLIN
code (Sharma et al. 2010)
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However, slender loops have better buoyancy effect on the loop which provides a
healthy steady state mass flow rate. These results could be of great importance in
designing aspects of the NCL.

Chen et al. (2010) investigated the stability of scCO2 NCL, at an average loop
temperature higher than pseudo-critical range of 375 K, the ‘second-critical’ point
which varies with pressure. The effect of increasing the diameter has been found
stabilizing, while for smaller diameters it will depend on the heater input. When
the heat flux is increased from a stable condition, both the velocity and temperature
increased linearly without fluctuations, but then fluctuations develop and the oscilla-
tion amplifies and repetitive flow reversals occurs. When the power is again restored
to previously stable point, other parameters also recover to stable conditions very
fast. This is a very desirable feature for operational safety.

Debrah et al. (2012) was the first one to analyze the role of heating structure.
Nodalization of CIAE (China Institute of Atomic Energy) VHHC loop was done
and solved using RELAP5. When heating structures were considered, it was found
that instability in water based loop arises at much higher power as compared to
earlier studies. When cooler heating structures were considered, the threshold comes
early. So in order to understand the phenomenon better non-dimensional numbers
proposed byAmbrosini and Sharabi (2008) were compared betweenRELAP5 results
and in-house code (without heating structure) for stability response. For in-house
code two different number of nodes, namely 168 and 336, were selected and it was
seen that courser mesh predicts comparatively large stable zone. RELAP5 approves
the predictions made earlier. RELAP5 also precisely predicts the effects of surface
roughness and fouling factors. But, comparingwith the real life situation, code results
with heating structure over envisages the stable behavior (Fig. 5.8). This can be
attributed to the reason of having different geometry and boundary conditions.

Fig. 5.8 Stability map developed by Debrah et al. (2012) showing the effect of heat structures in
RELAP5 calculations (red square: no heating structure; blue diamond: only cooler structure; yellow
circle: only heater structure; green triangle: both heater and cooler structures)
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In computation study of Ledinegg and density wave oscillations of water, Rai
et al. (2018) found that under operating condition of 25 MPa and 300 kJ/kg inlet
enthalpy, there was no sign of Ledinegg instability for power range up to 230 kW. In
the operating range of density wave oscillations at 58.11 kW power, system reaches
on the verge of the instability for inlet enthalpy of 1623.89 kJ/kg. With increasing
diameter, stability boundary shifts towards higher power attributed to higher mass
flow. Increasing pressure, decreases stability boundary and with increase in loss
coefficient, there is small drop in stability boundary, but later on drastic drop was
seen.

Archana et al. (2015) modified a 2D axisymmetric code NAFA-loop (Numerical
Analysis of Flows in Axis-symmetric geometries) considering CO2 as working fluid
and other parameters such as pressure, inlet coolant temperature and coolant flow
rate were kept constant at 80.4 bar, 8 °C and 56 lpm. A heat transfer deterioration is
predicted at around 1300 W owing to the fact that the inlet and outlet temperature
of the heated section is above pseudo-critical temperature, which agrees with the
results from Sharma et al. (2013). The code also predicts that the wall temperature
increases sharply compared to the bulk flow temperature.

The results ofTilak andBasu (2015) for the stability dependence of scH2ONCLon
time step and grid size were in agreement with Chatoorgoon et al. (2005) and Sharma
et al. (2013). In the investigation Step, ramp, exponential and sinusoidal excitations
were imposed on the system where step rise in heater power introduced instabil-
ity into the system and had the most destabilizing influence. System takes longer
time to regain steady-state, if the final power is within stability boundary. Ramp and
exponential profiles were found to provide favorable response during both power
upsurge and down-surge, however exponential transition is preferable from stabil-
ity’s perspective. Longer period of transition allows the system to suppress unstable
fluctuations in a better way. Application of sinusoidal transition results in distorted
periodic response while attempting to follow the imposed signal only after sufficient
time since application shows periodic signal. Fast Fourier transform of resultant dis-
crete data series exhibits two distinct peaks, with the larger one corresponding to the
imposed sinusoid and the other one signifying the natural frequency of the system as
shown in Fig. 5.9. The natural frequency is a characteristics of the loop and remains
invariant of the frequency of the imposed signal. On imposing impulse signal, a stable
system exhibits large-amplitude oscillations while, an unstable system may suffer
from flow reversal.

5.5.2 Experimental Investigations

Lomperski et al. (2004) in their experiment studied the two types of configurations,
one with the base case and other with an orifice in hot leg. Orifice creates flow
disturbances, effect ofwhich can be seen as the heater outlet temperature rises quickly
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Fig. 5.9 Variation of amplitude with frequency under FFT of transient response for sinusoidal
variation of heater power with three different time periods (Tilak and Basu 2015)

at lower powers as compared to base arrangement and correspondingly mass flow
peak occurs early. The possible reason could be the dominance of friction losses over
driving head. Experimentally no signs of instabilities were seen. As far as the stability
is concerned, the parameter ∂m/∂ρ showedgreat significance, asChatoorgoon (2001)
mentioned about the peak power for instability.When the slope of ∂m/∂ρ is negative,
the disturbance gets neutralized by rise inmass flow.Whilewhen the slope is positive,
outlet temperature would increase and amplify the disturbance. Operating the loop
for inlet/outlet temperature 20–30 °C/40–85 °C and pressure 75–95 bar, the system
was found to be stable in both the regions of power (Fig. 5.10), which was completely
contrary to the numerical analysis.Numerical analysis showed that beyond the certain
power level, system did not stabilize. This discrepancy was suggested to be analyzed
through further experimentation.

Jain and Corradini (2005) found divergences between the results of instability for
scCO2 in experimental study (stable) at Argonne National Laboratory (ANL) and
1-D transient analysis using FORTRAN code (unstable) at University of Wisconsin,
Madison. Stability of water loop depends upon the accuracy of EOS. EOS2 captures
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Fig. 5.10 Effect of friction factors on the bounding power (Chatoorgoon 2001)

the maximum temperature (821 K) within its specified range (655–850 K), while
EOS1 had the range (630–820 K) below the maximum temperature range. Thus
EOS2 yields more accurate results, which is in consensus with the experimental
results.

In case of scCO2, results from experimental analysis depicts stable behavior while
linearized transient analysis depicts the unstable behavior. The main reason for these
discrepancies could be either due to the uncertain nature of the distribution of friction
factor along the flow path or improper application of constant heat flux or both.
Following modifications were suggested to void these discrepancies.

(1) Using closed loop geometry which actually resembles the experimental facility.
Open loop was made in order to validate the linearized code with previous
works.

(2) Applying more practical boundary conditions like constant flow rate and inlet
temperature on secondary side fluid.

Yu et al. (2011) conducted stability analysis experiments in supercritical water.
The results were verified with the numerical code, emphasizing on the Ledinegg type
instability. Analytical code was run over wide range of powers. For a particular input
temperature (Fig. 5.11), till the mass flow reaches 0.066 kg/s, system is stable. As the
condition for Ledinegg instability does not hold true, instability arises. In the range
of experiments conducted, no Ledinegg instability was found. To operate the system
at higher mass flow rate without occurrence of instability, author recommended to
use system at low inlet temperature because operating at low inlet temperature, leads
system to higher flow rate, thus causing delay in instability.

In the past literatures, correlations were available for sub-critical conditions only,
which due to drastic change of properties near pseudo-critical temperature, cannot be
applied for super-critical fluids. Using earlier correlations (Ambrosini and Sharabi
2008), efforts were made by Swapnalee et al. (2012), to find out the generalized
explicit correlations for super critical fluids andwere validatedwith experimentswith
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Fig. 5.11 Pressure drop
variation with mass flow rate
predicted by Yu et al. (2011)

water and CO2. Relationships developed were based on the dimensionless density
and enthalpy.

ρ∗ = ρ

ρpc
(5.5)

h∗ = βpc
(
h − hpc

)
(5.6)

Experiments were performed with all possible horizontal and vertical orientations
of heater and cooler. In order to capture the Ledinegg instability (static) for CO2,
analytical method was adopted and equation capturing different losses were derived
and no sign of multiple steady states were found as shown in Fig. 5.12. In case of

Fig. 5.12 Identification of instability with mass flow versus pressure drop (Swapnalee et al. 2012)
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Fig. 5.13 Stability map with
respect to power variation
(Swapnalee et al. 2012)

water it was observed that for high powers, excursive instability was observed at
high sub-pseudo critical number NSUBPC (Ambrosini 2007) and unstable zone gets
narrower with the rise in pressure (Fig. 5.13).

Chen et al. (2013) investigated the effect of inclination angle on a scCO2 NCL.
Horizontal loop setting is found to have highest thermal resistancewhile vertical loop
is preferred for heat transfer characteristics. Still, complex heat transfer behaviors
are found for 15° to 75° inclination angles. Judging from both the numerical and
experimental results, larger inclination angles will have higher circulation rate and
better heat transfer behavior.

Liu et al. (2017) have confirmed oscillations similar to pressure drop oscillations.
The effect of inlet temperature also shows that when the pressure increases, the den-
sity variation slope is less steep, showing better stability (Fig. 5.14). It also approves

Fig. 5.14 Effect of inlet
temperature of the heater on
the threshold power (Liu
et al. 2017)
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that the wall temperature increases sharply than the bulk temperature (Archana et al.
2015). When the low-temperature fluid particle contacts the hot wall, it significantly
expands owing to the temperature sensitivity of density near the pseudo-critical point,
and then move away from the hot wall. Finally, it would contract in the bulk flow.
The obvious variation of the volume of the fluid particle leads to pressure fluctuation
in the loop. The experiments also affirm that increasing the system pressure has a sta-
bilizing effect on the NCL which is in agreement with (Sharma et al. 2010). It is also
to be noted that when the local resistance of heat sink section is increased the loop
stabilizes but at the same time if the local resistance increases for heat source section
then the loop becomes susceptible to instabilities. In the subsequent experimental
study of Liu et al. (Liu et al. 2016) with vertical heating and horizontal cooling with
CO2, effect of system pressure and intel temperature was seen having no effect on
stable behavior, while inlet temperature do have effect on mass flow rate and effect
becomes noteworthy when it is in the range of pseudo-critical limit. Sharma et al.
(Sharma et al. 2013) also experimentally investigated a rectangular scCO2 NCL.
The instability in the loop was observed in the pseudo-critical temperature range
of operation where the volumetric expansion coefficient of the fluid is the highest.
Experiments also affirms on the decrease of mass flow rate predicted by NOLSTA.

Few studies have been done with heat exchanger on both end. Yadav et al. (2017)
focused their transient experimental study with CO2 (hot heat exchanger 323–353 K
and cold heat exchanger 305 K for water). It was seen that the system reaches steady
state faster with high system pressure. Tilt angle and inlet temperature both have
effect on impact on steady state characteristics of the loop, but system was found
to be stable. Cooling of CO2 by air instead of water does not cause problems for
stability point of view (Sadhu et al. 2017).

5.6 Recommendation

After comprehensive analysis on different aspects of steady state and stability of
super-critical natural circulation loop, it is now clear that using super critical fluid
imposes remarkable advantages over forced flow system. But as far as safety is
concern, it is primary duty of design engineer to thoroughly investigate the stabil-
ity aspects from the design point of view as well as imparted condition. From the
beginning of 21st century, this technology has been accelerated and is improving
progressively. Most of the stability related work has been done analytically or theo-
retically with lesser experimental verificationwithmany contradictions in the results.
Drawback with the analytical analysis is that to solve complex non-linear equations,
certain assumptions are needed to make it easily solvable, thus moving away from
real conditions. Operating the system in stable zone is mandatory for which quite a
few suggestions can be listed to expand the stable zone.

(i) Maximum Lt/D ratio.
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(ii) For scH2O cooled reactor, large diameter is stable and unstable zone disappear
at high inlet temperature.

(iii) High Slenderness loop.
(iv) Operating at high pressure.
(v) Higher inclination angle in YZ plane.

It is advisable to operate at the power input so that pseudo-critical temperature
range crosses within heater to get substantial flow rate. To avoid the FiHTD

(i) High system pressure
(ii) Lower sink temperature
(iii) Large diameter
(iv) Increased Loop Height
(v) Longer Heat Sink Length.

Multidimensional computer simulations based on finite volume is recommended
over 1-D finite difference method as it can lead to less accurate behavior of heat
transfer characteristics. Apart from this, selection of turbulence model and meshing
is important to capture the actual phenomenon. EOS plays crucial role for calculation
of property variation as complete desirable output of the loop depends upon thermal
hydraulics of loop.

5.7 Conclusion

Supercritical NCL is approved to be a potent technology whose application could be
found in: cooling of nuclear reactors, electronic chip cooling, solar heaters, etc. Once
fully acknowledged its power could leadmany other fields as well. Decent number of
analytical work has been done in the recent past, however very few experiments have
been carried out. Crucial phenomenon associated with NCL have been correctly
predicted but at the same time contradictory results were also observed. Lack of
experimental work also makes it difficult to decipher and confirm the mechanisms
behind the phenomenon.

This chapter deals with the dynamics of NCL and hence much emphasis has
been put on the stability aspects of the NCL. Different models of analysis as well as
computational models have been developed to study the steady state and transient
analysis of scNCL. 1-D analysis on codes such as FIASCO, NOLSTA, SPORTS,
RELAP5, SUCLIN while, 2-D dimensional analysis was done in NAFA-Loop code.
The codes’ predictions and results were compared with experimental observations
on same and different investigations. The relevance of choice of fluid have and the
effects of both geometric and parametric were also discussed. This chapter includes
the findings of various investigations and briefly summarized them. Finally, a few
recommendations have been provided for future research as more work needs to be
done to increase the knowledge base of this unusual yet interesting field.
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Chapter 6
Dynamics and Control
of a Load-Following Nuclear Power Plant
for Grid with Intermittent Sources
of Energy

Areai Nuerlan and Rizwan-uddin

Abstract Intermittent renewable energy sources such as solar and wind are still
in their early stages of market penetration. However, fraction of electricity coming
from these sources continues to increase, putting pressure on the stability of the new
grid, which is best characterized as a hybrid energy system (HES). Generation II
nuclear power plants (NPPs) were designed to supply base load to the grid, making
it necessary for the new generation of NPPs to have some level of load following
capability to respond to the needs of the new grid with varying load and frequency
needs. NPPs that can follow load need new kind of hardware and control strategy.
One of the newer reactors, AP1000, is designed to load follow, thus permitting its
easy integration into a modern HES electricity grid. The advanced Mechanical Shim
(MSHIM) control system is used in the AP1000 reactor design to regulate power.
This control system consists of two separate rod controllers that control the core
reactivity and axial power distribution using the “gray and black M control banks”
(M-banks) and the “axial offset control bank” (AO-bank), respectively. In this chapter,
past works on the development of the modeling of AP1000 will be reviewed first.
This will include nodal model for reactor, pressurizer and UTSG dynamics, and
corresponding models for their control. This will be followed by a discussion of load
following capability of AP1000 with original MSHIM strategy and a revised one.
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6.1 Introduction

Multi-input, multi-output hybrid energy systems (HESs) can be designed to oper-
ate flexibly based on thermal and/or electrical energy demands while accommodat-
ing multiple, time-varying input streams (Carelli and Ingersoll 2015). Those input
streams could be a combination of sources such as nuclear reactors, hydro-electric
dams, wind turbines or solar farms. While nuclear power plants can provide a base
load to the HES, it is desirable for the nuclear reactor integrated in the HES to be able
to participate in the load regulation operation. This requires the nuclear reactor to be
able to load follow. The Westinghouse AP1000 is an advanced Generation pressur-
ized water reactor (PWR) based on the concept of passive nuclear safety (Wan et al.
2015). Mechanical shim (MSHIM) based control, adopted in the AP1000, makes
it able to operate under load following scenarios (Wang et al. 2014). The AP1000
nuclear steam supply system (NSSS) contains the reactor core and the reactor coolant
system (RCS). The RCS consists of two heat transfer circuits, each with a vertical
U-tube steam generator (UTSG) and a single hot leg and two cold legs. In addi-
tion, the RCS also includes a pressurizer, interconnecting pipes, and the valves and
instrumentation necessary for operational control and the actuation of safeguards
(Westinghouse Electric Company 2005). In response to changing plant conditions
as well as to time-varying load, the NSSS is equipped with reactor power control
system, pressurizer pressure control system, pressurizer water level control system,
and feedwater control system to automatically regulate the operating conditions in
the plant (Wan et al. 2015). To investigate the ability of AP1000 to operate in the
load following mode when connected to a HES grid, it is important to first review
all the features of the control systems of the key plant components such as reactor
core, pressurizer and UTSG.

Mechanical Shim (MSHIM) system to regulate core power is one of the advanced
components used in the AP1000, originally developed as an evolutionary reactor
control concept that would improve transient control capabilities. Existing GEN-II
reactors depend largely on chemical shim to achieve fine control. On the other hand,
MSHIM system utilizes low worth (gray) control rod banks as ‘mechanical shim’.
In this control strategy, two independently moving Rod Cluster Control Assemblies
(RCCA) are respectively used to control reactor power and axial power distribution
for a wide range of operational scenarios (Drudy et al. 2009). The first RCCA uses a
sequence of lowworth control rod banks (M-banks), and the second one consists of a
single, highworth bank (axial offset orAO-bank). Priority in these twocontrol circuits
is given to the M-banks. Movement of the M-banks does not significantly impact the
axial power distribution, making it possible to decouple the control of reactor power
and axial offset. This control procedure with two different RCCAs allows automatic
control of reactivity in response to rapidly changing power demand, eliminating the
need for chemical shim adjustments during power maneuvers (Drudy et al. 2009;
Onoue et al. 2003).
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By increasing the size of the pressurizer in the AP1000, the transient margin is
increased and unplanned reactor shutdowns are reduced. This also enhances the load
following capability of the plant. The pressure and water level in the pressurizer
reflect the state of the primary side. Hence, the two parameters are crucial for the
control of the average temperature Tavg and to maintain pressure in the primary side.
Pressurizer pressure and water level can be controlled by two separate controllers.
AP1000 employs �125 U type steam generator. The UTSG serves as the major heat
sink, transferring the heat generated in the reactor core it to the circulating water
on the secondary side. The water level in the secondary side of the UTSG must be
maintained at a pre-determined value to ensure proper heat transfer from the reactor
coolant to the secondary system as well as for satisfactory operation of steam-drying
equipment. This is achieved by controlling the feedwater flow.

The original MSHIM bank overlap scheme is beneficial as it can provide both
positive and negative reactivity insertion capability in the event of an operational
transient. It also allows compensation for fuel depletion through the slowwithdrawal
of the M-banks during base load operation. However, Drudy et al. (2009) proposed
a revised version of the M-banks overlap configuration considering that the original
insertion sequence would cause large perturbations to the core power distribution
when the M-banks are withdrawn or inserted from the reference position because
the effective lead bank is of high worth. Simulation results show that the revised
overlap scheme is beneficial, reducing the power distribution perturbations caused
by the motion of the lead M-bank.

In this chapter, past work on the development of the control system of AP1000
including reactor control subsystem, UTSG water level control subsystem and pres-
surizer pressure control subsystem will be reviewed. This will start with the descrip-
tion of each plant component model, which is the necessary first step for designing
control systems. Improvements in the model of the reactor core and UTSG are also
reviewed. This is followed by a discussion of load following capabilities of AP1000
with original and revised version of MSHIM control strategy in complex operational
conditions.

6.2 AP1000 Nuclear Steam Supply System Model

The schematic diagram of the nuclear steam supply system (NSSS) is depicted in
Fig. 6.1. AP1000 consists of a reactor core and two loops. Each loop contains a�125
U type steam generator, two shielded motor pumps, two cold section main pumps
and one hot section main pump. Model of each component of the NSSS are needed
to complete the design of the controllers. A nodal core model, a non-equilibrium
two-regions/three-volumes pressurizer model, a lumped parameter dynamic steam
generator model with moving boundary, and the relevant pipe and plenum models
were proposed by Wan et al. (2015) based on the fundamental conservation of mass,
energy and momentum. These are described below.
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UTSG UTSG

Reactor

Pressurizer

Fig. 6.1 Schematic diagram of the NSSS

6.2.1 Reactor Core Model

The large volume and height-to-diameter ratio of AP1000 core and the mechanical
shim (MSHIM) control system can lead to a phenomenon called “flux tilt.” Because
of this, the commonly used point kinetics model for reactor power is not appropriate
to model the AP1000 reactor core. To model and simulate the space–time neutron
kinetics of AP1000 reactor, the nodal approach was adopted for its effectiveness and
simplification (Wan et al. 2015). In this approach, the reactor core is divided into a
number of relatively large size nodes in the axial direction. The nodal core model of
the AP1000 reactor for the neutron kinetics, thermal–hydraulics and xenon-iodine
dynamics can be written as:

Point kinetics equations with six-group delayed neutrons:

⎧
⎪⎨

⎪⎩

dNi
dt =

(
ρi−β
Λi

− Diυ
�Hi di,i−1

− Diυ
�Hi di,i+1

)
Ni +

6∑

k=1

βk
Λi

Ck,i + Diυni−1(0)
�Hi di,i−1ni (0)

Ni−1 + Diυni+1(0)
�Hi di,i+1ni (0)

Ni+1

dCk,i
dt = λk (Ni − Ck,i )

(6.1)
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Core-fuel-to-coolant heat transfer equations:

{ dT f i

dt = f f Pi0
μ f i

Ni − �i
μ f i

T f i + �i
μ f i

Tci
dTci
dt = (1− f f )Pi0

μci
Ni + �i

μ f i
T f i − �i+2Mi

μci
Tci + 2Mi

μci
Tci,in

(6.2)

Xenon-iodine dynamics:

{
d Ii
dt = λI (Ni − Ii )
dXi
dt = λX+σ X

a,iφi0

γI+γX
(γX Ni + γI Ii ) − (λX + σ X

a,iφi0)Xi
(6.3)

Reactivity feedbacks due to fuel and coolant temperature variations:

ρi = ρri + α f i (T f i − T f i,0) + αci (Tci − Tci,0) + αXi (Xi − Xi,0) (6.4)

where subscript i has been used to denote the i-th node, and n is the number of axial
nodes in the reactor core. Other variables are described in the Nomenclature section.

6.2.2 Pressurizer model

The water level in the pressurizer should be above a threshold to make sure that
the electrical heating plates are always submerged during any system transients. The
steam pressure in the pressurizer determines the system pressure on the primary side,
and is another key variable in the operation of PWRs to maintain the primary side
pressure at a fixed value. A two-regions/three-volumes pressurizer model is proposed
based on the three fixed control volumes denoted by 1, 2 and 3 (Wan et al. 2015).
A schematic diagram of the pressurizer and the three control volumes is shown in
Fig. 6.2.

The fundamental one dimensional, mass and energy conservation equations can
be expressed as:

∂ρ

∂t
+ 1

A

∂W

∂z
= 0 (6.5)

∂ρh

∂t
+ 1

A

∂Wh

∂z
= ∂P

∂t
+ qU

A
(6.6)

Integrating Eqs. (6.5) and (6.6) over a fixed boundary control volume shown in
Fig. 6.3, yields:

V
dρ̄

dt
= Win − Wout (6.7)
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Fig. 6.2 Schematic diagram
of the
two-regions/three-volumes
pressurizer model (Wan et al.
2015)

Fig. 6.3 Schematic diagram
of a control volume

, hL

in inW h

out outW h

Q

V
dρ̄h̄

dt
= Winhin − Wouthout + V

dP

dt
+ Q (6.8)

where, ρ̄ and V are the average density and volume of the fluid in the control volume
respectively, Win and Wout are the inlet and outlet flowrate of the fluid, hin , hout and
h are the inlet, outlet and average fluid enthalpy in the control volume respectively,
P is the fluid pressure in the control volume, and Q is the heat transfer between the
control volume and external environment.

Volumes 1 and 2 in the pressurizer are filled with liquid. The third control volume
is divided into two regions—one for steam and one for liquid—with amoving bound-
ary between them. The pressurizer model is based on the following assumptions: (1)
pressure inside the pressurizer is uniform; (2) the thermodynamic parameters inside
a region are uniform; (3) flashing and condensation occurs only at saturation condi-
tions. The dynamic characteristics of the pressurizer can be described by the mass
and energy balance equations for the three control volumes:

V1
dρ1

dt
= Wsu − W1−2 (6.9)
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V2
dρ2

dt
= −W2−3 + W1−2 (6.10)

d(V3Lρ3L)

dt
= WRO − WFL + WSC + WWC + WSP + W2−3 (6.11)

d(V3Vρ3V )

dt
= WFL − WRO − WSC − WWC − WSV − WRV (6.12)

V1
d(ρ1h1)

dt
= Wsuhsu − W1−2h1−2 + V1

dP

dt
(6.13)

V2
d(ρ2h2)

dt
= −W2−3h2−3 + W1−2h1−2 + V2

dP

dt
+ Qh (6.14)

d(V3Lρ3Lh3L )

dt
= WROh f − WFLhg + (WSC + WWC )hg + WSPhSP + W2−3h2−3 + V3L

dP

dt
(6.15)

d(V3V ρ3Lh3V )

dt
= WFLhg − WROh f − (WSC + WWC )hg − (WSV + WRV )h3V + V3V

dP

dt
(6.16)

where hsu = hhot , h1–2 = h1, h2–3 = h2 for positive fluctuation and hsu = h1, h1–2 = h2,
h2–3= h3 for negative fluctuation. Other variables are described in the Nomenclature
section.

Flashing occurs when saturation conditions are reached in the liquid region of
volume 3 during the depressurization with h3L = hf and

dh3L
dt

= ∂h f

∂P

dP

dt
(6.17)

Similarly, condensation occurs in the steam region of volume 3 under saturation
condition with h3V = hg and

dh3V
dt

= ∂hg

∂P

dP

dt
(6.18)

WFL and WRO as unknown variables under saturation conditions are obtained
by substituting Eq. (6.17) or Eq. (6.18) into the energy balance equations, respec-
tively.WFL andWRO are equal to zero under subcooled and superheated conditions,
respectively.

6.2.3 Steam Generator Model

The UTSG is the major equipment in which thermal energy generated in the core is
removed from the primary coolant and transferred to the secondary side circulating
water. High pressure steam is generated for steam turbines enabling them to convert



118 A. Nuerlan and Rizwan-uddin

thermal energy to mechanical energy, which is then converted to electricity. The
water in the secondary side of UTSG must be maintained at the desired level to
ensure adequate heat transfer from the primary coolant to the secondary system and
for satisfactory operation of steam-drying equipment. A schematic diagram of a
UTSG is shown in Fig. 6.4. The heat transfer mechanism between the tube wall and

Steam outlet

Secondary separators

Primary separators

Feedwater inlet

Downcomer annulus

Tube bundle

Tube supports

Tube sheet

Primary outlet
Primary inlet

Fig. 6.4 Schematic view of the UTSG (Westinghouse Electric Company 2009)



6 Dynamics and Control of a Load-Following Nuclear Power Plant … 119

Fig. 6.5 Schematic diagram
of the UTSG sections (Wan
et al. 2015)
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the secondary fluid varies along the tube length due to the changing temperature along
the tube’s axial direction. Hence, the tube bundle part of the UTSG is divided into a
subcooled heat transfer section and a boiling heat transfer section, with a dynamic
boundary between the two sections. This results in four primary fluid sections and
four tube metal sections in the tube bundle region, as shown in Fig. 6.5. The length
of the subcooled section is determined by the amount of thermal energy necessary to
raise the fluid temperature of the secondary fluid from Td to Tsat . Moreover, the inlet
and outlet plena of the primary coolant, the downcomer, and the equivalent drum
divided into the riser/separator volume, drum water volume and drum steam volume
above the tube bundle also need to be modeled (Wan et al. 2015).

Following assumptions are made in developing the UTSG model:

(1) Both primary and secondary fluids are treated as one-dimensional flow;
(2) No heat transfer takes place between the tube bundle region and the downcomer;
(3) The axial conductive heat transfer for the U-type tube and fluids is negligible.

To develop a dynamic model with moving boundaries for the SG, the fundamental
one dimensionalmass and energy conservation equations are integrated usingLeibniz
rule within a control volume, shown in Fig. 6.2.

Recall the Leibniz rule for integration over domain with time-dependent bound-
aries is:
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∫ Li+1(t)

Li (t)

∂F(z, t)

∂t
dz = d

dt

∫ Li+1(t)

Li (t)
F(z, t)dz − F(Li+1, t)

dLi+1

dt
+ F(Li , t)

dLi

dt
(6.19)

Therefore,

d(ρ̄L)

dt
− ρout

dzout
dt

+ ρin
dzin
dt

= (Win − Wout )

A
(6.20)

d(ρ̄h̄L)

dt
− ρout hout

dzout
dt

+ ρinhin
dzin
dt

− L
dP

dt
= Winhin − Wouthout + Q

A
(6.21)

Moreover, for incompressible fluid, mass conservation equation can be rewritten
as Win = Wout . Omitting the term LdP/dt in Eq. (6.21), the lumped energy conser-
vation equation can be obtained as

L

2

(
dhin
dt

+ dhout
dt

)

+ hin − hout
2

(
dzout
dt

+ dzin
dt

)

= Win(hin − hout) + Q

Aρ̄

(6.22)

where P and Q respectively denote the pressure and heat transfer from the fluid to
the tube wall, and other variables are described in the Nomenclature section.

Primary Side. Only two levels of headings should be numbered. Lower level
headings remain unnumbered; they are formatted as run-in headings.

Applying Leibniz rule (Eq. 6.19) to the four primary fluid sections in the primary
heat exchange region yields the following lumped equations:

Li

2

(
dhi−1

p

dt
+dhip

dt

)

+ fi
(hi−1

p − hip)

2

dLs

dt
= Wp(hi−1

p − hip) + Qi
p

Apρi
p

, i = 1, 2, 3, 4

(6.23)

where

L1 = L4 = Ls, L2 = L3 = Lb, f1 = f2 = 1, f3 = f4 = −1 (6.24)

and Wp and Ap denote the coolant mass flow rate and the flow area of primary loop.
Other variables are described in the Nomenclature section.

Secondary Side. Similarly, the energy balance equation for the subcooled section
on the secondary side can be written as (Wan et al. 2015)

Ls

2

(
dhd
dt

+∂h f

∂Ps

dPsg
dt

)

+ (hd − h f )

2

dLs

dt
= Wd(hd − h f ) + Q1

s + Q4
s

Asρs
(6.25)
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Applying Eqs. (6.20) and (6.21) to the saturated boiling section on the secondary
side yields the following lumped equations (Wan et al. 2015):

d(ρbLb)

dt
+ ρ f

dLs

dt
= Wd − Wsep

As
(6.26)

d(ρbhbLb)

dt
+ ρ f h f

dLs

dt
− Lb

dPsg
dt

= Wdh f − Wsihsi + Q2
s + Q3

s

As
(6.27)

The secondary fluid in the saturated boiling section is considered to be a homo-
geneous steam-water mixture with an average quality xb, density ρb and enthalpy hb
expressed as

xb = xe
2

, ρb = 1

ν f + xbν f g
, hb = h f + xbh f g (6.28)

Substituting Eq. (6.28) in Eqs. (6.26) and (6.27), and defining

k2=xb
∂v f g

∂Psg
+ ∂v f

∂Psg
, k3=(

∂h f

∂Psg
+ xb

∂h f g

∂Psg
) (6.29)

the lumped mass and energy conservation equations for the boiling section on the
secondary side are obtained

(
ρb − ρ f

)

Lb

dLs

dt
+ ρ2

bν f g

2

dxe
dt

+ ρ2
bk2

dPsg
dt

= Wsep − Wd

AsLb
(6.30)

(
ρ f h f − ρbhb

)

Lb

dLs

dt
+ (ρbk3 − hbρ

2
b k2 − 1)

dPsg
dt

+ (ρbh f g − hbρ2
b v f g)

2

dxe
dt

= Q2
s + Q3

s + Wdh f − Wsi hsi
As Lb

(6.31)

where ν f g = νg − ν f , and Qi
s (i = 1, 2, 3, 4) denotes the heat transfer rate between

the ith node in the tube and the secondary coolant.
Metal Tube. The energy balance equation (conduction only) for the metal tube

can be written as:

ρmCpm Am
∂Tm
∂t

= q̇p − q̇s (6.32)

After applying Leibniz rule, the above equation can be written for the four tube
metal sections as

Li
dT i

m
dt

+gi
dLs
dt

= Qi
p − Qi

s

AmCpmρm
, g1 = g2 = T 1

m − T 2
m

2
, g3 = g4 = T 4

m − T 1
m

2
, i = 1, 2, 3, 4

(6.33)
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where T i
m (i = 1, 2, 3, 4) denotes the average temperature in the i-th tube metal

node, and ρm and Cpm respectively denote the density and specific heat capacity of
the tube material.

Drum. The dynamics of the drum, where the feedwater mixes with the satu-
rated water recirculated from the separators, is governed by the mass and energy
conservation equations (Wan et al. 2015):

Adwρdw
dLdw

dt
= (1 − xe)Wro + W fw − Wd (6.34)

Adwρdw(Ldw
dhdw
dt

+ hdw
dLdw

dt
) = (1 − xe)Wrohg + W fwh f w − Wdhdw (6.35)

The riser/separator volume and volume of the steam in the drum can be modeled
using mass balances

d(Vrρr )

dt
= Wri − Wro (6.36)

d(Vdsρg)

dt
= xeWro − Wg (6.37)

Substituting the steam volume in the drum

Vds = Vdr − AdwLdw (6.38)

into Eq. (6.36) and the fluid density in the riser/separator volume

ρr = 1

ν f + xeν f g
(6.39)

into Eq. (6.37), we have:

−ρg Adw
dLdw

dt
+ Vds

∂ρg

∂Psg

d Psg
dt

= xeWro − Wso (6.40)

−Vrρ
2
r (v f g

dxe
dt

+ xe
∂v f g

∂Psg

d Psg
dt

) = Wri − Wro (6.41)

Downcomer, plenum and recirculation flow. Assuming that the coolants in the
inlet plenum, outlet plenum and downcomer are adiabatic and well mixed, energy
balance equations are given by

Mip

dh0p
dt

= Wp(hin − h0p) (6.42)
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Mop
dhout
dt

= Wp(h
4
p − hout ) (6.43)

Md
dhd
dt

= Wd(hdw − hd) (6.44)

where Mip, Mop and Md denote the coolant mass in the inlet plenum, outlet plenum
and downcomer, respectively.

Integrating the momentum conservation equation along the secondary recircula-
tion loop, we obtain

dWs

dt

∮
dz

d A
= −

∮

ρgdz − �Pf −�Ploc (6.45)

where �Pf and �Ploc denote the frictional pressure loss and local pressure loss,
respectively.

Main feedwater flow. The feedwater flow rate is determined by the main control
valve position. Integrating the momentum conservation equation from the deaerator
to the steam generator, we obtain:

dW f i

dt

∮
dz

A f
= (

Pdea + �Pm f p − Psg
) − ρm f wg�Hmds − 1

2
ρm f w

(
v2sg − v2dea

)
− �Pm f rv

− �Pm f iv − �Pm f cv −
(

khph
2ρm f w A2

hph

+ 1

2ρm f w

∮
fm f w

A2
m f wDm f w

dz

)
∣
∣W f i

∣
∣W f i (6.46)

where Pdea denotes the deaerator pressure,�Pmf p denotes the main feedwater pump
head,�Pmf rv,�Pmf iv and�Pmf cv denote the pressure differences across the control
valve, isolating valve and check valve in the main feedwater line, respectively.

6.2.4 Modified Reactor Core and UTSG Model

The core heat transfer model in the coremodel given in Sect. 6.2.1 is rather simplified
and can be improved. Specifically, the heat conduction model in the fuel can be
improved.

Reactor core. Wang et al. (2013) proposed a nodal core model which divides the
reactor core into a number of nodes in the axial direction, and fuel pellet in the radial
direction as shown in Fig. 6.6. Each node can be treated as a “small” reactor core,
linkedwith other “cores” by coupling coefficients. They also investigated the optimal
number of nodes in both axial direction and for fuel pellet in the radial direction.
Thismodified nodal coremodel of theAP1000 reactor including the neutron kinetics,
thermal–hydraulics and xenon iodine dynamics can be written as:
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Fig. 6.6 Division of the active region of the AP1000 reactor core (Wang et al. 2013)

Point kinetics equations with six-group delayed neutrons:

⎧
⎪⎨

⎪⎩

dNi
dt = wi,i−1Ni−1 + wi,i+1Ni+1 +

6∑

k=1

βk
Λi

Dk,i + Ni
Λi

(ρi − β) − Niwii , i = 1, 2, . . . , n

dDk,i
dt = λk (Ni − Dk,i ), k = 1, 2, . . . , 6

(6.47)

Core-fuel-to-coolant heat transfer equations:

(6.48)
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Xenon-iodine dynamics:

{
d Ii
dt = λI (Ni − Ii )
dXi
dt = λX+σ X

ai φi0

γI+γX
(γX Ni − γI Ii ) − (λX + σ X

aiφi0Ni )Xi
(6.49)

Reactivity feedbacks due to fuel and coolant temperature variations:

ρi = ρri + α f i (T f i − T f i,0) + αmi (Tmi − Tmi,0) + αXi (Xi − Xi0) + ρi0 (6.50)

where subscript i has been used to denote the i-th node, n is the number of nodes
in the axial direction, and other variables are described in the Nomenclature section.
For the hot channel of the AP1000 reactor, the Fq in the 18 months equilibrium
cycle is taken as 1.75 with all the uncertainties taken into consideration. wii can be
considered as the coupling coefficient of the i-th axial node to itself, wi,i+1 and wi,i−1

are the coupling coefficients between the i-th axial node and its adjacent nodes. For
the node at the top of the reactor core, wi,i+1 = 0, and for that at the bottom, wi,i−1

= 0. The coupling coefficient between a node and a nonadjacent node is assumed to
be zero.

To determine the number of nodes along the core axial direction and the number
of nodes in the fuel pellet in the radial direction that balance the need for satisfactory
accuracy and fast computational speed, three suitable performance indices–mean
square error (MSE),maximumabsolute error (MAE), and total training time (TRT)—
were used (Wang et al. 2013).

UTSG. Although, the UTSG model given in the previous section is suitable for
the UTSGwater level controller design for AP1000, some simplifications in it for the
secondary side and for the tube model can be relaxed, thus making it more accurate.
Improved models for the UTSG are given by Wan et al. (2017). The following
assumptions are made in the development of this model:

(1) flow in both primary and secondary sides is assumed to be one-dimensional.
Conduction in the axial direction in the U-tube is ignored. Axial conductive heat
transfer for the U-type tube and fluids is negligible;

(2) the primary side coolant is considered to be incompressible;
(3) the secondary fluid properties are evaluated at a reference pressure;
(4) steam leaving the steam generator is assumed to be saturated;
(5) no heat transfer takes place between the secondary tube bundle region and down

comer;
(6) the heat capacity in the steam generator except that of the U-tubes is ignored;
(7) linear profiles for volume weighted specific volume and specific enthalpy are

used on the secondary side of the tube bundle region.

Subcooled region. The subcooled heat transfer region on the secondary side is
treated as compressible fluid in this modified model. Integrating Eqs. (6.5) and (6.6)
along the z-axis yields the following equations,
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As
d

dt

∫ Ls

0
ρs(z)dz − ρ f As

dLs

dt
= Wd − Ws (6.51)

As
d

dt

∫ Ls

0
ρs (z)hs (z)dz − Asρ f h f

dLs
dt

− As Ls
d Ps
dt

= Wdhd − Wsh f + Q̇s1 + Q̇s4 (6.52)

The specific volume and specific enthalpy in the subcooled region are assumed
to vary linearly, and therefore can be expressed as

1

ρs(z)
=

(
1

ρ f
− 1

ρd

)
z

Ls
+ 1

ρd
0 < z < L s (6.53)

hs(z) = (
h f − hd

) z

Ls
+ hd 0 < z < L s (6.54)

The mass and enthalpy in the subcooled region can then be written as

ms = As

∫ Ls

0
ρs(z)dz = AsLsρdρ f

ρd − ρ f
ln

ρd

ρ f
(6.55)

Hs = As

∫ Ls

0
ρs(z)hs(z)dz = ms

[
h f − hd

ln(ρd
/

ρ f )
+ ρdhd − ρ f h f

ρd − ρ f

]

(6.56)

both ms and Hs depend only on the values of the length of the subcooled region
and fluid properties at the inlet and outlet, which can be uniquely determined with
the state variables: the secondary side system pressure, Ps ; the subcooled liquid inlet
specific enthalpy, hd ; and the length of the subcooled region Ls . Substituting the time
derivatives of ms and Hs in Eqs. (6.51) and (6.52) and applying the chain rule, the
resulting mass balance and energy balance equations for the secondary subcooled
heat transfer region can be obtained

∂ms

∂hd

dhd
dt

+ (
ms

Ls
− Asρ f )

dLs

dt
+ ∂ms

∂Ps

dPs
dt

= Wd − Ws (6.57)

∂Hs

∂hd

dhd
dt

+
(
Hs

Ls
− Asρ f h f

)
dLs

dt
+

(
∂Hs

∂Ps
− As Ls

)
dPs
dt

= Wdhd − Wsh f + Q̇s1 + Q̇s4 (6.58)

Boiling region. Unlike the former model in Sect. 6.2.3.2 given by Eqs. (6.30) and
(6.31), in which the density and enthalpy values at the exit of the volumetric region
were used as the average value over the entire volume, the mean density and specific
enthalpy at the outlet of secondary tube bundle are now calculated as the volume
weighted average, similar to the approach used for the subcooled region,

ρ̄b = (1 − αb)ρ f + αbρg (6.59)

h̄b = [
(1 − αb)ρ f h f + αbρghg

]/
ρ̄b (6.60)
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Assuming linear distributions of volume weighted specific volume and volume
weighted specific enthalpy, themean density andmean specific enthalpy of two phase
mixture can be expressed as

1

ρ̄s(z)
=

(
1

ρ̄b
− 1

ρ f

)
z − L s

L b
+ 1

ρ f
L s < z < L s + L b (6.61)

h̄s(z) = (
h̄b − h f

) z − L s

L b
+ h f L s < z < L s + L b (6.62)

The total mass and enthalpy in the two-phase region are given by

mb = Ab

∫ Ls+Lb

Ls

ρ̄s(z)dz = AbLbρ f ρ̄b

ρ f − ρ̄b
ln

ρ f

ρ̄b
(6.63)

Hb = Ab

∫ Ls+Lb

Ls

ρ̄s(z)h̄s(z)dz = mb

[
h̄b − h f

ln(ρ f
/

ρ̄b)
+ ρ f h f − ρ̄bh̄b

ρ f − ρ̄b

]

(6.64)

Integrating Eqs. (6.5) and (6.6) along the z-axis and substituting the total time
derivatives ofmb and Hb, the finalmass and energybalance equations for the saturated
boiling heat transfer region on the secondary side can be obtained:

∂mb

∂αb

dαb

dt
− (

mb

Lb
− Abρ f )

dLs

dt
+ ∂mb

∂Ps

dPs
dt

= Ws − Wri (6.65)

∂Hb

∂αb

dαb

dt
−

(
Hb

Lb
− Abρ f h f

)
dLs
dt

+
(

∂Hb

∂Ps
− AbLb

)
dPs
dt

= Wsh f − Wri hb + Q̇s2 + Q̇s3

(6.66)

The specific enthalpy at the outlet of the two-phase fluid region, hb, can be written
as:

hb = (1 − xb)h f + xbhg (6.67)

where the flow quality xb is calculated using the Bankoff-Jens correlation (Li and
Zhang 2010).

Tube-wall metal. Wall temperatures at the interfaces between two nodes in the
tube-wall metal are calculated using the following weighted mean equations

g1 = g2 = 1

Lb+Ls
(LbTm1 + LsTm2) (6.68)

g3 = g4 = 1

Lb+Ls
(LsTm4 + LbTm4) (6.69)



128 A. Nuerlan and Rizwan-uddin

6.3 Control System Design

The function of the AP1000 control systems is to establish and maintain the plant
operating conditions within prescribed limits. Control of the AP1000 is divided
up into sub control systems. The reactor coolant temperature, and power level and
distribution are regulatedby reactor power control system. The reactor coolant system
pressure and pressurizer water level are maintained by pressurizer control system.
The steam generator water level is regulated by feedwater control system. These sub
control systems are briefly described here.

6.3.1 Reactor Power Control System

Two control modes of GEN-II PWRs, the Mode A and Mode G, lead to strong
coupling between reactor power level control and axial offset control and depend
largely on soluble boron concentration. They also rely on manual regulation under
full load operation. Thus these control modes reduce possibilities of automation in
GEN-II PWRs. An advanced control strategy is developed for AP1000 to give it
more flexibility and load following capability. Note that three quantities that need to
be controlled are reactor power level, core exit average temperature, and core axial
offset. The control strategy, named MSHIM, employs separate, independent control
rod banksM-bank andAO-bank for respectively controlling Tavg (core exit) and axial
offsetwithin corresponding deadbands.Most importantly, the control system satisfies
most of the control demands automatically, without human intervention. Thus, this
novel control method enhances the PWRs’ load following capability, flexibility and
safety.

AP1000 reactor core and MSHIM control strategy. The AP1000 reactor core
has a matrix of 157 fuel assemblies, along with various control and structural ele-
ments. These fuel assemblies consist of 264 fuel rods in a 17 × 17 square array
with an active fuel stack length of 14 feet (426.7 cm) (Fetterman 2009). The 69 Rod
Cluster Control Assemblies (RCCA) are divided into two categories: 37 of them for
control, and other 32 assemblies for shutdown. The control group consists of 16 Gray
RCCAs in the MA through MD-banks, 12 Black RCCAs in the M1 and M2-banks,
and 9 Black RCCAs in the AO-bank. The shutdown group has 32 Black RCCAs in
the S1 through S4-Banks. The distribution of RCCAs in the reactor core is depicted
in Fig. 6.7 (Drudy et al. 2009; Onoue et al. 2003). Only quarter of the core is shown
here. The core RCCA distribution is symmetric.

TheM-banks, consisting ofMA throughM2, are used to control the core reactivity
or reactor core coolant average temperature. The AO bank is used to control the axial
power distribution. It normally stays at the top of the core, with only a small part
inserted. Due to its high worth, it is very effective in controlling the axial power
distribution even by short movements. The M-banks move with a fixed overlap to
minimize the impact on the axial offset while retaining the Tavg to meet the desired
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load changes. These two control loops constitute the main feature of the MSHIM
control strategy to achieve the two desired set points: power/Tavg; and axial offset.
The M-banks in the control logic have priority over the AO-bank. That is AO-bank
does not operate until the core power is within its dead-band or M-banks stop. This
is achieved by the interlocking design, explained below, between the two banks.

The MSHIM control strategy is designed to provide extensive load following
operational capability to AP1000 without the need to adjust the soluble boron con-
centrations during power regulation maneuvers (Drudy et al. 2009; Onoue et al.
2003). The MSHIM control strategy has the following advantages:

(1) The power reactivity compensation with grey rods, and less reliance on boron
dilution allows fast load following;

(2) The axial power distribution is controlled automatically by the AO-bank, which
can reduce the possibility of undesirable events caused by humans during reactor
operation;

(3) During power regulations and other transient conditions, this control strategy
can ensure that the power distribution is not distorted and there are no core hot
spots, thus ensuring the safety of the fuel assembly.

The M-Banks are designed such that there is an overlap between them when they
move. This is shown in Fig. 6.8. Movement of the M-banks is synchronized, driven
by a single goal (criticality). The first two Banks, MA and MB, operate together
with 100% overlap between them. MA+MB and MC operate with 10% core height
overlap, and MC through M2 banks operate with an overlap of 33% core height.
Besides, the similarity between the MA+MB-Bank and MC+MD-Bank provides the
capability for the interchanging of these banks during operation. This option would
mitigate burnup-shutdown effects due to long term insertion of the MA and MB-
Banks. Interchanging also reduces the magnitude of the rod stepping duty on the
same control rod drive mechanisms (Onoue et al. 2003). To keep the axial offset
within a target band using only the AO-Bank (independent of the M-Bank), the
AP1000 utilizes a Constant Axial Offset Control (CAOC) strategy (Morita 1974).

AP1000 reactor core control logic. Figure 6.9a and b show the schematic dia-
gram of the M-banks and AO-bank control systems, respectively (Wang et al. 2014).
Central to the MSHIM control strategy is the advanced dual-loop, digital rod control
system, which incldues the Tavg controller and the AO controller that independently
maintain the reactivity and axial offset. In the Tavg control system, the sum of the
Tavg error (Terr) and the power error derivative (dPerr), with appropriate gains, is
used as control signal to drive the M-banks automatically. This is shown in Fig. 6.9a
(Wang et al. 2014).

The Terr is the difference between the measured Tavg and the reference temper-
ature (Tref ). The Tavg signal passes a compensation circuit including the following
components:

G1 = 1

T1s + 1
(6.70)
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G2 = T2s + 1

T3s + 1
(6.71)

where T1 is the lag time constant, T2 and T3 are the lead time constant and lag time
constant, respectively, and T2 is larger than T3. The compensation circuit compen-
sates for the delay of response caused by the heat capacity of the temperature sensor
or of the coolant system and makes phase-advance compensation to improve control
responses. The reference temperature Tref is set as a function of the turbine load
signal (Pref ), which can be expressed as follows:

Tre f =
{
291.7 + 9.2Pre f , 0 ≤ Pre f ≤ 1
300.9, Pre f > 1

(6.72)

The corresponding Tref is added to the control signal after a phase lag compen-
sation as follows:

G3 = 1

T4s + 1
(6.73)

where T4 is the lag time constant. The power error signal is added to the control signal
through the differential circuit and the nonlinear gain. Then the power reference signal
is multiplied with the above signal through the variable gain. The differential circuit
includes the following component:

G5 = T5s

T5s + 1
(6.74)

where T5 is the derivative time constant. The variable gain KQT and nonlinear gain
Kn can be respectively expressed as follows (Wang et al. 2014):

KQT =
⎧
⎨

⎩

4, 0 ≤ Pre f < 0.25
1/Pre f , 0 ≤ Pre f < 1
1, Pre f ≥ 1

(6.75)

Kn =
{
0.17dPerr , −0.02 ≤ dPerr < 0.02
0.83dPerr , dPerr ≤ −0.02 or dPerr > 0.02

(6.76)

The rod speed of the M-banks varies over the range of 5–45 inches per minute
(8–72 steps per minute) depending on the input signal level (Wang et al. 2014).
This variable speed drive provides the ability to insert small amounts of reactivity at
low speeds to give fine control of reactor coolant average temperature, as well as to
control at high speeds to correct larger temperature transients (Wang et al. 2014).

The axial power distribution control is achieved by the AO control system work-
ing with the high worth AO-bank. The axial offset AO can be described using the
parameters �I and I:
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AO = �I

I
(6.77)

where

�I = PT − PB (6.78)

I = P = PT + PB (6.79)

where PT and PB are the power of the reactor’s top half and bottom half, respectively.
�I is the axial flux difference (AFD), the absolute difference between the power
generated in the top and bottom halves of the reactor core. When AO value is not
within the target band (a reference band defined around a set value), the AO-bank is
inserted into or withdrawn from the core.When AO exceeds in the positive direction,
the AO-bank is to be inserted into the core to move the power peak value toward the
bottom, and vice versa. Since the AO-bank is of high worth, it moves with a fixed low
speed of approximately 5 inches per minute (8 steps per minute). This minimizes the
impact on the global power of the reactor. The control logic for the rod drive speed
for the M and AO banks both have a dead zone to avoid continuous movement of the
control rods under steady state conditions.

6.3.2 Pressurizer Control System

The pressurizer control system is designed to provide stable and accurate control
of the RCS pressure, and to maintain it at its predetermined setpoint during the
normal operation. Fine pressure control to the desired setpoint is accomplished by
controlling a bank of proportional heaters and four banks of backup heaters as well as
the pressurizer spray. The heaters are located in the bottom head of the pressurizer.
The pressurizer spray is located in the top head of the pressurizer, and is used to
condense steam. Illustrated in Fig. 6.10 is the schematic diagram of the pressure
control system. The proportional-plus-integral (PI)-compensated deviation between
themeasuredpressure and the target value is used tomodulate the proportional heaters
and the proportional spray. The proportional heater control is used to compensate
“small” drops in the pressure. Drops in pressure larger than that lead to the actuation
of the backup heaters to generate even more steam and thus increase the pressure.
Pressure increases are controlled by actuating the pressurizer spray (Wan et al. 2015).

The pressurizer level control systemmaintains the water level in the pressurizer at
its set point to prevent damage to the heaters. The schematic diagramof thepressurizer
level control system is shown in Fig. 6.11 (Wan et al. 2015). Intermittent control of
charging and letdown is achieved by setting a deadband around the programmed
pressurizer level setpoint. When the pressurizer water level reaches the lower limit
of the deadband the charging system will be actuated and continue to operate until
the level returns to a limit above the nominal program value. The letdown to the
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Fig. 6.11 Schematic diagram of pressurizer water level control system (Wan et al. 2015)

liquid waste processing system will be actuated to release excessive water when the
water level reaches the upper limit of the deadband.

6.3.3 Main Feedwater Control System

The main feedwater control system maintains a prescribed water level in the shell
side of the steam generator, and limits the water shrink and swell during normal
plant operation (Wan et al. 2015). The main feedwater control system includes high
power control mode and low power control mode, as demonstrated in Fig. 6.12 In
the high power control mode, the feedwater flow is regulated by a three-element
feedwater controller in response to: (1) changes in steam flow; and (2) deviation in
the feedwater-temperature-compensated steam generator narrow-range water level
from its setpoint. The three signals, water level error signal, the steam flow rate
signal, and the feedwater flow rate signal, determine the valve position. In the low-
power control mode, the feedwater flow is regulated in response to changes in steam
generator wide-range water level and PI-compensated steam generator narrow-range
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water level deviation from setpoint. is initiated on the basis of The filtered high-range
feedwater flow signal serves to initiate the transition from the low to the high-power
control mode. With the feedwater flow demand from the main feedwater control
system, the main feedwater valve lift is then computed on the basis of the estimated
pressure difference across the feedwater control valve and the characteristic curve of
the valve (Wan et al. 2015).

6.4 AP1000 Load Following Capability and Revised
MSHIM Control Strategy

6.4.1 MSHIM Load Following Capability

While most of the nuclear plants, with a few notable exceptions, operate only as
base load power providers, some utilities around the world do operate nuclear power
stations in load regulation mode (or for grid frequency control) (Drudy et al. 2009).
This type of operation is characterized by rapid, nearly random oscillations in reactor
power level (Drudy et al. 2009). Typically, these power swings are as large as 10% of
rated thermal power (RTP), with power ramp rates as high as 5% per minute (Drudy
et al. 2009). “Load regulation” operation is analogous to “load follow” operation, but
only on a smaller (and more rapid in time) scale (Drudy et al. 2009). It is expected
that theMSHIM strategy would be ideal for handling load regulation. This is because
the MSHIM strategy utilizes control rods for automatic reactor control, resulting in
rapid power change capability with the added benefit of stable control of axial power
distribution (Drudy et al. 2009).

Simulations of load regulation scenarios have demonstrated that the MSHIM
control strategy provides superior control capability (Drudy et al. 2009; Onoue
et al. 2003). In most instances, it was shown that transition from base-load to load
regulation requires no change in AFD target or M-bank positioning. Simulations
showed that load regulation (or frequency control) could be easily performed using
MSHIM control (Drudy et al. 2009; Onoue et al. 2003). Onoue et al. (2003) eval-
uated core characteristics—such as core average axial power distribution, M-Bank
and AO-Bank position, and critical boron concentration—and showed that accept-
able MSHIM load follow operation in the AP1000 without the need to change boron
concentration is achievable for up to 95% of cycle life. Drudy et al. (2009) confirmed
that the M-banks would be able to accommodate the 5%/min power ramp rates that
may be needed in rapid succession.

One potential area of concern in load regulation operation was the impact on long
term control rod duty that could be accumulated if a plant was to operate in this
mode for most of its life. If rod duty calculations were performed near constant
load regulation operation over an AP1000’s 60-year lifetime, it was shown that
this would result in unacceptable duties being accumulated on the control rod drive
mechanisms (Drudy et al. 2009). A plant operator could select a separate rod control
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system mode if desired, in order to mitigate the duties accumulated during load
regulation operation. In this mode of operation, the control dead-bands and the time
compensation logic on the rod controllerswould be relaxed so as to reduce the amount
of rod motion during operation. Load regulation operation could still be performed
with adequate control of the core reactivity and axial offset without excessive use of
the rod control system in this condition.

6.4.2 Revised MSHIM and Its Robustness

As mentioned above, the MSHIM operation and control strategy is based onM-bank
insertion sequence given in Fig. 6.8. In the original design, theMA andMBbanks are
supposed to work together with 100% overlap like a single bank, designed to remain
nearly fully inserted during normal operation (Drudy et al. 2009). This strategy
benefits the reactor by providing both positive and negative reactivity insertion during
an operational transient. It also compensates fuel depletion that occurs as the reactor
operates through the slow withdrawal from the core. However, this duplication of
MA and MB banks is of relatively high worth and might cause large perturbations to
the core power distribution when they are withdrawn or inserted from the reference
height. In order to address this issue, Drudy et al. (2009) proposed a modified M-
banks overlap configuration. This is shown in Fig. 6.13. In this modified overlap
scheme, the MB-bank is no longer fully inserted into the core, instead all M-banks
are set to follow in an overlap of approximately 33% of the core height.

Simulations by Drudy et al. (2009) for a standard set of nine transient scenarios
(these transient scenarios represent a wide range of possible operational conditions
and are meant to challenge the control capability of the MSHIM strategy) show that
this overlap scheme not only retains the two advantages of the original scheme in load
regulation, but also significantly reduces the power distribution perturbations caused
by the motion of the fully overlappedMA andMB banks. Moreover, it also results in
an almost flat axial offset response to the insertion of subsequent M-banks. The only
notable exception to this conclusion is that the new MSHIM base load operational
strategy allows M-banks to periodically cycle through a range of positions. Given
the position of the M-banks at the initiation of a transient, an initial boron dilution
may be necessary in order to insert the M-banks and provide for fully automatic rod
control throughout the ensuing reactor transient (Drudy et al. 2009).

As for the load following capability of the revised MSHIM strategy, Drudy et al.
(2009) compared the results of the two strategies under a typical transient condition.
The comparisonof the results confirms that the revised strategymaintains the required
core control capabilities similar to the original strategy. Also, no boron dilution
change is required in this process, except for an initial dilution to insert the M-banks
from their nearly withdrawn initial position. During the ensuing transient, the M-
banks fully control core reactivity throughout the transient. Furthermore, results also
show that AFD is strictly controlled by the AO-bank, and that ample margins to
thermal limits are maintained throughout the transient.
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It was estimated that the load regulation operation could easily be accomplished
through automatic rod control based on the MSHIM control strategy. As mentioned
previously, this is because load regulation operation consists basically of short, rapid
power swings that occur at nearly random intervals. Considering the size of the power
swings involved, it was concluded that the M-banks would be able to accommodate
the 5%/min power ramp rates that may be needed in rapid succession (Drudy et al.
2009).

6.5 Summary and Conclusions

Control of nuclear power plants that are connected toHybrid Energy Systems grid fed
by intermittent energy sources such as solar and wind requires load following capa-
bilities. AP1000 is equipped with an advance MSHIM core power control strategy
that should allow this reactor design to follow load demand. In this control strategy,
core reactivity (or coolant average temperature) control and axial power distribution
(or axial offset) control are achieved using two separate control rod groups called
M-banks andAO-banks.M-banks consist of four grey rods banks and two highworth
banks. AO bank is a single high worth bank, designed to control the AO with small
movements. The interlock design between the two banks allows the power level
and AO to be independently controlled. MSHIM control strategy also allows rapid
response to large power change demands. The control of pressurizer pressure and
water level and the water level of steam generator are also important for the regula-
tion of the plant during the load following scenarios. Mathematical modeling of the
components of the AP1000 is important for the controller design and simulation. In
this chapter we have reviewed modeling approaches for the reactor core, pressurizer
and UTSG. Controllers for pressurizer and UTSG are also reviewed.

Based on past experience of theMSHIM control for load regulation (or frequency
control), and results of simulation exercises reported in literature, it can be concluded
that MSHIM control can be used in load following operation, without the need to
change boron concentration, for up to 95% of life cycle. Moreover, the M-banks
would be able to accommodate the 5%/min power ramp rates that may need to be
accommodated in AP1000 connected to grid with substantial input from intermittent
sources of energy.

Appendix

See Tables 6.1 and 6.1.
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Table 6.1 Nomenclature

A Volume cross-sectional area

Ap Flow area of primary loop

Ck Relative precursor concentration group k

Cfi Fuel specific heat node i

Cci Fuel cladding specific heat node i

Cmi Specific heat of the coolant node i

D Diffusion coefficient

Dk,i Relative precursor concentration group k node i

f f Fraction of the core power generated in the fuel

Fq Total peaking factor

h1 Specific enthalpy in volume 1

h2 Specific enthalpy in volume 2

h3L Specific enthalpy of liquid region in volume 3

h3V Specific enthalpy of liquid region in volume 3

hg Saturated steam enthalpy

hf Saturated water enthalpy

h̄ Mean enthalpy

hin Control volume inlet enthalpy

hout Control volume outlet enthalpy

hip Primary side outlet enthalpy node i

h f g Latent heat of vaporization

hcm,i Heat transfer coefficient between the fuel cladding and the coolant node i

I Iodine relative concentrations

Ii Iodine concentrations node i

L Volume length

Li Length of node i

Ls Length of the subcooled section

Lb Length of the boiling section

ni(0) Neutron concentration at rated power-level node i

N Relative neutron concentration

Ni Relative neutron concentration node i

NR Number of fuel rods

Pi0 Rated reactor thermal power node i

P Pressure

Q Heat transfer from fluid to tube metal

Qi
p Heat transfer from the primary coolant to the tube metal node i

rf Fuel pellet radius

(continued)
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Table 6.1 (continued)

A Volume cross-sectional area

rc,in Fuel cladding inner radius

rc,out Fuel cladding outer radius

rfj Radial distance between the center line of the jth radial node and the center line
of the fuel pellet

Tavg Average coolant temperature

Tfi Fuel average temperature node i

Tci Coolant average temperature node i

Tci,in Coolant inlet temperature node i

Tfi,0 Fuel steady-state value node i

Tci,0 Coolant steady-state value node i

Tfi,s Fuel pellet outer surface temperature node i

Tci,in Cladding inner surface temperature node i

Tci,out Fuel cladding outer surface temperature

Tmi Coolant average temperature node i

Tfi,u Fuel pellet central temperature node i

Tfi,j Fuel pellet jth radial node temperature ith node

Tci,cen Fuel cladding center temperature node i

Tmi,0 Coolant initial average temperature node i

V1 Volume of volume 1

V2 Volume of volume 2

V3L Volume of liquid region in volume 3

V3V Volume of liquid region in volume 3

WRV Discharge rate of relief valve

WSV Discharge rate of safety valve

WSC Condensation rate due to spray

WSP Spray flow rate

W1–2,W2–3 Exchange mass flow rates between two adjacent control volumes

WWC Condensation rate on vessel wall

WFL Flashing mass flow rate of liquid into steam

WRO Rainout mass flow rate of steam into liquid

Win Control volume inlet flow

Wout Control volume outlet flow

Wp Coolant mass flow rate

X Xenon relative concentrations

Xi0 Relative xenon concentration steady-state value node i

Xi Xenon concentrations node i

(continued)
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Table 6.1 (continued)

A Volume cross-sectional area

αf Fuel reactivity coefficient

αc Coolant reactivity coefficient

αX Xenon reactivity coefficient

βk Delayed neutron fraction group k

γ I Fission yields of iodine

γ X Fission yields of xenon

ΔHi Height of node i

�rf Fuel pellet radial node width

�rc Fuel cladding radial node width

λk Decay constant group k

λfi Fuel heat conductivity node i

λci Fuel cladding heat conductivity node i

λI Decay constants of iodine

λX Decay constants of xenon

Λ Average neutron generation time

Λi Average neutron generation time node i

μf Heat capacity of the fuel

μc Heat capacity of the coolant

ν f Specific volume of saturated water

νg Specific volume of saturated steam

ρr Control rods’ reactivity

ρi0 Initial nodal reactivity node i

ρ1 Density in volume1

ρ2 Density in volume2

ρ3L Density of liquid region in volume3

ρ3V Density of liquid region in volume3

ρ̄ Mean density

ρin Control volume inlet density

ρout Control volume outlet density

ρi
p Primary side mean density node i

ρ f Saturated steam density

ρg Saturated water density

ρi Reactivity node i

ρfi Fuel density node i

ρci Fuel cladding density node i

ρri Reactivity contributed by the control rods node i

(continued)
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Table 6.1 (continued)

A Volume cross-sectional area

σ X
a,i Xenon absorption cross section node i

σX
ai Xenon microscopic cross section for absorption node i

φi0 Neutron flux at rated power-level

ϕi0 Neutron flux at rated power node i

Ω Transfer coefficient between the fuel and coolant

Table 6.2 Selected AP1000
technical parameters
(Westinghouse Electric
Company 2005)

Parameter Value

Reactor thermal power 3400 MWt

Reactor pressure 15.41 MPa

Reactor coolant inlet temperature (FP) 280.7 °C

Reactor coolant outlet temperature (FP) 321.1 °C

Average coolant temperature (FP) 300.9 °C

UTSG steam pressure 5.61 MPa

UTSG steam temperature 271 °C

Feedwater temperature 226.7 °C
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Chapter 7
Robust Control of Nuclear Reactors
with Proportional—Integral-Derivative
(PID) Controllers: The Fractional Order
(FO) and Interval Approaches

Amitava Gupta

7.1 Introduction

Control of a nuclear reactor poses a challenge to a control-system designer due to
the inherent nonlinear and a time varying nature of the associated dynamics which
changes with the power level and the depletion level of the radio-active fuel in the
reactor core. A constraint on the rate of rise of reactor power poses an additional
challenge restricting the operation of a Nuclear Power Plant (NPP) mostly as a base
load station. Conventional reactor control approaches aim to achieve a stable reactor
period around a designated reactor power level—which is usually 100% Full Power
(FP), with refinements like flux-tilt control and zonal power level variations within
a narrow range using reactivity devices distributed across the reactor core. A bulk
power controller is invoked either to raise the reactor power to a steady operational
level or during a sharp reduction, known as a step-back and seldom in a demand
following mode.

While a nonlinear controller approach can be employed to achieve control of reac-
tor power over the entire operating regime, suchmethods are plagued by complexities
of the controllers and additional complexities in analyses imposed by multiple rate
and saturation constraints. On the other hand, a robust control approach is necessary
to achieve reliable control in presence of different uncertainties e.g. those associated
with estimation of the neutron flux or the reactor power or for that matter in the
estimation of coolant channel temperatures and concentration of neutron absorbers
and delayed neutron precursors. Thus, standard robust control approaches like H∞
control, sliding mode control, periodic output feedback etc. have been proposed by
contemporary researchers—their applicability being heavily restricted by the com-
plexity in realization of the controllers.
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It is a well known fact that 90% of the industrial controllers are Proportional-plus-
Integral-plusDerivative (PID) controllers-marked by their simple structure, excellent
tracking, good disturbance rejection and reasonable noise immunity. While PID con-
trollers can be designed to achieve desired stability robustness in terms of specified
gain and phase margins either by explicit analytical design techniques or by a stan-
dard technique like the Linear Quadratic Regulator (LQR), applicability of such a
controller to nuclear reactor control is again restricted to a specific power level due
to the inherent dependency of such techniques on a linearized model of a reactor. As
a natural corollary, it follows that if a PID design methodology that ensures a cer-
tain level of stability robustness is augmented with add-ons that ensure parametric
robustness, such a controller can be used for controlling the reactor over a wide range
of varying reactor power and also in absence of uncertainties in sensor parameters.

The proposed book chapter surveys some recent works that extend the robust
PID controller design methodology to achieve enhanced parametric robustness with
Fractional Order (FO) elements and with Interval Techniques. The techniques are
demonstrated using a standard 540MWePressurizedHeavyWater Reactor (PHWR),
used extensively in Indian NPPs. Both the methodologies are demonstrated with PID
controllers. For demonstrating the effectiveness of FO elements, the 540 Me PHWR
is considered under a condition of a step-back where the bulk power of the reactor
is reduced with a large stepped reduction in the demand power set-point. It is shown
that an active step-back system can be devised for a PHWR with a single controller
designed to control the reactor at a certain base power level—either with Phase
Shaping by augmenting a PID controller with a FO phase shaper, or by using a FO
PID controller known by the acronym FOPID. The control under a varying power
regime using a single controller is possible because of the enhanced parametric
robustness introduced by the FO elements viz. the FO phase shaper and the FO PID
controller.

With the advent of mathematical tools for solving interval problems in engineer-
ing, in the recent past, it has been attempted by some researchers to apply some of
these techniques to define systemswith whose parameters are assumed to vary within
known bounds as interval systems and design robust control systems accordingly.
The parametric variations may arise due to nonlinearities that affect a linearized
approximation of the system or uncertainties or both. In this Chapter, one such inter-
val based methodology has been presented which shows that a PHWR can indeed
be used in a limited load-following mode with a single PID controller.

The rest of the Chapter is organized as follows. The enabling concepts that are
essential in understanding FO systems, phase shapers and controllers are introduced
first. These concepts are then illustrated with practical applications viz. active step-
back in a PHWR, in the next section, with credible MATLAB simulation. Parametric
robustness achieved with an interval approach is presented next and demonstrated
with MATLAB simulation of load-following operation of a PHWR. The concluding
section presents an assessment of the methodology presented and points to further
aspects of these methodologies which need to be studied for a full appreciation of
the subject.
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7.2 FO Approximation of Physical Systems and FO
Controllers

Figure 7.1 shows the schematic representation of an infinite transmission line com-
prising a ladder of a series resistance R and a shunt capacitance C.

It can be shown that the Laplace Transform of the equivalent impedance of the
network can be expressed as

Z(s) =
√

R

C
s−0.5 (7.1)

Equation (7.1) above shows that the long transmission line is ideally a FO system
which can be approximated by a higher order system for all practical purposes by
truncating the line.

The advantage offered by an FO approximation of a dynamic system and the effi-
cacy of an FO controller for controlling the same can be understood if one examines
the time response of the system:

G(s) = 1

0.1s0.5 + 1
(7.2)

due to step input U−1(t) which is shown in Fig. 7.2.
The transfer function (7.2) could represent the transfer characteristics of a

Resistance-Fractance (R-Q) (Das 2008) circuit shown in Fig. 7.3 represented by
the FO differential equation:

vi (t) = R

Q

dαvo(t)

dt∝
+ vo(t) (7.3)

with R
Q = 1 and α = 0.5

Next, with the system (7.2) simulated in MATLAB using the CRONE
(http://archive.ims-bordeaux.fr/CRONE/toolbox/pages/accueilSITE.php?
guidPage=home_page) tool box, it is attempted to identify the system with

Fig. 7.1 An infinite transmission line

http://archive.ims-bordeaux.fr/CRONE/toolbox/pages/accueilSITE.php%3fguidPage%3dhome_page
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Fig. 7.2 Step response of the system (7.2)

Fig. 7.3 A
resistance-fractance network

input-output relationships starting with a simple first order template and the approx-
imated systems identified by the MATLAB’s ident function and the corresponding
percentage best fits are enumerated in Table 7.1.

Now, approximating s0.5 using theCarlsonApproximation (Das 2008) for H(s) =
s0.5 and iteratively defining

Hi (s) = Hi−1(s)
(q − m)

[
Hi−1(s)

]2 + (q + m)P(s)

(q + m)
[
Hi−1(s)

]2 + (q − m)P(s)
(7.4)

where P(s) = s, H0(s) = 1, α = 0.5, q = 1
α
and m = q

2 yields
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Table 7.1 Integer order
approximation of (7.2)

Sl. Identified system transfer function % best fit

1 G(s) = 0.9718
0.2156s+1 62.19

2 G(s) = 0.667s+4.504
s+4.634 62.19

3 G(s) = s2+25.98s+20.06
1.858s2+29.40s+20.486

92.45

4 G(s) = s3+34.88s2+91.02s+26.02
1.92s3+42.23s2+97.64s+26.65

99.38

5 G(s) = s4+36s3+126.04s2+84.03s+8.99
1.9s4+44.42s3+138.6s2+87.88s+9.103

100.0

G(s) = 1(
0.1s0.5 + 1

) = s4 + 36s3 + 126s2 + 84s + 9

1.9s4 + 44.4s3 + 138.6.s2 + 87.6s + 9.1
(7.5)

It is seen that the transfer function defined by (7.5) tallies very closely with the
transfer function in Sl. No. 5 in Table 7.1. Further, fromTable 7.1, it is seen that if this
system is controlled by a controller Gc(s) such that Gc(s)G(s) is a low-pass filter
to achieve good-tracking with acceptable output disturbance and measurement noise
rejection, a higher order controller would be better suited and the controller design
methodology would be cumbersome due to the orders of the polynomials involved.
A compact FO controller, on the other hand, will lead to a more compact form of
a controller in the FO domain, provided, appropriate techniques for FO controller
design are available. An intuitive argument for the use of an FO controller for an FO
system arises from the fact, that such a controller would allow better cancellation of
system poles and zeros which might otherwise not be possible with a lower, integer
order controller such as a PID Controller.

However, it is to be noted that in most cases, for analysis purposes, systems in
process control applications are integer order and can be represented either by a First
Order Plus Time Delay (FOPTD) or a Second Order Plus Time Delay (FOPTD) tem-
plate. Further, a majority of controllers used in industrial control are PID controllers.
Such controllers are extremely popular because of their simple structure, excellent
tracking, robustness and noise and disturbance rejection. While PID controllers can
be designed to produce specified gain and phase margins (Astrom and Wittenmark
1997) parametric robustness cannot be guaranteed. Robustness to system gain vari-
ations, for example, cannot be guaranteed. With a PID controller, this can be done
by using a phase shaping approach which aims at a flat phase curve around the gain
crossover frequency wgc Achieving enhanced parametric robustness by using either
a FOPID controller or a phase shaper with a PID controller is extremely significant
from the application point of view as this often produces a controller that is resilient
to gain changes and robust to parametric variations, often associated with a changing
operating regime of the plant and/or with ageing.

Phase shaping has been approached by contemporary researchers in a number of
ways. Chen et al. (2004) have proposed optimization based techniques to achieve
this. On the other hand Saha et al. in (2010a, b) have proposed an analytical method
based on Bode’s Integral. These methods assume an integer order system.
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To understand the efficacy of a FO element as a phase shaper, it is first attempted
to understand the phase contribution due to a fractional semi-differentiator s0.5 as
shown in Fig. 7.4 with progressively higher order Carlson approximation.

From Fig. 7.4, it is seen that the semi-differentiator acts as a compensator with
the frequency spread depending on the order of approximation. Now, if a frequency
shift is added, the phase contribution can be localized at a target frequency which is
usually the Gain Crossover Frequency (GCF). In general, a phase shaper defined by

Gph(s) = (s + β)±q (7.6)

approximated using a template

(s + β)±q = s + α + β

αs + 1 + αβ
, α ∈ R+ (7.7)

With the First Order Carlson’s First Order Approximation (7.7) and (7.6) is actu-
ally a phase compensator with

ωr =
√

(1 + αβ)(α + β)

α
(7.8)

and

Fig. 7.4 Frequency spread of a fractional semi-differentiator
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ϕm = tan−1

(
1 − α2

2αωr

)
(7.9)

For any system Go(s) = Gc(s)G(s), representing the plant with its controller
in open-loop, in order that a phase shaper Gph(s) produces a flat phase region in
the phase curve around its GCF ωgc to achieve parametric robustness, the following
condition must be satisfied:

d

dω
∠G( jω) + d

dω
∠Gph( jω) ≈ 0 (7.10)

for a frequency band �ω around ωgc.
The FO differ-integrator Gph(s) is designed to act as a phase-shaper such that the

resultant closed-loop system exhibits iso-damped response to step changes in input
over a range of gain variations. The design methodology for the phase shaper aims to
maximize the width of�ω allowingmaximum variation in system gain. This ensures
a constant phase margin and hence gain independent overshoot (iso-damped) for the
time response of the system.

Gol(s) = Go(s)Gph(s) (7.11)

in closed-loop. The transfer functionGol(s) in (7.11), therefore, represents the open-
loop plant with its controller and phase shaper.

Design of a FO phase shaper using Bode’s integral formulae has been proposed in
(Saha et al. 2010a, b) which has been found to work with a wide variety First Order
plus Time Delay (FOPTD) and Second Order plus Time Delay (SOPTD) plants.
This methodology assumes that the controller Gc(s) ensures a certain minimum
phase margin for Go(s).

Using Bode’s phase integral, it can be shown, that for a stable, minimal phase
system in the neighborhood of any specified ω,

ω
d∠Go( jω)

dω
= ∠Go( jω) + 2

π
[ln∣∣kg∣∣ − ln|Go( jω)|] (7.12)

where kg is the static gain of Go(s).
Substituting ω = ωgc in Eq. (7.12) yields

d∠Go( jω)

dω

∣∣
ω=ωgc = φm − π

ωgc
+ 2

πωgc
ln

∣∣kg∣∣ (7.13)

where
φm is the phase margin of G0(s)
For a FOPTD or a SOPTD system, d∠Go( jω)

dω

∣∣
ω=ωgc is negative and therefore, for

(7.10) to be valid in the neighborhood ofωgc, d
dω

∠Gph( jω)
∣∣
ω=ωgc should be positive.

This can be achieved by using a phase shaper of the form
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Gph(s) = (1 + βsq) (7.14)

with
1

β
≤ ωq

gc (7.15)

and 0 ≤ q ≤ 1 (7.16)

In order that the phase shaperGph(s) does not introduce any change in the magni-
tude of the original plant, the phase shaper described by Eq. (7.14) must be modified
as

Gph(s) = (1 + βsq)

sq
(7.17)

With the phase shaper represented by Eq. (7.17), a flat-phase curve for any ω in
the neighborhood of ωgc can be achieved if

φm − π

ωgc
+ 2

πωgc
ln

∣∣kg∣∣ + βqωqsin qπ

2

ω(1 + 2βωqcos qπ

2 + β2ω2q)
= 0 (7.18)

Now, the addition of Gph(s) alters the phase of Go(s) and the net phase of Gol(s)
at ωgc can be expressed as

φ
∣∣
ω=ωgc = φm − π − qπ

2
+ tan−1

(
βωqsin qπ

2

1 + βωqcos qπ

2

)
(7.19)

From Eq. (7.19) it follows that the phase of Gol(s) at ωgc is less than the phase
of Go(s) at the same frequency. Since the phase shaper flattens the phase curve of
Gol(s) around ωgc, it follows that the phase margin may reduce with the introduction
of the phase shaper. Thus if the minimum desired phase margin with the phase shaper
be φmd , then it follows that the constraint must be satisfied.

φmd − φm + qπ

2
− tan−1

(
aωq sin qπ

2

1 + aωq cos qπ

2

)
≤ 0 (7.20)

The parameters (q, a) for the phase shaper Gph(s) maximizing the value of∣∣ω − ωgc

∣∣ and satisfying the constraints (7.20) usingMATLAB’s Optimization Tool-
box function fmincon (https://www.mathworks.com/help/optim/).

As an illustrative example, the system

G(S) = 1

1.11s + 1
e−0.105s (7.21)

may be assumed to be controlled by a PI controller

https://www.mathworks.com/help/optim/
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Gc(s) = 7.73 + 10.5

s
(7.22)

and a phase shaper

Gph(s) = 1 + 1.3104s0.7895

s0.7895
(7.23)

Figure 7.5 shows the frequency response of the resultant system with and without
the phase shaper.

As seen from Fig. 7.5, introduction of the phase shaper produces a flat-phase
region around the GCF and the system is expected to exhibit iso-damping if the gain
is varied. This is validated by Fig. 7.6 where the time response of the closed-loop
system is presented with varying open-loop static gain with and without the phase
shaper

It is seen that the introduction of the phase shaper (7.23) reduces the system’s
rise time with the same controller as the gain is increased progressively to 2 times
its original value while preserving the value of damping, as evident from the over-
shoot. The system with the controller alone tends to become oscillatory for the same
variation is system gain.

Fig. 7.5 Frequency response of the system (7.21) with controller (7.22) with and without phase
shaper (7.23)
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Fig. 7.6 Time response of the system (7.21) with controller (7.22) with and without phase shaper
(7.23) under varying gain

While a FO phase shaper is used in conjunction with a standard PID controller,
robustness through phase shaping can also be achieved for an integer order system
using a FOPID controller. This follows from the fact that a standard PID controller
defined by

Gc(s) = (kp + ki
s

+ skd) (7.24)

In conjunction with the phase shaper (7.17) can be expressed as

Gc(s) · Gph(s) = (kp + ki
s

+ skd).
(1 + βsq)

sq

= βkp + s−q(kp + βki
s1−q

+ ki
s

) + s1−q(kd + sqβkd) (7.25)

The Eq. (7.25) can be approximated as

Gc(s).Gph(s) = 	

k p +
	

ki
sλ

+ 	

kds
μ (7.26)

which is actually a FOPID controller.
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From Eqs. (7.25) and (7.26), it follows therefore that a FOPID controller can
approximate the function of a PID controller in conjunction with a phase shaper to
achieve desired parametric robustness. Thus, some contemporary researchers (Chen
et al. 2004; Das et al. 2012) have proposed the use of a FOPID controller as an
alternative to a PID controller with a FO phase shaper.

An approach using a FOPID controller is usually offline and tuning employs a
constrained optimization to derive the parameters

{
kp, ki , kd , λ, μ

}
satisfying the

following specifications:

(i) Gain crossover frequency specification:

∣∣Gc( jωgc)G( jωgc)
∣∣ = 1 (7.27)

(ii) Phase margin specifications

Arg[Gc( jωgc)G( jωgc)] = −π + φm (7.28)

(iii) Parametric robustness specification (flatness of phase curve)

(
d

dω
(Arg[Gc( jω)G( jω)])

)
ω=ωgc

= 0 (7.29)

(iv) Complementary Sensitivity Specification (High Frequency Noise rejection)

|T ( jω)| =
∣∣∣∣ Gc( jω)G( jω)

1 + Gc( jω)G( jω)

∣∣∣∣
dB

≤ AdB∀ω ≥ ωt rad/s (7.30)

(v) Sensitivity Specification (Output Disturbance rejection

|S( jω)| =
∣∣∣∣ 1

1 + Gc( jω)G( jω)

∣∣∣∣
dB

≤ BdB∀ω ≤ ωsrad/s (7.31)

Tuning of a FOPID controller is mostly achieved by an offline constrained opti-
mization as in (Das et al. 2012). However, a relay based auto-tuning technique for
FOPID controllers has been presented by Monje et al. in (Monje et al. 2008). More-
over, since the controller equation involves FO poles and zeroes, it follows as an
intuitive argument that a FOPID controller would perform better for a FO system,
rather than an Integer Order system. The performance of both are compared with a
standard plant viz. a 540 MWe PHWR.
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7.3 Robust Control of a Nuclear Reactor with a Phase
Shaper and FOPID Controller

The methodologies of robust control using FO elements introduced in the previous
sections are demonstrated using a practical application viz. stepped power reduction
in a PHWR which is popularly know as a step-back. Bulk reduction in a nuclear
reactor is done under load following operations (Das et al. 2006) or under some
abnormal operating conditions. To reduce reactor power, the control rods are inserted
to a specified level with gradual lowering of the demand power set-point. Modern
PHWRs with passive safety features rely on gravity to drive the control rods which
are held above the reactor by electromagnetic clutches against a spring force. These
are released during a step-back and also automatically, in case of a power failure.
During a step-back, the clutches are de-energized to release the rods and then again
energized to grip them once the rods have dropped by a designated amount. But
this passive step-back mechanism in addition creates a power undershoot while also
producing a very sluggish response which are unacceptable as reported in (Park
and Cho 1993). Detailed description of a PHWR’s power control mechanism or the
Reactor Regulating System (RRS) can be found in (Das et al. 2006).

Saha et al. in (2010a, b) andDas et al. in (2012) have proposed amotor driven active
step-back mechanism which is motor driven, the motor is assumed to be controlled
by a PID controller with a phase shaper as in (Saha et al. 2010a, b) or by a FOPID
controller as in (Das et al. 2012).

In Saha et al. (2010a, b) have identified a PHWR during a step-back using a series
of FOPTD and SOPTD templates, with a 30% step-back initiated at 100%. 90, 80
and 70% FP as reported in (Saha et al. 2010a, b). The FOPTD transfer functions are
(Saha et al. 2010a, b):

G1
100(s) = 384.6

s + 2
e−0.5s (7.32)

G1
90(s) = 355.1

s + 2
e−0.5s (7.33)

G1
80(s) = 316.7

s + 2
e−0.5s (7.34)

G1
70(s) = 272.6

s + 2
e−0.5s (7.35)

while the corresponding SOPTD transfer functions are:

G2
100(s) = 192.3

s2 + 2s + 1
e−0.5s (7.36)

G2
90(s) = 177.6

s2 + 2s + 1
e−0.5s (7.37)
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G2
80(s) = 158.4

s2 + 2s + 1
e−0.5s (7.38)

G2
70(s) = 136.4

s2 + 2s + 1
e−0.5s (7.39)

The transfer functions enumerated above are established from practical plant data
as detailed in (Saha et al. 2010a, b; Das et al. 2012) with sub-optimal order reduction.
It is seen that the static gain of the individual FOPTD and SOPTD plants enumerated
above depend on the initial power at which a step-back is initiated and delay and the
open-loop poles remain same. Thus, this is an ideal application where an enhanced
parametric robustness can provide a mechanism for using a single PID controller
to manage a step-back. A flat phase around the GCF for the plant for a particular
power level, controlled by a single controller will then ensure sufficient parametric
robustness to tackle a change in system gain at varying power levels.

As reported in (Saha et al. 2010a, b) the controller and the phase shapers designed
for the plant defined by the set of Eqs. (7.32)–(7.35) under a step-back are:

G1
c(s) = 0.0059 + 0.0019

s
+ 0.00082s (7.40)

and

G1
ph(s) = (1 + 1.3419s0.6181)

s0.6181
(7.41)

Again, the controller and phase shaper for the SOPTD transfer functions repre-
sented by (7.36)–(7.39) are

G2
c(s) = 0.0039 + 0.001

s
+ 0.002s (7.42)

and

G2
ph(s) = (1 + 5s0.75)

s0.75
(7.43)

Figure 7.7 shows the time response of the PHWR under a step-back represented
by the set of Eqs. (7.32)–(7.35) and (7.36)–(7.39) with the corresponding controllers
and the phase shaperd. The response without the phase shaper is also presented along
with response with the original RRS in the same figure.
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Fig. 7.7 Simulated step-back of a PHWR with RRS only and with a PID controller and phase
shaper (https://www.mathworks.com/help/optim/)

Das et al. in (2012) have approached the problem with an alternate approach
viz. using a FOPID controller and as enumerated in [reference] the FOPTD and the
SOPTD templates correspond to the

(i) One Non-integer Order Plus Time Delay (NIOPTD-I) template defined as

G(s) = K

T sα + 1
e−Ls (7.44)

and the

(ii) Two Non-integer Order Plus Time Delay (NIOPTD-II) template defined as

G(s) = K

sα + 2ζωnsβ + ω2
n

e−Ls (7.45)

https://www.mathworks.com/help/optim/
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Original plant data reported in (Saha et al. 2010a, b; Das et al. 2012) is used to
deduce the higher order reactor transfer functionswhich are used to obtain the reduced
order plants in the NIOPTD-I and NIOPTD-II templates using the minimization of
the H2-norm of the identified and the fractional order NIOPTD models (Das et al.
2011). The corresponding reactor transfer functions are enumerated as follows, as
reported in (Das et al. 2012):

(i) NIOPTD-I models:

G1
100(s) = 195.0736

1.0006s1.057 + 1
e−0.0934s (7.46)

G1
90(s) = 175.5107

1.0084s1.0559 + 1
e−0.0937s (7.47)

G1
80(s) = 156.5649

0.99866s1.0566 + 1
e−0.0928s (7.48)

G1
70 = 136.0175

0.99724s1.0546 + 1
e−0.0932s (7.49)

(ii) NIOPTD-II models

G2
100(s) = 1522.8947

s2.0971 + 8.1944s1.0036 + 7.7684
e−2.0043×10−12s (7.50)

G2
90(s) = 1359.2345

s2.0972 + 8.1906s1.0036 + 7.7075
e−1.5968×10−9s (7.51)

G2
80(s) = 1027.3027

s2.0163 + 6.7859s0.99388 + 6.5268
e−2.5346×10−5s (7.52)

G2
70(s) = 1074.396

s2.0961 + 8.2663s1.0037 + 7.8641
e−3.1431×10−10s (7.53)

The corresponding FOPID controller as reported in (Das et al. 2012), for the
NIOPTD-II plant with the plant (7.50) taken as the basis is

G2
c(s) = 0.0006 + 0.0052

s1.0137
+ 0.0049s0.1067 (7.54)

The response under a step-back condition is presented in Fig. 7.8 reproduced from
(Das et al. 2012).

It is seen that the response of the PHWR under step-back, as represented in
Figs. 7.7 and 7.8 are similar. However, the advantage of using a FOPID controller
can be understood if one examines the simulation presented in Fig. 7.9 using the data



160 A. Gupta

Fig. 7.8 Simulated step-back of a PHWR with RRS and a FOPID controller (Das et al. 2012)

Fig. 7.9 Frequency response of the PHWR with FOPID controller applied to an Integer Order and
non-integer order model
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presented in (Das et al. 2012).
The systems used for comparison in Fig. 7.9 correspond to (7.36) and (7.50) and

the controller equation is assumed to be defined by (7.54). From Fig. 7.9 it is clearly
seen that the extent of flatness of the phase curve achievable with a FOPID controller
controlling a plant described by a FO (referred to as NIOPTD) model is much more
compared to that achievable with the same FOPID controller controlling an Integer
Order describing the same plant. The finding tallies with the postulate that a FOPID
controller allows a better cancellation of FO poles and zeroes in the original plant. A
direct corollary that follows from this finding is the possibility of a faster step-back
with a FOPID plant as the allowable controller gain variation is large owing to a
larger flat-phase region.

7.4 Robust Control of a Nuclear Reactor Using an Interval
Approach

As seen from the set of Eqs. (7.32)–(7.35) and (7.36)–(7.39), the parameters of the
reactor transfer function show a polytopic variation with reactor power. Thus, if
one assumes that these vary in an interval corresponding to an interval of reactor
power [P, P̄], where P represents the infimum of the interval and P̄ represents the
supremum of the interval variable P ∈ [P, P̄], then it follows that the general form
of representation of a reactor’s transfer function relating variation of reactor power
P to the external reactivity ρext introduced by the reactivity control mechanism of
the reactor, around an operating power level, can be expressed as and interval plant

G(s,p) = f0 + f1sm + . . . + fmsm

g0 + g1s + . . . + gnsn

p = [ f0, f1, . . . , fm; g0, g1, . . . , gn];

⎫⎬
⎭ (7.55)

where p represents the set of all interval variables in G(s,p).
Normally, stability of such a system (plant) can be analyzed using theKharitonov’s

Polynomial Theorem which states that an interval plant G(s,p) shall be Hurwitz
stable, with all poles in the left half of the s plane provided the following four
polynomials known as Kharitonov’s polynomials are Hurwitz stable:

q1(s) = g
0
+ g

1
s + ḡ2s

2 + ḡ3s
3 + g

4
s4 + g

5
s5 . . .

q2(s) = ḡ0 + ḡ1s + g
2
s2 + g

3
s3 + ḡ4s

4 + ḡ5s
5 . . .

q3(s) = g
0
+ ḡ1s + ḡ2s

2 + g
3
s3 + g

4
s4 + ḡ5s

5 . . .

q4(s) = ḡ0 + g
1
s + g

2
s2 + ḡ3s

3 + ḡ4s
4 + ḡ5s

5 . . . (7.56)
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The Eq. (7.56) forms the basis of stability analyses under parametric variations
arising out of change in reactor power and/or uncertainties in measurement and
subsequent design of robust controllers as reported in (Lee and Na 2002) for a
Pressurized Water Reactor (PWR) and in (Banerjee et al. 2015) for a 540 MWe
PHWR, unlike small modular reactor in (Lee 1997), where a nonlinear model has
been used for interval analysis.

A 540 Mwe PHWR consists of 14 zones, each of which is controlled by a Liquid
Zone Control System (LZCS) as detailed in (Das et al. 2006). The global power of
the reactor is the sum of the powers produced by each zone. Each zone of the PHWR
has a Liquid Zone Compartment (LZC) which can be filled with light water. The
height of the water column in the LZC compartment alters the neutron absorption in
that zone and hence the reactivity ρext input to the zone to alter its power. At steady
state, when the reactor operates at a steady power the nett reactivity ρnett which
is the algebraic sum of the nett internal reactivity ρint and the external reactivity
ρext introduced by the LZCS should be zero. A change �ρext is therefore necessary
either to change the power produced by the zone or to balance the change in internal
reactivity�ρint caused by internal factors such as change in temperature with reactor
power etc. The LZCS controller, therefore, alters this reactivity by varying the water
level in the corresponding LZC in response to the change in the demand power set-
point for the concerned zone. In (Banerjee et al. 2015), a control scheme has been
proposed which achieves power control using one PID controller for each zone, the
output of which controls the water level in the corresponding LZC, and the set-point
for which is derived from the global power set-point.

In (Banerjee et al. 2015) each zone of the reactor has been modelled as an interval
plant (7.55) expressible as

G(s, p) = K

s(s + a)
K ∈ [

K , K̄
]
, a ∈ [

a, ā
]

(7.57)

corresponding to a reactor power variation in the interval [60, 100%] FP as repre-
sented in Table 7.2 with the nominal plant

Table 7.2 The interval and
nominal plant transfer
functions of 540 MWe PHWR

Zone Interval plant Nominal plant

1, 8 [0.0051,0.0084]
s(s+[1.53,1.56])

0.0064
s(s+1.56)

2, 9 [0.005,0.0082]
s(s+[1.54,1.56])

0.0063
s(s+1.55)

3, 10 [0.0053,0.0093]
s(s+[1.51,1.53])

0.0072
s(s+1.53)

4, 11 [0.0068,0.0115]
s(s+[1.53,1.55])

0.0089
s(s+1.55)

5, 12 [0.0053,0.0093]
s(s+[1.51,1.53])

0.0072
s(s+1.53)

6, 13 [0.0051,0.0084]
s(s+[1.53,1.56])

0.0064
s(s+1.56)

7, 14 [0.005,0.0082]
s(s+[1.54,1.56])

0.0063
s(s+1.55)
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G0(s) = K0

s(s + a0)
(7.58)

representing the zone’s transfer function at 80% FP.
Now, if it is attempted to control the power of each zone of the reactor for the

entire interval [60, 100%] FP, with a single controller, then the controller must be
able to control each interval plant enumerated in Table 7.2. In (Banerjee et al. 2015),
it is attempted to control each interval plant with a single PID controller designed
for the corresponding nominal plant and this is referred to as the nominal controller.

In (Banerjee et al. 2015) the nominal controller is designed by casting the PID con-
troller design problem as an optimal Full State Feed-back Controller (FSFC) design
using an LQR approach. For this purpose, the following state variable formulation
is adopted:

x1 =
∫

�P(t)dt

x2 = �P(t) = ẋ1
x3 = ẋ2 (7.59)

which yields

⎡
⎣ ẋ1
ẋ2
ẋ3

⎤
⎦ =

⎡
⎣0 1 0
0 0 1
0 0 −a0

⎤
⎦

⎡
⎣ x1
x2
x3

⎤
⎦ +

⎡
⎣ 0

0
L0

⎤
⎦�ρext (t) (7.60)

where �P(t) denotes the change in reactor power around an operating point corre-
sponding to 80% FP of the zone and �ρext (t) is the change in reactivity introduced
by the LZCS. The corresponding matrices for the nominal plant become

A0 =
⎡
⎣0 1 0
0 0 1
0 0 −a0

⎤
⎦, B0 =

⎡
⎣ 0

0
K0

⎤
⎦,C0 = [

0 1 0
]
and D0 = [0]. (7.61)

It is clear that with a PID controller, the control law can be expressed as

�ρext = [
ki , kp, kd

]
⎡
⎢⎣
x1
x2
x3

⎤
⎥⎦ (7.62)

with K = [
ki , kp, kd

]
obtained asK = R−1BT

0 P0, where P0 = PT
0 > 0 is the unique

solution of the Algebraic Riccati Equation (ARE)

AT
0 P + PA0 − PB0R−1

0 BT
0P + Q0 = 0 (7.63)
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using R = r > 0 and

Q0 =
⎡
⎣q10 0 0
0 q20 0
0 0 q30

⎤
⎦ (7.64)

are the corresponding weight matrices.
The closed-loop poles of the resultant system with the PID controller can be

tailored by choosing the diagonal elements q10, q20, q30 in (7.64) which may be
expressed as functions of a0, K0, r , the closed- loop damping ξ0 and the closed-loop
frequency ω0 following the methodology detailed in (Banerjee et al. 2015).

It is clear that the matrices in (7.61) correspond to specific values of interval
matrices expressible as

A ⊂
⎡
⎣0 1 0
0 0 1
0 0 −[

a, ā
]
⎤
⎦,B ⊂

⎡
⎣ 0

0[
K , K̄

]
⎤
⎦,C = [

0 1 0
]
andD = [0]. (7.65)

An inspection of Table 7.2 reveals that the matrix pair (A,B) remains stabilizable
throughout the intervals [A,A]

[
A, Ā

]
and

[
B, B̄

]
. Thus, if the matrices A,B are

expressed as

A = A0 + �A

B = B0 + �B (7.66)

then the ARE

(A0 + �A)T(P0 + �P) + (P0 + �P)(A0 + �A)

−(P0 + �P)(B0 + �B)R−1
0 (B0 + �B)T(P0 + �P) + Q = 0 (7.67)

shall always yield a unique positive definite solution

P = P0 + �P (7.68)

If the interval matrix

Q =
⎡
⎣q10 + �q10 0 0
0 q20 + �q20 0
0 0 q30 + �q30

⎤
⎦ (7.69)

always remains positive semi-definite within an interval
[
Q, Q̄

]
specified a priori

with specified intervals of open-loop and closed-loop parameters. It is clear that a
positive semi-definite Q, in this case, automatically ensures that the pair

(
A,

√
Q

)
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always remains detectable and hence (7.67) will always produce a unique positive
definite solution. In (Banerjee et al. 2015) results based on bounds of Eigen values
of interval matrices is used to ensure the positive semi-definiteness of the interval
matrix Q.

The existence of a unique solution of (7.67) implies that as the reactor power
changes from 80% FP and varies in the interval [80, 100%] FP, Moreover, if it can
be proved, as in (Banerjee et al. 2015) that since the interval plant (7.57) does not
contain any open-loop zeroes, it is always possible to find a solution P = P0 + �P
of (7.67) such that the relationship

(B0 + �B)T (P0 + �P0) = BT
0 P0 (7.70)

The satisfaction of (7.67) and (7.70) essentially means that the nominal PID
controller, designed for the nominal plant, will be able to control the interval plant
within a specified regime of operation with varying controller effort and with closed-
loop poles placed within specified regions in the s plane. Figure 7.10, as reported
in (Banerjee et al. 2015) illustrates this. The cases shown in Fig. 7.10 illustrate a
scenario where the global power set-point for the reactor is reduced at constant rate
of 0.5% FP per sec. and then held constant at that level, with the reactor operating
at 60, 80 and 100% FP, the controller being the nominal controller designed for the
nominal plant enumerated in Table 7.2. It is seen that the nominal controller which is
designed to control the reactor at around 80% FP is robust to parametric variations,
as conceived in its design.

Robust control of nuclear reactors has been attempted by contemporary
researchers using a variety of methodologies e.g. the classical H∞ (Lee 1997; Suzuki
et al. 1993) and sliding mode control (Ansarifar and Rafiei 2015) approaches. But

Fig. 7.10 Performance of the nominal controller at different power levels (Banerjee et al. 2015)
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the effectiveness of the methodology presented in this section lies in the fact that it
is based on the omni-present PID controller which makes it ready to use.

7.5 Conclusion

The methodologies presented in this chapter augment the performance of PID con-
troller with enhanced parametric robustness with simplemechanisms like a FO phase
shaper and more effectively with a FOPID controller. Such controllers are shown
to derive enhanced parametric robustness due to the unique iso-damping nature of
closed-loop response introducedby anFOelement. This translates to a faster response
of the system with almost gain independent overshoot or undershoot- a feature that
is found to be extremely useful in implementing an active rapid power reduction
mechanism in a nuclear reactor.

Measurement, in an industrial environment, is almost always associated with
uncertainties. Further, the parameters of any physical system change with time, or
if the system is nonlinear and is linearized about an operating point, the parameters
change with the operating regime. This is particularly true for a nuclear reactor. The
interval based approach of controller design presented in this chapter allows a single
PID controller to be used for controlling such a reactor within a power regime and
also with measurement uncertainties.

Implementation aspects of FO elements and FOPID controllers as well as interval
techniques to assess controllability and observability of interval systems in state-
variable form are left as a scope for self-study for interested readers.

Acknowledgements The author acknowledges the support received from his former doctoral stu-
dentsDr. SumanSaha,Dr. SaptarshiDas andDr. ShohanBanerjee in preparing thematerial presented
in this chapter. The MATLAB codes developed by Dr. Saha and Dr. Das have been used extensively
for producing the Figs. 7.4, 7.6 and 7.9. The author also acknowledges the support from IEEE for
the permission to reproduce Figs. 7.7 and 7.8 and 10 from the sources referenced in the respective
figures.

References

Ansarifar GR, Rafiei M (2015) Second-order sliding-mode control for a pressurized water nuclear
reactor considering the xenon concentration feedback. Nucl Eng Technol 47(1):94–101

Astrom KJ, Wittenmark B (1997) Computer-controlled systems theory and design. Tsinghua Uni-
versity Press, Prentice Hall

BanerjeeS,HalderK,DasguptaS,MukhopadhyayS,GhoshK,GuptaA (2015)An interval approach
for robust control of a large PHWR with PID controllers. IEEE Trans Nucl Sci 62(1):281–292

CRONE Tool Box. http://archive.ims-bordeaux.fr/CRONE/toolbox/pages/accueilSITE.php?
guidPage=home_page

http://archive.ims-bordeaux.fr/CRONE/toolbox/pages/accueilSITE.php%3fguidPage%3dhome_page


7 Robust Control of Nuclear Reactors with Proportional … 167

Chen YQ, Moore KL, Vinagre BM, Podlubny I (2004) Robust PID controller autotuning with a
phase shaper. In: Proceedings of the first IFAC symposium on fractional differentiation and its
application (FDA04), Bordeaux, France

Das S (2008) Functional fractional calculus. Springer, Berlin. ISBN 978-3-642-20545-3
Das M, Ghosh R, Goswami B, Gupta A, Tiwari AP, Balasubramanian R, Chandra AK (2006)
Networked control system applied to a large pressurized heavy water reactor. IEEE Trans Nucl
Sci 53(5):2948–2956, Part 2

Das S, Saha S, Das S, GuptaA (2011) On the selection of tuningmethodology for FOPID controllers
for the control of higher order processes. ISA Trans 50(3):376–388

Das S, Das S, Gupta A (2012) Fractional order modeling of a PHWR under step-back condition &
control of its global power with a robust PIλDμ controller. IEEE Trans Nucl Sci 58(5):2431–2441

Lee YJ (1997) H-infinity robust controller design of reactor power control system. J KNS
29(4):280–290

Lee YJ, Na MG (2002) Robust controller design of nuclear power reactor by parametric method. J
KNS, 34(5):436–444

Monje CA, Vinagre BM, Feliu V, Chen YQ (2008) Tuning and auto-tuning of fractional order
controllers for industry applications. Control Eng Pract 16(7):798–812

Optimization Toolbox Documentation. https://www.mathworks.com/help/optim/
ParkMG,ChoNZ (1993) Time-optimal control of nuclear reactor powerwith adaptive proportional-
integral-feedforward gains. IEEE Trans Nucl Sci 40(3):266–270

Saha S, Das S, Ghosh R, Goswami B, Balasubramanian R, Chandra AK, Das S, Gupta A (2010a)
Design of a fractional order phase shaper for iso-damped control of a PHWR under step-back
condition. IEEE Trans Nucl Sci 57(3):1–11

Saha S, Das S, Ghosh R, Goswami B, Balasubramanian R, Chandra AK, Das S, Gupta A (2010b)
Fractional order phase shaper design with Bode’s integral for iso-damped control system. ISA
Trans 49(2):196–206

Suzuki K, Shimazaki J, Shinohara Y (1993) Application of H-infinity control-theory to power-
control of a nonlinear reactor model. Nucl Sci Eng 115(2):142–151

https://www.mathworks.com/help/optim/


Part III
Dynamics and Control of Aeroelastic and

Fluid Dynamic Systems



Chapter 8
Intermittency in a Pitch-Plunge
Aeroelastic System

J. Venkatramani, Sunetra Sarkar and Sayan Gupta

Abstract This chapter focuses on investigating the phenomenon of intermittency in
the dynamical behavior of aeroelastic systems. To that end, a classical two degree-of
freedom pitch plunge aeroelastic system is considered as the representative aeroe-
lastic model. Investigations are first carried out on the route to aeroelastic flutter in
fluctuating flow conditions through wind tunnel experiments. The recurring nature
of intermittent periodic bursts observed in the pre-flutter response are subsequently
utilized to develop quantitative measures using time series based tools, that can
serve as precursors to flutter instability. To gain further insights into the experimen-
tal observations, numerical investigations are carried out using a well known two
degree-of-freedom pitch plunge mathematical model for the aeroelastic system. A
stochastic bifurcation analysis is also carried out that provide insights into the noise
induced dynamical stability characteristics. Finally, a detailed study is undertaken
to investigate the physical mechanisms that lead to the appearance of intermittency.
Particularly, the effect of time scales of the flow fluctuations are investigated.

8.1 Introduction

The subject of aeroelasticity focuses on studying the effect of aerodynamical forces
on elastic structures. Aeroelastic oscillations in elastic structures are sustained by the
effect of the aerodynamic forces induced by the structural movement itself. Flutter is
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an aeroelastic phenomenon in which a wing or control surface subjected to oncoming
air streamcanmanifest sustained or growing oscillations beyond a critical value of the
wind speed. Flutter oscillation is also referred to as self-induced oscillation as there
are no external forcing agencies involved in the coupled fluid-structure system. In
the presence of nonlinearities, the sustained oscillations are also known as limit cycle
oscillations (LCOs). The appearance of LCOs in aeroelastic systems is considered
undesirable, as it can induce fatigue damage in the structural components and affect
the structural integrity, posing a threat to the structural safety (Schijve 2009). A wide
range of aeroelastic systems like wind turbines, helicopter rotors, bridge-decks, array
of panels etc are susceptible to flutter. This has made the study of flutter analysis and
prediction an important area of research.

Estimating the flutter velocity essentially requires the stability analysis of the
underlying fluid-structure interaction problem and has been studied thoroughly in
the literature (Hauenstein et al. 1992; Dowell et al. 1995; Alighanbari and Price
1996; Lee et al. 1999; Dowell and Tang 2002; Patil and Hodges 2004; Sarkar and
Bijil 2008). These studies are primarily aimed towards developing an understand-
ing of the underlying dynamical system, linear or nonlinear. However, accounting
for the nonlinearities that are ubiquitously present are challenges that these studies
encounter (Abdelkefi et al. 2012). For example, estimation of system damping to
predict flutter boundaries were carried out in Kehoe (1985), Dowell et al. (1995).
However, the practicability of this technique in the presence of nonlinearities, mea-
surement noise and in cases involving abrupt transitions to flutter is elusive. Using
dynamic stability criteria, the Zimmermann-Weissenburger Methodology (ZWM)
(Zimmerman and Weissenburger 1964) used a stability criterion to derive the flutter
margin of a linear, two dof aeroelastic system under the assumption of quasi-steady
aerodynamics. The aeroelastic equations of motion were cast into the form of an
eigenvalue problem resulting in a fourth order characteristic equation. Routh’s sta-
bility criterion was applied to this characteristic equation. The underlying principle
in Routh’s criterion is that a linear system is stable if the coefficients of its charac-
teristic equation are positive. Subsequently, ZWM was employed to estimate flutter
boundaries for aeroelastic systems with higher degrees of freedom as well (Price and
Lee 1993). To predict nonlinear flutter responses such as LCOs, an “expert system”
was developed in Popescu et al. (2009). The methodology was tested with airfoil
response data acquired from both experiments and numerical simulations. The tech-
nique was developed in the presence of freeplay nonlinearity in the pitch dof. The
nonlinear stiffness from the experimental setup was estimated and updated at regular
intervals using a Kalman filter approach.

It should be noted that the model based prediction approaches are strongly depen-
dent on the accuracy of the underlying models. With time, due to ageing and wear
and tear, model parameters may change, thereby affecting the accuracy of the pre-
dictions. Regular updating of the models and the associated parameters are crucial
in order to make model based tools effective. One can alternatively use time series
analysis of measurement data for identifying flutter onset. Indeed, the use of time
series methodologies and in turn time histories of the responses, captures the inher-
ent changes in the system due to ageing effects. This approach avoids the need for
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cumbersome task of regular model updating using inverse problems. However, such
model free approaches to developing precursors to aeroelastic flutter has remained
elusive.

Another key concern in aeroelastic problems is discerning the dynamical sig-
nature(s) and route to flutter. The flutter prediction techniques discussed in earlier
parts are based on the assumption that the input flow is deterministic. However, in
field conditions the flow is invariably accompanied by temporal fluctuations about
a mean wind velocity. These fluctuations in the flow appear to lead to qualitatively
different dynamical behavior in these aeroelastic systems. Consequently, the hitherto
aeroelastic literature has devoted considerable attention towards gaining insights on
the dynamical stability characteristics of the aeroelastic system in the presence of
fluctuating flows.

Hitherto studies on the behaviour of stochastic dynamical systems have been
shown to modify the bifurcation characteristics in comparison to their deterministic
counterpart (Arecchi et al. 1985; Kim et al. 1997). Consequently, different metrics
than those applied for deterministic systems are required for bifurcation analysis of
stochastic dynamical systems and its interpretation (Horsthemke and Lefever 1984;
Arnold and Crauel 1991; Ariaratnam 1994; Schenk-Hoppé 1996; Arnold 1998).
By tracking the long-time behaviour of the response trajectories, using the largest
Lyapunov exponent (LLE), the stability characteristics of deterministic systems are
investigated. A change in the stability of the dynamical system is monitored through
a change in the sign of the LLE (Wolf et al. 1985) and is accompanied by an abrupt
change in the topology associated with the phase space of the system. This abrupt
change in the topology is referred to in the literature as dynamical or D-bifurcation.
For stochastic dynamical systems, the computation of the LLE is suitably modified
to incorporate the average effect of the long-term behaviour of the trajectories.

For stochastic nonlinear dynamical systems, one also resorts to quantifying the
long term behaviour of the trajectories is through the stationary joint probability
density function (pdf) associated with the state variables. By tracking the topolog-
ical changes in the structure of the pdf associated with the state variables, as a
bifurcation parameter is varied, the long term behaviour of the dynamical system
is qualitatively characterized. This is called as phenomenological or P-bifurcation.
P- and D-bifurcations are dissimilar measures of the behaviour of stochastic non-
linear dynamical systems as time evolves. Consequently, the occurrence of these
bifurcations need not be concurrent (Baxendale 1986; Crauel and Flandoli 1998).
Hence, a necessity to develop an understanding of the behaviour of the bifurcation
characteristics of such systems and interpret their long-term behaviour exists.

From the parlance of pitch-plunge aeroelastic systems, a series of numerical stud-
ies was undertaken by Poirel and Price (1997, 2007), Poirel (2001), to examine
the response dynamics of a structurally nonlinear pitch-plunge airfoil in randomly
fluctuating flows. A cubic hardening type of nonlinearity in the pitch dof was consid-
ered. The mean wind speed was taken to be the bifurcation parameter. The response
dynamics and stability were described using the concepts of stochastic bifurcations.
In the presence of random flow fluctuations, the response registered low amplitude
oscillations with a noisy signature at wind speeds below the critical speed. The post
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flutter LCOs showed fluctuations as well and were called random LCOs (Poirel
2001). Most importantly, unlike in the uniform flow conditions, where the response
transitions to LCOs (flutter) at a well identifiable critical speedUcr , under flow fluc-
tuations the system transitions gradually. Along the way to fully grown LCOs, the
response showed a tendency to both dynamical states (low amplitude noise as well
as LCO), giving rise to a qualitatively distinct dynamical state that was not seen in
uniform flow condition.

In order to analyse the different dynamical states, Poirel and Price (2001) inves-
tigated the system in terms of phenomenological (P-type) and dynamical (D-type)
bifurcations. A P-bifurcation was said to occur when the joint-probability density
function (j-pdf) of the response and its instantaneous derivative underwent a topo-
logical change in their structure, as the mean flow speed was changed. D-bifurcation,
on the other hand, was said to occur when sign of the largest Lyapunov exponent
(LLE) changes as the mean flow speed is varied. LLE is a measure of the long time
behaviour of the response trajectories. A change in the sign of the LLE is indica-
tive of a change in the stability of the dynamical system (Wolf et al. 1985) and is
accompanied by an abrupt change in the topology associated with the phase space
of the system. In the presence of longitudinal flow fluctuations, it was observed that
the change in the sign of the LLE occurred at mean flow speeds lower than the cor-
responding uniform flow case (Poirel 2001; Poirel and Price 2001). On the contrary,
the presence of fluctuations along the vertical direction alone revealed no change in
the sign of the LLE at similar mean velocity regimes, indicating that the instability
was suppressed (Poirel and Price 2007). These observations were supported by the
findings of Zhao et al. (2009) as well.

Inability to interrelate the occurrence of P- and D- bifurcations result in diffi-
culties in interpreting the dynamical behaviour of aeroelastic systems subjected to
input flow fluctuations and in turn identifying their stability regimes. In uniform flow
conditions, the transition in response dynamics from one state to the other occurs
abruptly at a well identifiable flow velocity Ucr (critical speed). However, the pres-
ence of flow fluctuations can result in the system exhibiting dynamical signatures
whose characteristics are distinctly different from their deterministic counterparts
at flow speed regimes near the vicinity of Ucr . In particular, noisy flow fluctuations
appear to result in a regime of intermittent oscillations that appear before the LCO
regime (Poirel and Price 2001; Poirel et al. 2008; Andrianne and Dimitriadis 2019;
Korbahti et al. 2011; Kalmár-Nagy et al. 2016). Investigating the response dynam-
ics of aeroelastic systems subjected to input flow fluctuations therefore demand a
systematic investigation.

Indeed, observations of noise-induced observations “on-off” type intermittency
were encountered in the pre-flutter regime of an aeroelastic system subjected to
noisy input flows (Poirel 2001). The presence of noisy flow fluctuations yielded
in irregularly occurring windows of periodic-looking oscillations and was referred
to as “on-off" intermittency. Such intermittent oscillations were also observed in
wind tunnel experiments in Poirel et al. (2008) when bluff bodies were placed
ahead of the wing. Qualitatively distinct intermittencies were experimentally
observed in other types of aeroelastic systems as well, such as in bridge deck
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flutter (Andrianne and Dimitriadis 2019) and in delta wing oscillations (Korbahti
et al. 2011). It was observed from these experiments that the aeroelastic response was
comprised of high-amplitude periodic bursts amidst low-amplitude aperiodic fluctu-
ations and were encountered before the onset of fully developed LCOs. However, the
physical reasoning behind the formation of two qualitatively different intermittency
behaviors has not been addressed in the existing literature.

From the above discussion of the relevant literature, certain broad areas can be
identified that demand further research attention that are examined in the following.

• The very first topic of practical interest to the aeroelastic community is the develop-
ment of a robust prediction methodology for flutter. Substantial research attention
has been devoted in the literature towards this direction. However, aswas presented
in the review of the literature, most studies investigate this under the uniform flow
conditions. From a practical point of view, a sterile input flow is probably unreal-
istic and thereby puts a strong assumption on the overall analysis. Suitable tools
that can accommodate the inherent fluctuations in the input need to be proposed.

• The next important issue is the resolution of the dynamics. In the presence of
inherent fluctuations in the input wind model, the resulting dynamical behavior
is largely unknown. Previous studies from the literature (Poirel 2001; Andrianne
and Dimitriadis 2019; Korbahti et al. 2011) indeed suggest qualitatively different
dynamical behavior in the presence of input fluctuations. This alters the route to
flutter from a uniformflow situation. However, a detailed investigation of thismod-
ified dynamics has not been taken up in the existing literature. In order to predict
and forewarn LCOs in a nonlinear system under input fluctuations, it is crucial to
develop an in-depth understanding of the underlying dynamical characteristics.
As discussed earlier, in the presence of input noise, a dynamical system can man-
ifest noise induced intermittency behavior. This has been reported for aeroelas-
tic systems as well. However, to the best of the knowledge of the authors, their
dynamical characteristics have not been analyzed in details, nor their prognos-
tic capabilities were investigated. The dynamics of intermittency observed in the
pre-flutter regime requires a systematic investigation.

• It is also important to investigate the effect of the time scales (compared to the
system time scales) present in the input fluctuations. It is intuitive that input fluc-
tuations can occur across very different time scales due to various physical mecha-
nisms like localized obstructions or seasonal effects. This variation can potentially
affect the output dynamics and flutter onset, both qualitatively and quantitatively.
To the best of the knowledge of the authors, this aspect has hardly been probed in
the aeroelastic literature.

• Another important point of concern is the development of suitable models for
the prediction of flutter (under fluctuating flow conditions). It is obvious that the
accuracy of flutter prediction depend in turn on the accuracy of the mathematical
model. This implies that one needs to estimate the parameters in the model accu-
rately. This is not easy especially in the presence of nonlinearities. Moreover, for a
structure that is already in use, fatigue and other ageing effects lead to the system
parameters changing with time. This in turn implies that the mathematical model



176 J. Venkatramani et al.

should consider such effects into the equations. Alternatively, the parameters need
to be estimated at regular intervals by solving an inverse problem. This can be
computationally expensive and a tedious task. Therefore, a model free approach
to flutter warning and prediction is a more desirable alternative. Such approaches
can use the response data directly and develop qualitative or quantitative measures
for the prediction. Use of dynamical tools such as those based on time series anal-
ysis can be utilised. This can provide effective model free approaches to flutter
warning and prediction. This possibility has not been exploited by the aeroelastic
community, to the best of the knowledge of the authors.

• In the presence of random input fluctuations, the bifurcation analysis of the under-
lying stochastic aeroelastic system (in order to predict the dynamical changes)
may require alternative tools and interpretations. The available literature charac-
terise stochastic bifurcations in terms of D- and P- bifurcations. D-bifurcation
involves identifying stability regimes based on the change in sign of LLE. Typ-
ically, an abrupt cross over of LLE over one sign to another is an indicator of
underlying change in the stability of the dynamical system. An additional met-
ric to interpret the bifurcation of noisy systems is the inspection of the joint-pdf
of the state variables, a qualitative change in it is called as P-bifurcation. This
analysis is based on visual inspection and the stability regime qualitatively iden-
tified using P-bifurcation could be different from that obtained using the LLE
(Poirel and Price 2007). Therefore, identifying changes in the response dynamics
using P-bifurcation analysis could become difficult. Hence, developing alternative
quantitative measures is required.

Recent studies by the authors Venkatramani et al. (2016, 2017a, b, 2018a, b) were
focused towards obtaining answers to these open questions. These studies examined
the dynamics of noisy aeroelastic system through a classical pitch-plunge aeroelastic
systemwith cubic hardening nonlinearity in the plunge degree of freedom. The input
flow fluctuations are assumed to exist in the in-plane, longitudinal direction and the
aeroelastic responses are obtained by varying the mean flow speed as the bifurcation
parameter. An overview of the methodology undertaken for the aeroelastic analysis,
followed by a discussion on the findings from these studies are presented in this
chapter.

The rest of this chapter is organized as follows. Section8.2 presents the experimen-
tal methodology and the route to flutter in noisy case. Insights into the experimental
findings are obtained through numerical simulations and the details of the same are
presented in Sect. 8.3. A suite of measures that exploits the characteristic features of
intermittency and canbe used to forewarnflutter instability are introduced inSect. 8.4.
The intermittency route to flutter is examined in the light of stochastic bifurcations
and the corresponding P- and D- bifurcation behavior are presented in Sect. 8.5. The
physical mechanism for the appearance of intermittent bursts of oscillations in the
pre-flutter responses are investigated in Sect. 8.6. The key findings from this study
are summarized in Sect. 8.7.
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8.2 Experimental Methodologies and Route to Flutter

An experimental frameware that permits pitch-plunge oscillations of an airfoil is
developed and placed in a low speed wind tunnel available in the Biomimetics and
Dynamics laboratory, Department of Aerospace engineering, IITMadras. The tunnel
can be operated in both suction and blow-down mode. In the latter, the air stream is
made to approach the test section directly from the fan without passing through the
honeycomb structure (the honeycomb helps in straightening the stream). The aeroe-
lastic setup is based on the principle of a spring-cammechanism as reported inO’Neil
and Strganac (1998). However, indigenous changes to the bearing arrangements and
plunging movements are made to reduce the moving mass and consequently mini-
mize the frictional dissipations. The source of structural nonlinearity in the system
arises due to the cubic nonlinear behavior of the springs being used along the plunge
degree of freedom. A photograph and schematic of the experimental setup in the
wind tunnel is shown in Fig. 8.1. A pair of Wenglor opto NCDT type laser sensors
having a 300 mm measurement range and one micron resolution is used to acquire
the pitch (α) and plunge (y) responses.

The wind tunnel experiments are conducted by operating the wind tunnel in the
blowing conditions, and hence the flow is accompanied by irregular fluctuations
about its mean value. The mean flow speed (Um) is taken to be the control param-
eter. The experiments were initiated with Um well below the flutter speed and the
corresponding time histories of the plunge response is shown in Fig. 8.2. AtUm = 4
m/s, the response time history is observed to have low-amplitude oscillations; see
Fig. 8.2a. AsUm is increased to 6m/s, bursts of periodic oscillations amidst segments
of low-amplitude oscillations are observed; see Fig. 8.2b. This phenomenon of the
response alternating between two distinct dynamical behavior is called as intermit-
tency. On further increasingUm , the duration of periodic oscillations as well as their
amplitude were observed to increase significantly; see Fig. 8.2c. Finally, atUm = 7.2

Fig. 8.1 Developed pitch-plunge experimental setup placed in the open loop wind tunnel. To the
left the photograph of the setup is shown and its corresponding schematic is shown in the right hand
side image. Reproduced with permission from Venkatramani et al. (2016)
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Fig. 8.2 Experimentally obtained plunge responses, y(mm), of airfoil for mean flow speed a Um
= 4 m/s, b Um = 6 m/s, c Um = 6.6 m/s and d Um = 7.2 m/s. Reproduced with permission from
Venkatramani et al. (2016)

m/s, the response transitions to a fully developed LCO; see Fig. 8.2d. This intermit-
tency route to flutter is not present in aeroelastic systems in uniform flow, where the
system transitions from a fixed point to LCO via a supercritical Hopf bifurcation
without the appearance of any intermittency.

8.3 Numerical Investigation

The experimental observations are validated through numerical investigations using
a well known two degree-of-freedom pitch plungemathematical model for the aeroe-
lastic system (Fung 1955). However, some modifications are made to account for the
contribution of moving mass along the pitch and plunge modes due to the fixtures
in the experimental setup. The total mass of the system consists of three parts: m1 is
the additional mass in plunge corresponding to the moving frame, m2 is the mass of
the pitching mechanism and m3 is the mass of the airfoil; see the schematic diagram
of the airfoil presented in Fig. 8.3.

The total moving mass in plunge is my = m1 + m2 + m3 and the total moving
mass in pitch is mα = m2 + m3. The equations of motion along the plunge and the
pitch degrees of freedom are given below in nondimensional formMarsden and Price
(2007).
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Fig. 8.3 Schematic of airfoil
section model. Reproduced
with permission from
Venkatramani et al. (2016)
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Here, ε = y/b is the non-dimensional plunge displacement, b is the semichord of
the airfoil, α is the pitch angle, μ = (my/ρπb2) is the total reduced mass of the
airfoil per unit span, Iα is the moment of inertia about the elastic axis such that
Iα = mαr2αb

2, V is the nondimensional flow speed defined as V = (U/bωα), U is
the dimensional flow speed, ω denotes the ratio of plunge (ωy) to pitch (ωα) natural
frequencies, given by, ω = (ωy/ωα), τ is nondimensional time defined as τ = Ut/b,
t denotes the dimensional time, ζε and ζα are the damping ratios in plunge and pitch
respectively, βε is the nondimensional coefficient of nonlinear plunging stiffness,
ah is the nondimensional distance between elastic axis and midchord and xα is the
nondimensional distance between the center of mass and the elastic axis. Also, (′)
refers to differentiation with respect to non dimensional time τ . The termsCL(τ ) and
CM(τ ) respectively represent the aerodynamic lift and moment coefficients, and are
represented as a set of coupled second order differential equations (Lee et al. 1999)
of the following form

CL(τ ) = π(ε′′(τ ) − ahα′′(τ ) + α′(τ )) + 2π[α(0) + ε′(0) + (0.5 − ah)α′(0)]φ(τ )
+2π

∫ τ

0 φ(τ − σ)[α′(σ) + ε′′(σ) + (0.5 − ah)α′′(σ)]dσ,

(8.3)

CM(τ ) = π(0.5 + ah)[(α(0) + ε′(0) + (0.5 − ah)ε′(0))]φ(τ )
+π(0.5 + ah)

∫ τ

0 φ(τ − σ)[α′(σ) + ε′′(σ) + (0.5 − ah)α′′(σ)]dσ
+π

2 ah(ε
′′(τ ) − ahα′′(τ )) − (0.5 − ah)

π
2α′(τ ) − π

16α
′′(τ ).

(8.4)
Here, φ(τ ) is the Wagner’s function. Equations (8.3)–(8.4) represent the unsteady
aerodynamic model which takes into account the effect of a trailing wake behind the
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airfoil. A canonical model for the input flow fluctuation is assumed of the form

V (τ ) = Vm + f (τ ), (8.5)

where, f (τ ) = σVm sin(τωr (τ )), Vm is the nondimensional mean wind speed, σ is
the amplitude of the fluctuating component taken to be of O(1), ωr is the frequency
of the sinusoid, adjusted such that, ωr (τ ) = ω0 + κR(τ ), κ is a constant of O(ω0)

and R is a uniformly distributed random number in [0, 1].
The time histories of the nondimensional plunge response are obtained from

numerical integration for various values of Vm and are shown in Fig. 8.4. As expected
periodic bursts appear with an increase in Vm and is qualitatively consistent with
the observations from the wind tunnel experiments. Finally, well developed LCOs
are obtained on further increasing Vm ; see Fig. 8.4d. In the absence of input flow
fluctuations, i.e., when f (τ ) = 0, and V (τ ) ≡ Vm ≡ V , the route to flutter occurs
via a supercritical Hopf bifurcation as shown in Fig. 8.5.
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Fig. 8.4 Plunge response fromnumericalmodel; a Vm = 2.96,b Vm = 3.4, c Vm = 4.4 and dVm =
5.1. Note that these mean flow speeds in the dimensional values correspond to those presented in
Fig. 8.2. Reproduced with permission from Venkatramani et al. (2018b)

Fig. 8.5 Transformation of
the plunge response into
sustained LCOs via a
supercritical
Hopf-bifurcation as V is
varied. The onset of flutter is
at V = 5.5 and corresponds
to a dimensional value of
7.45 m/s. Reproduced with
permission from
Venkatramani et al. (2018b)
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8.4 Precursors to Aeroelastic Flutter

The intermittent oscillations that presage fully developed LCOs in aeroelastic sys-
tems is next exploited to develop precursors for predicting flutter. A suite of time
series analysis based measures are developed as potential precursors. The develop-
ment of these measures are based on (i) recurrence quantification analysis, (ii) scal-
ing structures, such as, generalised Hurst exponents, (iii) statistical entropy based
measures, such as, Approximate and Sample entropy, and (iv) complexity based
measures, such as Lempel-Ziv complexity (Yan and Gao 2007).

The underlying principle of recurrence quantification analysis, involves quantify-
ing the Euclidean distance of nearest neighbours in the phase space (Marwan et al.
2007) and developing measures based on (a) the trapping time τ0 of the trajectories
within a domain in the phase space, and (b) Shannon entropy Hs for the length of
the lines in the recurrence plots. We commence our precursor measure development
first from recurrence plots. Sample recurrence plots for a few cases of time histories
of the plunge response are shown in Fig. 8.6. Note that at Um = 4 m/s, the response
consists of a low-amplitude aperiodic fluctuations and the corresponding recurrence
plot shown in Fig. 8.6a comprises of grainy black dots spread out irregularly over
the domain. IncreasingUm to 6m/s intermittent bursts of periodic oscillations can be
noticed in the response dynamics. This leads to the recurrence plot exhibiting more
regular characteristics as seen in Fig. 8.6b. Finally atUm = 7.2 m/s, large amplitude
periodic oscillations (LCOs) are encountered. Correspondingly, one can observe the
recurrence plot to comprise of clear regular patterns of diagonal lines parallel to one
another; see Fig. 8.6c.

An alternative precursor based on the multifractality of the oscillations have been
derived. Scaling structures in a signal are indicative of the growth in fluctuations
of different amplitudes in different segments of a time signal. The presence of dif-
ferent scaling structures in a time series is an indication of a multifractal signature
(Kantelhardt et al. 2001) and is quantified using generalised Hurst exponents Hq .
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Fig. 8.6 Recurrence plots corresponding to the transformation of the response from a state of
aperiodic to LCOs via intermittency is shown. The cases correspond to mean flow speed of a Um =
4 m/s b Um = 6.6 m/s and c Um = 7.2 m/s. Reproduced with permission from Venkatramani et al.
(2018a)
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The Shannon entropy—which is a statistical measure of the disorder in a signal—
can also be used to quantify the different regimes of dynamical behavior in these
systems. Here, Shannon entropy based measures, such as the Approximate entropy
HAE and Sample entropy HSE have been used as precursor measures. Complexity
measures, such as Lempel-Ziv complexity (LZC) quantifies the rate of emergence of
new patterns in a time signal (Lempel and Ziv 1976). Note that the term of complexity
refers to the presence of unpredictable or irregular patterns in a time series. All these
measures have been shown to be useful in capturing the change in the dynamics from
an aperiodic state to a periodic one via intermittency; see Fig. 8.7. The theory and
computational details of these measures are detailed in Venkatramani et al. (2018a)
and are not repeated here.

The measures shown in Fig. 8.7 are computed using the time histories of the
response obtained from the wind tunnel experiments. It is evident that all these
measures undergo a smooth change in magnitude in the intermittency regime, and
approaches a stable value as Um is increased beyond flutter. The ability of these
measures to manifest a change in their trends well in advance, before the appearance
of LCOs, highlights that these measures can serve as robust precursors to aeroelastic
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Table 8.1 Time taken (in seconds) to compute the precursor measures

Measure τ0 Hs Hq HAE HSE LZC

Time for computation 95 95 324 218 16.9 8.5

flutter. These precursor measures are based on time series analysis of experimentally
measured data and do not require the development of an equivalent mathematical
model. Thus, these methods are more useful for online health monitoring in com-
parison to model based methods which require periodic model updating to take into
account the material degradation that invariably occur due to ageing and the conse-
quent changes in the dynamical stability boundaries.

The utility of these measures as structural health monitoring tools is investigated
based on their dependence on the length of the time signal and the computational
cost associated in estimating these measures. Estimating the precursor measures dis-
cussed in the previous section using every fourth data point from the experimentally
measured time histories of the response showed that the quantitative values and
trends get affected in measures, such as, HAE and Hq , indicating their dependence
on the data size. On the other hand, measures such as LZC and HSE showed minimal
qualitative or quantitative change. The computational time required to estimate these
measures are presented in Table8.1. It can be seen that the LZC and HSE require the
least computational time. Coupled with the fact that they do not place heavy demands
on the size of the data set, LZC and HSE were found to be most suitable for online
health monitoring strategies.

8.5 Identifying Stability Regimes Using Stochastic
Bifurcations

A bifurcation analysis of the system is carried out next to identify the dynamical
stability regimes. Since the flow is accompanied by random fluctuations, the bifur-
cation analysis of the stochastic system requires alternative tools and interpretations.
To that end, we compute the LLE and track its sign change as the mean flow speed
is varied. In the case of input fluctuations, the mathematical expression for LLE is
suitably modified and is estimated as

λmax = max

{
lim

τ → ∞E

[
1

τ
ln

||u(τ )||
||u(0)||

]}
, (8.6)

where, E[·] is the expectation operator and u(τ ) : τ ≥ 0 are the solution trajectories
of the linearized form of Eqs. (8.1)–(8.2). Figure8.8 presents the variation of the LLE
(computed from the numerical model results) with Vm (nondimensional mean flow
speed) as the bifurcation parameter. An inspection of Fig. 8.8 shows that at Vm ≈ 5.1
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Fig. 8.8 Evolution of LLE as Vm is varied. At about Vm = 5.1, a change in the sign of LLE is
observed. Reproduced with permission from Venkatramani et al. (2018b)
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Fig. 8.9 Stationary joint probability density function of plunge response and its instantaneous
derivative pε,ε̇(ε, ε̇) for Vm = a 2.96, b 3.4, c 4.4 and d 5.1. Reproduced with permission from
Venkatramani et al. (2018b)

the LLE undergoes a sign change. As the Hopf bifurcation occurred at V = 5.5 in
uniform flow conditions as shown in Fig. 8.5, it indicates that fluctuations in the flow
leads to the system losing dynamical stability at Vm lower than that in uniform flow
conditions. This finding is in-line with that presented in the aeroelastic literature
(Poirel 2001; Zhao et al. 2009).

Next, we conduct a P-bifurcation analysis, by visually inspecting topological
changes in p(ε, ε̇) as Vm is varied. Figure8.9 shows representative joint pdfs p(ε, ε̇)
at specific values of Vm . A visual inspection of pε,ε̇(ε, ε̇) show that at Vm = 2.96,
the topology represents that of a unimodal structure centered about the origin; see
Fig. 8.9a. As Vm is increased to 3.4, as shown in Fig. 8.9b, the j-pdf structure shows
that a peak at the origin continues to exists, albeit with lower strength, along with
a ring like structure appears to form around the peak at the origin. An increase in
Vm results in formation of complete crater like structure indicating fully developed
LCOs. A visual inspection of the j-pdfs reveal that with change in Vm , a topological
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change in the probability structure exist, qualitatively indicating the occurrence of a
P-bifurcation.

An inspection ofD- and P-bifurcation regimes clearly reveal that they do not occur
simultaneously. This is not surprising as these are differentmeasures.Moreover, iden-
tification of the P-bifurcation boundaries are essentially based on visual inspection
and is therefore qualitative. In this study, the P-bifurcation regime is quantified using
a newly developed quantitative measure (Kumar et al. 2016). This involves defining
an envelope process A, defined as A = √

(ε2 + ε̇2). A essentially quantifies the vol-
ume of the attractors in the state space. The probability distribution function FA(a)
can be evaluated numerically from the joint pdf as

FA(a) =
∫ ∫

√
(ε2+ε̇2)≤a

pε,ε̇(ε, ε̇)dεdε̇. (8.7)

A numerical differentiation of FA(a) yields the corresponding marginal pdf pA(a).
Figure8.10 shows the corresponding 1-D pdfs. A simple quantitative measure that
captures the qualitative changes occurring in the pdf structure of pA(a) is the Shannon
entropy measure defined as Shannon (2001)

H(x, t) = −
∫ ∞

−∞
p(x, t) logb p(x, t)dx (8.8)

Figure8.11 shows the computed Shannon entropy for pA(a) as a function of Vm .
Kumar et al. (2016) suggested that the crossing of the Shannon entropy H(a), across
the zero level frombelow can be identified as the onset of P-bifurcation and a crossing
of the zero level from above as the completion of P-bifurcation. However, the choice
of the datum level is arbitrary. Instead a new datum level is selected here based on the
entropymeasure prior to the onset of intermittency. An inspection of Fig. 8.11 reveals
that H(a) is almost identical for the first two data points. The corresponding entropy
value is thus considered to be the datum (shown as a dashed line in Fig. 8.11). It can
be observed from Fig. 8.11 that this leads to identifying the onset of P-bifurcation
to be at Vm ≈ 2.8 and is completed at Vm ≈ 4.8. These values closely resemble the
onset of intermittency and the onset of fully developed LCOs observed from the time
histories of the response.

8.6 Physical Mechanism of Intermittency

The physical mechanisms that lead to intermittent oscillations in the presence of
fluctuating flows is investigated next. Preliminary investigations reveal that the time
scales of the fluctuations play an important role in the appearance of intermittency.
To investigate the role of time scales of the fluctuations, two qualitatively different
input fluctuating flow models are considered (a) flows that involve long time scales
having a large correlation length and (b) rapidly fluctuating flows whose correlation
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Fig. 8.10 Probability
density function pA(a) for a
Vm = 2.96, b Vm = 3.4, c Vm
= 4.4 and d Vm = 5.1.
Reproduced with permission
from Venkatramani et al.
(2018b)
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Fig. 8.12 “On-off” intermittency encountered at a Vm = 2.96, b zoomed view of a, c Vm = 4.4
and (d) Vm = 5.1. The flows possess long time scale fluctuations. Reproduced with permission
from Venkatramani et al. (2017b)

length appears as a Dirac-delta function in comparison to the time scales of the
system response. Defining the system time scale τsys as the reciprocal of the flutter
frequency, fluctuations are defined to be of long time scales if τc 
 τsys and when
τc � τsys , the fluctuations are said to possess short time scale fluctuations.

As a first step, the flow is assumed to fluctuate with long time scales and is
provided as input to Eqs. (8.1)–(8.2). A typical response time history for Vm = 2.96
is shown in Fig. 8.12a. In Fig. 8.12b an enlarged section of the same is shown for
clearer visualization. The time history of the response is observed to consist of well
defined states of “rest” interspersed by segments of amplitudemodulated oscillations.
A zoomed view of the “off” state as shown in inset in Fig. 8.12b reveals fluctuations
of O(10−7) even in the “off” state. However, for all intents and purposes, these
fluctuations are small enough to be negligible. Note that these intermittency behavior
is qualitatively different from those observed from the wind tunnel experiments
(Fig. 8.2). This dynamical behavior conforms to the “on-off” type intermittency (Platt
et al. 1993).

On the other hand, use of short time scale flow fluctuations, result in the time
histories as shown in Fig. 8.13. It is obvious that the intermittent time history looks
qualitatively close to the experimental observations but very different from the “on-
off” intermittency shown in Fig. 8.12a. The response comprises of periodic bursts
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The corresponding input flow possesses short time scale fluctuations. Reproduced with permission
from Venkatramani et al. (2017b)

of relatively high amplitude modulated oscillations and low amplitude aperiodic
oscillations occurring irregularly. A zoomed response of Fig. 8.13a is shown in
Fig. 8.13b. A comparison of the response behavior shown in Figs. 8.12 and 8.13
indicates that though intermittency can occur in the presence of fluctuating flows,
their qualitative characteristics depend on the time scales of the fluctuations. In this
study, this switching between two qualitatively different and irregularly occurring
responsewindows as observed in Fig. 8.13 is referred to as “burst” type intermittency,
in order to distinguish the behavior from the “on-off” type intermittency observed
in Fig. 8.12.

The mechanism of “on-off” intermittency can be explained using the dynamical
systems theory (Platt et al. 1993). When the flow V (τ ) stays over the critical speed
Vcr for sufficient durations, the system displays an oscillatory behavior or the “on”
state. Similarly, when V (τ ) < Vcr for sufficiently large time windows, a damped
response or “off” state is observed in the system. Repetition of this process over time
yields an “on-off” type intermittent behavior (Platt et al. 1993). An illustration of
the mechanism of “on-off” intermittency, a zoomed section of the “on-off” states
along with the corresponding input flow fluctuation is shown in Fig. 8.14. Here, the
time segments for which the instantaneous flow velocity exceeds the critical value
(V (τ ) > Vcr ) is denoted as τ i

u , where i indicates the i
th suchwindow in a time history.

Likewise, the time segments corresponding to V (τ ) < Vcr is represented as τ
j
l . From

Fig. 8.14, one observes that when the stay of V (τ ) over Vcr is for sufficiently large
durations (τ i

1), a corresponding increase in the amplitude of the response is noticed.
Note that a time lag between the commencement of τ i

1 and the manifestation of a
fully “on” state can be observed as well. Similar observations can be made on the
stay of V (τ ) below Vcr for the decay of the response. This substantiates the notion
that the stay of V (τ ) over and below Vcr for sufficient durations can give rise to
an “on-off” type intermittency. For the appearance of the “burst” type intermittency
(under short time scale flows) is not trivial to present mechanisms as it was in the case
of an “on-off” type intermittency. Owing to the rapid input flow fluctuations, it is
unlikely that the systemdynamics stays above or below the critical value for durations
considerable enough for the system time scales to become predominant. As per this
argument, the aeroelastic response should notmanifest intermittent oscillations at all.
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Venkatramani et al. (2017b)

Therefore, it likely that an ancillarymechanism that slows down the input fluctuations
to result in intermittency must exist. It is possible that the wake model (present in
Eqs. 8.3 and 8.4) is a potential candidate for ensuring the same. To investigate the
role of the unsteady wake, a quasi-steady aerodynamics model that ignores the wake
effect is considered. It is observed that the long time scale flow fluctuations are
still able to generate “on-off” type intermittency behavior. However, the short time
scale case does not manifest the same “burst” type intermittency. This supports the
conjecture that the unsteady wake does play a key role in developing intermittency
in the aeroelastic system; see Fig. 8.15. More details on these investigations can be
found in Venkatramani et al. (2017b).

Next, we resort to investigating the time frequency content the observed inter-
mittent signals. To that end, a continuous wavelet transform for both “on-off” and
“burst” type intermittency is carried out and the obtained scalograms are presented
in Figs. 8.16 and 8.17 respectively. From the scalogram in Fig. 8.16, one can observe
that the “on” regime exhibits oscillations with nondimensional frequency of about
0.03. Note that as shown in the inset these oscillations are periodic. The oscillations
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Fig. 8.16 Time-frequency content for “on-off” intermittency at Vm = 4.4. Reproduced with per-
mission from Venkatramani et al. (2017b)
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Fig. 8.17 Time-frequency content for “burst” type intermittency at Vm = 2.96. Reproduced with
permission from Venkatramani et al. (2017b)

corresponding to the “off” regime, (as can be seen in Fig. 8.12b) are ofO(10−7) and
are hence negligible and therefore not visible in the scalogram.

Visually inspecting Fig. 8.17, one observes that during the “burst” type intermit-
tency, oscillations in the aperiodic regimes exists. For clearer visualization, inset
images are shown. From the same, it is obvious that the burst regime possesses
oscillations with relatively larger amplitude and with a nondimensional frequency of
about 0.03 along with some smaller frequencies. Typically, the smaller frequencies
can arise from variations in the time histories of the responses. On the other hand, one
can observe from the inset that during the aperiodic regime, different scales co-exist
and that these regimes are defined through a broad band of frequencies with lower
relative strength—with the broadband nature arising due to the aperiodicity.
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8.7 Summary and Concluding Remarks

This study focused on characterizing intermittency observed in the response of
nonlinear pitch plunge aeroelastic system in the presence of input fluctuating flows.
Wind tunnel experiments conducted on a NACA 0012 profile under input flow fluc-
tuations showed that the onset of sustained LCOs is presaged by an intermediate
regime of oscillations called intermittency. It was observed that the regime of inter-
mittency possessed an irregular switching between low-amplitude aperiodic oscilla-
tions and large amplitude periodic burst oscillations. Increasing the mean flow speed
systematically resulted in a frequent appearance of the periodic bursts with larger
amplitude. Further increase in the mean flow speed led to the development of large
amplitude periodic oscillations marking the onset of flutter. Probing into the under-
lying dynamical structure of intermittency showed that scales of different order are
present indicating a multifractal signature. The extent of multifractality diminished
as the mean flow speed approaches the flutter boundary. At the onset of LCOs, it
was observed that there is a total collapse of the multifractal signature, indicating the
emergence of a predominant scale.

Exploiting the characteristic features of intermittency, a suite of model free mea-
sures to forewarn aeroelastic flutter were developed. The recurring nature of burst
oscillations were utilized to provide early warning signals to an impending flutter
using recurrence quantification analysis. The gradual decay of extent of multifractal-
ity was quantified using representative measures such as Hurst exponents. The Hurst
exponent measure was demonstrated to successfully warn flutter well in advance,
from the regime of intermittency itself. Entropy based measures such as approximate
entropy and sample entropy and complexity basedmeasure such as Lempel-Ziv com-
plexity were also developed to forewarn flutter by utilizing the characteristic features
of intermittency. It was shown that each of these measures can successfully forewarn
an impending flutter well before its onset. Investigations were carried out to draw the
relative merits of the proposed precursor measures. It was found that the Lempel-Ziv
complexity measure is more practically viable for the purpose of on-line health mon-
itoring of aeroelastic structures. A corresponding numerical investigation revealed
that in the absence of flow fluctuations, the aeroelastic response transforms itself into
sustained LCOs via a supercritical Hopf bifurcation. However, the presence of noisy
input flow fluctuations, modelled using a canonical representation, results in the for-
mation of intermittency in the pre-flutter responses. The numerically obtained time
responses also displayed a qualitatively similar multifractal behavior that collapsed
as LCOs were set in the aeroelastic system.

A stochastic bifurcation analysis in terms of P- and D- bifurcations were carried
out. D-bifurcation involved identifying stability regimes based on the sign change in
LLE. It was found that LLE of the noisy system underwent a change in sign earlier
in comparison to its deterministic counterpart. This implies that the input flow fluc-
tuations can influence the stability regimes. P-bifurcation analysis was carried out
by visually inspecting the topological changes in the joint-pdf of the state variables.
Since this analysis is qualitative, identifying stability regimes based on P-bifurcation
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analysis becomes a difficult task. A quantitative measure based on Shannon entropy
was used to estimate the boundaries of P-bifurcation. It was observed that the bound-
aries of P-bifurcation coincided with the flow regimes in which intermittency was
observed in the aeroelastic response.

To gain insights into the physical mechanisms of intermittency in aeroelastic
responses, the role of time scales in the input flow fluctuations were investigated.
Two isolated cases of flow fluctuations were considered, namely, one involving very
long time scales and another involving extremely short time scales as input to the
aeroelastic system. It was found that flows with predominantly long time scales gave
rise to “on-off” type intermittency in the aeroelastic responses. These responses
were characterized by the sporadic appearance of large amplitude periodic oscilla-
tions interspersed amidst states of rest. On the other hand, the short time scale input
fluctuations gave rise to a qualitatively different intermittency (“burst” type intermit-
tency) characterized by switching of response dynamics between periodic “bursts”
and aperiodic fluctuations. It was shown that manifestation of “on-off” intermit-
tency is due to the traverse of the response over and below the critical speed for
sufficient durations. However, the mechanism for the “burst” type intermittency was
found to require an ancillary mechanism that slows down the effect of rapid input
fluctuations and result in the appearance of intermittency. An investigation into the
aerodynamic forces suggested that the unsteadywake effects could provide the neces-
sary slow down effects in the case of short time scale input fluctuations. Suppressing
the unsteady wake effects using a quasi-steady aerodynamic model and using short
time scale fluctuations resulted in the absence of intermittency confirming the key
role played by unsteady wake effects in the manifestation of intermittency. A set of
measures were used to provide a quantitative distinction to the qualitatively different
intermittency, namely, measures from recurrence plots, fractional occupation time
and time-frequency representation using wavelets. These measures provided quanti-
tative evidence that during “on-off” intermittency, a periodic “on” state and a region
of rest state (“off”) exists and during “burst” intermittency, an irregular switch over
between the periodic bursts and aperiodic oscillations occur.

Disclaimer The figures and tables used in this chapter are reproduced with permission from
Venkatramani et al. (2016, 2017a, b, 2018a, b). Excerpts from parts of Venkatramani et al. (2017b,
2018a, b) are also re-used here with appropriate permissions.
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Chapter 9
Nonlinear Dynamics of Circular
Cylinders Undergoing Vortex Induced
Vibrations in Presence of Stochastic Noise

M. S. Aswathy and Sunetra Sarkar

Abstract Vortex induced vibrations (VIV) is a widely explored fluid-structure inter-
action problem with immense applications ranging from heat exchanger tube arrays,
power transmission lines to offshore structures. VIV of circular cylinders stands as
one of the classical problems in this area, wherein the cylinder undergoes high ampli-
tude vibrations due to the ‘lock-in’ phenomenon. The dynamics of the structure and
flow field are well studied in the literature for a varied range of flow and structural
parameters. However, real-life situations can be characterized by the presence of
‘noise’, which are fluctuations or uncertainties associated with the incoming flow
or geometrical parameters of the system. The dynamical characteristics of the VIV
system in the presence of such stochastic fluctuations are a relatively lesser-explored
domain of research and not much documentation on this subject is available. In this
chapter, we aim to present a comprehensive review of stochastic dynamics of VIV
systems, especially we will highlight the presence of novel dynamical states and its
implication on the coupled systembehaviour that have been reported recently by us. It
is known from experimental studies that free-stream noise can increase the response
amplitudes of the structure and thus acts as a source of negative aerodynamic damp-
ing. Analytical works whichmodel turbulence in experiments as stochastic processes
use asymptotic expressions of Lyapunov exponents to determine the stability bound-
aries of VIV systems. Studies based onmathematical models investigating stochastic
dynamics have modelled noise as additive and parametric, in the equations govern-
ing the VIV system. The current chapter mainly reviews the literature on stochastic
VIV studies based on mathematical models that include wake oscillator models, sin-
gle degree of freedom and force decomposition models, from a nonlinear dynamics
perspective. Brief reviews on previous numerical studies using uncertainty quantifi-
cation techniques in high fidelity solvers and key experimental results emphasizing
the role of free-stream noise are also presented.
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9.1 Introduction

Vortex induced vibrations of a circular cylinder is an extensively studied fluid-
structure interaction problem. The schematic of such a VIV system, where a circular
cylinder of mass m, damping c and stifness k undergoing transverse vibrations y(t),
where t is the time, is shown in Fig. 9.1 (Aswathy and Sarkar 2018). Firstly, we
discuss the dynamics of circular cylinders undergoing vortex induced vibrations in a
deterministic environment. Extensive reviews on this topic, covering experimental,
mathematical and numerical studies are already available in the literature. Usually,
the vortex shedding frequency of the fixed cylinder is based on its Strouhal num-
ber, as St = fvD

U , where fv is the vortex shedding frequency of the fixed cylinder,
D is its diameter, U is the incoming flow velocity. The Strouhal number is found
to be constant with a value of 0.2, for the subcritical range of Reynolds number
(300 − 2 × 105) (Gabbai and Benaroya 2005). In the case of a cylinder allowed to
vibrate freely, an important phenomenon called synchronisation or lock-in occurs. In
the non-synchronised regimes, the vortex shedding frequency follows the Strouhal
relation mentioned above. However, for a range of velocities where the value of fv
gets closer to the natural frequency of the cylinder ( fn), the Strouhal relationship is
no longer followed. During this range, the vortex shedding frequency gets locked
onto fn and hence the name ‘lock-in’ for this regime. Lock-in is a well studied phe-
nomenon in VIV mainly because of the high amplitude oscillation exhibited by the
cylinder in this regimethe and its identification and prediction is considered important
in design and implementation of VIV systems. It has been observed that the transition
from the low amplitude to a high amplitude oscillation regime can be characterised
by hysteresis (Sarpkaya 2003). A typical response bifurcation diagram for a freely
vibrating circular cylinder is described by Feng (1968). As the velocity is increased,
the low amplitude region transits into a high amplitude regime, again transiting back
to low amplitude regime. Hysteresis region can be observed for a range of reduced
velocities. Also seen is the frequency of vibration and the vortex shedding frequency
being aligned with the natural frequency of cylinder during lock-in. Additionally,
it is reported that there is a phase lag between the cylinder displacement and fluid
forces as the jumps occur. There are numerous factors which the vibration of the
cylinder is dependent upon such as the Reynolds number(Re), structural damping,
added mass effect etc. In experimental studies, one such important parameter which
is known to produce two types of response bifurcation diagrams, is the mass-ratio,
m∗ defined as 4m/πρD2L , where m is the mass of the cylinder, ρ is the density
of the fluid and L is its spanwise length. Khalak and Williamson (1996) have done
experiments with a cylinder of lowmass ratio and low damping ratio ζ . Them∗ value
used was 2.4 and the combined mass-damping parameter m∗ζ used was 0.13. The
response amplitude plotted versus the reduced velocity is shown in Fig. 9.2 by the �
symbol. The response is characterised by three different branches, the initial branch,
the upper branch (high amplitude branch) and the lower branch (moderate ampli-
tude branch). Hysterisis is reported between the transition from the lower branch to
upper branch. The classical experiments by Feng (1968) are performed for a high
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mass ratio m∗ = 248 and high mass-damping parameter m∗ζ = 0.36 (Feng 1968)
and shows different types of response bifurcation diagram as in Fig. 9.2 with � sym-
bols. As mentioned previously, unlike the previous case, they are characterised by
just two branches of response, an initial branch and a lower branch, between which a
hysteritic transition is known to happen. Also, as seen from the figure, the amplitude
of response has decreased substantially in this case. Lower values of the mass ratio
are associated with larger amplitude of vibration and larger regime of lock-in. In
terms of the flow dynamics, each of these jumps or transition to another branch is
associated with a change in the vortex shedding mode/pattern. Since we focus on dis-
cussing mainly the structural dynamics in this chapter, further discussions on these
vortex shedding modes shall not be made here and the readers are referred to Khalak
and Williamson (1999). The above-mentioned studies were done at high Reynolds
number range (5000 < Re < 16000). The experimental studies of low Reynolds
number VIV in the laminar vortex shedding regimes are relatively less compared
to studies at high Reynolds number flows. Anagnostopoulos and Bearman (1992)
have performed experiments for VIV systems with Re between 90 and 150. They
report that the maximum amplitude occurs in the middle of the locked-in region and
the frequency of oscillation is slightly higher than the cylinder’s natural frequency
during lock-in. Later, wake oscillator models became popular owing to their capacity
in predicting the response amplitudes, range of lock-in and various other qualitative
features of the VIV system effectively. In these models, the cylinder motion is made
to interact with a self-excited, self-limited oscillator, called as the wake oscillator.
Thewake oscillatormodels are generally developed, assuming two-dimensional flow
around the cylinder and do not give much information on the flow dynamics. The
most popular among the wake oscillator models is that based on Bishop and Has-
san’s (1964) where the vortex shedding around the cylinder is represented through
a Van der Pol equation. Later Hartlen and Curie (1970) gave a modification to this
model bymodelling the forcing term in the flow equation which couples the structure
and flow dynamics, as a term dependent on cylinder velocity. Several modifications
discussing the choice of coupling terms, empirical parameters etc. came about later,
many of them being able to predict different features of VIV (Ng et al. 2001; Griffin
et al. 1973; Iwan and Blevins 1974). It should be noted that some of them even pro-
duced contradictory results. For example, the experimental results of Feng (1968)
show that the cylinder’s vibration frequency outside lock-in is its natural frequency,
but the models by Hartlen and Curie (1970) and Skop and griffin (1973) don’t predict
so. Apart from wake oscillator models, another class of semi-empirical model used
to study VIV dynamics is the single degree of freedom oscillator model, where a
single ordinary differential equation is used to describe the structural oscillator. The
general form given by Goswami et al. (1993) is:

m(ẍ + 2ζωn ẋ + ω2
n) = F(x, ẋ, ẍ, ωs t) (9.1)

Here, overdots represent differentiation with respect to time. Also, m is the mass of
the cylinder, x is the transverse displacement, ωs is the vortex shedding frequency, F
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Fig. 9.1 Schematic of a circular cylinder undergoing vortex induced vibrations. Reproduced with
permission from Aswathy and Sarkar (2018)

Fig. 9.2 Maximum amplitude of response for m∗ = 2.4(�) and m∗ = 248(�). Reproduced with
permission from Gabbai and Benaroya (2005)

is the aeroelastic forcing term incorporating the wake dynamics and the appropriate
modelling of this is significant in capturing the correct dynamics.

Force decomposition models are another class of semi-empirical models, where,
the lift force acting on the cylinder is represented as a combination of components
arising from two different mechanisms. Sarpkaya (1978), in his force decomposition
model, represented the lift force as a sum of those arising from the fluid inertia
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(as a function of cylinder displacement) and fluid damping (a function of cylinder
displacement) and later through a parametric study, confirmed that themass-damping
parameter is crucial in determining the maximum response amplitudes. Griffin and
Koopman (1977) modelled the fluid force as the sum of an excitation part and a
reaction part. The latter incorporates all the forces related to the movement of the
cylinder. Force decomposition models were even applied in the case of two degree
of freedommodels where Euler Bernoulli equations were used to model the cylinder
vibration (Wang et al. 2003). The two degree of freedom models have been useful in
proving that streamwise oscillations have a prominent effect on transverse vibrations
and the overall dynamics (Zhou et al. 1999).

Numerical studies using Navier Stokes solver to solve the flow equations are also
important to substantiate and extend the results fromexperiments and lowordermeth-
ods. Numerical studies for VIV of cylinders have been done using Direct Numerical
Simulation based on spectral element methods, finite element methods, finite volume
methods, vortex cell methods etc. Themodelling of the cylinder vibration, modelling
the flow field, coupling the flow and structure and data analysis are major issues to be
dealt with here (2005). Most of the numerical studies in low Re range (Leontini et al.
2006; Blackburn and Henderson 1996; Prasanth and Mittal 2008) also report three
regions of dynamics as the reduced velocity is increased: a low amplitude region
characterised by the vortex shedding frequency, which transits into a high amplitude
region characterised by the structural frequency again transiting into a low ampli-
tude region. It is also reported in these studies that the amplitude difference between
the low and high amplitude regions are not considerably huge compared to the high
Reynolds number cases. The flow patterns along all these branches are reported to
be pre-dominantly in 2S mode (Leontini et al. 2006). Depending on the blockage
ratio, the high amplitude region can be characterised by C(2S) pattern also, where
the single vortices coalesce farther downstream (Prasanth and Mittal 2008). Based
on such modes of vortex shedding, the response during the transition between the
low and high amplitude branch is reported to be having hysteresis or intermittent
responses (Leontini et al. 2006; Prasanth and Mittal 2008).

In the next section, we will discuss the influence of noise on the dynamics of VIV
systems. The report is organised as follows: Sect. 9.2 discusses the experimental,
semi-empirical and numerical studies discussing the effect of noise onVIVdynamics.
In Sect. 9.3, the overall conclusions are drawn and summarised.

9.2 Dynamics of Vortex-Induced Vibrations of Circular
Cylinders in the Presence of Noise

A general review of the structural dynamics of VIV systems was discussed in the
previous section. In this section, we discuss significant works in literature where
the effect of stochasticity or noise has been presented. Noise is defined as any type
of uncertainty associated with the system parameters, primarily reflected as random
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temporal fluctuations of the concerned systemparameter. This can also be the inherent
fluctuations associated with the local flow field or the fluctuations associated with the
external environment (Horsthemke and Lefever 1984). In nonlinear systems, noise
brings in substantial qualitative and quantitative dynamical changes. For example,
in many physical, chemical and biological systems, the presence of noise is known
to change the onset of bifurcation (Crauel and Flandoli 1998; Crauel and Gundlach
1999), stabilise the system (Ariaratnam 1996) and change the probability extremes,
which leads to triggering new dynamical states (Horsthemke and Lefever 1984). In
systems with electrohydrodynamic instabilities (Brand et al. 1985), noise is reported
to delay the transition to turbulence, which they define as a loss of coherence in
space and time (Brand et al. 1985). The frequency characteristics of the dynamical
system can also be altered by noise as in the studies by Arecchi et al. (1985), where
noise manifests as a low-frequency component in the output. Numerous studies have
also discussed the qualitative changes in the output behaviour through the so-called
stochastic bifurcations (Xu et al. 2011; Zakharova et al. 2010). The effect of noise
on the dynamical stability of the responses is investigated in coupled systems such
as aeroelastic systems (Poirel and Price 2001, 2007; Zhao et al. 2009; Venkatramani
et al. 2016). It is clear that noise has a prominent effect on any kind of nonlinear
dynamical systems. In this context, we do a review of experimental, mathematical
and numerical works which have investigated the effect of noise/gust on the vortex-
induced vibrations of circular cylinders. More emphasis is given to the works based
on semi-empirical methods.

9.2.1 Experiments

In this section, we review in detail the experimental studies reporting the influence
of gust/noise on VIV systems. In this review, the results are discussed mainly for the
structural responses of the system.

Although there is a large number of experimental studies investigating VIV
dynamics, those studying the effect of gust are relatively rare. Due to the same
reason, the few existing numbers of experiments studying the effect of noise prove
to be detrimental for comparison with numerical and analytical models. One such
experimental work which we identify as important by So et al. (2008). They have
performed experiments on a circular cylinder undergoing cross flow oscillations in
the Re range of 5 × 103 to 4 × 104 and analysed the amplitude responses and the
frequency spectra. Noise in this context refers to homogeneous, isotropic turbulence
in the flow velocity generated using a turbulence grid. The authors mention that the
power spectral density of the turbulent flow reveals a low frequency, wide banded
random process, thus signifying the fact this is a signal which can be defined in a
statistical sense.

The main effect of noise on the system is reported to be in the cylinder’s vibration
amplitudes, which is reported to increase almost four times than that of the cylinder’s
amplitude in uniform flow. This is explained based on an energy analysis, where they
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Fig. 9.3 Ratio of energy
increment in the cylinder due
to noise, Uro represents the
reduced velocity.
Reproduced with permission
from So et al. (2008)

calculate the energy increments in the pre-lock-in, lock-in and post-lock-in regimes.
The total energy increment rE of the system is defined as

rE =
∫ fmax

0 St ( f )d f − ∫ fmax

0 Su( f )d f
∫ fmax

0 Su( f )d f
(9.2)

Here, f represents frequency and fmax is the upper-frequency limit for integration
and is decided based on the sampling frequency of the experiment. Su( f ) and St ( f )
represent the power spectral density functions for the uniform and noisy cases at the
sameU . Figure9.3 shows the ratio of energy increment of the cylinder due to noise as
a function of reduced velocity. As is evident from the figure, free-stream noise feeds
energy into the fluid-cylinder system approximately by a factor of 12. This increment
is maximum during lock-in. The vibration data of the pre and the regimes are also
subject to this energy increments with frequency contributions coming from the
vortex shedding forces and fluid-damping forces. In this particular range of Reynolds
number, the authors report the post-lock-in regimes to have a higher contribution from
a negative fluid-damping force in the presence of free-stream noise. In other words,
noise enhances a negative fluid-damping in the fluid cylinder system,which increases
vibration amplitude of the cylinder in the post-lock-in regime. However, the overall
system dynamics remain stable, as seen from the phase plots (not shown here) where
the cylinder experiences limit-cycle oscillations. In summary, this work concludes
that free-stream noise doesn’t have much effect on the lock-in range and frequency
of the body; however the amplitudes of the structural response and the power of the
frequency components are significantly affected by it.
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9.2.2 Semi-empirical Models

The semi-empiricalmodels in the literature are generally classified into three (Gabbai
and Benaroya 2005), namely the wake oscillator models, single degree of freedom
models and force decomposition models. As discussed previously, wake oscillator
models are coupled models where there will be separate equations for both wake and
structure and these equations will be coupled. In single degree of freedom models,
there will be a single equation describing the motion of the structure and the right-
hand side representing the forcing from the aeroelastic terms. In the force decom-
position models, the forces on the structure are classified into various components
occurring due to various mechanisms. In this section, we review these categories of
work which have incorporated stochastic modelling.

9.2.2.1 Wake-Oscillator Models

Krenk and Nielsen (1997) investigated the stochastic response based on a double
oscillator model (Krenk and Nielsen 1999). Noise has been modelled as a random
process R in the non-dimensional set of equations. It is modelled as a stationary
random process whose covariance is defined by an Ornstein-Uhlenbeck process as

KRR(τ ) = σR
2exp(−|τ |/τc) (9.3)

Here, σR is the standard deviation and τc is the correlation time scale. The noise
intensity is defined as σR/2. The process R(t) is simulated from an Ito differential
equation,

dR(t) = −1

τc
R(t) dt +

√
2

τc
σR dW (t) (9.4)

where W (t) signifies a Wiener process. The governing equations along with Eq.9.4
are integrated using fourth order Runge-Kutta method. In this work, the authors
discuss the response characteristics for two different noise intensities, low noise
intensity and high noise intensity. The probability density functions of the response
at various frequency ratios (ωs/ω0) corresponding to various mean speeds are plotted
and discussed by the authors for two different noise intensity cases. From their
discussions, it is seen that the pdfs show a bimodal behaviour and the response
shows two harmonic responses near the lock-in regime. This behaviour is similar to
the deterministic behaviour and hence, the authors conclude that low noise intensity
does not havemuch effect on the response.On the other hand,when the noise intensity
becomes high, all the responses are characterised by unimodal pdf Also, the upper
lock-in branches destabilise and the responses turn into narrow banded stochastic
responses in this case.
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One of the very recent works which reported the effects of noise in VIV systems
is the study by Aswathy et al. (2018, 2019). In this work, the authors have simulated
the time histories of the structural responses during different regimes such as pre
lock-in, lock-in and post lock-in and given exclusive focus on understanding the
dynamical characteristics of the system. This is one among the few works where the
dynamics is investigated based on bifurcation analysis of the system and the time
series analysis of the responses, along with examining the frequency spectrum. The
details are as follows.

The deterministic wake oscillator model used is based on the model by Fachinetti
et al. (2004) with an additional cubic term in the structural response (Srinil and
Zanganeh 2012). The structural and wake equation are as follows:

ÿ +
(
2ζ + γ × St ×Ur (t)

μ

)
ẏ + y + αy3 = MSt2Ur (t)

2q. (9.5)

q̈ + εStUr (t)(q
2 − 1)q̇ + St2Ur (t)

2q = Aÿ (9.6)

where y is the non-dimensional transverse displacement and the overdot denotes
differentiation with respect to non-dimensional time t . Stochastic free-stream Ur (t)
is also known as the reduced velocity and the deterministic component of Ur (t) is
varied as the bifurcation parameter in this study. St is the Strouhal number taken
as 0.2. Also, γ is the stall parameter assumed to be 0.8 and α is the nonlinear
stiffness coefficient taken as 0.7. All the above parameter values have been chosen
as per (Facchinetti et al. 2004; Srinil and Zanganeh 2012). Further, μ is called the
dimensionless mass ratio taken asμ = 195.56, alsoμζ = 0.01. The variable q at the
right hand side of Eq.9.5 is called the non-dimensional wake variable; coefficient of

coupling M is represented as M = Cl0
16π2St2μ

, where Cl0 is the lift coefficient of a

stationary cylinder and taken as 0.3 (Facchinetti et al. 2004). ε and A are empirical
constants and are taken as 0.3 and 12, respectively (Facchinetti et al. 2004). In the
acceleration coupling model of Facchinetti et al. (2004), structural response y and
wake output q are considered to have a phase difference, but a common angular
frequency as any coupled dynamical system should demonstrate.

Noise is incorporated in this model through reduced velocity as Ur (t) = Urm +
σu′(t), where σ is the noise intensity, Urm is the deterministic component and u′ is
the stochastic component of the wind. The process u′(t) is defined as a second order
stationary random process which is uniformly distributed with its limits between 0
and 1. The noise process, which has been generated using Nataf’s transformation, is
assumed to have an exponential correlation function of the form exp(−βτ 2). This
chosen form ensures that the process is mean square differentiable and the process
has a finite correlation time, which leads the authors in using the standard Runge
Kutta algorithm for integrating the governing equations.

The deterministic time series and spectrum analysis show that the structural
responses are single frequency responses with the frequency of oscillation being
the structural natural frequency outside lock-in and vortex shedding frequency dur-
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Fig. 9.4 Time histories for σ= 0.1 at Urm values of a 4.6 (before lock-in) b 5 (lock-in) c 5.4
(immediately after lock-in). Reproduced with permission from Aswathy and Sarkar (2019)

ing lock-in. The authors analyse the responses for two different noise intensities
(σ = 0.1 and σ = 1) and investigate how noise can change the spectrum of the sys-
tem. Firstly, for a low noise intensity case (σ = 0.1), they find that noise excites the
structural natural frequency ( fn) in addition to the shedding frequency ( fv) in the non
lock-in regimes as shown in Figs. 9.4 and 9.5. This results in the periodic responses
in the non lock-in regimes of deterministic case, showing dynamic characteristics
of a quasi-periodic like behaviour outside lock-in. These are shown by time series
analysis of the responses, wherein the non lock-in responses show a torroidal like
structure outside lock-in and closed loops during lock-in(not shown here). Recur-
rence plots of the responses (shown in Fig. 9.6) show broken parallel diagonal lines
in the pre and post lock-in regimes and parallel diagnol lines during lock-in.

When the noise intensity becomes high (σ = 1), the dynamical characteristics
of the response change considerably. First of all, the change is reflected in the time
histories and frequency characteristics (Figs. 9.7, 9.8). The frequency spectrum is
still composed of two frequencies but the relative dominance of the two changes.
That is, the structural frequency is stronger than the vortex shedding frequency at
low values of reduced velocity, atUrm = 3. As the bifurcation parameter is increased
and lock-in is approached, atUrm = 4.1, a new dynamical state is observed wherein
the response shows a tendency to shuttle between the non lock-in and lock-in states.
This transition state, named as Noise Induced Intermittency (NII) is solely induced
due to the presence of noise and has been highlighted due to its scope of being
precursors to the impending instability in flutter systems as well (Venkatramani et al.
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Fig. 9.5 Frequency spectra for σ= 0.1 for Urm value of a 4.6 (before lock-in) b 5 (lock-in) c 5.4
(immediately after lock-in). Reproduced with permission from Aswathy and Sarkar (2019)
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Fig. 9.6 Recurrence plots for σ = 0.1 at Urm values of a 4.6 (before lock-in) b 5 (lock-in) c 5.4
(immediately after lock-in). Reproduced with permission from Aswathy and Sarkar (2019)

2016). During lock-in (Urm = 4.6), the response still resembles the deterministic
behaviour. Again, post lock-in, the intermittent response is followed (Urm = 5) by a
response similar to the low intensity case, atUrm = 10. These dynamics are reflected
in the recurrence plots also Fig. 9.9, which show windows of black and white dots
at Urm = 4.1, which becomes prominent at Urm = 4.6, signifying the fact that the
amplitude shuttles above and below the threshold intermittently. Further, the RP
at lock-in is characterised by parallel diagnol lines (Urm = 4.6). Post lock-in, RPs
with characteristics of intermittency is seen again (Urm = 5). Further at Urm = 10,
quasiperiodic-like dynamics is revealed in the RPs. In summary, the paper discusses
the role of noise in introducing new dynamical states and altering the frequency
characteristics of the stochastic VIV system. The presence of additional system
frequencies and an enhancement in their strengths due to the presence of noise
is also reported by previous literature, as in the experiments by So et al. (2008).
The discussions of So et al. (2008) and Aswathy and Sarkar (2019) regarding
frequencies also show that noise canbring in anegative aerodynamicdamping and can
hence excite the structural frequency component also. The qualitative differences in
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Fig. 9.7 Time histories for σ = 1 atUrm values of a 3 (pre lock-in) b 4.1 (immediately before lock-
in) c 4.6 (lock -in) d 5 (immediately after lock-in) e 6 (post lock-in) f 10 (post lock-in). Reproduced
with permission from Aswathy and Sarkar (2019)

Fig. 9.8 Frequency spectra for σ= 1 for Urm value of a 3 (pre lock-in) b 4.1 (immediately before
lock-in) c 4.6 (lock-in) d 5 (immediately after lock-in) e 6 (post lock-in) f 10 (post lock-in).
Reproduced with permission from Aswathy and Sarkar (2019)

dynamics are also analysed by means of the joint probability density functions of the
responses, which show topological changes in their structures. Hence the stochastic
system is reported to undergo Phenomenological bifurcations, since a qualitative
change in probability density functions is attributed to P/stochastic bifurcations.
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Fig. 9.9 Recurrence plots for σ = 1 at a Urm = 3 b Urm = 4.1 c Urm = 4.6 d Urm = 5 e Urm = 6 f
Urm = 10. Reproduced with permission from Aswathy and Sarkar (2019)
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Fig. 9.10 Peak factor as a function of Ks/Ka . Reproduced with permission from Vickery and
Basu (1983)

9.2.2.2 Force Decomposition Models

One of the prominent force decomposition models discussing stochastic VIV is the
model developedbyVickery andBasu (1983). In thismodel, all themotion-dependent
phenomenon is represented by a negative aerodynamic forcing. On the other hand,
the lift force on the cylinder is the effective of sum of vortex shedding forces and
those arising due to the fluid-structure interaction phenomenon. The latter, called as
motion-dependent phenomenon, is said to be dependent on a negative aerodynamic
damping coefficient, which is a function of Reynolds number, amplitude of vibration
and the ratios of system frequencies. The representation for motion-induced forces
are developed in the framework of random vibration theory. Based on the empir-
ical equation and its numerical simulation, the authors successfully show that the
ratio of the structural damping (Ks) to the aerodynamic damping (Ka) determines
the type of responses. When Ks/Ka > 1, low amplitude Gaussian type of responses
occur andwhen Ks/Ka < 1, i.e, the negative aerodynamic damping dominates, sinu-
soidal responses which are high amplitude locked-in oscillations occur. The author
also discusses that the transition regime (Ks/Ka = 1) is characterised by moderate
amplitude oscillations. The peak factor in these three cases are shown in Fig. 9.10
and the corresponding time histories are also shown in Fig. 9.11.
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Fig. 9.11 Computed displacement time histories for high, moderate and low damping. Reproduced
with permission from Vickery and Basu (1983)

We infer that the idea of negative aerodynamic damping and its relation with
noise is a common interest discussed in many of the works. Also, the moderate and
low amplitude time histories discussed in Fig. 9.11 resemble the intermittent time
histories discussed by Aswathy et al. (2019) and highlights the presence of new
dynamics in the transition regimes.

Zhu et al. (2008) investigate the flow induced vibration of a single cylinder in cross
flow under bounded noise excitation. The motion of the cylinder is represented by a
spring-mass equation and the forces on it are assumed to be due to the contributions
from vortex induced forces and motion-dependent forces. The motion-dependent
forces are assumed to be composed of the added mass forces, fluid-damping forces
and fluid stiffness forces. The equation of motion of the cylinder is written as

Ÿ + 2ζω0Ẏ + ω2
0Y = Fv + FM (9.7)

where Fv and FM are the vortex shedding and motion dependent forces respec-
tively. After invoking quasi-steady and small angle approximations, the final non-
dimensional equation of motion becomes

Ÿ + [β + A(τ )]Ẏ + Y = B(τ ) (9.8)

Here β is a term related to the system parameters and is always positive. The terms
A(τ ) and B(τ ) are related to the system parameters and can be positive or negative
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based on the same. B(τ ) is essentially representative of the vortex induced forces and
is represented as a narrow banded stochastic process instead of a simple sinusoidal
function. This is the term responsible for the lock-in phenomenon. An additional
reason that the authors discuss as a reason for instability is the term A(τ ), which is
also a bounded stationary random process. As mentioned earlier, depending on the
parameters involved in this term, it can become positive or negative. If it becomes
negative, a negative damping induced instability or ‘parametric instability’ is induced
as the authors call it. The conditions for instability are derived and the dynamic
stability of the responses are examined using their moment Lyapunov exponents.
This is one of the important works which have focused on the relevance of parametric
excitations in causing/enhancing instability other than the usual lock-in phenomenon.

Additionally, similar to the single degree of freedom model, a two degree of
freedommodel has been developed by Namachivaya et al. (2000). They examine the
stability boundaries of a smooth circular cylinder having two degree of freedom, in
the wake of another fixed circular cylinder. This work uses the moment Lyapunov
exponents and the maximal Lyapunov exponents to discuss the dynamic stability
and to find the instability onset. One of the major results of this work is that noise
brings stabilisation to the system. The set of two degree of freedom equations that
the authors analyse have one critical eigenvalue and one stable eigenvalue. They add
noise through the free-stream velocity field as V = V0 + ε f (ζ(t)), where f (ζ(t))
is a stochastic process generated through a filter method, with the mean field as V0.
The addition of this noise tends to stabilise the critical eigenvalue and the overall
instability boundaries alter in the presence of noise. Figure9.12 shows this shift in
the bifurcation onset in the presence of noise at various k, which is the ratio of
natural frequencies in the transverse direction y and the streamwise direction x of
the cylinder respectively (wy/wx ). It is seen that noise narrows down the instability
regime and this is further enhanced as the value of k decreases.

9.2.3 Numerical Models

There have been few works using full fidelity CFD solvers to solve for the flow
field instead of an oscillator equation. Since the inviscid approximations are avoided
and the fluid-forces at every time instant is recorded and fed into the cylinder, these
solvers involve huge computational time. Due to the same reason, studies investigat-
ing stochastic stability by solving the Navier Stokes equations deserves due credit.
Geraci et al. (2015) have examined the stochastic stability of two cylinders placed in
a tandem configuration, by considering the vertical (Ly) and horizontal distance (Lx )
between the centre of the cylinders as an uncertain quantity modelled as a uniformly
distributed random variable (Fig. 9.13). The stochastic setting is mainly done using
a Polynomial chaos approach wherein the probability of occurrence of three quan-
tities of interest are studied, which are, the maximum displacement of the front and
rear cylinder and the maximum vertical separation between them, which are useful
design conditions while encountering tandem configurations. For example, as seen in
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Fig. 9.12 Stability boundaries with and without noise in the system. Reproduced with permission
from Namachchivaya and Vedula (2000)

Fig. 9.14, the authors claim that there exists a non-negligible probability that the front
cylinder exhibits larger amplitude oscillations than the rear cylinder, except for very
high reduced velocities. This is contradicting the observation of Borazjani (2009)
that the rear cylinder exhibits large amplitude of oscillations. On the other hand,
Geraci et al. (2015) claim that this can happen only at nominal conditions and if
the distance between the cylinders is uncertain, the probability can change. Further,
the differences in amplitudes of the front cylinder and an isolated cylinder subjected
to the same flow are examined. The confidence interval for the oscillation of the
front cylinder is given with an isolated cylinder for all reduced velocities and the
results are plotted in Fig. 9.14. Their results also show that although the probability
of larger oscillations of front cylinder compared to the isolated cylinder is higher,
this is enhanced only in higher velocity ranges. The authors point out that, during
practical situations, there is a need to account for the non-negligible probability of
higher oscillations being exhibited by the isolated cylinder.
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Fig. 9.13 Schematic representation of the cylinders in tandem configuration. Reproduced with
permission from Geraci et al. (2015)

Fig. 9.14 aBox plots for the response of front and rear cylinder. bComparison of maximum ampli-
tude of front cylinder with that of an isolated cylinder. Reproduced with permission from Geraci
et al. (2015)

9.3 Conclusion

This is a brief review on the vortex-induced vibrations(VIV) of circular cylinders
in the presence of stochastic noise. The uncertainties associated with the incoming
flow or any other system parameters is an important factor which can control the
dynamics of nonlinear systems. Selected papers discussing the effect of noise in VIV
systems are discussed in this review report. The strong dependence of VIV systems
to noise has been emphasised through experimental, semi-empirical and numerical
works. The role of noise in acting as a source of negative aerodynamic damping,
altering the frequency characteristics are some of the major results discussed in
many of the works. Also, studies based on various wake oscillator models have
shown different structural dynamics for low and high noise intensity cases. An energy
increment for the structure often manifests as an intermittent type of response, which
has been shown in a few of the works. It is to be noted that the majority of the works
in stochastic VIV analysis have been carried out based on semi-empirical models
rather than experimental and numerical methods. Also, the fluctuations associated
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with the incoming velocity is the most commonly considered type of uncertainty
discussed in the literature. In the future, the investigation of the dynamics considering
the uncertainties associated with more system parameters needs to be undertaken.
Stochastic modelling and uncertainty quantification by using Navier Stokes solvers
can also enhance the scope and implementation of this subject largely.
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Chapter 10
Vibration Energy Harvesting
in Fluctuating Fluid Flows

S. Krishna Kumar, Sunetra Sarkar and Sayan Gupta

Abstract Ambient energy harvesting for power supply to low power hardware, like
sensors in inaccessible environments, has garnered sustained interest over the last
two decades. Common sources of ambient energy include vehicle vibrations and
natural fluid flow. The latter is also proposed as a possible quiet alternative to con-
ventional renewable energy systems like horizontal and vertical axis wind turbines.
Various forms of flexible structures have been proposed and tested over years and
found to be comparable to conventional systems on an energy density basis. These
harvesters often rely on instability of the fluid-structure coupled system at increasing
flow velocities. Thus, the design of these harvesters requires an understanding of the
complex fluid-structure interaction inherent in them, which may include nonlinear
effects. The inclusion of an electric circuit to scavenge the vibratory energy further
transforms it into a three-way coupling problem. Despite laboratory scale verifica-
tion of the potential of these systems, practical deployment has been deterred by
the fluctuating nature of the natural fluid flows. Recent researches have sought to
develop adaptive harvesters for such scenarios. Some progress has also been made in
exploiting the spatio-temporal flow fluctuations beneficially for enhancing harvested
power. This chapter summarizes the state-of-the-art in this regard and classifies the
various approaches to tackling flow fluctuations.
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10.1 Introduction

The rapid growth of electricity consumption over the last few decades and concurrent
rapid depletion of non-renewable resources for power generation have stimulated
widespread research efforts into renewable energy technologies. While solar and
wind energy production has progressively improved in terms of yield and efficiency,
such sources are not useful in all scenarios of power consumption. For example, the
ubiquitous use of small sized sensors across critical infrastructure, urban monitoring
systems, aerospace applications have necessitated development of reliable ultra low
power (ULP) sources. In many cases, like structural health monitoring of bridges,
the sensors operate in remote locations and are wireless (Park et al. 2008). The
difficulty in providing sustained power from ground station over time has motivated
standalone energy harvesters tapping abundantantly available ambient energy in the
environment. Further, portable electronic systems like sensors are often small in
size, i.e., centimeter-scale to micro-scale. Ambient energy harvesters help replace
batteries as power sources for such systems since batteries are often of unwieldy size
and require repeated maintenance. Prominent sources of ambient energy are base
excitation as in an oscillator placed on a bridge or a moving vehicle, acoustic energy
and energy from fluid flows.

Various vibration based energy harvesters (VEH) exploiting base excitation and
external forcing have been developed over the past few decades (Pellegrini et al.
2013; Williams and Yates 1996; Stephen 2006). Early models of VEH considered
linear oscillators which would undergo substantial vibration due to resonant con-
ditions. Optimal energy harvesting would then require that the VEH was tuned to
resonate with the ambient energy source. However, this imparted a restriction on the
practical use of such harvesters as the ambient energy source could have varying
frequencies over time and space. In other words, the ambient source is characterized
by a wide frequency spectra. Linear harvesters perform poorly away from the reso-
nant frequency, even for small mistuning. While automated tuning of VEH has been
attempted with some success, a better solution to this problem exists in the form
of nonlinear energy harvesting. As nonlinear systems possess multiple equilibria-
both stationary and oscillatory- rich dynamical behaviour ranging from inter-well
oscillations in systems with double well potential to limit cycle oscillations can be
expected. Since the nonlinear systems permitted significant oscillation even in non-
resonant conditions, along with the emergence of superharmonic and subharmonic
frequencies in the response due to nonlinearity, it improves the frequency range over
which substantial energy can be harvested. Most nonlinear harvesters, like those of
the double well potential type, typically are designed to operate in noisy or random
environment conditions. The interaction of noise and nonlinearity has been found to
widen the frequency band suitable for energy harvesting, leading to what is known
as broadband energy harvesting.

Broadband energy harvesting has been applied to both linear and nonlinear sys-
tems. Adhikari et al. (2009) studied a stack based base-excited energy harvester
with a stationary Gaussian white noise energy source. Stochastic differential equa-
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tions based on a single degree-of-freedom model for the harvester were obtained
and solved using theory of linear random vibrations. Optimal values of mechanical
damping, electromechanical coupling and natural frequency of the electrical circuits
were obtained. Kim et al. (2011) studied a proof mass attached to two cantilever
beams. While their numerical model was linear and yielded broadband harvesting,
the experiments revealed that the bandwidth was enhanced by presence of nonlin-
earities. A similar improvement in energy harvesting performance was observed in a
bistable inertial harvester comprising of two permanent magnets and a piezo-electric
cantilever beam by Stanton et al. (2009). Daqaq (2012) studied the effect of stiff-
ness nonlinearities on monostable or bi-stable piezoelectric Duffing-type harvesters
subjected to white Gaussian noise. Conditions for optimal performance of harvester
were derived and contrasted with the performance of linear harvesters. Further, He
and Daqaq (2014) studied nonlinear energy harvesters with asymmetric potential
functions and excited by white noise. It was noticed that the asymmetry leads to
degradation of performance for low and moderate noise intensities. For higher noise
intensities, it seemed that the effects of asymmetry were marginal. Tang et al. (2010)
discuss multiple strategies to increase the bandwidth of energy harvesting for both
linear and nonlinear harvesters.

Atmospheric wind flow is one of the prominent and virtually limitless sources of
broadband energy. In many systems, like unmanned air vehicles (Anton and Inman
2008), micro-air-vehicles and morphing wings (Erturk and Inman 2008; Abdelkefi
and Ghommem 2013), flow induced vibrations may also be the only mechanisms
available for energy harvesting. The possibility of harnessing energy from flow
induced vibrations in such cases has stimulated numerous investigations into the same
(Young et al. 2014; Xiao and Zhu 2014; Abdelkefi 2016). These systems attempt to
harvest the enormous untapped energy available inwindflows and are easily extended
to energy harvesting from other fluid flows, for example, oceanic flows. Early imple-
mentation of flow energy harvesters assumed a steady freestream flow, often causing
an oscillatory instability in a flexible structure. A common structure which has been
considered for such a harvester is the oscillating or ‘flapping foil’ (Young et al.
2014). Periodic oscillations obtained in such a system for a range of flow velocities
have been found to be suitable for energy harvesting (Peng and Zhu 2009). Such
flapping foils may be ‘passive’, i.e. oscillating purely due to the fluid forces acting
on them, or ‘active’ when a pitching or heaving motion is externally imparted to
the airfoil (Zhu and Peng 2009). An early implementation of flapping foil harvester
was by McKinney and DeLaurier (1981), taking inspiration from fish motion. The
pitching-heaving airfoil was termed ‘oscillating wingmill’ and the average power
and efficiency were found to be peak with an optimal phase difference between the
two oscillations. Jones et al. (1999) showed, through numerical experiments, that
the efficiency of these harvesters can be improved further through a proper choice
of their configurations.

Thus, the flutter or instability based harvesters involve oscillation of elastic struc-
tures under fluid forces. Energy harvesters exploiting flow induced vibrations require
these vibrations to be augmented to yield reasonable quantity of power. The oscil-
lations could be self-excited, as in the case of an elastically mounted cylinders
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(Mehmood et al. 2013), airfoils (Xiao and Zhu 2014), or flat plates (Tang et al.
2009; Jamshidi et al. 2015; Onoue et al. 2014). In other cases, the oscillations of the
harvester could be due to unsteady flow caused by an upstream bluff body (Allen and
Smits 2001; Akaydın et al. 2010; Shi et al. 2013). Comprehensive reviews of general
flow energy harvesters can be found in Young et al. (2014), Abdelkefi (2016), Xiao
and Zhu (2014).

Most of the harvesters discussed hitherto assume a steady freestream flow. How-
ever, realistic flows are more often unsteady, turbulent and hence, timevarying. A
classic example is the case of flexible plate or airfoil placed in the wake of a bluff
body, as in Allen and Smits (2001), Akaydın et al. (2013), Shi et al. (2013). At higher
Reynolds numbers, the flow behind a bluff body is turbulent. Thus, a flexible foil har-
vester placed in the wake of bluff body encounters unsteady upstream flow. For the
standalone-foil-harvesters placed in atmospheric boundary layer, i.e. close to earth
surface, the freestream flow itself is turbulent. Similarly harvesters placed over build-
ings in urban environment are likely to be impinged by turbulent freestream flow due
to interfering buildings. In fact, most real life flows are time-varying and fluctuating,
if not turbulent. Thus, fluctuating flows are both realistic as well as advantageous
for robust flow energy harvesting. The rest of the chapter presents a brief review of
the state of the art in different kinds of fluctuating flow energy harvesters. A cursory
summary of the modelling of wind fluctuations is elucidated, followed by a review
of different classes of energy harvesters based on fluctuating flow.

10.2 Aeroelastic Flow Fluctuations

Typically, turbulence is characterised by a broad frequency spectrum, comprising of
a range of spatial and temporal scales, and can serve as a broadband power source.
Fluctuating flows are ubiquitous in nature. The atmospheric flow closer to earth’s
surface is largely fluctuating, and the fluctuations are often considered simply as hor-
izontal and vertical components. In aerospace parlance, velocity fluctuations in these
components are called gusts. Real life fluid flows possess gusts of different temporal
and spatial scales. Typically, in fluid-elastic problems, the fluctuations are modelled
as discrete gusts- i.e., discrete impulses for computation of design loads. However, a
continuous type of fluctuations is preferred when the interaction between nonlinear-
ity and fluctuations are studied from a dynamics perspective (Poirel and Price 1997).
Further, the freestream fluctuations are generally considered to be independant of
structural deformations, since these do not originate from the flexible-body motion
and are often called “external noise” in physics literature. Hence, the flow fluctu-
ations are modelled in this study as a purely temporal irregular fluctuations, i.e., a
stochastic process, under the assumption of isotropy, stationarity and homogeneity
(Poirel and Price 1997). This implicitly assumes chordwise uniformity of the flow
fluctuations. As the responses of elastic systems are often dominated by a long time
scale or low frequencies in a fluctuating flow, such an assumption is found permissible
(Poirel and Price 1997). Further, atmospheric fluctuating flows have often been found
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to conform to a Gaussian distribution (Taylor 1965; Rice 1944). Even in the pres-
ence of non-Gaussian or even non-stationary components of fluctuations, existence
of a Gaussian continuous fluctuation background has been found to be reasonable
(Hoblit 1988), especially when the fluctuations are strong. The frequency spectra for
such a Gaussian process is often based on the Dryden spectrum or the Von-Kárman
spectrum, which can essentially be treated as filtered Gaussian noise (Hoblit 1988).
Common aero-elastic fluctuation spectra have predominant low frequencies, with
most energy transferred between the fluid and the solid at such frequencies (Taylor
1965). Further insights onmodelling turbulent flows, for energy harvesting as well as
other aero-elastic applications, can be obtained from elsewhere (Hoblit 1988; Poirel
and Price 1997). In addition to turbulent flows, periodic flow fluctuations have also
been exploited for low power energy extraction. Real life periodic flows include fluc-
tuations behind a bluff body for Reynolds numbers lower than the turbulent-critical
value and airflow across rotor blades. A plain sinusoidal fluctuation model often
suffices for such flow fluctuations. The rest of the chapter provides a short summary
of energy harvesters based on fluctuating flows. The list of harvesters described here
are only representative of diverse efforts in the literature towards energy harvesting
from fluctuating flows and not exhaustive. Comprehensive reviews of aeroelastic
harvesters, including some of the harvesters based on fluctuating flows can be found
in Young et al. (2014), Xiao and Zhu (2014).

10.3 Bluff Body and Tandem Harvesters

A well known source of turbulence, studied extensively by fluid mechanicians, is
the turbulence caused by obstruction of a fluid flow by a ‘bluff’ body. The flow
past a bluff body, which is laminar for low fluid velocities, turns turbulent at higher
velocities. Large eddies or coherent structures are formed behind the bluff body. The
fluctuating wake has been identified as a suitable source of energy. For example,
a flexible foil placed in the wake of a bluff body undergoes oscillations at lower
velocities than the critical velocity at which standalone foil would exhibit substantial
vibrations. The vibration of the harvester could then be considered to be a result of a
combination ofmovement induced instability and an extraneously induced instability
(Allen and Smits 2001; Naudascher and Rockwell 2012). The downstream flexible
harvesters are usually called membranes or foils, and oscillate due to the unsteady
fluid forcing acting on them. When the foil motion is well coupled to the vortex
shedding, characterised by the foil oscillating at the frequency corresponding to
Strouhal number, remarkable oscillations happen facilitating power extraction (Allen
and Smits 2001).

Taylor et al. (2001) developed energy harvesting eel using a PVDF bimorph made
to undergo a wavy vibration due to upstream bluff body. When flapping frequency
matched the shedding frequency, maximum power output was obtained. The elec-
tric subsystem was optimised and upto 37% conversion from mechanical to electri-
cal energy was achieved. Allen and Smits (2001) experimentally studied the flutter
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Fig. 10.1 a Particle image velocimetry results from the experiments in Allen and Smits (2001),
which show the interaction between alternating wake coherent structures and the flexible foil; b
Clockwise and counter-clockwise coherent structures highlighted. Reproduced with permission
from Allen and Smits (2001)

characteristics of this system in detail (see Fig. 10.1). Results from particle image
velocimetry showed the interaction between the flexible harvester and the coherent
structures in the wake. One of the key parameters, the ratio of gap s between the
bluff body and foil and the length scale D of the bluff body was fixed to be 1. Later
investigations have shown that the gap plays a crucial role in the wake-foil interac-
tion and optimal values have to be identified for efficient energy harvesting Lau et al.
(2004), Kumar et al. (2017).

Pobering and Schwesinger (2004) conducted experiments on two models: PVDF
flag placed behind a rectangular cylinder and a cantilever bimorph. The PVDF flag
exhibited substantial energy harvesting potential and possessed an energy density
of 11–32 W/m2. It was noted that a large scale array of generators can exhibit 68
W/m2 power compared to 34 W/m2 of wind turbines, and could be developed as a
hydro power plant. However proximity effects or mutual interaction of harvesters
were ignored. It must be noted that in these harvesters, the upstream body remained
static under the action of fluid forces. Alternate systems, where the upstream body
can also contribute to energy output, have also been developed in the form of tandem
harvesters. Depending on the freestream flow velocity, the wake of an upstream
vibrating harvester can possess strong flow fluctuations, periodic or turbulent. Taking
inspiration from fish shoal and bird flock motion, it has long been expected that the
downstream harvesters can improve their aero-elastic performance in the presence of
anupstreamfluctuating harvester.Bryant andGarcia (2011) studied tandemoperation
of two airfoil-beam-flap harvesters. The upstream harvester performance was found
to be unaffected by the downstream one. However, for the downstream harvester,
presence of upstream counterpart improved performance by 30%. Streamwise gap
was found to be optimal at twice the length scale of upstream harvester but the cross
stream separation was found to have no effect. Four tandem harvesters were also
tested with a zero gap and were found to yield more power than the individual cases.
The harvesters flapped at the same frequency. The wake interaction in the tandem
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Fig. 10.2 Tandem harvesters comprising of flexible beams with a tip flap tested in Bryant et al.
(2012). Reproduced with permission from Bryant et al. (2012)

Fig. 10.3 Tandem harvesters comprising of four flexible beams with a tip flap tested in Bryant
et al. (2012). Here, X refers to the streamwise gap between harvesters and L refers to the length of
the harvesters. Reproduced with permission from Bryant et al. (2012)

airfoil harvester scheme was further studied by Bryant et al. (2012) (see Figs. 10.2
and 10.3). The results indicated that the tandem scheme with closely spaced array of
harvesters outperformed the performance of independant harvesters. The turbulent
wake structure, dependent on the streamwise and cross-stream separation of the
harvesters, was found to have significant effect on the power output of the system.
Optimal separation distances along cross-stream and streamwise directions were
identified and frequency locking between the harvesters was observed for harvesters
with identical flutter frequency.

Similarly, Abdelkefi et al. (2014) studied a cantilever beam with a rectangular
tip mass placed in a fluctuating flow (see Fig. 10.4). Two cases were studied: the
harvester placed in the wake of another harvester and a single harvester placed in a
grid-generated freestream turbulence. Optimal spacing for the tandem harvester case
and optimal turbulence scales for the grid-generated turbulence were identified and
the harvesters showed power enhancement over the steady flow. Note that the bluff
body-wake foil harvesters and tandem foil harvesters do not require the freestream
to be fluctuating. As a corollary, the effects of freestream flow fluctuations on the
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Fig. 10.4 Tandem cantilever
beams with rectangular tip
masses studied in Abdelkefi
et al. (2014). Reproduced
with permission from
Abdelkefi et al. (2014)

harvesting performance of these multi-body harvesters are less known. Since real
wind flows often possess substantial freestream turbulence, significant efforts have
been made over years towards harvesting energy directly from it.

10.4 Freestream Pulsating Flow

The effect of upstream flow fluctuations on aero-elastic systems attracted significant
interest in the early days of manned flight. Often, the focus was limited to vertical or
cross-stream fluctuations, though sporadic efforts on streamwise or horizontal flow
fluctuations have been made from time to time. In recent times, the development of
Micro-air-vehicles (MAVs) and the need to control their flight as well as to provide
persistent source of power has motivated the study of upstream flow effects at this
size scale. Micro-air-vehicles are generally operated at low altitudes, in atmospheric
boundary layer (Lundström and Krus 2012). Additionally, use ofMAVs in urban sur-
roundings necessitates the consideration of turbulence. Thus, substantial efforts have
been made by the aero-elastic community over the last century to understand energy
extraction from flow fluctuations. The first part of the review presented next deals
with the pulsating or periodic flows often considered to model freestream fluctua-
tions. The second part discusses energy harvesting research considering continuous
freestream turbulence.

Katzmayr (1922) conducted one of the earliest investigations into energy extrac-
tion during aircraft flight in pulsating flow. It was shown through wind tunnel exper-
iments that a pulsating flow caused reduction in both drag and lift for thin airfoils.
On the contrary, for thick airfoils, a negative drag with positive lift was observed
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indicating a forward ascending flight. This is often known as the ‘Katzmayr effect’.
It was also noted that the aircraft performance improved with increase in the ampli-
tude of the pulsating flow. The frequency of the pulsating flow was seen to have a
less significant effect, though an optimal low frequency was also reported for certain
airfoil sections. Phillips (1975) developed a simple analysis of the propulsive effect
caused by gusts encountered by aircraft. A Dryden spectrum based model of verti-
cal gusts was used, along with assumptions of constant airspeed and constant pitch
angle. It was shown that the thrust improvements were insignificant for aircrafts, for
example soaring gliders, fighters, transport and light airplanes, encountering mod-
erate turbulence. Langelaan (2009) proposed the biomemetic exploitation of short
duration gusts by aircrafts for performance enhancement, in comparison to earlier
efforts to exploit long duration vertical air motions, thermals and dynamic soaring.
The study noted that such gusty flows are highly probable in urban environments
and may provide performance benefits at the size-scale of micro-air-vehicles, which
operate in such environments. A closed loop control architecture was developed for
energy extraction and the gust-soaring controllerwas shown to have advantages over a
constant-air-speed controller. Cutler et al. (2010) investigated the flight performance
of UAVs using ridge lift based energy harvesting, enabling persistent imaging of a
stationary target. The flow past the ridge and the closed loop trajectory of the UAV
effectively causes a periodically fluctuating flow. Optimal position and trajectory of
the UAV for low use of external supplied power were identified.

Pozzi et al. (2012) investigated the strain levels in an aircraft wing with a piezo-
electric skin caused during and after a gust event. The gust was modelled using
1-Cosine profile and a range of gust frequencies were studied to yield insight into
realistic air turbulence. It was found through finite-element based numerical simu-
lations that the energy generation was higher when the gust frequency was closer to
the natural frequency of the wing. In general, higher gust frequencies yielded better
energy output than lower frequencies. Also, large and thin PZT patches were seen
to improve energy output. The gust based harvesting technique was also noted to be
useful during taxiing of aircrafts and during long flights.

Bruni et al. (2014) studied the response of three wing models to discrete gust
loads for the purpose of gust alleviation and energy harvesting. Three different gust
models were employed- sinusoidal, constant and linear. The numerical simulations
suggested that significant energy output could be harvested from the gusts and was
preferable to flutter based energy harvesting due to the fatigue effects caused by the
latter.

Chen et al. (2017) examined the effects of a sinusoidal gust on the energy harvest-
ing performance of NACA0012 airfoil with imposed heaving and pitching motions
(see Figs. 10.5 and 10.6). It was observed that the energy harvesting efficiency varies
with the phase difference between the gust and airfoil pitching motions and peaked
at optimal values of phase difference. Energy efficiency was found to be less sen-
sitive to changes in gust frequency. However the sensitivity of energy efficiency
towards gust amplitude was found to depend on the gust frequency. At lower gust
frequencies, monotonic decrease in efficiency with increase in gust amplitude was
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Fig. 10.5 a Sinusoidal flow fluctuations and b the kinematics of pitching-heaving airfoil in Chen
et al. (2017). Reproduced with permission from Chen et al. (2017)

Fig. 10.6 Variation of
harvester efficiency η with
variation in the phase
difference � between the
gust and the pitch Chen et al.
(2017). Reproduced with
permission from Chen et al.
(2017)

observed. In contrast, at higher frequencies, the efficiency has a peak value at an
optimal amplitude.

Xiang et al. (2015) studied aeroelastic energy harvesting from a piezo-electric
wing under a 1-Cosine discrete gust through a coupled aero-electro-elastic model.
They optimized the energy harvester for a given gust through a parametric study for
energy efficiency and energy output density. It was noted that maximum efficiency
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and maximum output density occur at different optimal size of transducers. Bruni
et al. (2017) note that in the pre-flutter regime, flutter based harvesters are typically
subjected to unsteady and time-varying fluid forces. These are similar to broadband
and impulsive excitations studied for general vibration based energy harvesters. They
considered 1-Cosine and square gusts as idealization of continuous vertical turbu-
lence. The gusts were deemed to be comparable if they had equal area under the
curve defining the gust profiles. It was found that the square gust acted like a step
input to the system and the response was transient decay of oscillations during and
after the active period of the gust. For the 1-Cosine gust, the scenario was different.
During the active period of the gust, the response had the same cosine profile as the
gust, except for a time-lag. Beyond this period, the response was found to be transient
decay. It was found that the power generated during the cosine gust was lesser than
that generated from the transient decay after the gust. The power from the transient
decay was also found to be dependant on the value of response at the termination of
the gust. Both the gust profiles were found to produce more power after the gust than
during it. The power generated during the square gust was found to be higher than
that during the 1-Cosine gust. Note that the gust, being a cross-stream fluctuation
acts akin to an external forcing on the system. The interesting observation of this
study was that the power generated after the termination of the forcing was higher
than that during the forcing. Since the discrete gust profiles themselves are idealiza-
tions of continuous turbulence, it is unclear how these insights would translate for
continuous gust. In such a case, the transient decay would not be largely existent and
the increased power expected could be absent (Fig. 10.7).

Bruni et al. (2017) also studied the variation in the power output with variation
in the gust gradient. It was observed that during the square gust, the peak power
increased with increase in gust gradient. In contrast, a decrease in peak power was
observed with increase in gust gradient for the 1-Cosine gust. Likewise, the average
power output after the termination of the gust was found to increase with increase
in the gust gradient for the square gust. However, for post-termination response cor-
responding to the 1-Cosine gust, an optimal gradient existed beyond which both the
peak instantaneous power and the average power decreased with increase in gust
gradient. Additionally, it was found that for both the gust profiles, an optimal elec-
trical resistance of the harvesting circuit existed beyond which the gust seemed to

Fig. 10.7 a Displacement and b instantaneous power output of the harvester for square and cosine
gust studied in Bruni et al. (2017). The blue dashed line marks the end of the active period of the
gust. Reproduced with permission from Bruni et al. (2017)
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Fig. 10.8 Flow velocity fluctuations and displacment time histories for different non-dimensional
amplitude of imposed fluctuations in Chawdhury et al. (2018). Reproduced with permission from
Chawdhury et al. (2018)

have no effect on the wing. Chawdhury et al. (2018) numerically studied the effect
of a pulsating flow on a T-shaped flutter based energy harvester through a single
degree of freedom model coupled with a vortex particle method based fluid solver
(see Fig. 10.8). Periodic streamwise flow velocity fluctuations were superimposed
on a mean flow. The fluctuations were chosen to have low frequency for computa-
tional convenience as well as to model larger eddies present in natural fluid flows.
They noted that the flow fluctuations caused a change in the onset of flutter. An
early commencement of unstable motion was observed, though amplitude of the
resulting oscillations was observed to be smaller than the corresponding steady flow
case. These two effects were attributed to effective negative aerodynamic damping
occurring when instantaneous flow velocity was lesser than the mean velocity and
effective positive aerodynamic damping when it was otherwise. They compared the
two damping effects using flutter derivatives and concluded that the net effect was
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effectively that of a negative damping. However the studywas restricted tomodelling
of fluid-structure interaction and the effects of pulsating flow on the power output
wasn’t investigated.

10.5 Freestream Turbulence

Though the 1-Cosine pulses and periodic streamwise flows enable easy exploration
of effects of freestream flow fluctuations, they do not capture the complete effects of
turbulence. For instance, thesemodels do not account for the co-existence of different
spatial and temporal scales in turbulent flows and their simultaneous interaction with
the harvester. This necessitates the need to study realistic turbulence and its effects
on the flow energy harvesters. A short summary of recent research on this front
is presented next. Fei et al. (2012) proposed a wind belt based harvester designed
to operate under low mean-wind-speed random flow conditions. The harvester per-
formed better under higher mean velocities when the spring constant was higher,
enabling better aero-elastic coupling. A peak output of 7mW at mean flow velocity
of 2m/s was observed. Such randomly fluctuating flows can result from boundary
layers of objects or inherent turbulence in the freestreamflow. Andreopoulos et al.
(2015) investigated the effect of size and strength of turbulent eddies on energy har-
vesters (see Figs. 10.9 and 10.10). Two scenarios were experimentally studied- an
inhomogenous turbulent field in a boundary layer and a homogenous grid-generated
turbulence. They noted that turbulent flow degraded the performance of resonance
based energy harvesting. It was found that the power harvested varied nonlinearly
with change in turbulence length scales.

Fig. 10.9 Votage time
histories for a boundary
layer turbulence and b
grid-generated turbulence for
the harvester in
Andreopoulos et al. (2015).
Reproduced with permission
from Andreopoulos et al.
(2015)
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Fig. 10.10 Variation of average power output with the length scale of turbulence for the harvester
studied inAndreopoulos et al. (2015). Reproducedwith permission fromAndreopoulos et al. (2015)

St. Clair et al. (2010) used the pressure fluctuation in a cavity to harvest energy
from a piezo-electric beam (see Fig. 10.11). The design was inspired from air-flow
induced oscillations inside harmonicas. A supercritical Hopf bifurcation was found
to occur and limit cycle oscillations yielded sustained power output of the range 0.1–
0.8 mW in the flow velocity range of 7.5–12.5 m/s. An electro-mechanical model
and a Galerkin discretization based reduced order model for the harvester was later
developed by Bibo et al. (2011). Akaydın et al. (2010) tested a harvester under
pure freestream turbulence and obtained 0.06 µW at 11 m/s. This was lesser than
4 µW obtained at 11 m/s behind a cylinder. Hobeck and Inman (2012) studied
inverted/vertical cantilever beam arrays, termed as ‘piezo-electric grass’ (Figs. 10.12
and 10.13). They attempted to harvest energy from low velocity high turbulence
flows as in rivers. The experiments used a bluff body upstream with mean freestream
velocity of 7 m/s and turbulence intensity of 25% impinging on the ‘grass’. A power
output of 1 mW was observed for PVDF patch and PZT Quickpacks(TM).

Lundström and Krus (2012) performed a flight testing of a MAV in real turbulent
atmospheric flow. Effect of turbulence on the performance of MAV was found to
be negligible, though the MAV flight itself was heavily disturbed by the unsteady
effects caused by turbulence. However it was noted that turbulence seemed to offset
drag increase due to yaw oscillations expected for a steady aerodynamics. Simi-
lar investigations have also been carried out by Emmanuel Bénard’s group (Bonnin
et al. 2015; Gavrilovic et al. 2017, 2018, 2019). Zhu (2012) performed numerical
simulations of a flapping foil placed in a shear flow. The foil was found to undergo
sustained periodic oscillations for low shear rates and optimal parameter values
for energy harvesting were identified. The region in the parameter space over which
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Fig. 10.11 A schematic of the cavity based harvester in St. Clair et al. (2010). Reproduced with
permission from St. Clair et al. (2010)

Fig. 10.12 A schematic of
harvester studied in Hobeck
and Inman (2012).
Reproduced with permission
from Hobeck and Inman
(2012)

periodic oscillations occurred were observed to be bigger than that for uniform flows.
However, for large shear rates, such regions completely disappeared and irregular
oscillations less suitable for energy harvesting were also observed. Kwuimy et al.
(2012) explored energy harvesting from a magneto-piezo-elastic Duffing oscilla-
tor placed in a turbulent flow (see Figs. 10.14 and 10.15). A periodic forcing with
a Gaussian distributed random phase was used to simulate turbulent airflow. The
energy output, from inter-well oscillations that occur once the potential barrier was
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Fig. 10.13 Array of harvestors forming the piezo-electric ‘grass’ proposed in Hobeck and Inman
(2012): a using PVDF patches and b using PZT Quickpacks. (c) Schematic of the placement of the
harvesters. Reproduced with permission from Hobeck and Inman (2012)

overcome, were maximum when the noise intensity was such that the system was
closer to stochastic resonance.

Wang and Inman (2013a, b) designed a multi-functional wing spar for energy
harvesting and gust alleviation in UAV flight. They considered a filtered Gaussian
noise with a Dryden PSD spectrum. Variation of gust scale length was imparted
by using a gust gain factor in the frequency domain. The model was supposed to
mimic clear sky flight with cumulus cloud gusts. Their theoretical and numerical
investigations indicated that active gust alleviationwas feasible through self-powered
piezoelectricwafers. The harvested powerwas observed to be higher for longer active
length of the spar. McCarthy et al. (2015) studied a triangular polymeric leaf attached
through a hinge to a PVDF stalk which itself is fixed to a cylindrical base (see
Figs. 10.16 and 10.17). In wind tunnels experiments, they replicated atmospheric
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Fig. 10.14 a Schematic of harvesters studied in Kwuimy et al. (2012) and b the corresponding
potential well. Reproduced with permission from Kwuimy et al. (2012)

Fig. 10.15 Harvester
response near stochastic
resonance with prominent
inter-well oscillations for the
harvester in Kwuimy et al.
(2012). Reproduced with
permission from Kwuimy
et al. (2012)

boundary layer flow using an upstream grid and placed the harvester at sufficient
distance downstream to cause a well mixed turbulence. They found that turbulence
is generally detrimental to energy harvesting for bluff body- wake foil harvesters.
However at high incidence angles of the harvesters, turbulence improved the power
output. Increase in power was noted to be possibly due to increased higher frequency
contributions. In contrast, at small pitch and yaw angles, turbulence in the flow was
noted to dampen the harvester response and acted as a dynamic dampingmechanism.
Goushcha et al. (2015) experimentally tested the energy harvesting potential of thin
flexible cantilever beam piezo-electric harvesters placed in a turbulent boundary
layer (see Fig. 10.18). It was seen that the power output increased with higher mean
horizontal flow velocity and the optimal position was a region close to the wall.

These studies indicate that both periodic and turbulent fluctuations in fluid flows
possess ample potential for energy harvesting. However, it must be noted that the
efforts towards a practical flow fluctuation energy harvester is still in nascent stages.
Note that significant focus along these ideas have occurred only over the last decade,
in contrast to four decades of flow energy harvesting. In addition to the inherent com-
plexity of the flow fluctuations, issues in appropriately modelling and testing them
respectively through numerical models and experiments aggravate the slow pace of
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Fig. 10.16 Setup for grid
turbulence and test rig for the
harvester studied in
McCarthy et al. (2015).
Reproduced with permission
from McCarthy et al. (2015)

Fig. 10.17 A close view of
the piezo-electric leaf
harvester in McCarthy et al.
(2015). Reproduced with
permission from McCarthy
et al. (2015)
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Fig. 10.18 Schematic of
harvester in boundary layer
turbulence in Goushcha et al.
(2015). Reproduced with
permission from Goushcha
et al. (2015)

progress. Despite four decades of research, hardly any low power flow energy har-
vester has successfully been commercialised. Flow fluctuations based energy har-
vesting presents a possible solution to this conundrum, and also significant research
challeges.

10.6 Conclusion

This chapter provided a brief background of flow energy harvesting and the necessity
and use of considering the fluctuations inherent in the flow. A cursory description on
modelling of flow fluctuations has been provided. The chronological development of
research on energy extraction from pulsating, periodic and turbulent flow has been
provided. Significant emphasis has been given to recent developments in this regard.
While a significant body of research has emerged on energy harvesting from flow
fluctuations,many aspects of the problem are still scantily explored.Whilemost stud-
ies have focussed on effects of fluctuations on a particular harvester configuration,
more generic studies akin to fundamental studies on generic nonlinear broadband
harvesters need to be conducted. Likewise, little attention has been paid on suitably
designing the electrical subsystem of the harvester which needs to be resilient to the
irregular or fluctuating nature of the power generated in most of these harvesters. As
natural fluid flows are often fluctuating, investing research effort along these lines
can be extremely rewarding as the field of flow energy harvesting matures further.
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Chapter 11
Syngas Combustion Dynamics
in a Bluff-Body Turbulent Combustor

Nikhil A. Baraiya and S. R. Chakravarthy

Abstract Future energy needs that are supplemented by combustion require alter-
nate fuel sources derived from both fossil and non-fossil sources. In this regard,
syngas provides a relatively clean and large-scale resource. However, contrasted to
conventional gaseous fuels, syngas poses challenges along both static and dynamic
stability of flamesowing to source dependent composition changes. These often result
in altered global flame stabilization and dynamics when compared to its constituents
being individually combusted. The present chapter deals with dynamic challenges is
syngas combustion, when its static component, i.e., flame stabilization, is taken to
be sufficiently addressed by resorting to non-premixed combustion. The chapter is
descriptive of the combustion dynamics of syngas combustion across varying com-
positions in a turbulent bluff-body combustor, with focus on numerous aspects that
need to be accounted to explain the vastly different behavior that syngas combustion
dynamics display. The differences in the dynamic behavior of syngas compared to
fuels that have been sought to “mimic” syngas like hydrogen-enriched hydrocarbon
include-1. Excitation of higher modes across similar parameter change and most
significantly 2. Presence of two heat release rate zones as a result of differing diffu-
sion and chemical time-scales. Time-resolved pressure, velocity and OH* and CO2*
imaging reveal that peculiarities arising in syngas combustion dynamics are a result
of various steady and unsteady processes viz. fuel to air momentum ratio, the effect
of the same on mean flame stabilization, baroclinic torque, shear layer stabilization
and the offset between peak OH* and CO2* concentrations. The foresaid processes
are aided by the time-lag between acoustic quantities that result in excitation of var-
ious modes as seen from a simple theoretical model. The chapter thus explains the
unique nature of syngas combustion from a multitude of well-established combus-
tion theories that are required to understand and control the dynamic challenges of
syngas combustion.
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11.1 Introduction

The gasification of coal is an efficient way to use it as a fuel source in thermal power
plants, due to clean combustion properties. Gasification of coal produces syngas, also
called as town gas, consisting of hydrogen and carbon monoxide as its main con-
stituents, and traces of methane, nitrogen and carbon dioxide. The composition of
the syngas is dependent on the nature of coal and the process of the production. This
results in significant variation of combustion properties like flame stability, flame-
speed, ignition delay, etc. Furthermore, differences in characteristic flame time scales
of syngas constituents, associated with both chemistry and transport, results in differ-
ent modes of flame stabilization in turbulent flows (Lieuwen et al. 2008). In addition
to steady-state and limit phenomena, the dynamic nature of syngas combustion is also
dependent on the composition and the manner of operation (Lieuwen et al. 2009). In
this context, under certain conditions, the positive feed-back between pressure and
heat release rate oscillations can lead to large scale oscillations in the flow-flame
quantities in the system, that can lead to flame flash-back, blow-off or even structural
damage. The focus of the present chapter is on uncovering and addressing dynamic
aspects of syngas combustion, in the sense of thermo-acoustic stability.

The role of combustion in exciting acoustics in a system is well known since
Rayleigh (1945) and, comprehensive literature has been devoted towards flame-
acoustic coupling (Dowling and Stow 2003; Zinn and Lieuwen 2005; Sé et al. 2003;
Candel 2002; Lieuwen 2012; Chakravarthy et al. 2017). From these studies, we
can broadly classify the studies into—(1) Identification of mechanisms responsible
for combustion instability (2) Identification of conditions, that can excite combus-
tion instability based on linear/non-linear stability theories (Chakravarthy et al. 2017;
Dowling 1999;Kimet al. 2010; Palies et al. 2011;Han et al. 2015), (3) development of
computational/experimental methodologies to obtain the stability map and (4) devel-
opment of time-series analysis methods to characterize states of stable and unstable
combustion (Han et al. 2015; Gotoda et al. 2011; Kabiraj et al. 2012). In general,
the above broad classification distinguishes between stable and unstable combustion
at fixed base states and fuel compositions. However, considering the wide range of
composition that constitutes syngas, there have been relatively few direct and indi-
rect attempts to identify key parameters influencing the dynamic stability of syngas
combustion. Natarajan et al. (2007) have reported the effect of syngas composition
on its flame speed, which is in-turn seen to influence the dynamic stability of the sys-
tem. Similar Studies have been attempted on partially and non-premixed flames for
similar fuel composition (Lee et al. 2013; Park et al. 2009). Dynamic processes like
thermo-acoustic instability, auto-ignition, and blow-off/flashback have been studied
in Lieuwen et al. (2008) that have been related to changes in limit phenomena and
flame speed. Focusing on the main constituents of syngas, the presence of CO is
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seen to dampen the acoustics (Lee et al. 2010, 2012), and hence has not been consid-
ered as a reactant in several studies, e.g. Park and Lee (2016) that have studied the
thermo-acoustic nature of syngas. However, as seen from Baraiya and Chakrvarthy
(2019), the amplitude, as well as spectra of oscillations in the non-premixed turbu-
lent combustor, is drastically different for syngas (CO–H2) compared to H2–CH4

combustion. The observed differences drive the need to understand the reasons for
the difference in thermo-acoustic behavior and the role of CO in dictating them. The
role of the other major constituent H2 is reflected in another facet of combustion
instability-mode shifts between various unstable states. In addition to the stable-
unstable classification discussed above, the phenomena governing mode shifts in
combustor are equally important but are far less studied. Most studies on mode shifts
are based on flame describing functions (Palies et al. 2011; Han et al. 2015; Gotoda
et al. 2011;Kabiraj et al. 2012;Natarajan et al. 2007; Lee et al. 2010, 2012, 2013; Park
and Lee 2016; Park et al. 2009; Baraiya and Chakrvarthy 2019; Noiray et al. 2008),
that identify the length of combustor as well as the incident velocity amplitudes to
dictate mode shifts. However, such studies are confined to single fuel and hence do
not account for the role of the fuel composition. In the context of Hydrogen added
fuel compositions,mode shifts at different operating conditions viz. equivalence ratio
and fuel composition has been studied in Park and Lee (2016), Yoon et al. (2015,
2017), Choi and Lee (2016), Balachandran et al. (2008), Altay et al. (2009), Hong
et al. (2013), Chakravarthy et al. (2007). In general, the higher Hydrogen content
is seen to excite higher harmonics, even skipping intermediate ones. Choi and Lee
(2016) have ascribed this to the lowering of the convective length scale, based on
flame length, that in-turn modifies the phase between pressure and heat release rate
oscillations. Ghoniem and co-investigators (Taamallah et al. 2015a, b; Shanbhogue
et al. 2016) have reported on the effect of H2/CH4 ratio on flame macrostructures
in sustaining different modes of combustion instability. The studies indicate the role
of fuel-composition on flame topology, whether length or macrostructure to dictate
the stability and mode of a multi-fuel combustion. Considering the fore-mentioned
effects of CO and H2 addition on combustion dynamics, a study involving the com-
bined effect of combustion of both the fuels presents a considerable challenge to the
present understanding of combustion dynamics.

The present chapter is dedicated to the study of mode shifts in a turbulent non-
premixed combustor for syngas combustion and is an extension of (Baraiya and
Chakrvarthy 2018, 2019a, b; Baraiya et al. 2017). The chapter is broadly divided
into three parts: 1. Effect of fuels on combustion dynamics, 2. Effect of syngas
composition on combustion dynamics and 3. theoretical analysis transition from
low-frequency instability to high-frequency instability. The chapter begins with an
investigation on the role ofRe in determining the excitation of combustion instability,
for a fixed flame-holder location. Subsequently, a bifurcation plot or stability map is
illustrated to identify zones of different types of stability/instability across different
fuels. We further discuss the excitation of the fundamental mode at low Re, followed
by a stable zone and subsequently to a high-frequency instability for syngas, which
is not seen for hydrocarbon-based or pure hydrogen combustion. Such transitions
are hard to describe by a single phenomenon, e.g. changes in flame topology or
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stabilization and will be seen to be a result of the total of various processes like
fuel-air diffusion, mean flame. On the other hand, changing Re presents an effect,
which is a sum total of various processes like fuel-air diffusion, flame stability, and
position, as well as response to flow structures that modulate a flame. In the course of
the chapter, we also reveal that unlike other gaseous fuels that have been investigated
in the past syngas flame structure does not display drastic changes across the various
zone. The peculiar nature of syngas combustion instability is revealed to be a result
of the presence of two heat release rate zones. This is a new result, derived from
rigorous experimentation. It will be seen, over the course of this chapter, on how
the presence of the two heat release rate zones, as well as their separation, results in
excitation of higher harmonics. Further, a simple theoretical model is formulated to
explain the role of time/phase lags in promoting/suppressing the observed acoustic
modes.

In summary, the chapter is aimed at a comprehensive understanding ofmode shifts
in syngas combustion in bluff-body from the perspective of subtle changes in flame
structure and phase lag between acoustic variables.

11.2 Experimental Setup

The experimental setup for the turbulent bluff-body combustor is as illustrated in
Fig. 11.1. The combustor (Fig. 11.1) consists of four main components—1. settling
chamber, 2. inlet duct, 3. primary combustor with optical access window, and 4.
extension ducts. The inlet duct, primary combustor, and extension ducts are cumula-
tively 1970 mm in length. The settling chamber has a diameter of 280 mm followed
by a sudden contraction, leading to a duct of 60 × 60 mm2 cross-section. Air enters
the primary combustor through the settling chamber and arrangement of honeycomb
and wire meshes ensure uniform inlet conditions, whereby it is fed inside the inlet
ducts by an annulus of width 13 mm. Subsequently, the flow is expanded from the
annulus to the entire cross-section of the primary combustor (zoomed in Fig. 11.1).
The annulus is terminated by four zero degree vanes positioned at 90° for supporting
the fuel supply line, placed along the central axis of the combustor.

The fuel line is a 2000 mm long stainless steel tube ID of 9 mm, and thickness
1.5 mm, that provides sufficient length for internal mixing. The downstream end
of the fuel pipe is fastened to a stainless steel disc of thickness 15 mm height and
diameter of 30 mm. This disc acts as the flame holder. The circumference of the
disc is drilled with 16 equally spaced holes of diameter = 1.5 mm to deliver fuel.
The upstream end of the fuel line is fastened to a Y shaped joint that is connected to
hydrogen and carbon monoxide feed line from the respective cylinders.

The fuel (Hydrogen and Carbon monoxide) and air are regulated and metered
using mass flow controllers (Alicat make) with an uncertainty of 0.8% of full scale
and ±0.2% of measured reading.
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Fig. 11.1 Schematic of bluff body stabilized non-premixed turbulent combustor (all dimensions
are in mm). Reprinted from Baraiya and Chakravarthy (2019), 15598–15609, with permission from
Elsevier

Measurements and Operating Conditions.
The stability map of the combustor is mapped by measurement of dynamic pressure
by piezoelectric pressure transducers (103B02 model, PCB make, the sensitivity
of 225 mV/kPa), at eight axial locations as adopted in our previous work (Baraiya
and Chakrvarthy 2019). The range of Re and tested, for the stability mapping is
tabulated in Table 11.1. The pressure fluctuations are measured by keeping the bluff-
body location (lb) and the fuel flow rate as constant and varying the Re, for given
fuel mixtures viz. three syngas compositions, synthesis natural gas (SNG) and pure
hydrogen (PH) as illustrated in Table 11.1. The sampling rate is 9 kHz for a duration
of 3 s at each condition. The diameter of the bluff body is taken as length scale,
and velocity of the air at sudden expansion to the combustor is used for the Re
calculations.

Table 11.1 List of operating conditions

Gas name Composition (% vol.) Re of air lb

H2 CO CH4

SG-1 25 75 0 2200–8000 in step of ~600 10 mm

SG-2 50 50 0

SG-3 75 25 0

SNG 75 0 25

PH 100 0 0
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The second set of experiments combine simultaneous time-resolved OH*, and
CO2*/CH* chemiluminescence imaging (Phantom make, model V611) mounted in
opposite directions and focused on the same plane. The cameras are used at their
full frame resolution of 1280 × 800 pixels. For OH* chemiluminescence, a 100 mm
UV lens is used along with a Lambert intensifier and a filter of transmitivity 310 ±
5 nm. For CO2*/CH* chemiluminescence, a 50 mm Nikor lens with a filter centered
around 430 nm is used. The OH* and CO2*/CH* high-speed chemiluminescence
imaging is performed at a framing rate of 4000 frames per second (fps) over 1 s.

In the next set of imaging experiments, high-speed PIV and OH* chemilumines-
cence imaging are performed with high-speed cameras mounted on opposite sides
and focused on the same plane. The cameras are used at their full frame resolution of
1280 × 800 pixels2 with a FOV of 104.9 × 65.57 mm2. For PIV imaging, a 100 mm
Tokina lens with a 527 nm band-pass filter is used. Nd:YLF laser (Litron make)
at a wavelength of 527 nm is used as an illumination source for Mie-scattering of
alumina seeding particle. Synchronization and simultaneous triggering of laser, cam-
eras, intensifier, and pressure transducer are done with BNC model 575 pulse/delay
generator. The dynamic pressure measurement and OH* chemiluminescence is done
at a framing rate of 6 kHz, whereas the PIV is recorded at 3 kHz. The delta time for
all cases is 15 µs. The post-processing of the raw PIV images is done by software
package PIV view taking interrogation window of 32× 32 pixels with window over-
lap of 75%, and the overall correlation coefficient was ensured to be always above
0.5.

11.3 Results and Discussion

11.3.1 Effect of Fuels on Combustion Dynamics

Acoustic Characterization
It is observed that by sweeping the Re in the range of 2200–8000, in steps described
earlier, we can observe the shift in dominant frequency of pressure oscillations for
different fuels, as shown in Fig. 11.2a. The dominant frequency is evaluated from
the Fourier transform (FFT) of the underlying time-series. We first focus on the
three syngas compositions (SG-1, SG-2, and SG-3). It is seen that irrespective of the
syngas composition variation, the dominant frequency is ~130 Hz until Re < 4000.
This frequency corresponds to the fundamental duct acoustic mode, confirmed by
the impedance tube technique (Baraiya and Chakrvarthy 2019). For Re > 4000, we
can observe the shift in dominant frequency from ~130 to ~500 Hz for all syngas
compositions. The frequency ~500 Hz is seen to be the third harmonic of the duct
acoustic mode. The dominant frequency is ~480 Hz for the composition with least
hydrogen (SG-1) ~ 520 Hz for the composition with highest Hydrogen content (SG-
3) and ~500Hz for compositionwith intermediate Hydrogen content (SG-2) between
4000 < Re < 6000. The minor difference in the high-frequency values are a result
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Fig. 11.2 Variation of a acoustic frequency and b corresponding acoustic amplitude over the
test range of Re for three different syngas compositions, pure hydrogen and synthesis natural gas.
Reprinted from Baraiya and Chakravarthy (2019), 15598–15609, with permission from Elsevier

of the differences in the combustion product temperature of different compositions
illustrated in Table 11.2 (obtained by using the ANSYS Chemkin Pro 18.1® using
OPPDIFF model and Davis H2/CO (Davis et al. 2005) mechanism). On the further
increase of Re from 6000 to 8000, the composition with highest and intermediate
hydrogen composition display dominant frequencies ~800 Hz and the composition
with least hydrogen at ~650 Hz. The PH case displays a frequency shift from funda-
mental acoustic mode (~130 Hz) to the first harmonic (~280 Hz) at Re > 5000. For
SNG the linear increasing trend is observed in the frequency from ~87 Hz at Re <
5000, after which it remains constant ~160 Hz.

The linear rise in the frequency with Re for SNG necessitates the investigation
on the role of flow instabilities in sustaining combustion instability. This has been
reported earlier by Chakravarthy et al. (2007), whereby the duct acoustics locks-
on to a dominant flow structure. The latter is seen to shed at a constant Strouhal
number, whose value depends on the nature of flow instability. In the present work,
the Strouhal number, Sts corresponding to the linearly increasing frequency of SNG
combustion was seen to be = 1.68. This value describes the separated shear layer
frequency for flow past circular disc (Berger et al. 1990; Zhong et al. 2014). In the
range of low Re (<4000) we could observe that SNG and PH follows the constant Sts
= 1.68, whereas all three syngas compositions follow the constant Strouhal number
line, whose slope is thrice that of Sts. This observations clearly signify the presence

Table 11.2 Adiabatic flame
temperature variation across
syngas composition

Composition (% by vol.) Adiabatic flame temperature (K)

SG-1 2027

SG-2 2155

SG-3 2250
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of the flow-acoustic lock-on between the shear layer mode in the hydrodynamic
field downstream of the bluff-body and longitudinal natural acoustic mode of the
combustor.

The corresponding pressure amplitudes, evaluated at the dominant frequency, are
shown in Fig. 11.2b. The pressure amplitudes for all syngas compositions display
a trend of high amplitude at low Re, followed by a sudden drop at Re ~ 4000, and
then an increase with Re till Re ~ 5100. Beyond Re ~ 5100, the pressure amplitudes
are significantly lower, although they possess coherent spectral content (higher har-
monics). Hence, with an increase in Re, the transition of the dynamical system from
the low-frequency instability (high-pressure amplitude) to high-frequency instabil-
ity (low-pressure amplitudes) at Re ~ 4000 is observed. Such an abrupt shift in the
nature of oscillations has been seldom reported in turbulent combustors. For PH, a
similar trend of peaks in the pressure amplitude is observed for the range of tested
Re, as seen in syngas mixtures. However, for PH, the second peak in pressure ampli-
tude is observed at much higher Re (>6000), and the amplitude is ~200 Pa. Further,
pressure amplitude drops after Re > 7000. SNG shows the continuous rise in the
pressure with Re, which almost saturates for Re > 7000. The dominant frequency is
also seen to attain constant value, which implies the onset of the classical definition
of combustion instability.

Similar to the exercise carried out for Fig. 11.2, FFT is performed on the heat
release rate for all the fuel compositions. This is shown in Fig. 11.3. The heat release
rate here represents the integrated pixel intensity values performed across all the time
instants from OH* chemiluminescence imaging. It is clear from Fig. 11.3, that the
heat release rate has a spectral content identical to the one derived from unsteady
pressure. This confirms that the heat release rate oscillations are the source of acous-
tics in the present system, and thereby confirming the thermo-acoustic nature of the
same. Further, the dominant spectral content matches that of the duct natural modes,
thereby negating other modes of instabilities like Helmholtz resonance, intrinsic
flame instabilities, etc.
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Fig. 11.3 Amplitude spectrum of total heat release rate (OH* chemiluminescence images) for
a SNG at Re ~ 8000 b PH at Re ~ 6900 and c SG-3 at Re ~ 4600. Reprinted from Baraiya and
Chakravarthy (2019), 15598–15609, with permission from Elsevier
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Here, SG-3 is taken to be representative of all the syngas compositions. This is
justified in view of all syngas compositions displaying identical global dynamics.
The subtle differences amongst syngas compositions in dictating their combustion
dynamics will be discussed later in the chapter. From Fig. 11.3, one can observe
that SNG has a heat release rate oscillations that are two orders of magnitude higher
compared to both PH and SG. We further observe that SNG displays harmonics at
~320 and ~480 Hz, which are likely to be a result of non-linear interactions resulting
in the generation of higher harmonics. In contrast, PH displays a dominant peak at the
first harmonic and a secondary peak at the fundamental mode, which is representative
of period-2 oscillations. SG displays a strong peak at the third harmonic, with a small
contribution seen from the fundamental mode. Figure 11.3 conclusively establishes
that SG combustion dynamics is significantly different from that of PH or SNG. In
fact, the spectral content clearly points out to the role of CO in determining it, and
hence to play a significant role in describing syngas combustion dynamics.

The following sections in the chapter will pertain to explaining the role of CO in
specific and its relation to hydrogen combustion, to describe the peculiarities in syn-
gas combustion. As a first step, we resort to an analysis of flame chemiluminescence
images in the forthcoming section.

Time-Resolved Flame Dynamics Across the Fuel Mixtures
Flame dynamics across fuel mixtures Fig. 11.4 shows the time-resolved OH* chemi-
luminescence images, corresponding to the instants marked over the pressure cycle
shown above the flame images for all the fuelmixtures. The conditions corresponding
to the images are listed in the figure caption. The Re is chosen, such that it subscribes
to the condition of maximum pressure.

From Fig. 11.4a we can observe that for SNG, large-scale modulation of the
flame is seen across the pressure cycle instants (Fig. 11.4a (i–iv)). The large scale
modulation results in the high magnitude of OH* chemiluminescence oscillations
at the listed frequency shown in Fig. 11.3. These large-scale flame modulations are
seen to involve flame lift-off and flashback, which cause significant variations in the
total heat release rate across a pressure cycle. It is also clear that the flow structures
resulting in such bulk flame modulation are of the order of the disk diameter. Where-
as, seen from Fig. 11.3b, c the PH and SG-3 flames are seen to be modulated by small
scale bluff-body shear layer structures, which result in lower pressure amplitude.
This is because of the stabilization of these flames, extending from the injection
holes towards the separated shear layer of the circular disk. This will be discussed
later. Also, it is seen that SG-3 exhibits serrations, which are equally spaced as seen
from the flame images. These correspond to the excitation of shear layer vortices at
their third harmonic. Such a feature is not seen prominently in PH combustion. This
is a result of hydrogen combustion happening in the vicinity of the injection holes
as will be seen later.

The difference in amplitude of combustion instability for low and high Re for PH
and SG combustion is seen to correlate with shorter flames at the former condition
(Baraiya andChakravarthy2019) (not shown in the present chapter). This necessitates
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Fig. 11.4 Time-resolved OH* chemiluminescence images corresponding to pressure cycle marked
( o( )) from i–iv for a SNG at Re ~ 8000 b PH at Re ~ 6900 and c SG-3 at Re ~ 4600. Reprinted
from Baraiya and Chakravarthy (2019), 15598–15609, with permission from Elsevier

us to probe the role of flame stabilization in dictating the amplitude and spectral
content across Re. This is addressed next.

Mean Flame Dynamics Across the Fuel Mixtures
The mean flame structure across the fuel mixtures is analyzed by averaging the
instantaneous flame images across all the time-instants and is shown in Fig. 11.5.
From the figure, it is clear that the location of the peak heat release rate are different

(a) (c)(a)  75%H2-25%CH4 at Re ~ 8000 (b) 100% H2 at Re ~ 6900 (c) 75%H2 -25%CO at Re ~ 4600

Fig. 11.5 Time-averaged OH* chemiluminescence images for three different fuels. The red circles
in images indicates the regions of maximum intensity. Reprinted from Baraiya and Chakravarthy
(2019), 15598–15609, with permission from Elsevier
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across the fuel mixtures. Considering that at high Re, the global effect of diffusion
can be neglected, the observed differences are a result of the fuel-cross jet and the
incoming air. Thus, the observed flame stabilization is a result of the combined effects
of 1. the equivalence ratio, which dictates the extent of OH* radicals formed and 2.
The fuel-jet turning, which is dependent on the momentum flux ratio of the fuel and
incoming air.

In the case of SNG,we observe that the bulk of flame aswell as region ofmaximum
intensity is present in the wake (marked by a red circle) of the bluff body. This is a
result of the low momentum ratio of the fuel to air jet, owing to a lower molecular
mass of the individual constituents. For the case of pure hydrogen, themost luminous
regions are in the vicinity of the fuel injection holes. This is a result of high local
diffusivity and reactivity of hydrogen that leads to combustion as soon as it is injected
into the air stream. SG-3 combustion follows an intermediate pattern between the
PH and SNG combustion. It is seen that the diffusivity and reactivity of hydrogen
is reduced as a result of lower concentration gradient with the incoming air. This is
marked by the relatively low luminosity in the neighborhood of the injection holes.
Further, the highmomentumflux of the fuel jet (highmolecular weight of CO) results
in the flame stabilizing in the shear layer as opposed to in the wake of the bluff body,
shows the bright regions of the intensity in the shear layer of the bluff-body as the
momentum of the fuel to air is obviously lower but still considerable due to which
the flame is anchored in the shear layer of the flame.

As a result of the mean flame stabilization of the fuel mixtures, SNG tends to
promote large scale modulation by flow structures, due to promotion by virtue of
baroclinic torque as seen in Fig. 11.4a. For the other fuels (SG-3 and PH), large scale
wake vortices formation is inhibited by the baroclinic torque, which has now reversed
its orientation due to the peak heat release rate happening in the shear layer. Next,
we focus our discussion on observations that were reported from Fig. 11.4. This is
motivated by the observation that SG displays flame modulations that are entirely
different from PH and SNG combustion. To explain the observed behavior, we resort
to joint analysis of the CO2*/CH* and OH* chemiluminescence images. Analysis
of mean Flame structure through CO2*/CH* and OH* chemiluminescence.

Time-Averaged Spatial Intensity Variation (SIV) Plots
Although several methods exist to identify regions in flame, that are markers of peak
reactivity, an elegant and simple manner to estimate the same is derived by summing
the intensity across “pixel strips” for each axial pixel location. These integrated
pixel intensity values for both the radical emissions, when normalized by the peak
integrated intensity, are represented as spatial intensity variation (SIV) plots. The
SIV plots of OH* and CO2* radicals are also useful to gain insights into attributes
of the flame structure such as flame stabilization point, flame length, growth, and
convection. Along with the SIV plots, a plot displaying the grey-scale OH* chemi-
luminescence images overlapped by CO2*/CH* chemiluminescence is shown. The
CO2* radical is formed in the fuel containing only H2 and CO, whereas in the pres-
ence of the hydrocarbon fuels, the CH* is also formed (Ning et al. 2017; Shih and
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Hsu 2012). Thus the visible intensity captured in the range of 400–500 nm by a cam-
era with a filter having peak around 440 nm is due to continuum blue emission from
CO2* for the three syngas mixtures and CH* predominantly in the case of SNG.

One can observe, that for SNG flames (Fig. 11.6a), the OH* and CH* chemi-
luminescence, and SIV, exactly overlaps indicating that the location of peak OH*
and CO2* concentrations is nearly overlapping, resulting in the presence of a unified
or single reaction zone. Also, the SIV is seen to peaking the region of the wake of
the bluff body, which agrees with our previous observations. Figure 11.6b shows
the presence of OH* emission for PH combustion. The peak concentration is seen
to be near the fuel injection holes. However, while observing SG-3 flame at Re ~
4600 (Fig. 11.6c), we note that peak OH* location has significant spatial stagger
compared to peak CO2* location, which is seen downstream of OH*. This indicates
the presence of two-reaction zones in the case of SG combustion. The presence of
more than one reaction zone, which is not a result of staging, illustrates the role of
chemical kinetics to understand such flames. The result is of paramount importance
and is the central premise of the present work.

In addition to chemical kinetics, it is also important to note that the transport of
methane is faster than carbon-monoxide owing to lower molecular mass and hence
will aid in the formation of a single reaction zone. We next describe the presence
of the two heat release rate zones, as a result of competing and symbiotic chemistry
among the two fuels.

Chemical Kinetics of Syngas
The reactions that govern the combustion kinetics of syngas as per Rahnama et al.
(2017) are as follows.

H2 + M = H + H + M (R1)

H2 + O2 = HO2 + H (R2)

H + O2 = O + OH (R3)

O + H2 = H + OH (R4)

OH + H2 = H + H2O (R5)

H + O2 + M = HO2 + M (R6)

HO2 + H2 = H2O2 + H (R7)

H2O2 + M = OH + OH + M (R8)

HO2 + HO2 = H2O2 + O2 (R9)

HO2 + H = OH + OH (R10)

HO2 + O = OH + O2 (R11)

CO + OH = CO2 + H (R12)

CO + O2 = CO2 + O (R13)

O2 + M = O + O + M (R14)

O + H2O = OH + OH (R15)

(continued)
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(continued)

H2 + M = H + H + M (R1)

CO + HO2 = CO2 + OH (R16)

Reaction R1 and R2 are two main initiation reactions, in which hydrogen
molecules are being dissociated. The chain branching reactions R3 and R4 take
place with the production of OH* radical.

Formation of H2O terminates the reaction due to it is non-reactive nature. Reac-
tions R6–R8 occur only at high pressure. Reactions R9–R11, are important at high
temperature. Reactions R12 and R13 show the oxidation reactions of CO. For the
oxidation of CO, the presence of OH* radical is very important, as the activation
energy required by reaction R12 is much less when compared to R13. Reactions R14
and R15 accelerate CO oxidation. Reaction R16 takes place at elevated pressure.
The key point from the above reactions is that, for the oxidation of CO, the presence
OH* is crucial.

Returning back to our observations from Fig. 11.6c, the first peak in SIV plots of
OH* chemiluminescence figure is due to the oxidation of H2 molecules (shown in
above reaction steps), which forms the OH radicals (R1–R3) (Rahnama et al. 2017;
Chaos and Dryer 2008). For the oxidation of CO, the OH* radicals are required as the
activation energy for reaction R13 is much higher than R12 (Kéromnès et al. 2013;
Joshi and Wang 2006). Thus, the majority of CO2* is formed after the production of
OH*. With an increase in the H2 content in syngas, the higher concentration of OH*
radicals is generated, leading to significant oxidation of CO to form CO2*. This is
further seen from Fig. 11.6c, whereby we see a direct correlation between the value
of the second OH* peak and the extent of CO2* radicals emission. The excessive
production of OH* radicals initiates quicker CO oxidation leading to significant
detection of CO2* SIV plot close to the peak OH* SIV plot at higher H2 content as
well as a large extent downstream of the bluff-body. The afore-mentioned processes
result in the presence of two reaction zones which behave like two oscillators, a result
seldom reported earlier.

The SIV plots are further extended to the time-resolved images and used to com-
pute the convective velocity by tracing the peaks ofCO2*SIVacross the time instants.
The value was found to be 13.17 m/s. The average stagger obtained from time-
resolved OH* and CO2* SIV is seen to be 31.33 mm. From these values, the time lag
between the two heat release rate locations was computed to be 2.38 ms. This was
found to be matching the acoustic time scales at high-frequency instability, having a
time period of 2ms. This leads to uncovering a central mechanism of the excitation of
high frequency in SG combustion, i.e., the time-lag associated with the stagger being
equal to the third harmonic of the duct acoustic mode. This time-lag is seen to be a
characteristic of SG combustion, as other fuels do not possess this attribute. After
analyzing and establishing the differences in SG combustion with other fuel, next,
we shift to the next section of the chapter, whereby we focus on the role of syngas
composition in altering the combustion dynamics characteristics among them.
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Fig. 11.6 Time-averagedOH* chemiluminescence image (in gray scale) superposed byCH*/CO2*
color line contour followed by corresponding spatial intensity variation plots for a SNG at Re ~
8000 b PH at Re ~ 6900 and c SG-3 at Re ~ 4600. Reprinted from Baraiya and Chakravarthy (2019),
15598–15609, with permission from Elsevier
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11.3.2 Effect of Syngas Composition on Combustion
Dynamics

In the present section,wewill exclusively compare the fluidmechanics, flamedynam-
ics of various syngas compositions and their interaction.

Time-Averaged Flame and Flow Field Across Syngas Composition
Figure 11.7 shows the comparison of time-averaged images of PIV, OH* and CO2*
chemiluminescence for all the three syngas compositions at high Re. The increase
in the hydrogen content in the fuel mixture of syngas is seen to increase the chemi-
luminescent intensities of both the radicals. The axial length over which the chemi-
luminescence is prominent also increases, relative to the SNG-1 (Fig. 11.7I), where
the flame is seen to be quite compact. These observations are due to the presence
of enhanced hydrogen, which in-turn increases carbon monoxide oxidation. This
results in increased heat release rate (He et al. 2014), and longer flame length. We
can observe the flame jet-turning angle to increase with the percentage of the hydro-
gen in the syngas fuel mixture due to lower jet momentumflux associatedwith higher
hydrogen content.

In a bid to understand the role of flow-field in dictating the mean flame behavior,
the mean velocity field corresponding to different syngas compositions is shown in
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Fig. 11.7 Time-averaged a OH* chemiluminescence images, b CO2* chemiluminescence images
and c mean flow structures for three different syngas compositions with increase in the percentage
of hydrogen content(top to bottom) in syngas mixture viz; (I) SG-1 at Re ~ 5100 (II) SG-2 at Re ~
5100 and (III) SG-3 at Re ~ 4600. The flow direction is from left to right. The half plane is shown
for PIV images owing to bilateral symmetry. The bluff body is marked as the solid red block in the
lower left corner in PIV images. Reprinted from Baraiya and Chakravarthy (2019), 15598–15609,
with permission from Elsevier
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Fig. 11.7c. The classical mean flow field of a bluff body is seen, namely features like
a central recirculation zone. However, it is clearly seen that syngas composition plays
major role in dictating the extent of recirculation zone, as seen from themean velocity
field. The span of vortex bubble is seen to increase with an increase in hydrogen
content, which could be due to higher temperature induced expansion as also reported
in Lee et al. (2013). These subtle changes in the mean flow-flame field can impact
the frequency of oscillations that is seen to vary across syngas compositions. This
can be further understood by examining the mean flame images, whereby higher
hydrogen flames are seen to occupy more area and are more luminous, resulting in
higher average temperature in the system. This would result in the speed of sound
to be marginally higher across compositions with higher hydrogen. Following the
analysis of time-averaged fields, we resort to SIV based analysis, similar to what
was performed for various fuel mixtures, but with a slightly altered objective of
estimating the extent of fluctuations in the SIV field.

SIV Fluctuations Across Syngas Compositions
The spatio-temporal evolution of the time-resolved SIV from time-resolvedOH* and
CO2* chemiluminescence is shown in grey contour in Fig. 11.8. The local maxima at
individual time instants are represented by the dotted line superposed on the contour
map. From these peak SIV displacement, we again reinforce that OH* peak SIV
fluctuations are in the neighborhood of the fuel injection holes. While CO2* peak
SIV fluctuations are seen to fluctuate much downstream of the fuel injection holes as
a result of the previously described sequential oxidation. This observation hold true
for all syngas compositions.
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Fig. 11.8 Spatio-temporal evolution of the SIV contour in gray scale derived from a OH* chemi-
luminescence overlaid by local maximum peak in red dotted line and b CO2* chemiluminescence
overlaid by local maximum peak in blue dotted line for SG-3. Reprinted from Baraiya and Chakr-
varthy (2019), with permission from Elsevier
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Fig. 11.9 Amplitude spectra from a OH* chemiluminescence and b CO2* chemiluminescence
images for different composition of syngas from SIV peak fluctuation. Reprinted from Baraiya and
Chakrvarthy (2019), with permission from Elsevier

The amplitude spectra of the time series corresponding to the peak SIV value
fluctuations for OH* and CO2* chemiluminescence images are shown in Fig. 11.9.
The corresponding frequencies for SG-1 are ~450 Hz, for SG-2 is ~480 and ~500 Hz
for SG-3 frombothOH*andCO2*data, corresponds exactly to the dominant acoustic
pressure frequency. This is expected in the light of the fact that SIV represents
integrated flame characteristics, similar to the heat release rate spectra obtained in
Fig. 11.3. Thefluctuations in the displacement of peakSIVof either radicals imply the
modulation of regions having instantaneously high luminosity values by convection,
whose time-scales correspond to acoustic time-scales. From the spectra plots, it is
also clear that SG-2, the composition with intermediate hydrogen concentration has
the highest pressure amplitude as a result of larger displacement, particularly of that
of OH* SIV. A higher displacement of the peak SIV values implies larger flame
motion along the longitudinal direction, resulting in substantial energy addition to
the acoustic field if the Rayleigh condition is satisfied. This aspect is discussed next.

Rayleigh Index Map Across Syngas Composition
The spatial Rayleigh index mappings for the various syngas fuel compositions are
shown in Fig. 11.10. The map is obtained by performing a cycle average of the
unsteady pressure and heat release rate oscillation at the dominant acoustic frequency.
The spatial map is obtained by considering each pixel in the camera image to be
a flame element. The images at the top correspond to OH* chemiluminescence,
whereas the bottom side panel depicts CO2* chemiluminescence. As evident from
the images, the driving, as well as damping regions of flame, are sharp and discrete
that display the presence of shear layer vortex train and the flame being modulated
by these vortices. One can observe, that as the hydrogen content is increased, the
structure of the driving/damping regions becomes significantly altered. At higher H2,
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Fig. 11.10 Rayleigh index map for a SG-1 at Re ~ 5100 b SG-2 at Re ~ 5100 and c SG-3 at Re ~
4600, from time-resolvedOH* chemiluminescence images (top row) andCO2* chemiluminescence
images (bottom row).White rectangles indicate the bluff body and arrows indicate the flow direction
from left to right. Reprinted from Baraiya and Chakrvarthy (2019), with permission from Elsevier

we observe that the CO2* chemiluminescence displays clearly demarcated driving
and damping regions, as contrasted to low H2 condition.

Also, one can note that across all the compositions, that the region just downstream
of the bluff-body is a driving region for both the OH* and CO2* chemiluminescence,
or both the heat release zones. This might be a result of the exodus of OH* radicals
formed, which ensure rapid oxidation of the CO fuel in the mixture, resulting in
near simultaneous excitation of the pressure fluctuation by the two heat release rate
contributors (OH* and CO2*). Subsequently, we see a damping region that is a result
of the flame being modulated during negative pressure fluctuation or rarefaction.
We can observe, that although the CO2* map displays in driving that is co-linear
with OH* map as described earlier, the peak driving regions corresponding to CO2*
are actually further downstream, which is a corroboration of the chemical kinetics
scheme described earlier. Subsequently, the reactions, that are getting completed,
result in them playing little role in exciting acoustics, as shown by the Rayleigh
index map in far downstream of the bluff body. To summarize, the rich dynamics
of syngas combustion across different compositions in a bluff body combustor is
seen to be a result of numerous factors viz. mean flame stabilization, interaction or
presence of flame in shear layer, the role of hydrogen in aiding CO combustion and
most importantly—the presence of two heat release rate zones with optimal extent
of stagger.

Next, we analyze the excitation of both low and high-frequency instability seen in
syngas combustion from a theoretical perspective. The role of a time-delay between
acoustic pressure and unsteady heat release rate aswell as the contribution of two heat
release rate zones in determining the time-delay are discussed in the same context.
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11.3.3 Theoretical Analysis of Excitation of Multiple Modes
in Syngas Combustion

The theoretical formulation to explain the observed behavior in the syngas is based
on Crocco’s n−τ model (McManus et al. 1993), whereby the flame is modeled to per
purely modulated by acoustic velocity and is compact. The pictorial representation
of the same is shown in Fig. 11.6. Considering the low Mach number limit, existing
in the present study and the wavelength of acoustics at all the desired frequencies
significantly larger than the flame extent, we can write the governing equations as
McManus et al. (1993) (Fig. 11.11).

The flame is compact and stabilized at ‘a’ from the left open end. A and B are the
right and left running waves upstream of the flame, and C and D represent the same
downstream.

p′
up = (

Aeik1(x−a) + Be−ik1(x−a)
)
e−iωt (11.1)

p′
ds = (

Aeik1(x−a) + Be−ik2(x−a)
)
e−iωt (11.2)

where, p′
up is the upstream pressure oscillation and p′

ds is the downstream pressure
oscillation. k1 = ω

cup
and k2 = ω

cds
The boundary conditions assuming open-open

mode are—

p′
up(x = 0, t) = 0, p′

up(x = a + b, t) = 0 (11.3)

The unsteady pressure is continuous across the flame, stabilized at ‘a’ and the
velocity jump across the flame is related to the unsteady heat release rate. The
unsteady heat release rate is modeled as a scaled and delayed version of the upstream
acoustic velocity, i.e.

u′
ds − u′

up = (γ − 1)
Q̇′

ρupc2up
(11.4)

(γ − 1)
Q̇′

ρupc2up
= nu′

up(a, t − τ) (11.5)

Fig. 11.11 Schematic for n − τ model
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The two boundary conditions, along with the jump condition and pressure conti-
nuity can be expressed as—

⎡

⎢⎢
⎣

e−ik1a eik1a 0 0
0 0 eik2b eik2b

−(
1 + neiωτ

) (
1 + neiωτ

)
ε ε

1 1 −1 −1

⎤

⎥⎥
⎦[ABCD]′ = 0; (11.6)

ε is ρupcup
ρdscds

For a non-trivial solution, the determinant on the left has to vanish,
which yields the following dispersion relation—

tan(k1a) cot(k2b) = −ε
(
1 + neiωτ

) (11.7)

To solve the dispersion relation, we choose quantities by assuming that the specific
gas constant and the ratio of specific heat is constant and equal to 287 J/kg K and 1.4,
respectively. The specific heatCp is taken to be 1000 J/kg K. Values of ‘a’ and ‘b’ are
taken to be 285 and 1685 mm, respectively. The upstream (reactant) temperature Tup
is chosen as 300 K and the downstream temperature is taken to be 1200 K at low Re
(3000) and 1100 K at higher Re (5000). This is based on fitting a linear fit between
the adiabatic flame temperature, T f and the exhaust temperature and then calculating
the mean temperature. The adiabatic flame temperature is calculated using NASA-
CEA® for equilibrium combustion. The flame temperature corresponding to the low
frequency instability is ~1900 and ~1800 K for the high frequency instability. The
exhaust gas temperature is taken to be equal to 600 K, based on experimental data
on the same setup but not as a part of the present work. To derive an estimate for the
gain index, n, we use the following relations—

Q̇′ = GQ̄
u′

ū
and Q̄ = ṁCp

(
T ·

f −Tup
)

(11.8)

where, G is the flame transfer function, which is a complex quantity. In-fact, the
magnitude of the flame transfer function is the coupling index ‘n’ in the n−τ model.
The phase of the flame transfer function is related to the time-delay −τ . Knowledge
of the gain and phase of the flame transfer function requires experiments performed
for different forcing frequencies or extensive computation. For significant excitation
amplitudes, the majority of literature point out towards the gain to assume values
between 0.3 and 1 for the majority of combustion systems. In view of the absence
of flame transfer function measurements in the present work, we solve for Eq. 12
for all gain values between 0.3 and 1 in steps of 0.1. Further, people Park and Lee
(2016) have derived the phase from time-scales that involve convection, reaction and
propagation by assuming a single point as a representative of the entire flame. In the
present work, the issue is compounded by the presence of two heat release rate zones.
As we have already discussed, there exists a convective time-delay between the two
heat release rate zones. The net gain is also a result of this delay between the heat
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release rate zones, as the spatial Rayleigh indexmap represents regions of driving and
damping. If one integrates the entire map, we would get the net gain or the coupling
index. The issue of gain is tackled by varying the value of gain from 0.3 to 1 as stated
earlier. To account for the crucial issue of time-lag/phase, we derive relation based
between the OH* heat release rate measurement and the pressure. Considering that
the time lag between the two heat release rate zones during high frequency instability
is equal to the acoustic time scale at high, the addition of this delay in Eq. 11.7 will
not alter the dispersion relation. For the low frequency instability case, we do not
have reliable estimates of the time-lag. However, we have observed in the preceding
sections that the flame stabilizes near the injection hole and near the combustor
wall at low Re, which would imply that for all practical considerations, the time lag
is negligible in the context of one dimensional acoustics. The dispersion relation
is solved using Matlab® R 2018 using Newton-Raphson method. To estimate the
stability of the dispersion relation, we examine the real and imaginary parts of ω,
and if the imaginary part of ω is >0, then the mode is unstable. For the present work,
we choose two values of the time delay, τ. For the low frequency instability, since
the unsteady pressure and heat release rate fluctuations are in phase, the acoustic
velocity would lead the heat release rate fluctuations by 3/4 T1, where T1 is the time
period corresponding to the dominant oscillation frequency. In the present work, this
is equal to 5.76ms. The other time delaywe choose corresponds to the high frequency
instability, where the unsteady pressure and heat release rate fluctuations are having
a phase difference of 90°, we choose the time lag to be the time period of oscillations
= 2 ms. This is reasoned as follows—the unsteady heat release rate is the source of
pressure fluctuations and thus leads it by 270°, This is identical to the phase difference
of 90°, arrived from Fig. 11.3, but, reasoned out on the causal ground. Whereas the
acoustic velocity always lags pressure by 90°, resulting in total lag to be the time
period. For the listed conditions, it is seen that for both the time lags, as the gain is
increased, the imaginary part (frequency) does not vary appreciably, however, the
growth rate is enhanced as the gain is increased. To avoid, over prediction of growth
rates, we choose a value of gain = 0.3 to calculate the growth rates and frequencies.

The complex frequencies with the real (frequency) and imaginary (growth rate)
parts are listed in Table 11.3.

It is seen that the actual and predicted frequencies are close, and this also implies
that the frequency at low Re instability is an Eigen value to the formulation with
combustion. The positive growth rates imply the preference of these modes at the

Table 11.3 Frequencies and
growth rates at the two
unstable conditions, with
listed time delays

Condition Time delay
(τ ) (ms)

Predicted
frequency
(Hz)

Growth rate
(s−1)

Low Re
instability

5.76 169.8 0.00569

High Re
instability

2 594.3 0.0393
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listed conditions. It is seen that at the listed time delays, the growth rates at all
other modes, other than the ones corresponding to the tabulated frequencies are
negative and thus are not preferred or persist. It should be noted that the net growth
is the difference between the ideal case presented here and the damping at the listed
frequency. These observations illuminate us on the sensitivity of the preferred mode
on the time lag between unsteady velocity and pressure.

It is worth noting that such an analysis underscores the role of physical mech-
anisms in generating and sustaining combustion instability. It is well known that
coherent structures or purely velocity fluctuations (e.g., flame in a duct) are respon-
sible hydro-dynamically in exciting the acoustics in the system. While conventional
belief hinges on the presence/absence of these structures using stability analysis, it
is further important to note that, even if the structures exist, they can excite acoustics
if the time delay of interaction between them and the flame is conductive for the
growth of oscillations at the particular frequency. This reasoning is critical as many
coherent structures have a characteristic Strouhal number, which dictates the extent
of circulation required before they shed off and hence modulate the flame (Matveev
and Culick 2003). This in-turn will dictate the time-delay, and hence the stability of
the system. In the present case, the shear layer coherent structures offer the critical
time lag required to excite the acoustics in the system.

This also explains why the transition from low frequency to high frequency was
by means of a stable route. As the Re is increased, the phase shifts between the
acoustic velocity and pressure, and briefly enters a state whereby the damping rates
at all frequencies are negative. However, during the transition, themodewith positive
growth rate gets excited, resulting in oscillations at that frequency. The differential
time lags associated with each of the mode of instability present a situation, where
control based on predetermined feed-backmight be notoriously hard to achieve. This
necessitates the need to quantify the nature of instability to actuate control.

To summarize the chapter in brief, syngas provides for rich dynamical combustion
behavior, which is usually not encountered in typical gas-powered combustors. The
observed behavior stems from the presence of two reaction zones, largely a result
of sequential oxidation and due to the phase relationship between pressure and heat
release rate oscillations. The insights gained from the present work provide suffi-
cient challenges for a rigorous understanding of syngas combustion instability that
encompasses the disciplines of both chemistry and fluid mechanics based combus-
tion. Addressing these challenges would pave the way for the development of gas
turbines that focus on alternate sources.

11.4 Conclusion

The dynamic nature of syngas composition was studied to identify key physical and
chemical factors affecting combustion stability characteristics. It is seen that syngas,
as contrasted to pure hydrogen (PH) and hydrogen-methane (SNG) mixture excites
much higher frequencies at the same Re range. This is explained on the basis of
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mean flame stabilization, fuel chemistry and as a result-presence of more than one
heat release rate zone. The stabilization of the mean flame was dictated by two flow
parameters, (i) momentum ratio of the fuel to air and (ii) global equivalence ratio,
which results in different flow structures, having different characteristic frequencies
to interact and perturb the flame.

From the chemiluminescence images, we see that the oxidation of H2 to form OH
is necessarily followed by the oxidation of CO by the OH to form CO2. Indeed, the
reaction time scales of the former oxidation are quite smaller than that of the latter.
This results in the presence of two heat release rate zones in syngas, the stagger
nature of which results in the excitation of high-frequency oscillations. The same is
confirmed from the spatial Rayleigh map obtained for three different composition of
the syngas from OH* and CO2* chemiluminescence imaging. Alternate driving and
damping regions for all three syngas confirms the syngas combustion instability is
driven by the shear layer. The driving regime of OH* is concentrated closer to the
bluff body whereas for the CO2* driving regime is much downstream to the bluff
body confirms the presence of the two heat release rate zones spanned at the distance
acting as two oscillator whose time lag matching the high frequency instability.

In a bid to understand the role of phase lag between the fore-mentioned unsteady
quantities in driving the frequency shifts, we analyzed the same through a n − τ

model for the obtained phase lags. The stability of the modes at low and high Re
indicated, that at lowRe, the low frequency displays positive growth ratewith all other
modes being damped, whereas the higher frequency mode displays this behavior at
higher Re. This emphasized the role of phase or time lag in determining the stability
of a system. In other words, even if one could have the mechanism of combustion
instability at any phase, only a few phase lags would sustain combustion instability
and at particular modes.

In summary, the combustion dynamics of a bluff-body stabilized non-premixed
syngas flame is because of the tendency of the flame to reside in the shear layer and
owing to the presence of twin reaction zones.
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Chapter 12
A Review on Noise-Induced Dynamics
of Thermoacoustic Systems

Lipika Kabiraj, Neha Vishnoi and Aditya Saurabh

Abstract Practical combustion systems such as gas turbine combustors, rocket
engines, industrial furnaces, and boilers are essentially thermoacoustic oscillators
involving acoustic energy amplification through feedback interaction among fluc-
tuations in the aerodynamic field, acoustic field, and the combustion process. Such
systems are also noisy, in the sense that there inherently exists noise within the sys-
tem. Noise may be associated with various sources–noise in fuel/air supply systems,
fluctuations in the flow field, acoustic fluctuations, fluctuations in the heat release.
Additionally, such noise may be correlated or uncorrelated, may have a specific spec-
tral characteristic; but often noise will interact with/influence the feedback process.
Since the importance of noise in determining the stability of the system discussed by
Culick et al. (Combustion noise and combustion instabilities in propulsion systems,
1992) and group at Caltech, there have been several recent contributions to the the-
ory of noise-induced phenomena in thermoacoustic systems–further advancements
in the determination of system stability through noise-induced behaviour in the sys-
tem prior to bifurcation as well as during the self-excited state, noise-induced effects
in the presence of nonlinear interactions, noise-induced transitions (incl. dynamics in
the bistable regime in the case of transition to self-excited oscillations via a subcrit-
ical Hopf bifurcation), as well as recent identification of interesting behaviour such
as noise-induced coherence and stochastic bifurcations (stochastic P-bifurcations).
The latter effects are based on new findings in the theory of dynamical systems and
since reports on their influence in thermoacoustic systems are also being investi-
gated in other aero/hydrodynamic systems such as in jets. The review will focus on
the influence of developments in the theory of random noise (such as the Fokker-
Plank equations), the theory of oscillators and dynamical systems on noise induced
behaviour in thermoacoustic systems; experiments, modelling, and predictions on
noisy thermoacoustic systems; and the implications of these findings on practical
systems.
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12.1 Introduction

A thermoacoustic system is one which involves heat transfer via combustion—as in
a rocket engine motors, furnace, or gas turbine combustor1—or via heat exchang-
ers such as in thermoacoustic engines (Swift 1988) or heated wires as in the Rijke
tube (Feldman 1968; Raun et al. 1993); within a confinementwhich supports acoustic
modes—planar as well as non-planar modes, with the latter associated with high-
frequency instabilities (O’Connor et al. 2015). The unifying feature of such thermoa-
coustic systems, which is of academic and industrial interest is the establishment of
a constructive feedback coupling between the acoustic field and fluctuating heat
transfer referred to as thermoacoustic instability.

Heat transfer fluctuations feeding energy into the acoustic field in accordancewith
the famous Rayleigh criteria (Rayleigh 1878; Putnam 1971) given as,

∫

V

∫

T

p′
x,t q̇

′
x,t dt dV > 0,

p′
x,t and q̇

′
x,t denoting pressure and heat release rate fluctuations respectively; and the

response of heat transfer (specifically heat release rate fluctuations) to acoustic fluc-
tuations are the key elements of thermoacoustic feedback loop (Zinn and Lieuwen
2006). Furthermore, the flame response is typically low pass in nature (Candel et al.
2009) and is delayed in time. Thus implying that the instability will establish only
for a favourable phase difference between pressure and heat release rate fluctuations
in accordance with the Rayleigh integral above, and that an accurate description
of thermoacoustic instability would necessarily involve delayed-differential equa-
tions. When combustion and flames are involved, additional complexities, charac-
teristic to the configuration under consideration such as equivalence ratio fluctua-
tions (Shreekrishna et al. 2013) and swirl flow and flame dynamics (Candel et al.
2014; Chakravarthy et al. 2016) must be incorporated.

To be able to predict and suppress instability is a practical necessity and research
in the field has primarily focused on understanding the instability phenomenon and
developingmethods for prediction and control. The Rayleigh criterion is not of much
help in this regard, but the latter—theflame response—allows for the determination of
whether a given combustor-flame configuration may become unstable for a given set
of operating conditions: the flame response in the form of the flame transfer function
and the flame describing function (Dowling 1999; Noiray et al. 2008) together with
input-output representations for acoustics within the combustor provides sufficient
information to establish stability boundaries. The method depends on the accurate
measurement of the flame response—a task which becomes increasingly difficult if
the flame configuration, operating conditions, and the acoustic field expected during

1Among the three, the gas turbine combustor is of focus here; but most of the results and inferences
discussed would apply to other systems, including thermoacoustic engines which involve heat
transfer but not combustion.
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the instability in modern combustors are to be exactly represented for the flame
response measurements.

One of the interesting recent developments in the field was to note that, char-
acteristic features aside, the thermoacoustic system is yet another dynamical sys-
tem governed by a set of critical parameters. When fluctuations in system variables
are small, the evolution is well represented by linear operators; but as the ampli-
tude of fluctuations increases, system dynamics feature nonlinear behaviour such as
amplitude saturation, bifurcations, and chaotic scenarios. The thermoacoustic system
features remarkable similarities in its dynamics with a wide spectrum of nonlinear
systems implying that fundamental features of thermoacoustic instability may be
studied based on a class of governing equations that have been developed for generic
nonlinear systems with which thermoacoustic instability shares its dynamic features.
As will be discussed, this perspective has also aided in developments in our under-
standing of noise-induced dynamics in thermoacoustic systems.

Noise in thermoacoustic systems has on the one hand delayed the identification
of bifurcations and dynamical attractors (cf. Sterling and Zukoski 1991; Kabiraj
et al. 2015a) and on the other hand enabled the identification of measures of system
stability. The latter has been possible because noise leads to frequent excursions of
the system away from its asymptotic dynamics; and characteristics of its evolution
back to the asymptotic behaviour (steady state or oscillatory states) is indicative of
the system stability. Both the aspects are discussed in further detail later.

Thermoacoustic instability is highly undesirable in practical systems because of
the large amplitude pressure oscillations that result in thrust oscillations, severe vibra-
tions that interfere with control-system operation, enhanced heat transfer and thermal
stresses to the combustor walls, oscillatory mechanical loads that result in fatigue of
system components, and flame blow-off or flashback. These phenomena may result
in premature wear of the components of the gas turbine that leads to costly shutdown
or catastrophic component and/or mission failure (e.g.: the failure of America’s first
manned moon mission occurred due to these instabilities in F1 engine (Culick and
Yang 1995). It becomes necessary either to avoid the operational regime under which
these instabilities occurs or to suppress the resulting oscillations. This requires the
knowledge of stability margins of a system and the understanding of the dynamics of
these instabilities, which are found to be influenced by the interactions between the
thermoacoustic instabilities and other processes in a combustor (Zinn and Lieuwen
2006). Emerging trends in practical combustion systems tend to make them more
susceptible to this feedback phenomenon. Consequently, determination of the stabil-
ity boundaries is essential and here a noisy system may lead to problems associated
with noise-induced oscillations/transitions. A basic understanding of the primary
(Hopf) bifurcation would help understand this effect of noise.

In a stable combustor, large amplitude coherent oscillations (consisting of one
or more distinct peaks in the frequency spectra of acoustic pressure/velocity or heat
release rate fluctuations from the flame) will be absent. Fluctuations may still be
present due to inherent noise and these might contain small amplitude intermittent
coherent oscillations. As a critical parameter is varied, large amplitude coherent
oscillations will appear in one of the two possible ways: oscillations with gradually
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increasing amplitude as the critical parameter is varied, or oscillations with a sudden
jump in the amplitude. These two pathways are associated with the two forms of the
Hopf bifurcation. Figure12.1 presents schematics of the two forms: the supercritical
and the subcritical Hopf bifurcation. The X-axis is the parameter and the Y-axis
is the amplitude of oscillations. Solid lines are ‘stable’ asymptotic states: once the
system assumes such a state it will continue to stay at that state in the absence of
any large disturbance and further parameter variations. These are also known as
‘attractors’ because of the property that if the system is disturbed from this state via
small perturbations, it will be attracted back to it. The dashed lines are also states
that the system can settle on for a short time, but will eventually be repelled from
this state to the closest attractor available. These are therefore ‘unstable’ states or
‘repellers’.

Depending on the nature of the nonlinearity within a system, transition to the
oscillatory state may happen via a supercritical or subcritical bifurcation (Gupta
et al. 2017; Burnley and Culick 2000). For a supercritical Hopf bifurcation, the
transition to the oscillatory state occurs such that beyond the critical point (also the
Hopf point), xH , the amplitude changes gradually. The role of noise for this case can
be expected to be limited to excursions of the system away from the stable states
induced by noise, followed by return towards the closest‘attractors’.

The subcritical Hopf bifurcation is more interesting—and also more dangerous
than supercritical bifurcation for practical systems. In the most fundamental case of a
subcritical Hopf bifurcation, a stable (oscillator) state exists together with the stable
steady state (referred to as focus) prior to the Hopf point; and the two are separated
by a repeller—an unstable limit cycle. The point at which these two meet is referred
to as a ‘saddle-node’. The region of coexisting attractors is called ‘bistable’ region
because of the existence of two attractors. The system will evolve on one or the other

Fig. 12.1 Schematic of a supercritical (left) and subcritical (right) Hopf bifurcations (Gupta et al.
2017). xH marks the Hopf point and, for the subcritical bifurcation, xSN marks the saddle-node
point
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depending on the initial condition: a large enough perturbation can cause the system
to switch from one to the other attractor. Such a condition is dangerous for a practical
system because although the system is far away from the Hopf point—which is what
may typically be obtained from linear stability analysis of the system—perturbations,
including noise may ‘trigger’ instability (the oscillatory stable attractor).

In the ‘sub-threshold’ region before the bifurcations, as marked in Fig. 12.1, noise
results in subtle effects that are now known and can be helpful for the practical
purposes of prediction and control of the instability.

Transition due to noise is not only limited to the transition from steady to oscil-
latory states; it is possible for a thermoacoustic system to have multiple coexisting
oscillatory states; for instance in an annular combustor both standing and rotating
acousticmodes are possible during thermoacoustic instability and it has been reported
that the transitions between the two, commonly observed in experiments, are likely
due to noise in the system (Noiray and Schuermans 2013b).

Noise in general has also been identified to result in other more subtle effects in
nonlinear systems such as stochastic resonance (SR), where a feeble external peri-
odic forcing to the system is enhanced in the presence of noise (Benzi et al. 1981,
1982; Douglass et al. 1993; Wellens et al. 2003) coherence resonance, which similar
to SR except that it does not require an external signal and internal frequencies are
enhanced leading to intermittent burst of periodic behaviour (Pikovsky and Kurths
1997; Neiman et al. 1997; Kiss et al. 2003; Ushakov et al. 2005; Zakharova et al.
2010.) The term ‘resonance’ in both cases refers to the observation that the ampli-
fication of the external periodic signal (SR) and the coherence in noise-induced
oscillations (CR) first increases with increasing noise intensity, attains a peak, and
subsequently decreases monotonically—similar to a resonance curve. The partic-
ularly interesting feature of such noise-induced behaviour is the regime (control
parameter range) within which it occurs: for subcritical Hopf bifurcation it occurs
before the bistable region (before the saddle node point), and for supercritical bifur-
cation it occurs before the Hopf point. Thus, in the presence of inherent noise, such
behaviour can be used as precursors, or for advance detection of the proximity of the
system to the (practically dangerous) bistable (subcritical Hopf) and linearly unstable
(supercritical Hopf) regimes. Only recently has coherence resonance and associated
P-bifurcations been demonstrated in experiments (Kabiraj et al. 2015b; Saurabh et al.
2016) and prototypical models of thermoacoustic systems (Gupta et al. 2017).

Another important aspect concerning noise-induced dynamics is that the effects
are also dependent on the nature of noise: the composition in terms of the distribution
of power over frequency and whether noise appears in the parameters governing the
system (parametric noise), whether noise is dependent on the state of the system
(multiplicative noise), or if it is unrelated to either the state or parameters (additive
noise). These are however mathematical constructs and one may find one or the other
form reported in literature. The important point to note is that the different classes
of noise have different effects on the system.

Briefly summarizing, noise has been identified as a major contributing factor
to the complexity of thermoacoustic instabilities since the 1970s. Combustors are
typically noisy environments. Considerable noise sources in practical combustion
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systems include flow separation, turbulence, and combustion processes. It is expected
that the presence of noise will affect in some way the amplitudes and possibly the
qualitative behaviour of organized oscillations (Burnley 1996). The noise-induced
dynamics in a thermoacoustic system can trigger thermoacoustic instability in the
bistable regime, can be used to acquire deterministic system parameters, can modify
the stability margins of the system, and can act as a noisy precursor to instability.
It has been found that noisy excitation acting on thermoacoustic systems have the
ability to produce coherent response in the form of acoustic oscillations (Chiu et al.
1973; Chiu and Summerfield 1974; Strahle 1978). We will take up critical effects
identified in recent studies in this review.

12.2 Noise-Induced Dynamics and System Identification

It is reported that in the 1960s or even the 50’s, several Russian groups were employ-
ing system identification using the statistical features of pressure fluctuations (Sey-
wert 2001). It was however the reports published in the 80s and 90s—primarily by
Culick, Zinn, and their respective groups at Caltech and Georgia tech—that made
the major contributions to the theoretical investigation of nonlinear and stochastic
dynamics of thermoacoustic instability. The formulations and results developed back
then for liquid and solid rocket motors still have relevance for gas turbine combus-
tors and are being employed, extended, and improved for modelling and control
strategies.

This early work in particular is based on the approximate analysis for nonlin-
ear instability in combustors developed in Culick (1971), Zinn and Powell (1971).
Identifying the cause of triggering in combustors, which was observed frequently in
experiments, was the major driving force behind developing a nonlinear framework
involving either nonlinear gas dynamics, or nonlinear combustion, or both simul-
taneously; and it was realized that nonlinear combustion was important to obtain
subcritical Hopf bifurcation and the associated triggering phenomenon (Burnley and
Culick 1997).

Researchers were particularly interested in two questions: firstly, for noise with
certain statistical features introduced into the system as multiplicative or additive
noise, what are the statistical features of pressure fluctuations; and secondly, given
experimental measurements of pressure fluctuations from a combustor, can the sta-
bility margins/measures of the system be inferred.

Among the first detailed studies on the effects of noise is the work by Culick et al.
(1992) where the authors, building on the approximate analysis (Culick 1971; Zinn
and Powell 1971), include parametric (noisy) excitation of the acoustic modes and
an additive noise source in the acoustic forcing term of the form:

d2ηn
dt2

+ ω2
nηn = Fa

n +
∞∑
i=1

[
ξiηi + ξv

i η̇i
] + �n (12.1)
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ξi , ξ
v
i are parametric noise amplitudes, while �n is the additive noise amplitude.

Acoustic pressure and velocity are expanded as a linear summation of (classical)
acoustic modes and ηn is the time-varying amplitude of the nth mode. Accordingly,
the governing equations for fluctuations in the combustor appear as set of stochastic
differential equations of the form of oscillators with the forcing terms containing
contribution from noise. Subsequently, with the use of a two-mode approximation
followed by stochastic averaging provides a simplified set of equations for the fluctu-
ations in the modal amplitudes in the presence of noise. The corresponding Fokker-
Planck equations for pressure fluctuations will provide the probability density. The
authors reported a uni-modal, log-normal distribution for pressure fluctuations as the
result of this formulation and the descriptionwas shown tomatchwell with numerical
simulations (Monte-Carlo) of the stochastic equations obtained earlier.

The log-normal distribution of pressure fluctuations were also reported by Clavin
et al. (1994) for the special case when the combustor is close to the stability bound-
aries. The analysis was based on the Stuart-Landau equation with the effect of noise
(specifically due to turbulence) appearing as a fluctuation of the growth rate (multi-
plicative noise). Furthermore, this was probably the first work to approach transitions
between the stable steady and oscillatory states within the bistable region of the sub-
critical bifurcation due to noise. Further discussion on these transitions is postponed
for the section on noise-induced transitions. The authors also pointed out that to cap-
ture noise-induced behaviour correctly, it was important to include nonlinear terms.
While qualitatively the results appear to correspond to experimental observations, no
further validation of themultiplicative nature of noise or a characterization of changes
in the transfer function or the growth rate of the system has been attempted. Concern-
ing multiplicative noise, additional work was more recently undertaken in Lieuwen
and Banaszuk (2005) where the authors show that in the presence of fluctuations in
the system damping and frequency, the stability regime shrinks (in comparison to
the boundaries identified from deterministic equations).

The definitive response to the long-standing question of whether the statistical
features of pressure fluctuations can give an idea about the stability margins of the
systemwas finally given by Seywert (2001). Like the previous investigations (Culick
et al. 1992; Burnley 1996), the authors simplify the governing equations to the form
of an oscillator with multiplicative noise affecting the frequency and growth rates
of the system; with the system itself represented by four modes. Following ‘Burg’s
method’ to curve-fit the power spectrum of the pressure fluctuations from simulations
of the stochastic differential equations, they identify the frequencies and growth rates
of the system and compare these to known values for the case of a linearly stable
system. A very good agreement is found and the method is reported to be robust
against the amplitude of noise for the case of additive noise and breaks down for
large noise amplitudes for the case of multiplicative noise. More insights on the
latter have been obtained in very recent experiments (Kabiraj et al. 2015b; Saurabh
et al. 2016).

The authors (Seywert 2001) also applied the method to linearly unstable system
but the results are not as promising. The method works only if a single mode is active
during instability as it is unable to distinguish between linear and nonlinear effects
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in the presence of multiple modes. The formulation may also not be accurate as the
authors consider nonlinear gas dynamics but a linear flame response.

The idea that noise-induced dynamics could be used for system identification
was recently revisited by Noiray and Schuermans (2013a). Unlike previous stud-
ies discussed in the last paragraphs where the authors attempted to arrive at a set
of governing stochastic differential equations (Noiray and Schuermans 2013a) and
follow up works (Noiray and Denisov 2017; Bonciolini et al. 2017) start with the
assumption that only a single acoustic mode is active and the dynamics may be well
represented by Van der Pol equations and their stochastic extensions. Noise is con-
sidered additive in nature. In Noiray and Schuermans (2013a) the authors propose
four different approaches for the determination of the linear growth rate and non-
linearity coefficient—the nonlinearity being an assumed form involving a single,
constant coefficient. The first of these neglects the nonlinear term and the determina-
tion of the growth rate is based on fitting the power spectrum of pressure fluctuations
with a function derived for the stochastic Van der Pol equation (with additive noise).
The second approach considers a weakly perturbed limit cycle oscillation of the
oscillator. It involves linearization about the limit cycle oscillation for which the
amplitude depends on nonlinearity coefficient and fitting of the power spectrum with
the correspondingly modified functional form. The next approach is based on the
Fokker-Plank equation corresponding to the amplitude and phase equations of the
stochastic Van der Pol equation. An expression is obtained for the amplitude distribu-
tion (Eq.22 in Noiray and Schuermans (2013a)) and based on fitting experimentally
obtained data (Hilbert transform of the pressure oscillations given that Hilbert trans-
form is applicable2) with the function. This approach relaxes the assumption of a
weakly perturbed limit cycle. Finally the authors propose another approach based
on the Fokker-Plank equations governing the evolution of the transient probability
density. The coefficients associated with the convection and diffusion of the prob-
ability density with time can be obtained from experimental data and deterministic
quantities estimated subsequently. This approach is most general and relaxes the
presumption of a stochastic Van der Pol; the result may be cross-checked to identify
whether the stochastic Van der Pol is a valid form for the governing equation. In the
application of the method on data obtained from the combustor the authors show that
for the particular case, the Van der Pol-based description largely holds. Except the
first approach, the proposed strategy is applicable for the linearly unstable regime as
well.

Bonciolini et al. (2017) showed that regardless of the frequency composition of
noise (color of noise) linear growth rate and nonlinear saturation coefficient estima-
tion is possible by using a band-pass filter around the oscillator eigenfrequency as a
preprocessing step. This is a practically-relevant result as it is often not possible to
know the noise characteristics in a real system.

Further development of the Fokker-Plank based method was presented recently
in Boujo and Noiray (2017) where the authors provide a more robust estimation

2With the assumption of a single dominant frequency in the system, this is true.
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methodology based on adjoint Fokker-Plank equations which does not suffer from
problems associated with the fact that previous methods relied on band-pass filtered
data.

Among the studies mentioned only Seywert (2001) has investigated the role of
noise amplitude; and although the amplitude appears as a parameter in methods
studied in Noiray and Schuermans (2013b) and subsequent works, it is implicitly
assumed that for all cases the amplitude does not lead to variations in the general
form of the power spectrum or the amplitude distribution function. As discussed
below, recent experiments and associated analyses however indicate otherwise.

Kabiraj et al. (2015b) experimentally investigated the response of a model ther-
moacoustic system to varying amplitudes of acoustic white noise signals for a range
of operating conditions prior to the bistable region. As mentioned in the introduction
to this review, in this region the system is linearly stable and the steady non-oscillatory
state is the sole attractor of system dynamics.

It was shown by the authors that the response to noise consists of intermittent
episodes of oscillatory behaviour at the frequency which would appear if the param-
eter were to be changed to a value beyond the Hopf point. The episodes occurred
more frequently and for a longer mean duration as the system was brought closer to
the edge of the bistable region. The most important aspect concerning noise-induced
dynamics was the observation that this ‘coherent’ behaviour was also dependent on
the noise intensity; and that this dependence was not monotonous. With increasing
noise amplitude the coherent responsewould increase and then—beyond an optimum
induced coherence—decrease. The optimum also depends on the proximity of the
system to the bistable region in a way that if the system is close to the bistable region,
the optimum is obtained at a lower noise intensity. Such behaviour has known in the
nonlinear dynamics community (cf. Zakharova et al. 2010 ; Ushakov et al. 2005)
and is referred to as ‘coherence resonance’ due to the resonance-like dependence
of the induced coherence on the noise intensity. In the presence of non-linearity,
both the peak height and the width are affected by noise (Stratonovich 1967). The
combined effect of noise on the spectral peak is such that the coherence factors, β,
obtained from the power spectra passes through a maximum for intermediate noise
levels (Neiman et al. 1997).

The investigation was further expanded in Saurabh et al. (2016) to show the
presence of ‘P-bifurcations’: qualitative changes in the statistical characteristics of
pressure fluctuations as the noise intensity is increased. The amplitude distribu-
tion functions changes from a uni-modal, log-normal distribution to a bi-modal
distribution. From the characteristics of the distribution it could be inferred that
the oscillatory attractor that exists in the bistable region and beyond influences the
noise-induced behaviour of the system already in the ‘sub-threshold’ region. That
such ‘P-bifurcations’ appearwith the phenomenon of ‘coherence-resonance’ has also
been observed in nonlinear systems (Zakharova et al. 2010).

In addition to giving insights on the stochastic features of thermoacoustic instabil-
ity the observations are also practically relevant: such noise-induced behaviour and
corresponding trends can be used as precursors for advance detection of instability.
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Lately, a similar work analogous to Kabiraj et al. (2015b) was presented by Li
et al. (2019). They also investigated coherence resonance and stochastic bifurcation
behaviours in two modelled standing wave thermoacoustic systems (open-open and
closed-open boundary conditions). They reported from the smooth transitions of the
stationary probability density function (PDF) that the thermoacoustic system is desta-
bilized via stochastic P bifurcation, as the external noise intensity was continuously
increased. This was in good agreement to Kabiraj et al. (2015b). In addition, they also
reported that the increased noise intensity could shift the hysteresis region, making
the systemmore prone to quasi-periodic oscillations, but also reducing the hysteresis
area possibly suggesting the presence of a multiplicative noise component (Lieuwen
and Banaszuk 2005).

The phenomenon of coherence resonance was later analysed through numerical
simulations in Gupta et al. (2017). The authors conducted numerical analysis of
noise-induced (additive noise) dynamics in subthreshold regime for models of ther-
moacoustic instability—Rijke tube as well as the Van der Pol oscillator. The results
reported correspondqualitatively to the observations of the experiments (Kabiraj et al.
2015b). The findings confirmed that the observed phenomenon of coherence reso-
nance in combustion systems is intrinsic to thermoacoustic coupling. Furthermore,
investigations on the Van der Pol model, which underwent bifurcation to instability
via supercritical bifurcation indicated that coherence resonance is not limited to sub-
critical bifurcations. The trends in noise-induced coherence as the system approaches
Hopf bifurcation for subcritical and supercritical Hopf bifurcations were found to
be qualitatively different and indicative of the type of bifurcation. This particular
result even has the potential to be used as a basis of system identification prior to the
instability. The restriction of additive white Gaussian noise employed by the authors
may not be accurate but the qualitative results impress the importance of consid-
ering nonlinearity and noise amplitude effects in the modelling (and use in system
identification approaches) of thermoacoustic systems.

In order to summarize, the aforementioned discussions made by various
researchers provided a strong theoretical modelling of the stochastic forcing in ther-
moacoustic systems and how the extended study of themodel could be used to extract
or determine the linear growth rate and non-linearity in the system. It can also be
concluded that the knowledge of noise-induced linear growth/decay rates and non-
linearity coefficient could help in designing of proper damping device for dissipation
of acoustic energy for a thermoacoustic system. But recent results also advocate the
need for further developments in theoretical modelling and system identification
approaches.

12.3 Noise-Induced Transitions

Among various practically-relevant aspects of thermoacoustic systems is the possi-
bility of switching between or undergoing transition to different dynamical states.
There are two such possibilities:
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• Transitions involving thermoacoustically-stable (non-oscillatory) and oscillatory
states.

• Transitions involving two oscillatory states.

In both the cases, the switch/transition may be ‘triggered’ by finite-amplitude dis-
turbances, including inherent noise within the system.

Transition from the stable, non-oscillatory state to an oscillatory state (not lim-
ited to limit cycle oscillations (Kabiraj et al. 2012) is possible only for the case of
a subcritical Hopf bifurcation (see Fig. 12.1). Within the bistable zone, the simulta-
neous existence of two attractors leads to the possibility of forcing the system to be
attracted to one of them by providing an appropriate disturbance: if a disturbance
causes the system to fall within the ‘basin of attraction’ (Nayfeh and Balachandran
1995) of the oscillatory state or the thermoacoustically-stable state, the systemwould
be attracted to the corresponding state. Such behaviour in thermoacoustic systems
was first investigated in the context of rocket engines where the triggering of ther-
moacoustic instability via a large amplitude pulsewas referred to as hard excitation or
triggering instability (Crocco and Cheng 1956). Beyond a certain ‘threshold’ ampli-
tude for the disturbance, which was typically obtained through a small explosions
within the combustor, instability could be triggered. Experimentally it is possible to
obtain the threshold corresponding to the unstable limit cycle (Kabiraj and Sujith
2011), but only for laboratory systems.

In the context of this review it is important to discuss the fact that triggering is
also possible through noise (Zinn and Lieuwen 2006). Thermoacoustic systems can
be triggered by low amplitude perturbations of the order of background noise level.
Noise in the system may be associated to several sources—noise in operating con-
ditions, noise in the base flow, fluctuations leading to combustion noise, or external
sources (Dowling and Mahmoudi 2015; Tam et al. 2019). It is difficult to accurately
model noise solely as additive, multiplicative, or parametric noise; but this difficulty
is a limitation of modelling methods. Regardless of the source or classification, it has
been known for a long time that noise can induce triggering (cf. Elias 1959) and the
theory of dynamical systems, in particular the subcritical Hopf bifurcation, provides
us with the required framework to interpret and understand such triggering. Because
noise is involved, the analysis, description, andmodelling of a thermoacoustic system
in the presence of noise must necessarily be probabilistic in nature.

Culick et al. (1992), Clavin et al. (1994) were among the first to capture the effects
of noise in inducing repeated transitions between the stable oscillatory and stable
steady states within the bistable regions. Clavin et al. (1994), in particular obtained
the transformation of the amplitude distribution function from unimodal to bimodal
nature—indicating the presence of transitions between the steady and oscillatory
states—through the Fokker-Planck formulation of the noisy (multiplicative noise)
Stuart-Landau equations that the authors argued is a simplified representation of the
thermoacoustic system in the presence of turbulent fluctuations.

Of recent, there have been several reports on noisy thermoacoustic systems,
specifically transitions within the bistable region, based on experiments involv-
ing prototypical setups; and numerical/analytical analysis on either the Rijke tube
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formulation (Matveev and Culick 2003) with subcritical bifurcation or the Van der
Pol oscillator, where transition to instability takes place via a supercritical bifur-
cation. The latter, due to the lack of a bistable region in the bifurcation, can not
be employed to understand transition within the bistable regime; and studies have
focussedmostly on the stochastic nature of pressure fluctuations within the system—
without transitions between stable attractors.

Waugh and Juniper (2011) explored the mechanism of triggering a thermoacous-
tic system (Rijke tube) with additive noise of different spectral composition—white,
blue, and pink—and different amplitudes, within the bistable region. Pink noise was
identified to be the most effective in triggering instabilities. Triggering required a
certain threshold amplitude of noise depending on the type of noise. If the strength of
noise was increased to the point where the intensity was just enough to trigger ther-
moacoustic oscillations, the system would spend some time at the unstable periodic
solution and eventually be attracted to the stable oscillatory solution (limit cycle)
and continue oscillating. At higher noise intensities, the system would directly be
attracted to the stable limit cycle. Such observation and the presence of the unstable
limit cycle was also obtained in experiments involving a periodic signal input for a
prototypical system within the bistable region (Kabiraj and Sujith 2011).

In a follow-up numerical study with additive noise (Waugh et al. 2011), again
within the bistable region, the authors investigated the effect of noise intensity and
the proximity of the system to the Hopf point on the transition dynamics. If the
system is close to the Hopf point, the basin boundary for the stable oscillatory solu-
tion is closer to the steady state; and it is expected that a low amplitude disturbance
will be sufficient to cause transition. This is exactly what the authors found in their
study. Correspondingly, as the system is taken further away from the Hopf point,
transition would require a larger noise amplitude. Alternatively, for a constant noise
amplitude, transition would occur in advance (of the Hopf point); with the distance
to the Hopf point for such noise-induced transition increasing for increasing noise
intensities (i.e. transition would occur much in advance for a higher noise inten-
sity). The authors investigated noise included as an additional term to the system of
equations as well as being included as a perturbation of the acoustic velocity at the
heater (driving the electrically-heated Rijke tube) and reported that the results are
qualitatively identical. These results explain several experimental observations such
as reported by Elias (1959), and recently repeated by George et al. (2016) where the
transition of combustors to instability is advanced in the presence of increased noise
(flow turbulence in the cited references) intensity.

In experiments, a similar study was reported by Jegadeesan and Sujith (2013),
where the authors investigated the influence of perturbations in fuel flow in a diffusion
flame driven combustor. The configuration is closer to being classified as a parametric
noise case than an additive ormultiplicative noise scenario.Within the bistable region
triggering would occur and the system evolution would pass through the unstable
periodic state before ending up at the stable oscillatory state as previously discussed
byWaugh et al. (2011), Kabiraj and Sujith (2011).When the systemwas perturbed by
noise (Gaussian white noise), it underwent noise induced transition (nit) which was
observed when the noise intensity was just 1/8th of the triggering amplitude of the
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system. The evolution along the unstable periodic orbit was found to be intermittent,
with pronounced bursts of oscillatory behaviour. The authors reported that with
increased fluctuation intensity, the amplitude of triggered oscillations was lower than
the amplitude of the limit cycle oscillations for the configuration without noise. The
authors provide an explanation for the lowered amplitude based on a previous report
of the drifting of the phase between heat release rate and pressure fluctuations (thus,
a constantly changed value of the Rayleigh integral) in the presence of additive
noise (Lieuwen 2001); although if that was the case, the numerical investigations
should have identified the effect as well. The mean amplitude in the simulations with
additive noise (Waugh et al. 2011; Waugh and Juniper 2011) was the same as the
limit cycle amplitude obtained without noise.

In experiments on the horizontal configuration of an electrically-heatedRijke tube,
Gopalakrishnan and Sujith (2015) identified that the reduction in the hysteresis zone
as a result of noise-induced transitions discussed above follows a linear trend with
respect to the normalized noise intensity. Such reduction in the bistable/hysteresis
zone for systems undergoing subcritical Hopf bifurcation, in the presence of noise
has been observed in various other dynamical systems as well (Sastry and Hijab
1981; Coullet et al. 1985; Berthet et al. 2003). For a sufficiently high noise intensity,
the system was shown to undergo repeated transitions between the stable steady
and oscillatory states; because of which the bifurcation diagram for the case of
subcritical bifurcation with noise-induced transitions, obtained from noisy data with
a representative amplitude (in the cited work, the median of local maxima in acoustic
pressure) would resemble a supercritical bifurcation.

The authors recognize that the observed qualitative change in the bifurcation is
due to repeated transitions or ‘flickering’ as such behaviour and later in Gopalakrish-
nan et al. (2016) identify the observation as a stochastic P-bifurcation (Arnold 1995;
Zakharova et al. 2010). The authors compare the experimental observations in terms
of the transformation of the unimodal amplitude distribution function to a bimodal
structure (P-bifurcations) with increased noise to the analysis (Fokker-Planck for-
mulation) of an idealized single mode oscillator forced to undergo a subcritical Hopf
bifurcation via an artificial nonlinearity, and valid as a representation of the Rijke
tube under several assumptions including small heat release rate fluctuations and a
small (in comparison to the oscillation time period) time-delay in the heat release
rate response. On account of the assumptions, the oscillator does not feature a saddle-
node bifurcation and is valid in a small vicinity of the steady state solution. For the
model, the corresponding Fokker-Planck formulation gives bifurcations in the sta-
tionary probability distribution functions with variation in the bifurcation parameter
and the noise intensity.

Concerning the second possibility for transitions within a thermoacoustic system,
noise has also been reported to cause transition between coexisting modes of the
system. Noiray and Schuermans (2013c) studied the transition between azimuthal
standing and rotatingmodes in an annular combustor. Themodal dynamicswere char-
acterized and transitions between the two modes were noted. To seek an explanation,
the authors investigated the phase dynamics of a coupled stochastic oscillator system
with the flame nonlinearity modelled as a cubic nonlinearity. The switch between
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rotating and standingmodeswas a long-standing aspect frequency observed in indus-
trial combustors and the influence of noise was found to provide the most consistent
explanation for such behaviour in modern annular systems.

12.4 Conclusion

Since the breakthrough experimentation and modeling of noise in thermoacoustic
systems in the 80s, several important aspects of noise, including its use for system
identification and as a precursor to instability, have been uncovered. Phenomenon
such as mode transitions and changes in the nature of bifurcations, which could not
be answered through a deterministic framework could be explained via the inclusion
of noise in the modelling approaches. Further investigation is still warranted, in
particular the role of multiplicative versus additive noise; including the identification
of the conditions under which the system must be described by multiplicative noise
and when additive noise suffices. In future investigations, we may expect to see
new results concerning developments such as coherence resonance, characteristics
stochastic features of subcritical and supercritical bifurcations, and changes in the
nature of bifurcations and their implications on real systems.
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Chapter 13
Deep Learning Algorithms for Detecting
Combustion Instabilities

Tryambak Gangopadhyay, Anthony Locurto, James B. Michael
and Soumik Sarkar

Abstract Combustion instabilities are prevalent in a variety of systems including
gas turbine engines. In this regard, the introduction of active control opens the poten-
tial for new paradigms in combustor design and optimization. However, the limited
ability to detect the onset of instabilities can lead to difficulty in implementing active
control approaches. Machine learning—specifically deep learning tools—may be
employed to detect instabilities from various measurement and sensor data related
to the combustion process. Deep learning models have recently shown remarkable
potential for extraction of meaningful features from data without the need to hand-
craft. As one of the early studies of deep learning for combustion instability detection,
we extract sequential image frames from high-speed images of a premixed, bluff-
body stabilized flame which exhibits varying levels of combustion instability. Using
an efficient detection framework (based on 2-D convolutional neural networks) to
detect the growth of an unstable mode can lead to effective control schemes. In addi-
tion, we apply a second deep learning framework to capture the temporal correlations
in the data with corresponding learned spatial features.

13.1 Introduction

Detecting the onset of critical transitions can help in implementing early warning
measures and efficient control strategies in human-engineered dynamical systems.
Early detection can help in preventing the occurrence of these unwanted events.
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However, it is often difficult to develop models for accurate prediction of critical
transition thresholds. Therefore, early warning signals are essential for improving
predictions of the probability of occurrence of adverse events in complex dynamical
systems across different application domains (Scheffer et al. 2009). This chapter
focuses on turbulent combustors that are utilized widely in propulsion and power
systems. Critical transitions can occur in these combustors, which can cause severe
damage to engines and result in huge loss of revenue (Lieuwen 2012).

In a combustor, flow perturbations can cause fluctuations in the heat release rate
and result in the generation of acoustic waves. If the heat release rate fluctuations
are established in phase with the fluctuating acoustic pressure field, a positive feed-
back may be established—termed a thermoacoustic instability (Rayleigh 1878). The
closed design, turbulent flowfield, and natural unsteadiness in many combustion and
propulsion systems leads to a inherent risk of strong thermoacoustic feedback inmany
of these systems. Heat release oscillations can grow and cause an intense growth of
pressurefluctuations andhighheat transfer on the combustor surfaces (Dowling1997;
Culick and Kuentzmann 2006). Combustors, already operating at elevated pressure,
can develop high levels of vibration due to these oscillations which may lead to
structural damage and catastrophic failure resulting in huge revenue loss (Fisher and
Rahman 2009). Therefore, the early detection of critical transition in combustion
systems is extremely important (Gopalakrishnan et al. 2016). Characterizing com-
bustion instability in a robust manner can lead to development of tools for early
detection which in turn can result in implementation of active control approaches for
optimal performance.

13.1.1 Motivation

A number of full-scale computational-fluid-dynamic (CFD) and reduced-order mod-
els have been developed in literature for the characterization of combustion insta-
bilities. However, these models are inherently complex, and may have prohibitive
computational costs, particularly when performing parametric optimization studies.
Physics-based modeling of combustion instabilities have also been examined, and
several important mechanisms have been identified (Palies et al. 2011; Bellows et al.
2007; Noiray et al. 2008). One mechanism determined to be important in the gener-
ation of thermoacoutic feedback is the presence of coherent fluid structures—fluid
mechanical phenomena associated with the coherent phase of vorticity (Hussain
1983) which can cause large-scale velocity oscillations and overall flame shape
oscillations by curling and stretch. Several methods have been proposed and suc-
cessfully implemented for detection of coherent structures including proper orthog-
onal decomposition (POD) (Berkooz et al. 1993) and dynamic mode decomposition
(DMD) (Schmid 2010). The prevalence of coherent structures in a given flowfield
can be a strong indicator of instability (Chakravarthy et al. 2007), however varia-
tions in specific systems and the lack of physical understanding of the origin of these
flow structures makes identification of combustion instability predictors difficult.
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This challenge has been addressed in the reviews of Huang and Yang (2009) and
Candel et al. (2014). In addition to exploring the origins of thermoacoustic instabil-
ities, several studies have explored the suppression of thermo-acoustic instabilities.
For example, precise control of the fuel flow rate has been shown to enable control
and avoidance of combustion instabilities in engine systems (Gorinevsky et al. 2012;
Banaszuk et al. 2004). In addition, dynamic data-driven application systems (Darema
2005) using time-series data have been used to characterize combustion instabilities
(e.g., Nair and Sujith 2014; Nair et al. 2013; Sen et al. 2018; Ghosal et al. 2016;
Gotoda et al. 2011).

Recent advances in neural network approaches have shown effective extraction
of useful features from data for both automated learning and decision-making tasks.
In this regard, deep learning algorithms have shown advantages in handling high-
dimensional data and in extracting features (Hinton 2006). Deep learning has been
mostly applied in the domains of image (or video) and speech processing. For image-
based data, deep convolutional neural networks (CNNs) can be used to learn mean-
ingful spatial patterns (Krizhevsky et al. 2012). Farabet et al. (2013) used a multi-
scale convolutional neural network for scene labeling, and other applications based
on CNN include gradient-based learning for character identification in handwrit-
ing, (LeCun et al. 1998), natural language processing (Collobert and Weston 2008),
and low-light image enhancement (Lore et al. 2017). However, applications of deep
learning in studying combustion instability is a recent research topic. In the con-
text of combustion instability detection, a deep learning-based framework was used
to extract features from high-speed flame images for early detection of combus-
tion instability (Sarkar et al. 2015). Sarkar et al. used a neural-symbolic framework
in order to first extract low-dimensional features from sequential high-speed flame
images using a deep CNN. Then Symbolic Time Series Analysis (STSA) was lever-
aged to capture the temporal variation (Sarkar et al. 2015). Akintayo et al. also
examined time dynamics through an end-to-end convolutional selective autoencoder
(Akintayo et al. 2016). This enabled information about the coherent structures from
unstable frames to be encoded and allowed the definition of instability metric. The
3D CNN architecture can leverage the temporal correlations among the consecutive
frames and classify flame images into two classes—stable and unstable (Ghosal et al.
2017).

Recent literature (Akintayo et al. 2016) has shown that to effectively character-
ize combustion instabilities, which are typically found in turbulent combustion and
propulsion systems, feature extraction from sequential high-speed image sequences
is necessary. Robust detection of instabilities from image data is an essential step
towards applying effective control strategies to minimize the occurrence of unfavor-
able thermoacoustic instabilities. However, the prior literature applying deep learning
techniques for detection of instabilities have demonstrated success while observing
test cases and training cases with similar physical mechanisms. In this chapter, we
discuss our recent efforts to use an image-based detection framework which is inde-
pendent of the method by which the thermoacoustic feedback drives a combustion
instability. We propose an additional model to leverage the temporal correlations
from sequential image frames of stable and unstable cases.
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13.1.2 Detecting Instability Using 2-D Convolutional Neural
Networks

Deep learning models based on 2-D convolutional neural networks can learn
important spatial features from images and can therefore be successfully imple-
mented for classifying flame images (Gangopadhyay et al. 2018). We propose a deep
CNN model which is trained on sequential frames of a high-speed image sequence.
We define a non-dimensional instability measure derived from the sound pressure
data, which is used to apply labels. We test the model on a transient dataset where
instability is induced by a different protocol (variation of fuel/air ratio) compared to
that of the training set. We demonstrate the robustness of our proposed framework
by successful detection of the critical transition to an unstable condition.

13.1.3 Capturing Temporal Correlations from Sequential
Images

While the 2-D CNNs can capture the spatial features well, we also need to consider
temporal features as instability is inherently a dynamic behavior. In this regard, Long
Short Term Memory Recurrent Neural Networks (LSTM—RNNs) are effective in
capturing temporal correlations from sequential data. In order to capture both the
spatial and temporal information from the input sequence, we utilize the combination
of 2D CNN with LSTMs. In our proposed model, the CNN captures the spatial
information from each image and encodes each image into a vector. The LSTM
is used on top of the CNN to capture the global temporal structure. The aim is to
improve the understanding of the model using only 2D CNN.

13.2 Experimental Setup and Dataset

We begin our discussion with a description of the experimental setup and dataset
preparation procedure for developing the deep learning algorithms for combustion
instability detection.

13.2.1 Experimental Setup

To establish a canonical experimental testbed for study of combustion instabilities,
we use a Rijke tube. Traditionally, Rijke tubes can have either a combustion or non-
combustion heat source with two open ends. The system exhibits unstable behavior
when a positive feedback is established between the heat release and the reflected
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acoustic waves from the tube ends (Heckl 1988). We use a vertically-oriented
open-ended Rijke tube setup with a turbulent, bluff-body stabilized flame as the
heat source as shown in Fig. 13.1. A Pyrex glass tube of 3-inch diameter and 24-inch
length is used to allow for the possibility of acoustic feedback in the system. The
burner consists of a stainless steel tube (0.375-inch diameter) with a conical steel
bluff body (inner diameter of 7mm, outer diameter of 9.525mm) with an approx-
imate distance of 10.38mm measured from the burner to the tip of the bluff body.
The oxidizer and fuel (air and ethylene) are premixed at near-stoichiometric condi-
tions and flowrates are controlled using mass flow controllers (Alicat M-series). A
high-speed complementary metal-oxide semiconductor (CMOS) sensor is used to
capture high-speed image sequences of the flame luminosity. In addition to these
image sequences, an oscilloscope is used to capture synchronous sound levels from
the Rijke tube combustion system.

13.2.2 Data Collection

For experimental data colleciton, the burner tip position is varied with respect to the
ends of the Rijke tube (varying x/L ratio), as depicted in Fig. 13.1. The distance is

Fig. 13.1 Schematic of the
Rijke tube experiment with a
bluff-body stabilized
premixed flame, high-speed
camera, and microphone to
monitor sound levels
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varied from x/L of 0.125 to 0.5, while keeping the air and fuel flow rates constant
at 18 SLPM and 1.5 SLPM, respectively. The instability characterization problem is
posed based on the data collected at five different positions of the flame.

The high-speed camera (Photron FASTCAM SA5 1000K-M2) captures 5000
frames per second with an exposure of 1/5000 seconds and a frame size of 192× 352
pixels2 corresponding to a field of view of 19.2 × 35.2mm2. The sound level is
recorded simultaneously, with the microphone held a fixed distance away from the
burner location (approximately 12-inches). To monitor the trigger signal from the
camera, the acoustic signal, and the camera exposure for each frame, the oscilloscope
records data for 20 seconds (Tektronix MSO 70404C, 5 MS/s, 100 million samples
per channel).

Experimental runs consisted of time-series data of sound levels and 5kHz-rate
image sequences with a number of burner positions within the tube. Burner position
was set from 0 to 12 inch, corresponding to x/L locations of 0 to 0.5. Data was
collected 10 seconds after ignition for each flame height, to allow the flame position
to stabilize.

Due to the camera memory limit, 33.88 s of data were acquired in a single time-
contiguous experiment. At each flame location, we use two partitions to capture
images each with a time length of 16.94 s. also, we record two separate datasets
(each having 84,700 images) corresponding to every location. This data, at 5 different
burner locations was used as the training input to the 2D CNN model.

A separate experiment was performed where we varied the air flow rate from
16 to 22 SLPM, decreasing the equivalence ratio of the flame from 1.5 to 0.95. The
flowrateswere varied every 4 swith an increase in the air flow rate by 2SLPMfor each
set point. This datasetwas taken for aflamepositionof 6 inches, or x/L = 0.25.These
datasets are used to test the robustness of the image-based detection framework, as
the level of combustion instability/acoustic feedback progressively increased during
the run.

13.2.3 Data Preparation and Preprocessing

For each flame location, a total record length of 33.88 s was used, consisted of
two time-continuous sets of 16.94-s duration. The chemiluminescence images were
each 192× 352 pixels, as shown in Fig. 13.2. Each image is cropped to use only the
portions which contain signal, and reducing the cropped image to a size of 160× 130
pixels2. These cropped images are finally resized to 128× 128 2D arrays to be used
as input to our 2D CNN model.

Dynamic characteristics can be studied from time series data using a moving
window approach (Sen et al. 2018). We fix the window length as 0.1 s (100ms) and
sequentiallymove thewindow for analysis using power spectral density plot as shown
in Fig. 13.3. Each window is equivalent to 500 images as the fps of the high-speed
camera is 5000. For each burner location, we consider 320 time-windows from two
partitions and thus, we have a total of 1600 time windows for 5 locations.
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Fig. 13.2 Pre-processing of a sample image. The images are cropped to extract the region of interest
and the images are then resized to dimensions of 128× 128 pixels2

Fig. 13.3 Moving window
approach is used for
preprocessing the time
series. The first figure shows
a sample acoustic time series
data from which an extracted
window (length 0.1 s) is
shown. The corresponding
power spectral density plot
of this time window is
computed
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13.2.4 Instability Measure and Labeling

We choose two frequency ranges (2000–5000) Hz and (200–500) Hz for computing
the instability measure. We estimate noise in the selected time window by taking
average of the amplitudes corresponding to the frequency range of (2000–5000) Hz.
This frequency range is distant from the high amplitude zone as shown in Fig. 13.4.
For our dataset, the high amplitude zone is mostly in the range of 200–500Hz and
we compute the sum of amplitudes in this range to estimate the energy content
of instability in the combustion system. The instability measure (IM) is defined in
Eq. (13.1).

I M =
∑

Amplitudes in the range 200− 500Hz

Mean of the amplitudes in the range 2000− 5000Hz
(13.1)

The scatter plot (Fig. 13.5) shows that the range of IM values is 183.79–3959.30.
To form 5 classes from this range, we implement maximum entropy principle (Ray
2004). We have equal number of time windows (320) in each partition which implies
160,000 images per partition. We correlate a particular time window with the cor-
responding images to generate labels (Table13.1). This is an inexpensive labeling
technique as it does not involve manual labeling and it is also less time consuming.
This noisy labeling scheme makes our problem formulation more general as we do
not perform labeling based on burner locations.

Fig. 13.4 Power spectral density plot showing the selected frequency ranges (200–500) and (2000–
5000) used to compute the instability measure
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Fig. 13.5 Instability
measure values for all time
windows in the data; We use
maximum entropy
partitioning to get 5 classes

Table 13.1 The instability
measure values for five
classes

Range of instability measure Class

(183.79–507.49) 1

(507.49–988.24) 2

(988.24–1223.80) 3

(1223.80–1786.60) 4

(1786.60–3959.30) 5

13.3 Detecting Instability Using 2-D Convolutional Neural
Networks

13.3.1 Network Architecture

Deep learning has gained immense popularity recently and is being applied in a large
variety of domains. Developments in deep learning concepts have led to advance-
ments in research related to computer vision. For learning features from images,
convolutional networks (conv. nets) have less number of trainable parameters com-
pared to fully connected layers. Also, in fully connected layers the spatial structure
of an image gets lost. There are other disadvantages such as high memory and com-
putational requirements. Conv. nets can overcome these disadvantages by using the
convolution operation. Taking input from the feature map of previous layer, the
weights of the filters (kernels) of a layer get updated during the training procedure.
These conv. nets are highly efficient in image recognition tasks (LeCun et al. 1998)
and the feature maps in a conv. net share weights (LeCun and Bengio 1995). Apart
from conv. layers, CNNmay also comprise of pooling layers. By downsampling, the
pooling layers have several advantages including the reduction of model overfitting
and making computations more faster. Max-pooling takes the maximum value to
compute the feature map and doesn’t involve any learning parameters. We imple-
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ment fully connected layers (using the softmax activation) before predicting the class
to learn the non-linear combinations among the features.

Our proposed CNN model is demonstrated in Fig. 13.6 which is different from
ones used before (Krizhevsky et al. 2012; Simonyan and Zisserman 2014). The input
to the model is 128× 128 grayscale image. The first two conv. layers have 32 kernels
each followed by maxpooling. After that, we have a series of conv. and maxpooling
layers to learn the features. The number of kernels increases as we go deeper in the
network but the size of receptive field decreases from (7× 7) to (3× 3). We used
receptive field of (2× 2) for the max-pooling layers and we keep the stride as 2. For
all the conv. layers we use Rectified Linear Unit (ReLU) non-linearity (Krizhevsky
et al. 2012). Batch Normalization (Ioffe and Szegedy 2015) is also implemented in
the model. Dropout regularization method (Hinton et al. 2012).

To prevent overfitting, we use dropout regularization (Hinton et al. 2012). We
have higher dropout in the deeper layers to avoid information loss in the first few
layers. We develop the model using the Keras framework (Chollet et al. 2015) with
the TensorFlow backend (Abadi et al. 2016) and train the model on NVIDIA GPUs.
The optimizer for our training is Adam (Kingma and Ba 2014) with learning rate of
0.001 and the batch size is 128. The loss function is categorical cross-entropy.

13.3.2 Results

We decrease the dataset size to 264,000 from 800,000 images for reducing the com-
putation time. The training and test set (same as the validation set) comprise 250,800
and 13200 examples respectively. After training for 450 epochs, the accuracy for the
training set is 98.04% and for the validation set it is 83.02%. The accuracy values are
different class-wise (Table13.2). The model shows higher accuracy values for the
two extreme classes (Class 1 and Class 2). We demonstrate the performance of our
model using the confusionmatrix (Table. 13.3). In a confusionmatrix, the probability
of predicting class j given the true label is i, is represented by element (i, j) and the
probabilities of correct predictions are shown in the diagonal elements (Pedregosa
et al. 2011). We observe from the confusion matrix that for the classes representing
intermediate values of instability, the mislabeling occurs with the nearest classes
only.

Fig. 13.6 The deep convolutional neural network architecture. It takes in input a grayscale image
and predicts the class label
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Table 13.2 Class accuracy values for validation/test set

Class Accuracy (%)

1 100

2 81

3 69

4 69

5 96

Table 13.3 Normalized confusion matrix showing performance on validation/test set. The rows
represent the true labels while the columns represent the predicted labels

Class 1 Class 2 Class 3 Class 4 Class 5

Class 1 1.00 0.00 0.00 0.00 0.00

Class 2 0.00 0.81 0.13 0.05 0.00

Class 3 0.00 0.14 0.69 0.17 0.00

Class 4 0.00 0.04 0.19 0.69 0.07

Class 5 0.00 0.00 0.00 0.04 0.96

E =
∑5

class=1(I M)class(No. of predictions)class
∑

class=1(No. of predictions)class
(13.2)

For early detection of the critical transition, we define Expected Instability Measure
(E) as in Eq. (13.2). For a particular class, the (IM)class is the average of the instability
measure values for all samples in that class. The number of predictions for each class
is also used to compute the E value. For the transient dataset, we vary the equivalence
ratio from1.5 to 0.95 by increasing the air flow rate. The fuel flow rate is kept constant.
We use our trained model to predict on the images and then plot the change in the
value of E (Fig. 13.7). We observe a significant increase in E which may indicate the
critical transition in the system. After reaching a state of maximum instability, the
value of E decreases going towards the leaner side.

13.4 Capturing Temporal Correlations from Sequential
Images: CNN-LSTMModel

With the aim of improving the 2D CNNmodel, we propose another model using the
same experimental setup for data collection and also following similar techniques for
data preprocessing. After computing the instability measure values, we implement
a different labeling scheme for this part of our work. We define instability measure
in similar manner and thereafter we classify the dataset into two classes- stable and
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Fig. 13.7 Variation of expected instability measure (E) with decrease in equivalence ratio

Fig. 13.8 Instability
measure values for all the
time windows. The partition
showing the segregation
between stable and unstable
class

unstable. We formulate the problem as binary classification in this case to train a
model in learning the temporal correlations for stable and unstable sequences.

We compute the instability measure (IM) for all the 0.1 s time windows and the
results are plotted in Fig. 13.8. To separate the dataset into stable and unstable classes,
we chose the median of the instability measure as the threshold (represented by
the red line), where all the values above the median are considered unstable and
the values below are considered stable. We correlate the image sequences with the
corresponding IM values to compute the class label for each sequence.
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13.4.1 Long Short-Term Memory Recurrent Neural Network

Recurrent Neural Networks (RNNs) can explicitly capture temporal correlations in
sequential data and can demonstrate high accuracy outperforming the static networks
by efficient learning of the temporal dependencies (Bengio 1991). Propagating the
error gradients through the latent layers can result in vanishing gradients, which may
cause difficulty in training the RNNs with the error backpropagation algorithm for
tasks with long-range dependencies (Bengio et al. 1994). Inefficient learning can
happen if the time lag is greater than 5–10 discrete time steps between relevant input
events and target outputs (Gers et al. 1999). Long short-term memory (LSTM) is
an RNN architecture that can overcome the error backflow problems in long-range
sequential input data (Hochreiter and Schmidhuber 1997). Unlike standard RNNs,
LSTM networks can demonstrate high prediction accuracy even when the interval
between the relevant information in input and the output timestep becomes very
large.

Forget gate layer (σ1) is the first step of an LSTM block as illustrated in Fig. 13.9.
A sigmoid layer decides the information to be erased from the cell state Ct . This
operation is performed as:

et = σ1(We · [a<t−1>, x<t>] + be)

The next step involves replacing the erased information in the cell state with new
information. The first part (information selection) is performed by a sigmoid layer
(σ2, the input gate layer), followed by a tanh layer which generates potential values
for augmenting the cell state.

rt = σ2(Wr · [a<t−1>, x<t>] + br )

C̃<t> = tanh(WC · [a<t−1>, x<t>] + bC)

Fig. 13.9 LSTM block. The
input, output and forget gates
regulate whether information
can be added to or removed
from the cell state
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By combining the outputs from the first part, we obtain the new cell state Ct :

C<t> = et × C<t−1> + rt × C̃<t>

After updating the cell state, the hidden state of the previous time step (a<t−1>) is
passed through the third sigmoid layer, σ3 for filtering and selection of information.
It is then combined with the new cell state filtered by the tanh layer as shown in
Fig. 13.9.

ot = σ3(Wo · [a<t−1>, x<t>] + bo)

a<t> = ot × tanh(C<t>)

The most critical components of the LSTM block are the forget gate and the output
activation function and removing any of these can significantly degrade the perfor-
mance (Greff et al. 2017).

13.4.2 Network Architecture

We describe the framework based on convolutional neural network, long short-term
memory recurrent neural network, and a temporal attention mechanism. A proposed
CNN model is used to encode the individual image in the input sequence into a 128-
dimensional vector, as shown in Fig. 13.10. Our network architecture (Fig. 13.11)
consists of CNN to encode each image into a vector and LSTM layers on top of that
to capture the temporal correlations in the entire sequence. The combination of CNN
and LSTM in the model ensures simultaneous learning of the spatial features and
temporal correlations from the input sequence of images. The encoded vectors act as
input for different timesteps to the LSTM layer. At timestep t the LSTM block takes
in input the encoded vector x<t> and the hidden state from the previous timestep
a<t−1> to compute the annotation a<t>.

Fig. 13.10 Proposed deep CNN architecture. The network takes in input 128× 128 grayscale
image and encodes the image into a 128-dimensional vector. The network has 7 conv. layers and
4 max-pooling layers. The total number of trainable parameters is about 0.2 million. We use this
CNN model to encode all the images individually in the input sequence
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Fig. 13.11 Proposed model based on CNN and LSTM. The CNN model encodes all the images in
the input sequence and the encoded 128-dimensional vectors act as the inputs for the LSTM layer.
Two fully-connected layers are used before predicting the label with softmax. The total number of
trainable parameters for the model is about 0.25 million and the training time is 80 secs/epoch

13.4.3 Results

Themodel is prone to overfitting. To get the best possible performance, we try differ-
ent combinations of hyperparameters. Table13.4 presents the training and validation
accuracy with the best set of hyperparameters after optimizing the CNN-LSTM
model. The model performance shows that it is robust for different lengths of input
sequence. The training accuracy can reach up to 94.7% and validation accuracy of
82.9% when using a time lag of 25.

13.5 Summary and Conclusions

The turbulent flame is a source of noise generation, as is typical in many combustors.
Typical high-power combustion systems use turbulent mixing and turbulent flames
to achieve rapid heat release and high power density (Lieuwen 2012). In real com-
bustors, a number of unstable modes may exist, depending on the geometry of the
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Table 13.4 Training accuracy and validation accuracy for the CNN-LSTM model using different
input sequence lengths

Input sequence length Model Training accuracy (%) Validation accuracy (%)

5 CNN-LSTM 89.0 79.4

10 CNN-LSTM 91.0 81.5

20 CNN-LSTM 84.9 82.3

25 CNN-LSTM 94.7 82.9

50 CNN-LSTM 88.0 82.5

system. Low frequency, growlingmodes, are typically longitudinal acousticmodes in
the combustion system. Higher-frequency modes can consist of axial acoustic modes
or higher-order modes in the combustion chamber. In the experiment, the bluff-body
stabilized flame acts as a source of perturbations due to the unsteady nature of the
turbulent combustion process—also a source of broadband acoustic noise generation.
Acoustic waves generated near the resonant frequencies of the tube are then ampli-
fied, resulting in strong thermoacoustic feedback which serves to drive heat-release
oscillations in the flame at the same resonant frequency.

In this chapter, we propose deep learning frameworks to detect such combustion
instability. We first develop a robust framework which is agnostic to the combustion
inducing protocol and can accurately detect the transition from a state of low to
high combustion instability. The CNN-based detection from images sequences is
comparedwith the acoustic fieldmeasurements to classify the level of thermoacoustic
feedback/combustion instability. Our labeling technique (using the acoustic field
measurements) is based on using maximum entropy partitioning after defining an
instability measure. The inducing protocols for training and test sets are different.
We demonstrate the robustness of our model by showing its performance on the
test set. By effective detection of critical transition, active control actions can be
implemented which can eliminate the adverse effects of combustion instability.

As instability is inherently a dynamic behavior, we also propose a CNN-LSTM
model which takes sequential image frames as input instead of individual frames.
The CNN-LSTM model predicts a single class label for the entire input sequence.
Combining 2DCNN and LSTM, this model can learn the temporal correlations in the
sequence along with the spatial features in each image. By framing the problem as
a binary classification problem, we achieve promising accuracy of classifying stable
and unstable sequences for different lengths of input sequence.

With the typical hardware availability, implementation of image/video-based
instability detection in real combustors may be challenging due to limited optical
access. However, the approach shown could be modified to incorporate multiple sets
of sensor data. The experiment was designed with a turbulent flame as almost all real
combustors utilize turbulent mixing and combustion processes.
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Chapter 14
Real-Time Monitoring and Diagnostics
of Anomalous Behavior in Dynamical
Systems

Sudeepta Mondal, Chandrachur Bhattacharya, Najah F. Ghalyan
and Asok Ray

Abstract Real-time condition monitoring of complex dynamical systems is of
critical importance for predictive maintenance. This chapter focuses on data-driven
techniques of fault diagnostics with an emphasis on real-time detection of anomalous
behavior in combustion systems. It presents the applications of well-known statisti-
cal learning techniques such as D-Markov modeling and hidden Markov modeling
(HMM) as possible data-driven solutions for anomaly detection in combustion sys-
tems. From the perspective of real-time monitoring and diagnostics, such statistical
tools are applicable to stochastic dynamical systems in general. Both D-Markov
and HMM algorithms have been validated on experimental data from a laboratory
apparatus, which is an electrically heated Rijke tube.

14.1 Introduction

Anomaly in a dynamical system is defined as deviation of the system performance
from the expected or nominal behavior. Gradual evolution of anomalies is usually a
consequence of slow parametric or non-parametric changes within the system, which
often leads to degraded performance and eventually premature end of the service life.
Therefore, anomaly detection is considered to be essential for sustaining order and
normalcy in human-engineered complex systems.

The tasks of anomaly detection and failure prediction in engineering systems can
be broadly classified into two categories: model-based and dynamic data-driven. In
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the model-based category, observer-induced techniques are commonly used, where
certain residuals or diagnostic signals are generated for use in (possibly) optimal or
adaptive threshold functions to detect the presence of faults. Residuals are gener-
ated by estimating the system’s measured variables and using a deterministic (e.g.,
Kwakernaak and Sivan 1972) or a stochastic (e.g., Jazwinski 1970) observer. These
observers are often designed based on a linear model or a (Jacobian) linearization
of the nonlinear system model at selected operating points. These linear or lin-
earized models are constructed as reasonable approximations of local behavior of
the complex systemwhen operating under the nominal condition; however, in case of
evolving anomalies, the effects of system nonlinearities may gradually become too
large to be ignored or approximated. Furthermore, it may be very difficult to model
an anomalous system behavior, because such anomalies (e.g., those due to incipient
faults) are usually unknown and may be too complex to model by solely relying
on the fundamental laws of physics. Furthermore, a fault might be entering the sys-
tem in a more complex manner than as an additive disturbance. These issues have
motivated the study of anomaly detection in dynamical systems using a dynamic
data-driven approach, where the dependence on a physics-based system model is
de-emphasized; however, the knowledge of a physics-based model, if available, may
supplement the information generated from the measured time-series data. In this
context, an application example is presented in this chapter.

The application addresses occurrence of thermoacoustic instabilities (TAI) in
combustion systems, which are caused by spontaneous excitation of one or more
natural modes of acoustic waves (Lieuwen and Yang 2005). TAI are typically mani-
fested by large-amplitude self-sustained chaotic pressure oscillations in the combus-
tion chamber (Matveev 2003), which may lead to damage in mechanical structures
if the pressure oscillations match one of the natural frequencies of the system. The
time scales of TAI are on the order of milliseconds, which must be mitigated by
fast actuation of the control signals. This mandates accurate detection of instabilities
from short-length sensor data. While traditional techniques for growth-rate measure-
ment are reported in combustion literature (Noiray and Denisov 2017; Rigas et al.
2016), they are only suitable for online data-intensive computations and the lengthy
observation sequences and computation time may have large delays comparable to
the time scale of TAI.

Recently there has been an upsurge in the use of data-driven techniques for
early detection and classification of combustion instability. Various researchers have
utilised different machine learning techniques for this purpose. Simple methods such
as complex networks have been used by several res archers (e.g. Sen et al. 2016;
Kobayashi et al. 2015), while several others have used symbolic time series analysis
(STSA) (Ray 2004; Rajagopalan and Ray 2006; Bahrampour et al. 2013; Mukherjee
and Ray 2014) for the same (e.g. Chakraborty et al. 2008; Sarkar et al. 2016). Nair
et al. have utilised the loss of chaos (Nair 2013) and multi-fractal analysis (Nair and
Sujith 2014) for the purpose of TAI detection. Recently the use of high speed image
processing has also been developed and demonstrated by researchers (e.g. Soumalya
et al. 2015; Hauser et al. 2016) which utilise deep learning for detecting precursors
of combustion instability. For transitions that happen in laminar combustion systems
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where the system transits from a non-oscillatory to oscillatory state via a Hopf
bifurcation, early warning measures based on critical slowing down are also pro-
posed in the available literature (Gopalakrishnan et al. 2016).

This chapter focuses on formulation and validation of a decision-making algo-
rithm for sensor-based automation (e.g., real-time monitoring and active control of
dynamical systems). These algorithms have been built upon the theory of hidden
Markov modeling (HMM) to extract features and classify patterns of the process
behavior from short-length sensor time series. The underlying concept of the pro-
posed HMM-based algorithms is validated on an ensemble of experimental data
from a laboratory apparatus. The performance in each case is evaluated by compar-
ison with that of symbolic time series analysis (STSA). The results show consistent
improvements for the proposed HMM-based method under varying configurations.
From these perspectives, themajor contributions of this chapter are delineated below.

1. Development of HMM-based algorithms for feature extraction and pattern classi-
fication from short-length time series to facilitate real-time monitoring and active
control of dynamical systems.

2. Experimental validation of the anomaly detection algorithms in thermoacoustic
instabilities in combustors.

The rest of the chapter is organized as follows. Section14.2 presents a brief decrip-
tion of the experimental apparatus. Section14.3 provides an introduction to the the-
ory of hidden Markov modeling (HMM) and its usage for symbolization of time
series. Section14.4 develops a modification of traditional STSA methods for detect-
ing anomalies in a dynamical system. Section14.5 presents HMM-based method-
ologies for early detection of anomalous regimes for monitoring and control of TAI.
Section14.6 summarizes and concludes the chapter along with recommendations for
future research.

14.2 Experimental Apparatus

The data used in this article has been generated from a 1.5m long electrically heated
horizontal Rijke tube with an external cross-section of 4′′ × 4′′ with a wall thickness
of 0.25′′. A Parker P32E series air filter-regulator eliminates pressure fluctuations
and impurities. The flow rate is controlled using a 0–1000 SLPM Alicat Mass Flow
controller. The heating element is a square weave 40 × 40 nichrome wire mesh,
placed at quarter length in the upstream end of the tube. The heating element is
powered by a programmable power supply from TDK Lambda. As a safety measure
to prevent accidental physical contact with the hot downstream end of the tube, the
latter is insulated. The pressure data is procured by a series of 8 acoustic sensors
placed inline and flushed with the inner wall of the tube. The sampling rate of the
acoustic data is 8192Hz and the data acquisition process is automated through NI
Labview 2016 in conjunction with DAQ devices from National Instruments. The
acquired data is filtered using a high-pass filter of cutoff frequency 40Hz in order
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to eliminate low-frequency components due to noise and acoustics in the ambient.
More details about the experimental setup and data acquisition can be found in the
work by Mondal et al. (2018) (Fig. 14.1).

Knowing the stability map of the system provides an operator with the prior idea
of which operating conditions lead to stable and unstable operations respectively.
Figure14.3 depicts the stability map of the system at different operating conditions.
The operating conditions for the different experiments are different values of airflow
rate (Q) and primary heater power input (Ein). The current article is focused on
the online detection of instabilities in the transient growth phase of thermoacous-
tic oscillations. Thermoacoustic instabilities occur due to subcritical Hopf bifurca-
tions (Gopalakrishnan and Sujith 2014) in which the system transits from a stable
operation to an unstable limit cycle behavior. This transient growth period is a rich
source of information for developing online detection algorithms. Early detection of
imminent instabilities from the transient period can provide adequate lead time for
the control system to take appropriate actions in order to revert the system to a stable
mode of operation. For this purpose, in way similar to the one followed by Rigas et
al. (2016), Ein has been increased in such a fashion that the system passes through
the Hopf point:

1. For every run, the air flow-rate (Q) has been set at a constant value. Different
runs have been performed with flow-rates ranging from 130 LPM to 250 LPM at
intervals of 20 LPM.

2. First the system has been heated to a steady state with a primary heater power
input (Ein) of ≈200 W.

3. Then the power input has been abruptly increased to a higher value that showed
limit cycle behavior.

4. Acoustic sensor data has been acquired for 30 s of operation.

Fig. 14.1 Experimental setup: electrically heated Rijke tube (reproduced with permission from
Mondal et al. (2018), Copyright: Taylor and Francis Ltd. https://www.tandfonline.com)

https://www.tandfonline.com
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Fig. 14.2 Unsteady pressure signals showing the transience from stable fixed point to limit cycle
through bifurcation. a Ein abruptly increased to 1800W with Q = 210 LPM b Ein abruptly
increased to 2000W keeping Q = 250 LPM. (reproduced with permission from Mondal et
al. (2018), Copyright: Taylor and Francis Ltd. https://www.tandfonline.com)

Within the 30s window as mentioned above, the time series passes from stable to
limit cycle regime via a transient regime. A rich source of data from each of the
three regimes: stable, transient and limit cycle has been collected in this dataset, that
covers awide range of signal-to-noise ratio (SNR) due to the diferent spatial locations
of the sensors used in this experiment. The typical profiles of acoustic signals are
shown in Fig. 14.2. In a trial, the setup is preheated to 200 W, and then, abruptly the
power input is increased to 1800W at time ∼17 s keeping the air flow rate constant
at 210 LPM. In the trial in Fig. 14.2b, the input power has been abruptly increased at
time ∼17 s to 2000W from the initial 200W preheated condition with the air flow
rate kept constant at 250 LPM. The SNR in the data is also different, as seen in the
textures of the time series in Fig. 14.2a in comparison to those in Fig. 14.2b, since
the sensors differ in proximity to the heating element inside the tube.

Fig. 14.3 Stability map of the system as a function of Q and Ein . Emboldened boxmargins indicate
operating conditions for which the pressure signature is depicted in Fig. 14.4 (reproduced with
permission fromMondal et al. (2018), Copyright: Taylor and Francis Ltd. https://www.tandfonline.
com)

https://www.tandfonline.com
https://www.tandfonline.com
https://www.tandfonline.com
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Fig. 14.4 Representative
plots of fluctuating pressure
amplitudes (left) and their
respective power spectral
densities (right) at different
operating conditions. a
Ein=1400 W, Q=162 LPM.
b Ein=600 W, Q=112 LPM.
c Ein=1400 W, Q=228
LPM. (reproduced with
permission from Mondal et
al. (2018), Copyright: Taylor
and Francis Ltd. https://
www.tandfonline.com)

Based on the initial mean temperature of the tube the steady state limit cycle
amplitude can vary, since the natural frequency increases with an increase in the
velocity of sound. This is depicted in Fig. 14.4. With lower initial mean temperature
∼27 ◦C, a lower mode of instability was excited, having a frequency ∼114Hz. This
was seen in a range of flow rates marked with ‘×’ in un-shaded boxes in Fig. 14.3.
Operating conditions when the higher frequency unstable mode (∼131Hz) and its
harmonics were excited have been indicated by shaded boxes. This corresponds to a
higher initial mean temperature of ∼75 ◦C. The cases for which the system remains
stable are marked as ‘◦’.

https://www.tandfonline.com
https://www.tandfonline.com
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14.3 Mathematical Background

This section provides the background information on Hidden Markov modeling
(HMM) (Rabiner 1989) and symbolic time series analysis (STSA) (Ray 2004;
Mukherjee and Ray 2014) for anomaly detection in dynamical systems1 (Ghalyan
et al. 2019).

14.3.1 Hidden Markov Modeling

Hidden Markov models (HMM) is a technique thay has been widely used for rep-
resentation of long-range temporal dependencies between observations, wherein
the underlying models are assumed to be probabilistic functions of the hidden
states (Murphy 2012). Considering a discrete-time representation of a sequence
Y = {y1, y2, . . . , yT } of T continuous (i.e., real-valued) observations, and assum-
ing a first-order Markov property (Bishop 2007) over the observations, the joint
probability density function of Y is obtained as:

p(Y) = p(y1)
T−1∏

t=1

p(yt+1|yt ) (14.1)

Although the above assumption has been widely used in practice, it may not be
valid in many applications because of long-range correlations among the observa-
tions (Bishop 2007; Murphy 2012).

The HMM belongs to a class of doubly embedded stochastic processes, with a
latent stochastic process of hidden state evolution. Although this evolution is not
directly observed, it can be inferred by observing another stochastic process that
produces the sequence of observations (Rabiner and Juang 1993), which captures
the long-range dependencies among observations and enables the usage of HMMs as
black-box density models on observation sequences. The major difference between
the HMM and the standard Markov model is that the HMM does not assume the
Markov property (i.e., conditionally dependence on the states and being independent
of each other) for the observations themselves. Instead, the hidden state sequenceZ =
{z1, z2, . . . , zT } are assumed to follow Markovian dynamics, i.e. given the current
state zt , the future state zt+1 is independent of all the states prior to time instant t .

To formalize the mathematical structure, let a string of observations {y1, . . . ., yT }
be assumed to be generated by a hidden state sequence {z1, . . . ., zT }. An HMM is
then constructed as a triplet λ = {A, B, π} (Rabiner 1989), where:

1An anomaly is a deviation of the behavior of a physical process from its nominal (i.e., healthy)
condition; it often evolves as a result of gradual degradation in the system characteristics (e.g.,
structural durability). Early detection of anomalies is essential for enhancing the systemperformance
as well as for mitigation of potential catastrophic failures.
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1. A � [ai j ] is the K × K state-transition probability matrix:

ai j = p(zt+1 = q j |zt = qi ) : qi , q j ∈ Q

where
∑

j ai j = 1 ∀i .
2. B � [b j (yt )] is the probability density of the observation given the state:

b j (yt ) = p(yt |zt = q j )

3. π � [πi ] is the probability distribution of the initial state z1: πi = p(z1 = qi ),
where π is a 1 × K vector with

∑
i πi = 1.

Following the above model λ, the corresponding joint probability distribution of
states and observations has the form:

p(Y,Z) = p(z1:T )p(y1:T |z1:T ) =
[
p(z1)

T−1∏

t=1

p(zt+1|zt )
] [

T∏

t=1

p(yt |zt )
]

(14.2)

Here the HMM is assumed to have a continuous real-valued observation model,
where the observations {y1, . . . ., yT } are one-dimensional and their emission prob-
ability follows a Gaussian mixture model:

p(yt |zt = q j , λ) =
M∑

�=1

c j� N(yt , μ j�, � j�) (14.3)

where
∑M

�=1 c j� = 1, ∀ j ∈ {1, . . . , K }; M is the number of Gaussian mixture com-
ponents; and N(yt , μ j�, � j�) represents Gaussian density function of yt with mean
μ j� and covariance � j� associated with state q j and mixture component �.

Two main model parameters are, therefore, the number of hidden states (K )

and the number of mixture components (M), which need to be optimally selected
in the context of HMMs (Gilles and Baptiste 2008; Tobias 1995). AIC/BIC based
techniques (Akaike 1974; Schwarz 1978) are most commonly used to select the
optimal model parameters that maximize the likelihood of the data and minimize the
model complexity, thereby balancing the goodness of fit against model complexity
to alleviate data overfitting. This paper has adopted the BICmodel selection function
for choosing the parameters K and M . Thus, the model learning problem is to
find the optimal set of parameters for λ = {A, B, π} in order to maximize P(Y|λ).
It is achieved through a commonly used iterative procedure called Baum–Welch
Algorithmwhich is an application of Expectation-Maximizationmethod for inferring
HMM parameters (Rabiner 1989).

Now, given an observation sequence Y = {y1, y2, . . . , yT } and an HMM model
λ, the problem at hand is to find the probability of the entire observation sequence
so that it can be associated with the most likely model from a bank of pre-trained
HMM models. This is expressed as:
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p(Y|λ) =
∑

Z

p(Y|Z, λ)p(Z|λ) =
∑

z1,z2,...,zT

πz1bz1(y1)az1z2bz2(y2) . . . azT−1zT bzT (yT )

(14.4)
The calculation of p(Y|λ) according to the direct definition as in Eq. (14.4) has
computational complexity in the order of (2T K T ) which may become intractable
for even small values of K and T . For numerical efficiency, the well-known Forward
Procedure is used, which reduces computational complexity to the order of (K 2T ).
The relevant algorithms are briefly discussed in the following subsections.

14.3.2 The Forward Procedure

The forward variable αt (i), defined as αt (i) � p(y1, y2, . . . , yt , zt = qi |λ) is the
probability that, provided the model λ is being followed, the partial observation
sequence {y1, y2, . . . , yt }, 1 ≤ t < T until time t ends with the state of the system
being qi at time t. This can be solved inductively as follows:

1. Initialization step: α1(i) = πi bi (y1), 1 ≤ i ≤ K (14.5)

2. Induction step: αt+1( j) =
[

K∑

i=1

αt (i)ai j

]
b j (yt+1), 1 ≤ t ≤ T − 1, 1 ≤ j ≤ K

(14.6)

3. Termination step: p(Y|λ) =
K∑

i=1

αT (i) (14.7)

where the parameters T and K are the same as defined earlier.

14.3.3 The Backward Procedure

The backward variable βt (i), defined as βt (i) � p(yt+1, yt+2, . . . , yT |zt = qi , λ), is
the probability of the partial observation sequence {yt+1, yt+2, . . . , yT } from t+1 till
the end, provided that the state at time t is qi and the model followed is λ. This can
be solved inductively as follows:

1. Initialization step: βT (i) = 1, 1 ≤ i ≤ K (14.8)

2. Induction step: βt (i) =
⎡

⎣
K∑

j=1

ai j b j (yt+1)βt+1( j)

⎤

⎦ , t = T − 1, T − 2, . . . , 1,

1 ≤ i ≤ K
(14.9)

where the parameters T and K are the same as defined earlier.



310 S. Mondal et al.

14.3.4 Model Learning: Baum–Welch Algorithm

The model learning problem requires the estimation of the model parameters λ =
{A, B, π} so as to maximize the likelihood p(Y|λ). Baum–Welch algorithm is a
recursive estimation procedure of the HMM parameters. Given the model and the
observation sequence, the intermediate variables ξ and γ are defined, for 1 ≤ i ≤ K ,
1 ≤ j ≤ K and 1 ≤ t ≤ T , as:

ξt (i, j) � P(zt = qi , zt+1 = q j |Y, λ) (14.10)

γt (i) � p(zt = qi |Y, λ) (14.11)

The variables γt and ξt (i, j) are expressed in terms of the forward and backward
variables αt and βt , defined earlier as:

γt (i) = αt (i)βt (i)

p(Y|λ)
= αt (i)βt (i)

∑K
i=1 αt (i)βt (i)

, ξt (i, j) = αt (i)ai j b j (yt+1)βt+1( j)
∑K

i=1
∑K

j=1 αt (i)ai j b j (yt+1)βt+1( j)

(14.12)
Using the above relations, and the fact that γt (i) = ∑K

j=1 ξt (i, j), it is possible to
estimate {A, B, π} as:

π̂i = γ1(i) (14.13)

âi j =
∑T−1

t=1 ξt (i, j)∑T−1
t=1 γt (i)

(14.14)

ĉ jk =
∑T

t=1 γ̃t ( j, k)∑T
t=1

∑M
k=1 γ̃t ( j, k)

(14.15)

μ̂ jk =
∑T

t=1 γ̃t ( j, k).yt∑T
t=1 γ̃t ( j, k)

(14.16)

�̂ jk =
∑T

t=1 γ̃t ( j, k).(yt − μ jk)
2

∑T
t=1 γ̃t ( j, k)

(14.17)

where γ̃t ( j, k) is the probability of being in state q j at time t with the kth mixture
component. That is,

γ̃t ( j, k) =
[

αt ( j)βt ( j)∑N
j=1 αt ( j)βt ( j)

] [
c jkN(yt , μ jk, � jk)∑M
k=1 c jkN(yt , μ jk, � jk)

]
(14.18)

It is noted that the term γ̃t ( j, k) generalizes to γt ( j) in case of a single-component
Gaussian density (i.e., M = 1) or a (discrete) probability mass function.
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The model λ̂ = { Â, B̂, π̂} can be recursively estimated until it converges to a
local maxima of the likelihood function p(Y|λ∗), where λ∗ is the ML estimate of the
HMM.More details on the Baum–Welch algorithm and forward-backward algorithm
are available in Rabiner (1989), Hajek (2015).

14.3.5 Symbolic Time Series Analysis

The authors now provide the background for symbolic time-series analysis (STSA)
and the construction of probabilistic finite state automata (PFSA) (Ray 2004;
Mukherjee and Ray 2014). The time series of the measured signal is partitioned
(or quantized) and then symbolized as a symbol string. In this process, the signal
space is partitioned into a finite number of cells, where the number of cells is identi-
cally equal to the cardinality |�| of the (symbol) alphabet � and a symbol from the
alphabet � is assigned to each (signal) value corresponding to the cell to which it
belongs (Rajagopalan and Ray 2006; Subbu and Ray 2008); details are reported in
Mukherjee and Ray (2014). Thus, a symbol is associated with that data point when
the value of a data point at a given instant of time is located within a particular cell.
The following definitions, which are available in standard literature (e.g., Ray 2004;
Mukherjee and Ray 2014), are recalled here for completeness of the chapter.

Definition 14.1 A finite state automaton (FSA) G, having a deterministic algebraic
structure, is a triple (�, Q, δ) where:

• � is a (nonempty) finite alphabet, i.e., its cardinality |�| is a positive integer.
• Q is a (nonempty) finite set of states, i.e., its cardinality |Q| is a positive integer..
• δ : Q × � → Q is a state transition map.

Definition 14.2 A symbol block, also called a word, is a finite-length string of
symbols belonging to the alphabet�, where the length of a wordw � s1s2 · · · s� with
si ∈ � is |w| = �, and the length of the empty word ε is |ε| = 0. The parameters of
FSA are extended as:

• The set of all words, constructed from symbols in� and including the empty word
ε, is denoted as ��.

• The set of all words, whose suffix (respectively, prefix) is the word w, is denoted
as ��w (respectively, w��).

• The set of all words of (finite) length �, where � is a positive integer, is denoted as
��.

Remark 14.1 A symbol string (or word) is generated from a (finite-length) time
series by symbolization.

Definition 14.3 A probabilistic finite state automaton (PFSA) K is a pair (G, π),
where:

• The deterministic FSA G is called the underlying FSA of the PFSA K .
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• The probability map π : Q × � → [0, 1] is called the morph function (also
known as symbol generation probability function) that satisfies the condition:∑

σ∈� π(q, σ ) = 1 for all q ∈ Q.
• The

(|Q| × |�|)morphmatrix�, which is converted into the (|Q||�| × 1)morph
vector ν to serve as an extracted feature in the sequel, is generated by the morph
function π .

Equivalently, a PFSA is a quadruple K = (�, Q, δ, π).

For anomaly detection using STSA, a time series X of sensor data is first converted
into a symbol string. Then, PFSAs are constructed from the symbol strings, which
in turn generate low-dimensional feature vectors (Bahrampour et al. 2013) that are
used for detection of anomalous patterns. The procedure is executed in the following
steps.

1. Select a block of a time series, called the nominal block, for which the system is
in a healthy condition.

2. Construct a partition for the nominal block and convert it into a symbol string to
construct the nominal PFSA model. The features of PFSA model is computed by
frequency counting (Mukherjee and Ray 2014). This yields the nominal feature
vectors.

3. Select a new block of the time series up to the current time t and convert it into
a symbol string. This yields a new PFSA with a new (quasi-)stationary feature
vector o matrix of the system at time t .

4. Compute the anomaly at time t as the divergence between the nominal feature
(Fnom) and current feature vectors (Ft ):

μ(t) = d(Fnom, Ft ) (14.19)

where d(•, •) is an appropriately chosen distance norm (such as theKullback–Leibler
divergence Murphy 2012).

14.4 PFSA-Based Algorithm for Feature Extraction and
Pattern Classification

In this section, the authors initially present a probabilistic finite state automaton
(PFSA) approach for online feature extraction from a time-series and the subse-
quent pattern classification and decision making. In this section, the advantages and
disadvantages of PFSA over HMM are also discussed.
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14.4.1 Reconstruction of Time-Series from Symbolized
Sequence

As mentioned in Sect. 14.3.5 using a PFSA involves symbolizing a segment of the
time-series using a partitioning method (such as MEP or Uniform as mentioned in
Sect. 14.3.5), and then generating a feature from the generated symbol string, such as
the morph matrix. The naive way to generate the PFSA is using a frequency counting
technique for computing the occurrence of each state and the state transition. Select-
ing appropriate partitioning techniques, depths and alphabet sizes greatly controls
how well the PFSA captures the essential dynamics and nature of the signals. A
good measure of how well the partitioning method is performing is the reconstruc-
tion error. As the symbol string is supposed to be a representation of the data, it is
important to be able to reconstruct the original time series from the symbol string
given the following data:

• The symbol string
• The mean value of the time series corresponding to that state (computed by taking
the mean of the actual time-series values that are denoted by that state)

The L2 (Euclidean) norm difference between the reconstructed time-series and the
original time series is used as a measure of the reconstruction; normalizing the time-
seriesmakes it easier to compare the normdifferences. Thenormalized reconstruction
errors for 3 different partitioning methods, namely uniform, MEP and K-Means are
tabulated in Table14.1, with the lowest error (best reconstruction) values marked
in bold font. In this analysis, the data is symbolized in a windowed fashion and the
partition boundaries are recomputed for every window after normalization of the data
segment. Recomputing the partitions for each segment greatly enhances the accuracy
of the PFSA as compared to those methods described in the previous section. This
increases computational time but by a negligible amount since the entire formulation
is algebraic and computation is very simple.

This analysis has been done over 2 sets of 40 time-series obtained from the in-
house Rijke tube experimental setup from 2 different pressure sensor locations, one
having high signal-to-noise ratio (SNR) and the other with significantly more noise
(i.e. low SNR). These signals are either initially stable and then become unstable or
vice-versa. For each, different alphabet sizes (|�|) have been considered for demon-
stration purposes, while depth (D) has been maintained as D = 1 for brevity with
only 2 cases having D = 2, 3. The reported values are the averaged values across all
of the 40 time-series.

The K-means partitioning method proves to be the most accurate across nearly all
combinations of alphabet size, depth and sensor. Also, in the given range, increasing
alphabet size significantly improves performance as does increasing the depth from
1 to 2. However, increasing either of these too much causes degradation as described
in the previous section.
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Table 14.1 Reconstruction error for STSA

Low SNR sensor High SNR sensor

|�| D Sampling

frequency

(Hz)

Data

length

Uniform

error

(×10−3)

MEP error

(×10−3)

K-means

error

(×10−3)

Uniform

error

(×10−3)

MEP error

(×10−3)

K-means

error

(×10−3)

2 1 100 82 points 0.1366 0.1439 0.1358 0.1564 0.1683 0.1560

4 1 100 82 points 0.0667 0.0773 0.0658 0.0763 0.0837 0.0748

6 1 100 82 points 0.0443 0.0504 0.0442 0.0503 0.0574 0.0499

2 1 50 164 points 0.1384 0.1404 0.1374 0.1580 0.1610 0.1576

4 1 50 164 points 0.0687 0.0722 0.0671 0.0776 0.0840 0.0755

6 1 50 164 points 0.0467 0.0503 0.0462 0.0518 0.0572 0.0510

6 2 50 164 points 0.0406 0.0427 0.0400 0.0436 0.0470 0.0425

6 2 100 82 points 0.0375 0.0411 0.0381 0.0417 0.0461 0.0406

14.4.2 Online Anomaly Detection

In this subsection, 3methods of online anomaly detection using STSAbasedmethods
are described and results presented. These methods are:

• Norm difference method
• Entropy method
• ×-entropy method

Norm difference method: Using the generated symbol sequence, PFSAs can
be generated for each window. Using the features related to the PFSA, such as the
morph matrix, we can try capture the dynamics of the system. Using this feature,
classification can be done by first training a morph matrix for the nominal state by
taking themean of all themorphmatrices generated from thewindows corresponding
to the nominal state in the training set (the ground truth). During testing, a distance
function checks the distance of the morph matrix generated from the unknown data
segment. If the distance is above a threshold, the generated morph matrix is said to
be ’too distant’ from that corresponding to the nominal state and is said to be in an
anomalous state.

Entropymethod: In thismethod, themorphmatrix does not need to be computed,
instead a frequency counting technique is used to compute the probability of each
state, yielding a probability vector p of length equal to that of the number of states |Q|.
The Shannon entropy of the data is then computed as H = �

|Q|
i=1 p(i) × log(p(i)).

For the purpose of detection and classification we utilize the fact that the stable
(nominal) regime is more noisy than the ordered limit cycle type behavior seen in
the off-nominal conditions (Nair 2013). Thus, by definition, the entropy should have
a higher value during the stable regime and a drop in the same must be an indication
of a transition to the anomalous regime (Sarkar et al. 2016).
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×-entropy method: Very similar to the above method, the ×-entropy or
cross-entropy method uses the probability vectors from not one but 2 synchronous
sensors of the same or different type. ×-entropy ‘is a measure of the dynamical
complexity of the temporal co-dependence from one symbol sequence to another’
(Sarkar et al. 2016). As in combustion physics, a slight shift from stable combus-
tion toward thermo-acoustic instability can be captured by an abrupt increase in the
computed value of D-Markov entropy rate. The ×-entropy of 2 synchronous signals
is computed as H = �

|Q|
i=1 p(i) × log(q(i)), where q is the probability vector of the

states for the second sensor.
The following figures give the ROC curves for various trials using the PFSA

norm-difference method. The data used is the same as that used in the previous
subsection. Figures14.5, 14.6 and 14.7 compare different combinations of depths
(D), data-window lengths and partitioning methods for the same alphabet size of
|�| = 6 which was found to consistently produce better results as seen in Table14.1.
The data was split into a 80:20 train-test split for this analysis.

In Fig. 14.8 the ROC curve for the entropy method is presented for a depth of 2 for
various alphabet sizes, while Fig. 14.9 reports the same for the ×-entropy method.
The first set of curves uses the other data set used in the previous section consisting
of 145 time-series, each starting out stable and then going unstable due to a change in
operating characteristics, while the one for the ×-entropy method uses the one with
the 40 time-series as this data-set has values from 2 spatially-separated synchronous
sensors. The uniform partitioning technique is used. The reason for choosing this
is that although it does not have the highest reconstruction accuracy, it falls a very
close to the K-means technique and gives better AUC values in the ROC curves as
compared to the K-means technique. We do not use the MEP partitioning method,
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and L = 50 comparing various partitioning methods
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Fig. 14.6 ROC curves for combustion instability detection using PFSA having |�| = 6, D = 1,
and L = 100 comparing various partitioning methods

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
AUC = Uniform: 0.97714, MEP: 0.96607, K−Means: 0.97648

Probability of False Alarms

P
ro

ba
bi

lit
y 

of
 T

ru
e 

D
et

ec
tio

n

Uniform
MEP
K−Means

Fig. 14.7 ROC curves for combustion instability detection using PFSA having |�| = 6, D = 2,
and L = 50 comparing various partitioning methods

as by the nature of its construction, the MEP technique yields uniform probability
across all classes and the entropy information is lost.

Finally, in Fig. 14.10 a comparison is presented between theROCcurves computed
for various window lengths. The depth is taken as 1, with |�| = 6 using the uniform
partitioning technique.

PFSAmethods are typically faster due to the simplicity andpurely algebraic nature
of the model. However, HMMs gain popularity when there are multiple regimes
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Fig. 14.8 ROC curves for combustion instability detection using Entropy based method having
D = 1, and using uniform partitioning technique, comparing various alphabet sizes
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Fig. 14.9 ROC curves for combustion instability detection using ×-Entropy based method having
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which are very similar to each other. For a binary classification, or for a multi-class
classification that are well-separated, a PFSA based classification algorithm might
work. For very small data windows, a PFSA is usable only if all the states are reached
in the frequency counting, which can only be achieved by having lower alphabet size
or depths, but if the dynamics is too complex, low values of |�| and D might not be
sufficient and that’s when HMMs may be more useful. Thus HMMs tend to show
more versatility.
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Fig. 14.10 ROC curves for combustion instability detection using PFSA having |�| = 6, D = 1,
and using uniform partitioning technique, comparing various windows lengths

The subsequent section focuses on the HMM methods as a method with wider
applicability, specially when the classification is ternary and the transient regime is
to be separately identified and classified.

14.5 HMM-Based Early Detection of Thermoacoustic
Instabilities in the Transient Regime

Early detection of instabilities is a problem that is closely related to the development
of active control algorithms to augment the existing passive control systems already
present in most commercial combustors. Since instabilities develop in the order
of milliseconds, automated detection algorithms must be data efficient in order to
detect a divergence from the nominal operation within the transient period before the
system goes into the limit cycle operating mode. This is because once the limit cycle
instabilities set in, the system goes into a self-driven feedback loop after which it
might be too late to implement control actions. Hence, the focus in this work would
be the detection of TAI with short windows of time series samples. The dataset used
for this purpose comprises 145 pressure time series data samples of 30 s duration,
each of which starts from a stable operation and ends in a limit cycle instability.

This dataset has been randomly divided into training and test set in the ratio 80:20.
The training data provides the prior information for learning 3 HMMs: λ1, λ2 and λ3.
This learning phase is offline, and is performed a-priori to the online detection phase.
The learnt models are representatives of the different types of data available from the
system, albeit they are based on the data that has been procured by prior modeling
and/or experiments. The domain knowledge of the presence of stable, transient and
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the limit cycle modes of operation in the Rijke tube apparatus allows us to train λ1

corresponding to the stable regime of operation, λ2 corresponding to the transient
growth regime and λ3 corresponding to the limit cycle unstable regime. This step
accomplishes a generative modeling of the system on the basis of the domain knowl-
edge procured by the experiments. Although the experiments have been performed
to encompass a wide range of operating conditions, it is practically unfeasible to
perform experiments that cater to all the different conditions of operations that an
actual combustor may be subject to. So with a sufficiently dense set of training data
procured from different regimes, HMMs can be used to encapsulate the trend in the
behavioral characteristics of the system in the different regimes. That is to say that
λ1, for example, serves as a representative model for all different “types” of stable
behavior in the system (since the process is stochastic, no two datasets from the same
regime are identical). Such a “context-based” learning makes sense in this respect
because the pressure signature of the system in the limit cycle mode of operation,
for example, is expected to have a deterministic nature, which is characteristically
different from the noisy or chaotic nature generally exhibited in the stable regime.
Learning ensemble models for each regime ensures that the modeling is robust to
issues like variations in operational conditions and differences in sensor noise lev-
els for even a single mode of operation. This indicates that the method is robust to
changes in specific nominal conditions, since the learnt models already take into
account a wide range of variations of the conditions based on the range of operation
of the experiments.

The test data for instability detection purposes is chosen to be curtailed just before
the limit cycle instability sets in, and the performance of the classifier for instability
detection is based on successful online detection of the onset of the growth phase.
With the pre-trained models, given a window of time series data {y1, . . . ., yT }, we
calculate the following log-likelihood ratio (LLR):

Lk,1 = log

[
(p(y1:T )|λk)

(p(y1:T )|λ1)

]
= log(p(y1:T )|λk) − log(p(y1:T )|λ1) (14.20)

where k= 2 or 3; and (p(y1:T )|λk) denotes the probability that the observed pressure
time series sequence is generated by model λk . This follows from the idea that as
the system deviates from a stable operating mode and passes through the bifurcation
point towards limit cycle instability, determinism in the form of periodicity sets in
the pressure signature, which can be quantified by a greater probability of being
generated from either λ2 or λ3 rather than λ1. This is reflected in the log-likelihood
ratio as defined in Eq.14.20 being positive.

We focus on short time-windows of time series data for this analysis, in order
to address the issues of real-time detection and control, where early detection of
TAI with short data-window could provide appropriate lead-time for the actuators to
implement the control action. The process involved in the analysis is described as
follows:
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1. First an appropriate window-size is chosen. In this work we have mostly focused
on window sizes that correspond to a time scale of ∼10–100 ms.

2. Time series data in subsequent batches of the chosen window length is used to
calculate (p(y1:T )|λk), for k = 1, 2 and 3.

3. The log-likelihood ratio as defined byEq.14.20 is chosen as the norm for detecting
instability onset. The ratio is calculated for each batch of data being analyzed and
the online condition monitoring is performed based on the evolution of the norm
over batches of time series samples.

Figures14.11, 14.12 and 14.13 elucidate the process of online detection of TAI.
Figure14.11 shows the evolution of [L2 − L1] with the analysis being done on
batches of a chosen window length of 100 samples. It is clearly seen that there
is a sharp rise in the LLR as soon as the instability sets in. The discriminating prop-
erty of LLR is demonstrated by the fact that the order of magnitude in the change
of [L2 − L1] is almost 104. Thus, LLR is very sensitive to the rate of growth in the
time series data. More insights are obtained by analyzing the variation of the three
likelihoods with respect to λ1, λ2 and λ3 during Timeframes A and B as shown in
Fig. 14.11. Timeframe A spans from around 1400–1600 time samples in Fig. 14.11,
which is a sample from the stable phase of the data. This is reflected in Fig. 14.12
by the highest relative likelihood of the data corresponding to λ1 (indicated by the
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downfacing shaded triangles), as compared with the likelihoods with respect to λ2

(shaded squares) and λ3 (circles). The instability sets in around the 1700 s mark,
hence Timeframe B spanning from 1600 to 1800 time samples contains the early
phase of the transient period. As can be seen in Fig. 14.12, likelihood corresponding
to model λ1 drops sharply during the early transient period, a property that can be
utilized for automated condition monitoring of combustion systems for the onset of
TAI.

For analyzing the detection accuracy with respect to different window sizes, we
look into a Binary Hypothesis testing problem where our proposed framework clas-
sifies each pressure time series window into either stable (Class A) or unstable (Class
B) based on the likelihood-ratio test:

log

[
(p(y1:T )|λk=2 or 3)

(p(y1:T )|λ1)

]
β

≷
α

τ (14.21)

where τ is a threshold (Poor 2013). A commonly used criterion to choose an appro-
priate threshold τ is by using theReceiverOperatingCharacteristic (ROC) curve. The
ROC curve is obtained by varying τ which provides a trade-off between the probabil-
ity of successful detection

(
pD � p[Decided Class = β|True Class = β]) and

the probability of false alarms
(
pF � p[Decided Class = β|True Class = α]).

Figure14.14 reports a family of ROC curves for the proposed detection algorithm

considering different window sizes of data. log

[
(p(y1:T )|λ2)

(p(y1:T )|λ1)

]
is chosen as the likeli-

hood ratio. Variouswindow sizes, namely, 50, 100, 500 and 1000were chosen for this
demonstration. These correspond to time scales in the order of milliseconds for the
sampling frequency of 8192Hz. Comparing the area under the ROC curve (AUC)
for each classifier (Fawcett 2006) is a commonly used method for comparing the
performance of different classifiers. A higher AUC generally implies a better over-
all performance of a classifier. In Fig. 14.14, it is seen that the AUC increases from
0.9541 to 0.9864 as the window size is increased from 50 to 1000, with progressively
higher detection rates at specified false alarm rates. This is due to the fact that the
classifier is typically expected to perform better when classifying larger lengths of
observation sequences. The high classification accuracy even with about 6–60 ms of
data showcases a prospective application of the HMM based algorithm for detecting
instabilities in the early transient phase.

The information abtained from the ROC curves (Fig. 14.14) can be used as a basis
for the choice of a particular threshold τ corresponding to the trade-off between
the detection rate demanded by the user and the allowable false alarm in detection.
This can be utilized for regime detection, where the classifier has to decide which of
the three pre-trained regimes a given short data history belongs to. We present the
regime detection accuracies in Table14.2, where the threshold τ has been chosen
using a ROC of a classifier with [L3 − L1] as the log-likelihood ratio, with window
size = 100. τ has been chosen to correspond to about 92% detection rate with 10%
allowable false alarm from the ROC curve. The problem of regime detection is
particularly challenging in this respect because, with a very short history of data,
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Fig. 14.14 ROC curves for different window-sizes (reproduced with permission from Mondal et
al. (2018), Copyright: Taylor and Francis Ltd. https://www.tandfonline.com)

Table 14.2 Classification accuracy of the three regimes (reproduced with permission fromMondal
et al. (2018), Copyright: Taylor and Francis Ltd. https://www.tandfonline.com)

Stable regime Transient regime Limit cycle regime

90% 91% 100%

amplitude-based thresholding or frequency-based detection of instabilities might be
inefficient.

This HMM-based algorithm can be naturally extended into problems like growth-
rate estimation from acoustic time series data in unstable systems. From an exper-
imental point of view, it is difficult to extract growth rate from dynamic data, as
discussed in the work by Moeck et al. (2007). An unstable combustion system gen-
erally exhibits a sudden jump from a stable operation regime to a limit cycle mode
through a bifurcation. This poses a serious challenges for data-driven growth rate
extraction techniques used for detection of the growing trend in the data in that short
period. Recently, Rigas et al. (2016, 2017) and Jamieson et al. (2017) have reported
growth and decay rate measurements using transient acoustic time series data from
an electrically heated Rijke tube, in a setup similar to the one used in our current
work. In their method the linear growth and decay regions are extracted from the
Hilbert envelope of the time series signal and measurement of the growth rate by a
linear fit in the identified region. A comparison of the HMM-based algorithm with

https://www.tandfonline.com
https://www.tandfonline.com
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Table 14.3 Time complexity of LLR calculation in the online phase (reproduced with permission
from Mondal et al. (2018), Copyright: Taylor and Francis Ltd. https://www.tandfonline.com)

Number of samples (Fs = 8192 Hz) 50 100 500 1000

Data length (ms) 6 12 60 120

Processing time (ms) 4 6 12 23

Hilbert envelope-based growth rate extraction can be found in Mondal et al. (2018),
whereby it has been shown that the LLR-based growth rate estimation is significantly
efficient in terms of computational expense and data requirements.

From the application point of view, LLR-based regime detection is more versatile
as compared to the other data-driven methods reported in literature for prediction of
instabilities, e.g. Hurst exponent based characterization by Nair and Sujith (2014),
minimum permutation entropy based analysis by Gotoda et al. (2012) and ×D-
Markov entropy rate based thresholding by Sarkar et al. (2016). A comparison of
time complexities of the different data-driven methods can be found in Mondal et al.
(2018). In particular, a comparison with Hurst exponents as shown in Mondal et
al. (2018) indicated that the computational time for LLR is comparable to the former
when the data length is low.But, Hurst exponents are typically used for characterizing
instability using stationary datasets, which might require more data to be statistically
significant for computing the different Hurst exponents. One major difference in the
method proposed in this chapter is that the HMM-based technique can be efficiently
applied for transient regimes of operations, whereas most of the other methods have
stationarity assumptions in their applicability. Table14.3 enlists the processing times
of LLR calculation for the different data lengths analyzed in this work, which shows
the computational efficiency of this method, making it potentially suitable for regime
detection and instability classification.

14.6 Summary, Conclusions, and Future Research

This chapter has developed andvalidated a statisticalmodeling tool for early detection
of anomalous behavior leading to thermoacoustic instabilities (TAI) in combustion
systems. The underlying algorithms are built upon the concepts of symbolic time
series analysis (STSA) and hidden Markov modeling (HMM) to represent the typ-
ical behavior of combustion systems at different operational regimes (e.g., steady-
state, transient, and unstable). The focus of the proposed method is primarily on
real-time applications using short windows of pressure oscillations measurements;
without compromising the accuracy of TAI prediction and identification of the associ-
ated operational regimes. The proposed method has been validated on experimental
data from an electrically heated Rijke tube apparatus for predicting the onset of
thermoacoustic instabilities.

https://www.tandfonline.com
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If the detection of the transient regime is of interest (as it is in this chapter),
then the HMM approach is preferable. On the other hand, if the major objective is
to detect an anomalous operation, then the STSA-based method is recommended.
Anomaly detection and regime identification are two important problems that need
to be addressed in any online monitoring and control system for mitigating TAI.
Since the training period of the STSA-based models are significantly cheaper than
that of HMM, they can be used efficiently for detecting anomalies in the system in
near real-time. The detected anomalous regimes can then be used as baselines for
learning different regime-specific HMMs in a slower time-scale. Since the testing
period of HMM is very fast, it can then be used online for regime classification, and
the information can be useful for implementation of the required control actions.
Moreover, it is worth noting that although the HMM-based detection algorithm has
been applied to Rijke tube acoustic instability data, the concept is equally applicable
for more complex combustion systems characteristic of turbulent combustors. Since
LLR is very sensitive to small variations in texture of the data, intermittent burst to
instabilities can be detected online, as they are expected to indicate a sharp drop in
the corresponding likelihood to a stable model with respect to an unstable model as
soon as the intermittency crops in. Although there are several areas of theoretical and
experimental research that can enhance and further the work reported in this chapter,
the authors suggest the following topics for future research:

1. Addressing other modes of instabilities (e.g., lean blowouts) and development of
a unified detection framework

2. Extension of the proposed methods for detection of instabilities in combustion
systems operating under different kinds of protocols.

3. Implementation of the proposed methods for (closed-loop) active control of the
laboratory-scale apparatus with actuators for controlling instabilities.

4. Extension of the probabilistic approach in the reported work to state estimation
for forecasting of future states to predict the temporal behavior.

5. Enhancement of computational efficiency of the proposed methods by using
inference-based learning of the probabilistic models.
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Part V
Dynamics and Control of Microscale Flows



Chapter 15
Dynamic Instabilities and Their Control
in Flow Boiling in Microchannels

Raghvendra Gupta and Deepak Kumar Mishra

Abstract The progress in manufacturing techniques in last few decades has acceler-
ated the application of micro-structured devices in a range of industrial sectors such
as healthcare, pharmaceuticals, electronics, environment, chemical processing and
energy. Many of these applications stem from the advantages of high surface area
to volume ratio, small diffusion paths and ability to operate safely at high tempera-
tures and pressures in micro-devices. The applications of these devices in the energy
sector often involve convective heat transfer, condensation, evaporation and boiling
in microchannels. Extensive experimental studies on flow boiling in microchannels
in the last twenty five years suggest the boiling at the microscale to be significantly
different from that in the large channels and the critical heat flux above which the
boiling heat transfer becomes ineffective and catastrophic is scale-dependent. The
studies also indicate that several dynamic instabilities occur during two-phase boiling
in microchannels and these can be different from those that occur in large channels.
Therefore, it is imperative to understand the mechanisms of boiling stabilities in
microchannels and develop techniques to control them to design efficient and safe
micro-structured devices. The boiling instabilities in microchannels can be catego-
rized in two groups- one, those caused by interaction between upstream compress-
ibility and bubble generation and second, those caused by parallel channel instability.
This chapter reviews the current status of the understanding of these instabilities and
the techniques to avoid or minimize them.

Keywords Microchannel · Boiling · Instability

15.1 Introduction

In recent years, there has been a growing trend towards developing miniature devices
such as micro-electro-mechanical systems (MEMS), lab-on-a-chip devices, micro
heat exchangers and chemicalmicro-processing systems for applications in a range of
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industries. In the energy sector, perhaps themost important contribution of theminia-
turized systems has been in the development of microchannel-based heat exchanging
systems.

In the electronics industry, the number of transistors per square inch has been
doubling every 12–18 months for past few decades, as observed by Gordon Moore,
co-founder of Intel (Moore 1965). With an increase in the number of transistors per
square inch, the requirement of the heat removal rate also increases accordingly.
With air-based cooling, heat fluxes up to 1 MW/m2 can be removed (Tullius et al.
2011). For the removal of higher heat fluxes, liquid (Tuckerman and Pease 1981) or
gas-liquid (Bar-Cohen 1995) based cooling systems has been employed. Therefore,
the semiconductor industry has been one of the major drivers of the research and
development in the area of heat transfer in micro-structured systems.

One of the major requirements in the aerospace industry is the development of
compact systemswhich can deliver maximum performance per unit mass. Therefore,
the micro heat exchangers are best suited for applications in aircrafts and space vehi-
cles. Theoffshore industry also has a similar requirement of compact heat exchangers.
One such example of compact heat exchangers is the printed circuit heat exchanger
(PCHE) of Heatric division of Megitt Aerospace which has been deployed in the off-
shore, onshore and floating applications in the oil and gas industry for past 30 years.

The rate of heat transfer is directly proportional to the surface area. A reduction
in the channel dimension results in an increase in surface area to volume ratio. As
a result, the microchannel-based systems can provide large surface area per unit
volume when compared with conventional heat exchangers. Scale up of such system
can be achieved by ‘numbering-up’ the microchannels. For example, numbering up
in PCHEs is achieved by etching a number of microchannels on metallic plates.
A number of plates are then diffusion-bonded together to make the compact heat
exchangers. A reduction in the channel dimension results in smaller heat diffusion
length scale (of the order of channel radius, R) and consequently, the transverse
temperature gradients

(
∂T
∂r

)
are large. Moreover, the microchannel systems are safer

to operate than the conventional systems. As a result, they are considered to be
the best-suited to perform exothermic reactions. Microchannels often have square,
rectangular, semi-circular and triangular cross-sections which is rarely the case in
large diameter channels.

The channel dimension in such systems is often of the order of few hundred
microns to few millimeters. The expressions and correlations developed for single-
phase flow in conventional systems can be used for these small diameter channels
also with a careful consideration of the effect of surface roughness. However, such
is not the case for adiabatic two-phase flow or boiling.

In gas-liquid or liquid-liquid systems, the interfacial area density or interfacial
area per unit volume also becomes large in microchannels. As a result, the rates of
interfacial heat and mass transfer are enhanced in microchannels. With a decrease
in channel size, the relative importance of surface tension, which is a surface force,
increases when compared with the body forces such as gravity. As the velocity and
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length scales are small, the flow is generally laminar in microchannels over a large
range of gas and liquid flow rates. As a result, the flow regimes during adiabatic
two-phase flow and boiling in microchannels are significantly different than those
occur in conventional large channel systems.

Flow boiling is susceptible to thermal and hydrodynamic instabilities which may
cause oscillations in flow rate, pressure and temperature of constant and increasing
amplitudes (Boure et al. 1973). These oscillations are generally undesirable as they
disturb the control systems, may result in boiling crisis or can even cause mechanical
damage. It is therefore imperative to develop a comprehensive understanding of the
origin of flow boiling instability in microchannels and the measures that can mitigate
or eliminate the instabilities.

In this chapter, the instabilities that occur during flow boiling in microchannels
and the measures that can be taken to tackle them are discussed.

15.2 Fundamentals

Boiling refers to the change of liquid phase to the gas phase caused by heat trans-
fer. This occurs when the liquid temperature exceeds the saturation temperature (or
boiling point) at the system pressure.

Various physical effects such as surface tension, change in momentum during
evaporation, viscous and inertial effects are important during flow boiling. To com-
pare the relative effect of different physical phenomena, several non-dimensional
parameters are defined and are relevant to flow boiling in microchannels.

1. Bond or Eötvös number: Bond or Eötvös number is defined as the ratio of
buoyancy force to surface tension force.

Bo = (ρl − ρv)gL2

σ

where ρl and ρv are densities of liquid and gas phases, respectively, g is the
acceleration due to gravity, L is the characteristic length and σ is the surface
tension. The value of Bond number decreases with a decrease in the channel
size. For a channel of size 1 mm, the value of Bond number is about 0.14 for
two-phase flow of water i.e. for a millimeter-size channel, the buoyancy and
surface tension forces are comparable and surface forces start dominating as the
channel size is further reduced.

2. Weber number: Weber number is the ratio of inertial and surface tension forces.
Baldassari et al. (2013) suggested that the difference between the average liquid
velocity and vapour velocity should be used as the velocity scale.

We = ρl(ul − uv)
2L

σ
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3. Reynolds number: Reynolds number is the ratio of inertial and viscous forces.

Re = GL

μl

where G is the mass flow rate and μl is the dynamic viscosity of the liquid. For
two-phase flow systems, different Reynolds numbers can be defined.
ReL = G(1−x)L

μl
for the liquid flow only

ReG = GxL
μl

for the vapour flow only

ReTP = Gd
μtp

where μtp is the weighted average of the liquid and vapour phase
viscosities and x is the vapour quality.

4. Capillary number: Capillary number is the ratio of viscous and surface tension
forces.

Ca = μlU

σ

5. Boiling number: Boiling number represents the ratio of evaporation mass flux
to the total mass flux.

Bl = q′′/hlv
G

where q′′ is the wall heat flux and hlv is the latent heat of vaporization.
6. Jakob number: Jakob number is the ratio of sensible heat to the latent heat

absorbed/released during liquid-vapour phase change.

Ja = cp(Ts − TSat)

hlv

Based on the occurrence of external flow, boiling can be characterized in two
categories- pool and convective. Pool boiling refers to the boiling caused by natural
convection only e.g. boiling of liquid in an electric kettle. Convective boiling refers
to the boiling over a surface during fluid flow caused by the external flow e.g. boiler
tubes in power plants.

The process of phase change in a liquid pool begins with the formation of vapour
embryo and is named as nucleation. Nucleation can be of two types: homogeneous
and heterogeneous. Homogeneous nucleation refers to the formation of the vapour
embryo in the superheated liquid pool. Solid surfaces or surfaces of the foreign bodies
present in the liquid pool has a number of small cavities which can act as nuclei for
vapour formation. This is known as heterogeneous nucleation.

Figure 15.1 shows a typical pool boiling curve. When the temperature of the bulk
liquid is less than the boiling point, the phenomenon is known as subcooled boiling
whereas saturated boiling occurs when the bulk liquid temperature is equal to the
boiling point.
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Fig. 15.1 Pool boiling curve (adapted from Collier and Thome 1996)

When the water in a pan is heated, temperature gradients are set up in the liquid
pool and natural convection currents are set up causing the movement of hot liquid
from the bottom to top and that of the relatively colder liquid from top to bottom.
The hot liquid moving to the interface may evaporate depending upon its degree of
superheat.

When the wall superheat is sufficient to cause vapour nucleation at the heated
surface, the onset of nucleate boiling (ONB) is said to occur. In some cases, the ONB
may occur when the liquid superheat is more than that required to support fully-
developed nucleate boiling. One such example is water boiling at sub-atmospheric
pressure. This results in a sharp drop in the temperature of the surface.

During the nucleate boiling, vapour bubbles start forming at the nucleation sites.
The number of nucleation sites grow with an increase in the wall heat flux. As the
wall heat flux increases further, bubbles coalesce and vapour patches are formed at
the surface. Finally, when the wall heat flux becomes equal to the critical heat flux
(CHF), the solid surface is completely covered with the vapour blanket. The vapour
blanket acts as an insulator and the heat flux decreases in the transition boiling regime
(region CD). In the film boiling region (DE), a stable and continuous vapour film
covers the solid surface completely.

The convection or flow boiling is generally described by an example of flow in a
vertical, uniformly heated tube at low wall heat flux having upward flow as shown in
Fig. 15.2. As the subcooled liquid moves along the tube, its temperature increases.
The wall temperature would be higher than the fluid temperature. When the wall
temperature is sufficiently high to sustain nucleation at the wall, bubbles start to
nucleate on the channel wall though the bulk (or mixing cup) temperature of the
fluid is less than the saturation temperature. This is known as subcooled nucleated
boiling.
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Fig. 15.2 Convective heat transfer in a vertically upward flow (adapted from Collier and Thome
1996)

The subcooled boiling region transitions to saturated nucleate boiling when the
fluid bulk temperature becomes equal to the saturation temperature. Moving down-
stream in the saturated nucleate boiling region, a transition occurs in the heat transfer
mechanism and the flow regime transitions to annular from bubbly/slug flow.

In the annular flow region, the heat is transferred from the wall in the liquid film
by forced convection and evaporation occurs at the vapour-liquid interface. Thus, the
heat transfer mechanism transitions from nucleate boiling to evaporation in the film
region. The thickness of the liquid film decreases continuously along the downstream
direction. Liquid dryout occurs on the wall when the film on the wall is completely
evaporated. This results in sudden rise in wall temperature.

A typical variation of heat transfer coefficient at low wall heat flux is also shown
in the figure. A rise in the wall heat fluxwould result in initiation of subcooled boiling
at a shorter distance from the inlet, higher heat transfer coefficient in the nucleate
boiling region and dryout on the wall at a lower quality. However, the heat transfer
coefficient in the film evaporation region remains unchanged with an increase in wall
heat flux.

At further high values of heat fluxes, the dryout may occur during the nucleate
boiling well before the film evaporation could be initiated. This is similar to the
phenomena that occurs in pool boiling when critical heat flux is reached and is
named as departure from nucleate boiling (DNB). This results in transition to film
boiling. For further details on the effect of heat flux, the readers are advised to refer
to Chap. 4 of Collier and Thome (1996).
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15.3 Boiling in Microchannels

The correlations developed for conventional large size channels have been found
not to be able to predict the boiling heat transfer in microchannels. This can be
attributed to several characteristic differences between the two cases. For example,
the flow is often turbulent in conventional channels but laminar in microchannels. In
the microchannels, the bubble nucleated on the wall are confined and can grow only
in the axial direction.

Many advantages of the micro-structured devices stem from the high surface area
to volume ratio when compared with the conventional channels. In the context of
heat transfer, high surface area to volume ratio implies the availability of more heat
transfer area per unit volume making the heat exchanging device compact. Another
effect of high surface area to volume ratio is the dominance of surface forces such
as surface tension in comparison with the body forces such as gravity and inertia.
Flow boiling in capillary tubes is important in the applications which require small
size and small weight for example electronics cooling, automotive air-conditioning,
thermal management and fuel supply systems in aircrafts and spacecrafts.

The walls of microchannels are generally smooth when compared with the larger
channels. Therefore, a high wall superheat is required to initiate nucleation in
microchannels. In case of ultra-smooth microchannels, the onset of boiling might be
a result of homogeneous nucleation.

During the convective flow boiling in large-size channels, nucleate boiling dom-
inant regime is observed at low quality whereas the annular flow evaporation is
dominant at moderate to high qualities. During nucleate boiling, heat flux is pro-
portional to q0.7 and independent of vapour quality. In the conventional channels,
the flow accelerates rapidly resulting in considerable pressure drop in the channel.
Pressure drop, mechanism of nucleation and bubble growth and evaporation in the
annular flow regime are all affected by the reduction in channel size.

From the experimental investigations on flow boiling in microchannels, two con-
trasting results have emerged. In one case, annular flow in which film evaporation
is the boiling mechanism and the boiling is relatively steady is assumed to be the
dominant mechanism. While several other researchers observed oscillations in the
flow boiling which is often associated with nucleate boiling.

Agostini and Thome (2005) reviewed the experimental studies on boiling in
microchannels. Several studies found the heat transfer coefficient to be dependent
on heat flux and independent of or weakly dependent on the mass flux. Therefore,
researchers believed nucleate boiling to be the dominant mechanism in flow boiling
(Bao et al. 2000; Bertsch et al. 2008). However, it has been shown (Jacobi et al. 2002)
that such heat transfer dependence can also occur during bubble train flow. So, there
is no clear agreement between the researchers on the mechanism of flow boiling in
microchannels.
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15.4 Boiling Instabilities

Any system is considered to be stable if the system returns back to its original state
when subjected to small disturbances or perturbations. The perturbations during the
boiling can be caused by a number of factors such as nucleation, bubble generation or
turbulence. The flow instabilities in the boiling systems is often classified in two cate-
gories: static and dynamic (Boure 1973; Das and Das 2016). Static instability occurs
when the original steady state of the system shifts to a new steady state or shows
periodic behaviour when subjected to a small disturbance i.e. the system moves to a
different equilibrium state. The examples of static instabilities are Ledinegg or flow
excursion instability, flow pattern transition, chugging or geyseringwhereas dynamic
instabilities include acoustic and density wave oscillations, thermal oscillations, par-
allel channel instabilities etc. Boure (1973) suggest that inertia and other feedback
effects such as between inertia and compressibility or those between pressure drop,
flow rate and density change caused by evaporation (Kakac and Bon 2008) play an
important role in the case of dynamic instability and there may be several feedback
effects.

Amongst these, several instabilities have been reported to have occured during
boiling in microchannels. Liu et al. (2013) suggested that these instabilities can be
classified in twomodes: one, interaction between the bubble generation and upstream
compressibility and two interactions between parallel channels.

Ledinegg Instability
A boiling system has several components such as pump, valves, and channels. These
components can be divided into two categories: one those supplying the pressure head
to drive the flow (pump) and the other those causing pressure loss (test section and
valves). Figure 15.3 shows the characteristic curves for the two types of components.
These curves are known as supply (pump) and demand (valve, test section) curves
depending on the function of the component the curve represents. When the slope

of the demand curve
(
d(�p)
dṁ

)

D
becomes less than that of the supply curve

(
d(�p)
dṁ

)

S
,

Ledinegg instability occurs. When the pressure head required to push the liquid
through the system at a certain mass flow rate is more than the pressure head supplied
by the pump, the flow rate decreases. Thus, the Ledinegg instability is characterized
by a sudden decrease in the mass flow rate. Zhang et al. (2009) investigated Ledinegg
instability in horizontal microchannels for water at sub-atmospheric pressures and
for a refrigerant, HFE-7100.

Soft Inlet/Upstream Compressibility/Pressure Drop Instability
Upstreamcompressibility refers to the presence of the compressible volumeupstream
of the test section. The compressibility can be present in the form of an entrained air
bubble, a flexible tube or even as the gas dissolved in the liquid. Qu and Mudawar
(2003) observed pressure drop oscillations caused by the upstream compressible
volume in microchannels. They showed that these pressure drop oscillations can be
eliminated by adding stiffness to the upstream flow e.g. throttling the upstream flow.
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Huh et al. (2007) suggested that the pressure drop instability has a low frequency
(~0.1 Hz). Liu et al. (2013) investigated the influence of upstream compressibil-
ity on the flow and heat transfer behaviour in microchannels by introducing inlet
compressibility and measuring its effect on local heat transfer coefficient under sub-
cooled and saturated boiling conditions. They introduced inlet compressibility by
adding a buffer reservoir having a known gas volume upstream of the positive dis-
placement pump. The condition of no upstream compressibility corresponded to zero
gas volume in the buffer and was termed as hard inlet. They concluded that the inlet
compressibility can affect the flow and heat transfer behaviour during flow boiling
in microchannels. They found that the upstream compressibility causes the flow and
heat transfer behaviour similar to that observed during nucleating boiling. They also
showed that the hard inlet i.e. incompressible inlet condition causes convective heat
transfer behaviour except at the lowquality. This instability can be avoided bymaking
sure the hard inlet condition e.g. by isolating the test section from the compressible
volume by a throttle valve (Bergles and Kandlikar 2005). Kingston et al. (2018a) also
observed the periodic oscillations in the pressure drop, mass flux, wall temperature
and two-phase morphology and termed it pressure drop instability. They observed
two peaks in pressure drop. The first, bigger peak occurred when the vapour gen-
erated in the channel increased and pushed the liquid upstream. This increased the
flow resistance and was accompanied by a reduction in the mass flux. The second
peak of smaller magnitude was accompanied by an increase in the mass flux caused
by a decompression (or depressurization) of the upstream volume.

Rapid Bubble Growth Instability
Rapid bubble growth instability occurs in microchannels and is not so prominent
during boiling in large systems (Kuo and Peles 2008). This is because the vapour
bubbles generated are confined in the microchannels and significantly affect the
hydrodynamics and thermal characteristics of the system. When a bubble nucleates
on the channel wall, the pressure in the bubble is the saturation pressure at the local
wall temperature.Growth of the nucleated bubble occurs in two stages: (1) free bubble
growth when the bubble diameter is less than the channel diameter and (2) confined
bubble growth when the volume of the bubble is larger than that of a sphere that
can fit in the channel and therefore the bubble grows in the axial direction, upstream
as well as downstream. Pressure fluctuations and flow reversal are observed in the
confined bubble growth stage. Kuo and Peles (2008) suggested two mechanisms that
cause rapid bubble growth instability.

(A) Liquid Superheat: The wall roughness in microchannels is typically of the order
of 100 nm or less. Cavities on the wall caused by the roughness act as the bubble
nucleation sites. Hsu (1962) showed as the size of available cavities become smaller,
the liquid superheat required for the cavities to become active increases. When the
cavities become active and the bubble nucleates, the bubble grows quickly resulting
in an explosion-like vapour growth. This results in sharp increase in the pressure and
fluid movement in the upstream and downstream directions. When the energy stored
in the superheated liquid is released, the local temperature and pressure decreases
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again and the higher pressure at the upstream pushes the liquid to move in the
downstream direction. The entire cycle repeats when the liquid become superheated
again. Li and Cheng (2004) suggested that the bubble nucleation in microchannels
can be different from that in large channels because of the presence of sub-micron
cavities having same size as that of a critical vapour bubble, presence of corners
in microchannels having triangular, rectangular and trapezoidal cross-section and
laminar flow.
(B) Elevated Pressures: In the liquid surrounding a rapidly growing bubble, the
pressure can increase to very large values temporarily. While this local high pressure
is confined to a very small region in large systems, a change in pressure surrounding a
channel-size bubble in a microchannel causes a change in pressure field in the entire
microchannel.

As the saturation pressure increases exponentially with temperature, the nucleated
bubble in a microchannel would have a high vapour pressure resulting in the rapid
growth of the bubble to the channel diameter. This momentum force generated by
the evaporation of the bubble can sometimes be significantly larger than the dynamic
pressure of the flow and the (manifold) pressure at the channel inlet. Thiswould result
in the growth of the bubble in the axial direction, upstream as well as downstream of
the nucleation site. This would result in the flow reversal and has also been observed
experimentally. Kingston et al. (2018a, b) studied rapid bubble growth instability
during the onset of boiling and rapid bubble growth and pressure drop instabilities
during the time-periodic boiling after the boiling incipience in a glass channel of 500
micron diameter subjected to a uniform heat flux.

Parallel Channel Instability
Scaling up of the microchannels can be achieved by numbering up the channels.
This is generally achieved by cutting or etching a number of, typically of the order
of 100 (Tuckerman and Pease 1981), parallel channels on a metal plate and bonding
a number of plates together.

In parallel channel system, flow maldistribution is observed during flow boiling.
The pressure drop across each channel is same in a parallel channel system. Each
channel in the system has its own unique resistance depending on the two-phase flow
conditions prevailing in the channel. As a result, each channel would have different
flow rates. Different resistance to flow can be caused by the design of inlet header,
difference in surface properties of the channels or non-uniformheating of the channel.
The maldistribution can also be caused by the non-monotonic nature of the pressure
drop-flow rate curve as shown in Fig. 15.3. Note that the total flow rate would be
sum of the flow rates in each channel.

Kingston et al. (2019) studied Ledinegg instability in a parallel microchannel sys-
tem having two thermally isolated parallel channels of circular cross-section having
diameters of 500 µ each and subjected to the same power. At very low powers, when
only liquid phase exists in the two channels, the flow rates in the two channels was
nearly equal. However, on increasing the power to a value sufficient to initiate boiling
in one of the channels, the flow resistance of the channel with boiling increases and
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Fig. 15.3 Pressure drop versus flow rate curve for the supply and demand systems showing
Ledinegg Instability (Adapted from Oevelen et al. 2017)

Ledinegg instability occurs. This causes low flow rate and high temperature in the
channel with boiling. However, after the boiling initiates in the second channel, the
maldistribution of the flow in the channels was reduced and the wall temperatures
reduced significantly.

Oevelen et al. (2017) developed a model for the flow distribution in a system
of heated parallel channels and integrated with a pump curve. They showed that
for a constant pressure drop pump curve, the stability of the individual channels is
independent of the other channels.

15.5 Measures to Control Instabilities

Several strategies have been proposed to suppress two-phase flow maldistributions
and parallel channel instabilities. Some of these measures are described below:

(A) Inlet restrictions: The instabilities can be eliminated by placing restrictors
at the inlet as shown in Fig. 15.4. The restrictors increase the ratio of the
pressure loss at the inlet to that in the microchannel. Koşar et al. (2006) showed
experimentally that the introduction of orifices at the entrance of each channel
in a test section having parallel channels reduced the instability significantly.
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Fig. 15.4 Channel
restriction to suppress
boiling instabilities

(B) Reentrant Cavities: Reentrant cavities as shown in Fig. 15.5 can help to dimin-
ish the flow boiling instability. The rapid bubble growth instability is caused by
high liquid superheat temperature caused by the very small cavities available
for nucleation. The liquid superheat temperature can be reduced by providing
structured surfaces in the form of reentrant cavities for the bubble nucleation.
Kuo and Peles (2008) investigated boiling instability in microchannels with
reentrant cavities, microchannels with interconnected reentrant cavities and
plain wall microchannels. They observed a reduction in the liquid superheat
and pressure at the initial stages of bubble nucleation. This helped in extending
the stable boiling region and resulted in an increase in the critical heat flux
(CHF).

Fig. 15.5 Reentrant cavities and interconnected reentrant cavities
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(C) Seed bubbles: Xu et al. (2009) proposed to introduce seed bubbles for the
reduction of the flow instabilities. The energy stored in the superheated liquid
can be released through the seed bubbles. The seed bubbles introduced should
be large enough so that they do not condense completely in the subcooled
liquid before reaching the superheated liquid zone in the channel. While the
introduction of seed bubbles at a low frequency (~10Hz) causes only a reduction
in the amplitude and period of oscillations, seed bubbles at high frequency
(~100 Hz) are observed to eliminate the instability completely. The pressure
drop across the system also remains unchanged on the introduction of seed
bubbles unlike other methods of stabilizing flow boiling.

(D) Increased systempressure: The Ledinegg instability occurs when the pump or
supply system cannot act to balance the change caused by the perturbations in
the mass flux. However, if the slope (magnitude) of the pump curve is greater
than that of the demand curve, the system would remain stable. A constant
displacement pump which deliver a fixed mass flow and therefore has infinite
slope is suited to achieve this (Zhang et al. 2009).

Zhang et al. (2009) suggested that a high system pressure can help in the mit-
igation of static instabilities. In the electronics cooling applications, it is required
to maintain low surface temperatures. Using water as coolant, this can be achieved
when saturation temperature is low. Hence the system needs to be operated at low
pressures. The instabilities that occur can thus be avoided using coolants having high
reduced pressure.

Kuo and Peles (2009) showed that increasing the system pressure results in a
decrease in the liquid to vapour density ratio and consequently results in a decrease
in the instabilities.

15.6 Summary

Boiling in microchannels has received considerable attention over last few decades
because of its application in a number of micro-structured devices and systems.
Gas-liquid flows in general and boiling in particular are prone to instabilities. The
boiling instabilities results in oscillations in flow, pressure and temperature and may
result in critical heat flux condition causing failure of the system and sometimes even
catastrophic accidents. In this chapter, the origin and mechanism responsible for the
different types of instabilities in microchannels and measure that should be taken
to overcome them has been discussed briefly. The basics of boiling has also been
discussed so this chapter can serve as an introduction to the general reader without
needing to go through the basics of boiling separately.



344 R. Gupta and D. K. Mishra

References

Agostini B, Thome JR (2005) Comparison of an extended database of flow boiling heat transfer
coefficients in multi-microchannel elements with the three-zone model. In: ECI international
conference on heat transfer and fluid flow in microscale. Castelvecchio Pascoli, Italy

Baldassari C, Marengo M (2013) Flow boiling in microchannels and microgravity. Prog Energy
Combust Sci 39:1–36

Bao ZY, Fletcher DF, Haynes BS (2000) Flow boiling heat transfer of Freon R11 and HCFC123 in
narrow passages. Int J Heat Mass Transf 43:3347–3358

Bar-Cohen A (1995) Gas-assisted evaporative cooling of high density electronic modules. IEEE
Trans Compon Packag Manuf Technol A 18(3):502–509

Bergles AE, Kandlikar SG (2005) On the nature of critical heat flux in microchannels. J Heat
Transfer 127:101–107

Bertsch SS,Groll EA,Garimella SV (2008) Review and comparative analysis of studies on saturated
flow boiling in small channels. Nanoscale Microscale Therm Eng 12(3):187–227

Boure JA (1973) Review of two phase flow instability. Nucl Eng Des 25:165–192
Collier JG, Thome JR (1996) Convective boiling and condensation, 3rd edn. Clarendon Press,
Oxford

Das PK, Das AK (2016) Chapter 7: instability in flow boiling through microchannels. In: Saha SK
(ed) Microchannel phase change transport phenomena. Butterworth-Heinemann, pp 257–286

Hsu YY (1962) On the size range of active nucleation cavities on a heating surface. ASME J Heat
Transfer 84:207–216

Huh C, Kim J, Hwan M (2007) Flow pattern transition instability during flow boiling in a single
microchannel. Int J Heat Mass Transf 50:1049–1060

Jacobi A, Thome JR (2002) Heat transfer model for evaporation of elongated bubble flows in
microchannels. ASME J Heat Transfer 124(6):1131–1136

Kakac S, Bon B (2008) A review of two-phase flow dynamic instabilities in tube boiling systems.
Int J Heat Mass Transf 51:399–433

Kingston TA, Weibel JA, Garimella SV (2018a) High-frequency thermal-fluidic characterization
of dynamic microchannel flow boiling instabilities: part 2—Impact of operating conditions on
instability type and severity. Int J Multiph Flow 106:189–201

Kingston TA,Weibel JA, Garimella SV (2018b) High-frequency thermal-fluidic characterization of
dynamic microchannel flow boiling instabilities: part 1—rapid-bubble-growth instability at the
onset of boiling. Int J Multiph Flow 106:179–188

Kingston TA,Weibel JA, Garimella SV (2019) Ledinegg instability-induced temperature excursion
between thermally isolated, heated parallel microchannels. Int J Heat Mass Transf 132:550–556
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Chapter 16
Electromagnetohydrodynamic Control
and Energy Conversion in Narrow
Fluidic Devices: A Theoretical
Perspective

Sandip Sarkar and Suvankar Ganguly

Abstract In recent years, electromagnetohydrodynamically modulated control and
hydroelectric energy conversion through narrow fluidic devices have emerged as
promising means for controlling and manipulating liquid flows in diverse applica-
tions. Such processes include development of smart sensors, micrototal analysis sys-
tems (μTAS), capillary electrophoresis, electrochromatography,mixing, flowcytom-
etry, DNA hybridization and analysis, cell manipulation, cell patterning, immunoas-
say, enzymatic reactions, and molecular detection, etc. Accordingly, in the present
chapter, we discuss the fundamental theories and elucidate the semi analytical and
numerical approaches for analysis of the electromagnetohydrodynamic forces and
their effect on thermofluidic control and energy transfer characteristics in narrow
fluidic confinements. The consequences of electromagnetohydrodynamic forces and
interfacial slip on the streaming potential development has been discussed in detail
for pressure driven flows in a narrow fluidic confinement. It has been inferred that
wall slip activated electro-magnetohydrodynamic transport can enhance the induced
streaming potential and intensifies the convective heat transfer rate. Furthermore, we
have also shown an analysis for combined electroosmotic and pressure-driven flows
through narrow confinements, subjected to spatially varying non-uniform magnetic
field. It is revealed that one can augment heat transfer rate for such a situation by
judiciously choosing the spatially varying magnetic field strength. Next, we high-
light the collective interaction of the fluid rheology, kinematics, volumetric effects
of ionic species (steric effect), and the electrodynamics leading to giant augmenta-
tions in the energy conversion efficiency. For all the studies reported above, exergy
analysis can indicate the route for optimal designs of process and the reduction in
the thermodynamic irreversibility. Finally, the specific points emerging out from the
research are concluded and relevant application areas have been discussed.
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Keywords Narrow confinement · Electromagnetohydrodynamics · Streaming
potential · Energy conversion efficiency · Heat transfer · Entropy generation

16.1 Introduction

It has been established by the various researchers in the recent past that one may con-
trol fluid motion by employing electrokinetic phenomena in narrow fluidic devices
of various geometrical shapes. Transport phenomena associated with combined flow
and heat transfer characteristics encountered in extremely narrow passages are very
much relevant to the advanced technological applications and smart sensors designs.
In general, owing to the formation of electric double layer (EDL), the transport
characteristics at the microscale differs appreciably when compared to that for
macroscale. The formation of EDL stems from the interaction between dielectric
substrates and static charges in ionized solutions. An electroosmotic flow is estab-
lished in consequence to an externally applied electric field; on the other hand, in the
absence of superimposed electric field, pressure driven transport may result in the
generation of large induced streaming potential in such narrow confinements. This
induced streaming potential may be effectively utilized into electrical power gener-
ation as a conversion of hydrostatic potential energy and therefore the consequence
energy conversion from such narrow fluidic confinements. Applications of these
principles are exploited in developing electrokinetic micropumps, micro fuel cells,
etc. to name a few. In modern age industrial applications, heat transport in micro-
electro-mechanically actuated flows assumes great significance. This triggered the
researchers to study the electrokinetically flow mediated heat transfer characteris-
tics through narrow fluidic confinements. The corresponding body of theoretical and
experimental literatures may be found elsewhere (Nguyen 2012; Jang and Lee 2000;
Andreu et al. 2011; Pamme 2006; Tso and Sundaravadivelu 2001; Chakraborty and
Paul 2006; Jian 2015; Munshi and Chakraborty 2009; Pati et al. 2013; Goswami and
Chakraborty 2010).

16.1.1 Theoretical Studies of Combined
Electromagnetohydrodynamic Transport

In this Section, we summarize theoretical studies on the assessment of electromag-
netohydrodynamic influence on the thermofluidic transport characteristics in narrow
fluidic confinements. It has been found recently that one may enhance the overall
efficiency of fluidic control in micro/nanofluidic applications through magnetic field
driven actuationmechanisms (Nguyen 2012). In this connection, Jang andLee (2000)
reported their original experimental results on the application of combined electro-
magnetic influences in microfluidic transport mechanism. For the biological and
chemical moieties separation, Andreu et al. (2011) and Pamme (2006) demonstrated
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the applicability of magnetic field actuation. Recently, Tso and Sundaravadivelu
(2001) reported the effect of magnetic field on the hydrodynamic characteristics in
a parallel plate narrow fluidic confinement. They (Tso and Sundaravadivelu 2001)
considered magnetic field acting in the longitudinal vertical plane of flow interact-
ing with an externally imposed transverse electric field for controlling overall fluid
motion. The implications of electromagnetohydrodynamic field towards controlling
the microfluidic transport is recently reported by Chakraborty and Paul (2006). In
a microparallel channel combined with pressure and electroosmotic effects, Jian
(2015) reported analytical results by invoking transient magnetic field on heat trans-
fer and entropy generation. Effect of transverse magnetic field and axial pressure
gradient on hydroelectrical energy conversion mechanisms in narrow fluidic con-
finements is reported by Munshi and Chakraborty (2009). It may be mentioned here
that interfacial slip at hydrophobic surfaces in conjunctionwith the combined electro-
magnetohydrodynamic influence plays an important role in the perspective of fluidic
control in narrow confinements (Pati et al. 2013; Goswami and Chakraborty 2010;
Lauga and Brenner 2004; Tretheway andMeinhart 2004; Sbragaglia et al. 2006). The
highly crowded counterions nearer to the substrate wall of the narrow confinements
contributes a somewhat trivial coupling between the thermofluidic and ionic trans-
port characteristics, which become significantly more dominant as the EDL becomes
thicker (Goswami and Chakraborty 2010). In general, owing to the inherent surface
roughness, the entrapment of local fluid elements within the surface asperities is
recognized as the no-slip boundary condition. This, in turn, prevents fluid molecules
to escape from that trapping owing to an otherwise dense molecular packing. As
a consequence, fluid slips smoothly over the molecularly smooth boundary without
directly experiencing the surface asperity barriers. Furthermore, geometrically rough
surfaces made of hydrophobic materials may result the formation of nano-bubbles
(depleted gas layer) adhering to the channel walls. Thus, the fluid smoothly sails
over the superseding vapor layer shield without directly facing the rough surface
asperities. As a result, the liquid may well “slip” on the rough wall surface without
“sticking” in it. Mathematically, this phenomena is accounted through an interfa-
cial boundary condition of the form V |slip = β

[
dV
/
dn
]
wall , where V is the fluid

velocity, β being the dimensional slip coefficient (the distance beyond the surface
that extrapolates bulk velocity to zero), and n is the surface normal. The order of
this slip length varies in the range from no–slip (zero) to 100 nm (Huang et al. 2006;
Zhu and Granick 2002; Baudry et al. 2001; Meyer et al. 2006; Choi et al. 2003). The
wall slip mediated electromagnetohydrodynamic control in narrow confinements
provides promising improvements in both fluid and thermal transport characteris-
tics. As such, in many cases, researchers (Sarkar et al. 2016) have found that one
may effectively enhance the flow rate and heat transfer in narrow channel when the
substrate wall becomes hydrophobic in nature. The induced streaming potential and
also the hydroelectric conversion efficiency can be enhanced with the consideration
of wall slip. Additional effects of applying a non-uniform magnetic field in place of
a constant magnetic field have been yielded to be an additional interesting aspect in
transport characteristics through narrow confinements. Recently, researchers (Sarkar
et al. 2017a) have demonstrated further improvement in fluidic control through the
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application of a spatially-varying magnetic field for electro-osmotic flows in nar-
row channels. Further implication of nonlinear effects due to finite size of the ionic
species (steric effects) on combined electromagnetohydrodynamic transport is also
analyzed in their study (Sarkar et al. 2017b).

Despite the common electrokinetic interactions concerning Newtonian fluids in
narrow confinements, the potential non-trivial interaction between the flow rheology
and fluid kinematics turn out to be appreciably complicated for non-Newtonian fluid.
For example, the motion of complex biofluids, protein chains in solvents, cell sus-
pensions, gels, colloids, may, in general, lie in the group of a general non-Newtonian
fluid whose constitutive behavior is appropriately given by the power-law. There are
several literatures emerged in the recent past (Das and Chakraborty 2006; Berli and
Olivares 2008; Afonso et al. 2009; Hadigol et al. 2011), where, researchers tried to
demonstrate the influence of various fluid rheological parameters in flow, streaming
potential development, heat transfer, and energy conservation efficiency in narrow
fluidic confinements. Few dedicated studies in the literature have been emerged
recently primarily focused on to understand the thermal transport phenomena in
electroosmotically driven flow in narrow fluidic passage (Maynes and Webb 2003;
Horiuchi and Dutta 2004; Chakraborty 2006; Burgreen and Nakache 1964; Levine
et al. 1975; Patankar andHu 1998;Yang et al. 1998)with andwithout allowing for the
influence of axial pressure gradients (Maynes and Webb 2003; Horiuchi and Dutta
2004; Chakraborty 2006; Burgreen and Nakache 1964; Levine et al. 1975; Patankar
and Hu 1998; Yang et al. 1998). On the other hand, the additional implications of
electromagnetic effects may be significantly more non-trivial in the perspective of
thermofluidic transport and energy conversion efficiency in such narrow fluidic con-
finements. These added interactions may be triggered by its immense significance
in broad range of narrow-fluidic applications varying from MHD micropumps to
lab-on-a-chip devices (Munshi et al. 2009; Jian and Chang 2015; Jang and Lee 2000;
Jones 1995).

16.1.2 Thermofluidic Characteristics

Thermofluidic characteristics often turn out to be critical in flow through narrow flu-
idic confinements. Under the action of electric forces, when an electric charge moves
relative to a background medium, it consistently dissipates heat, which is known as
Joule Heating. Therefore, the application of high electric field is decisively restricted
by this heating effect (Sarkar 2017). Thermal transport processes in consequence of
electrical fields should, thus, be cautiously designed so as to decrease the heating
effect while still maintaining a high throughput. Under these circumstances, the uti-
lization of magnetic field can act as a further control towards influencing convective
transport characteristics to a significant extent.
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16.2 Theoretical Models

In this section, theoretical models for electromagnetohydrodynamic thermofluidic
transport and energy conversionwill be detailed sequentially. The corresponding con-
sideration for electromagnetohydrodynamic control is also explained accordingly. In
general, the model equations are considered based on the continuum approach under
low Reynolds number paradigm. To establish the general modeling equations, we
assume amodel problem of pressure driven transport through a long, narrow slit–like
narrow fluidic confinement separated by two parallel walls of length L, and height
2a. It is assumed that the width of the confinement is much bigger than either of
these dimensions. Setting the origin at the centre of the confinement; coordinates
along the axial direction is denoted as X, whereas, Y being the direction transverse
to the walls. The physical situation along with the different external body forces as
mentioned in the present context is shown schematically in Fig. 16.1.

16.2.1 Theoretical Model for the Development of Electrical
Double Layer (EDL)

In the subsequent discussions, we outline the growth of EDL at the confinement walls
by considering finite ionic-size (steric) effects and its inference on the related ther-
mofluidic transport characteristics. The formation of EDL stems from the physical
contact of the confinement walls with the ionized solution. Owing to the ionization
of covalently bound surface groups, the ion adsorption cause dielectric substrate to
acquire static charges. As a result of these interactions, counter-ions are released
into the bulk fluid (Hunter 1981). Furthermore, a Stern layer of monatomic thick-
ness is formed near the direct vicinity of the walls with the population of oppositely
charged ions owing to the strong electrostatic forces. The counter–ions layer in the
immediate vicinity of the Stern layer can free to drift and is in rapid thermal motion.
This second layer comprises the diffuse or Gouy–Chapman layer. The variation of
the ion density obeys the Boltzmann distribution in the Gouy–Chapman layer. The

Fig. 16.1 Schematic of the
physical situation along with
the different external body
forces
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EDL, therefore, constitutes Gouy–Chapman layer along with the Stern layer. For the
situation of electroosmotic flow, the applied electric field actuation triggers the free
counter–ions in the diffuse layer to move in tune with its magnitude (Hunter 1981).
Consequently, the developed electrokinetic potential at the interface between Stern
layer and the diffuse layer is termed as the zeta potential

(
ζ
)
, which is assumed to

be uniform throughout the substrate walls. The EDL thickness is classically charac-
terized by the Debye length (κ) scale and is expressed as 1

/
κ2 = 2n0z2e2

/
εlkBT 0,

where n0 is the bulk ionic number density, εl is the dielectric constant of the medium,
e is the electronic charge, kB is the Boltzmann constant, and T0 is the local absolute
temperature of the fluid (Hunter 1981). It is important to note here that the variations
of the Debye length due to temperature changes are marginal and is neglected in
our analysis. The theoretical model describing finite size effect of the ions obeys the
modified space charge model by including ionic charge flux density in the govern-
ing species transport equation as (Bandopadhyay and Chakraborty 2014; Das and
Chakraborty 2011; Garai and Chakraborty 2010):

−→
Jk = −→

U nk − Dknk
−→∇
(
ln ak + zke�

kBT0

)
(16.1)

where
−→
U is the advective velocity, zk is the valency of the kth ionic species, Dk

is the diffusivity of the kth ionic species, nk is the number density of the kth ionic
species, � is the developed electrokinetic potential, ak is the activity of the kth ionic
species and may be expressed as ak = nk / nr

1−γ
∑

k nk / nr (Hunter 1981). Here, nr is the
reference ionic number density, and is assumed as n0, γ is the steric factor or the
partial molal volume fraction of the ions. The steady state transport phenomena of
each ionic species through a slit type narrow fluidic confinement can be described
through the ionic species conservation equation (Garai and Chakraborty 2010),

∇ · −→
Jk = 0 (16.2)

Without the advective transport of the ions, Eq. (16.2) takes the following form
(Das and Chakraborty 2011)

ln ak + zke�

kBT0
= constant (16.3)

We consider the typical fluid to be constituted of a z : z symmetric electrolyte and
an equilibrium is maintained between the narrow confinement and its connecting
reservoir, hence, n+ = n− = n0. Toward these, one may write the ionic number
density to be of the form

n± = n0
exp
(∓ez�

/
kBT0

)

1 + 2γ
{
cosh

(
ez�
/
kBT
)− 1

} (16.4)
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For a uniform permittivity fluid, the EDL potential distribution (Ψ ) is expressed
in terms of the net charge density distribution (ρe) within the EDL and is governed
by the Poisson equation (Hunter 1981),

∇2Ψ = −ρe

ε
(16.5)

where ρe is the net charge density in a unit volume of the fluid and ε is the permittivity
of the medium. The mathematical expression for ρe yields,

ρe = e(z+n+ − z−n−) (16.6)

On substituting the expression for ionic concentration distribution, as given by
Eq. (16.4), into the Poisson equation (Eq. (16.5), the governing equation for the EDL
potential distribution reduces to:

d2�

dY 2
= n0ez

ε

2 sinh
(
ez�
/
kBT0

)

1 + 4γ sinh2
(
ez�
/
2kBT

) (16.7)

We make Eq. (16.7) dimensionless with the dimensionless parameters: λ = a/ κ ,
ψ = ez�

/
4kBT , and y = Y

/
a, to obtain:

d2ψ

dy2
=
(

λ

2

)2 sinh(4ψ)

1 + 4γ sinh2(2ψ)
(16.8)

It is important to note here that the general solution of the EDL potential dis-
tribution ψ can be obtained with the correct specification of the relevant boundary
conditions both at the walls and at the channel centerline respectively (Dey et al.
2013). Hence, we appeal to the typical physical situation of the chemical equilibrium
maintaining between the confinement walls, hydrogen ions, and the added cations.
Therefore, one may write the following nondimensional boundary conditions as per-
tinent to Eq. (16.8) as (Bandopadhyay and Chakraborty 2012): at y = 0, dψ

/
dy = 0

(centerline), and at y = ±1, ψ = ζ (boundary), here ζ is the nondimensional zeta
potential

(
ζ = ezζ

/
4kBT 0

)
. The characteristics of ζ and its growth usually depends

on the buffer pH, and the bulk ionic concentration n0. However, one may express the
dependence of dimensional ζ with those parameters as:

ζ = kBT0
e

ln

( −σ

eΓ + σ

)
− kBT0

e

(
pH − pKa

)
ln 10 − σ

CStern
(16.9)

Here, pKa, Γ , andCStern, are dissociation constant, dissociated fraction of charge-
able sites, and the capacitance of Stern layer, respectively. The surface charge density
can be expressed as σ = ±ε

(
dΨ
/
dY
)
wall

. Perhaps, one may employ the celebrated
Debye–Hückel linearization approximation to linearize Eq. (16.9) for low zeta poten-
tial values

(∣∣ζ
∣∣� ∣∣4kBT0

/
ez
∣∣) (Hunter 1981). In general, in the absence of steric
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effect (γ = 0), a closed form analytical solution of Eq. (16.8) is obtained as

ψ(y) = 4 tanh−1
[
tanh

(
ζ
/
4
)
exp
{−(1 − y)

/
(κ/ a)

}]
(16.10)

On the other hand, a much simpler analytical solution to Eq. (16.8) may be
obtained from the classical considerations of Debye-Hückel linearization as:

ψ(y) = ζ
cosh

{
y
/

(κ/ a)
}

cosh(κ/ a)
(16.11)

16.2.2 Theoretical Model for Magnetohydrodynamics (MHD)

The magnetohydrodynamics (MHD) corresponds to a situation where, in an electri-
cally conducting fluid, the velocity field

−→
U and the magnetic field

−→
B are coupled.

Any movement of a conducting material in a magnetic field generates an electro-
motive force of order

−→
J × −→

B , in accordance with Faraday’s law of induction, and
causes an induced electric current of density

−→
J to flow. This induced current

−→
J

must, according to Ampère’s law gives rise to a second, induced magnetic field.
This adds to the original magnetic field and the change is usually such that the fluid
appears to ‘drag’ the magnetic field lines along with it. The combined magnetic field
(imposed plus induced) interacts with the induced current density

−→
J . The effect is

the Lorentz force
−→
J × −→

B to which each unit volume of material is subjected. Since
the induced electric current and the Lorentz force tend to oppose the mechanisms
which create them, movements which lead to an induction phenomenon are system-
atically braked by the Lorentz forces (Moreau 1990; Davidson 2001). We assume
that the fluid is electrically conducting with a constant electrical conductivity, σe,
and is subjected to an external magnetic field vector

−→
B . For low magnetic Reynolds

number (ratio between magnetic advection to diffusion), the induced magnetic field
becomes negligible and the applied magnetic field predominates with its constant
magnitude. The applied magnetic field

−→
B that imparts the magnetohydrodynamic

body force is along the positive Y-axis and parallel to the gravity. The magnetic field
strength is so chosen that it corresponds to a given Hartmann number of the problem.
Therefore, the applied magnetic field induced Lorentz body force term is given by:

−→
FB = −→

J × −→
B (16.12)

Here
−→
J is the local ion current density, which can be obtained by Ohm’s law as,

−→
J = ρe

−→
U + σe

(−→
E + −→

U × −→
B
)

(16.13)
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Here,
−→
U is the velocity,

−→
E is the electric field, and ρe is the charge density.

For low magnetic Reynolds numbers, the charge density is effectively very low
(negligible transport of electric charge by convection, ρe

−→
U ≈ 0) and, accordingly,

has an insignificant contribution to the current density and the Lorentz force.
Thus, the magnetic field induced magnetohydrodynamic body force (Lorentz

force) takes the form

−→
FB = σe

(−→
U × −→

B
)

× −→
B (16.14)

16.2.3 Theoretical Models for Electromagnetohydrodynamic
Flow Control and Energy Conversion

It can be seen from Fig. 16.1 that in conjunction with a favorable pressure gradi-
ent −dP

/
dX acting along the axial (X ) direction, a superimposed (for electroos-

motic case)/induced (for streaming potential mediated flow situation) electric field
of strength EX also acts and provides essential driving force for EOF. Furthermore, a
magnetic field of strengthB is superimposed along the transverse (Y ) direction. Thus,
the magnetohydrodynamic effect together with that of combined pressure–driven
and electrokinetic actuation emerged to be the governing mechanism for the ensu-
ing fluidic transport through the confinement. We assume temperature independent
thermophysical properties of the fluid and also invariant local ionic concentration.

Theoreticalmodel for electroosmotic electromagnetohydrodynamicflowcon-
trolwitha considerationof steric effect.As alreadydescribed earlier that in addition
to that of applied magnetic field, an externally imposed electric field of magnitude
EX also acts along the axial direction and therefore corresponds to a situation of
electroosmotic MHD flow. The movement of the bulk fluid flow together with the
MHD influence and the electroosmotic body forces is governed by the incompress-
ible Navier-Stokes equation. Therefore, the consequential electrokinetic body forces
are dispersed to the whole fluid through viscous shear, which is dependent on the
imposed electrical field and distribution of charge density. For steady, incompress-
ible, unidirectional, and low Reynolds number (Re � 1) flows (typical for narrow
confinements), the governingmomentum transport equation takes the following form
(Garai and Chakraborty 2010; Bandopadhyay and Chakraborty 2012):

0 = −∇P + μ∇2−→U + ρe
−→
E + −→

FB (16.15)

where, P denotes hydrostatic pressure, and μ is the dynamic viscosity of the fluid.
In the present situation of electromagnetohydrodynamic flows, a spatial variation in
the imposed magnetic field vector is assumed of the form (Das et al. 2012):
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−→
B = B0�

(
Y
/
a
)−→eY (16.16)

where, B0 is the spatially invariant component of the magnetic field, �(Y/a) is the
dimensionless function characterizing the choice of spatial variation in the applied
magnetic field, and −→eY is the unit vector along the transverse direction. Now, for
hydrodynamically fully developedflows, themomentumconservation equation along
the axial direction takes the following form:

− dP

dX
+ μ

d2U

dY 2
+ ρeEX − σe

{
B0�

(
Y
/
a
)}2

U = 0 (16.17)

We then make the Eq. (16.17) dimensionless by employing following dimension-
less parameters (Dey et al. 2012, 2013): u = U

/
UHS , whereUHS = −εζEX

/
μ, the

reference velocity scale and also recognized as Helmholtz-Smoluchowski velocity,
Λ = −a2

(
dP
/
dX
)/

μUHS , is a nondimensional term denoting relative magnitudes

of the pressure-driven and electroosmotic flow actuations, and Ha =
√

σeB2
0a

2
/

μ,
Hartmann number representing the imposed magnetic field strength. Finally, sub-
stituting the expression of ρe from Eq. (16.6), the final nondimensional equation of
electromagnetohydrodynamic flow is,

d2u

dy2
− {Ha�(y)}2u = −Λ −

(
λ

2

)2 sinh(4ψ)

ζ
{
1 + 4γ sinh2(2ψ)

} (16.18)

Equation (16.18) is subjected to the no slip boundary conditions at the walls and
may be written into the following dimensionless form (Dey et al. 2013): u|y=±1 = 0.

Theoreticalmodel for streamingpotentialmediated electromagnetohydrody-
namic flow control with a consideration of interfacial slip. For streaming potential
mediated flow, regardless of the absence of applied electrical field, a back–stream-
ing potential field (EX ) is unreservedly induced in the cross stream direction. This is
owing to the ensuing streaming of ionic species through the flow in the mobile part of
the EDL and the preferential accumulation of the advected counterions towards the
downstream end of the confinement through a competing advection-electromigration
mechanism. The axially induced (EX ) electric field in conjunction with the magnetic
field actuation yield an additional influencing parameter for electromagnetohydro-
dynamic (EMHD) transports (Chakraborty and Paul 2006). Accordingly, for a static
magnetic field of magnitude BY and for a hydrodynamically fully-developed, steady,
uniform flow, the momentum conservation equation along the X-direction takes the
following form

− dP

dX
+ μ

d2U

dY 2
+ ρeEX − σeB

2
YU = 0 (16.19)
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We use the following nondimensional scales to make Eq. (16.19) dimensionless
form (Bandopadhyay and Chakraborty 2012): u = U

/{−(a2/μ
)(
dP
/
dX
)}
, E =

EX
/{−(a2/εζ

)(
dP
/
dX
)}
, and by substituting the full solution of ψ(y) as given

in Eq. (16.10), to yield,

d2u

dy2
− Ha2u = −1 −

(
4pr2E

ζ

)[
exp{−r(1 − y)} + p2 exp{−3r(1 − y)}

[
1 − p2 exp{−2r(1 − y)}]2

]

(16.20)

Here, the parameter E denotes the nondimensional streaming potential field and is
given by, E = EX

/−(a2/εζ
)(
dP
/
dX
)
, where, −(dP/dX ) is the applied pressure

gradient (Bandopadhyay and Chakraborty 2012). Ha is the Hartmann number and

is given by, Ha =
√

σeB2
Y a

2
/

μ. The other parameters are: r = a/ κ , and p =
tanh

(
ζ
/
4
)
. To incorporate the effect of wall slip, we have employed the Navier

slip model at the confinement walls. Therefore, the relevant dimensionless boundary
conditions for Eq. (16.20) reads:

(
du
/
dy
)
y=0 = 0 (centerline symmetry); u|y=1 =

β
(
du
/
dy
)
y=1 (Navier slip). Here, β is the nondimensional slip coefficient and is

defined as, β = β∗/a. It may be noted that the solution for Eq. (16.20) is analytically
tractable. Therefore, employing the above set of boundary conditions, onemay obtain
a closed form analytical solution to Eq. (16.20) as,

u(y) = 1

Ha2

{
1 − cosh(Ha y)

cosh(Ha) − βHa sinh(Ha)

}
+ 2prE

ζ

[
S1

exp(Ha y)

Ha

− S2

{
cosh(Ha y)

cosh(Ha) − βHa sinh(Ha)

}

− exp{−r(1 − y)}
{

2F1
(
1, 1

2 − Ha
2r ; 3

2 − Ha
2r ; p2 exp{−2r(1 − y)})

r − Ha

+ 2F1
(
1, 1

2 + Ha
2r ; 3

2 + Ha
2r ; p2 exp{−2r(1 − y)})

r + Ha

}]

(16.21)

Here, 2F1(a, b; c;w) is the Gaussian hypergeometric function and is defined for
|w| < 1 by the power series, 2F1(a, b; c;w) = ∑∞

k=0
(a)k (b)k

(c)k
wk

k! , where, (g)k is the
rising Pochhammer symbol, and is defined by

(g)k =
{
1 for k = 0
g(g + 1)(g + 2) · · · (g + k − 1) for k > 0

The other constant terms appearing in Eq. (16.21) are,
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S1 = exp(−r)

⎡

⎣Ha

⎧
⎨

⎩

2F1
(
1, 1

2 − Ha
2r ; 3

2 − Ha
2r ; p2 exp(−2r)

)

r − Ha

− 2F1
(
1, 1

2 + Ha
2r ; 3

2 + Ha
2r ; p2 exp(−2r)

)

r + Ha

⎫
⎬

⎭
− 2

p2 exp(−2r) − 1

]
(16.21a)

S2 = (βHa − 1)

(r − Ha) 2F1

(
1,

1

2
− Ha

2r
; 3
2

− Ha

2r
; p2
)

− (βHa + 1)

(r + Ha) 2F1

(
1,

1

2
+ Ha

2r
; 3
2

+ Ha

2r
; p2
)

− S1(βHa − 1)

Ha
exp(Ha) − 2β

p2 − 1
(16.21b)

Accordingly, under Debye-Hückel linearization, a simplified form of analytical
solution to Eq. (16.21) may be written as,

u(y) = 1

Ha2

{
1 − cosh(Ha y)

cosh(Ha) − βHa sinh(Ha)

}
+ E Ha r2
(
Ha2 − r2

)
[
cosh(r y)

cosh(r)

−{1 − rβ tanh(r)} cosh(Ha y)
cosh(Ha) − βHa sinh(Ha)

]
(16.22)

Theoretical model for streaming potential mediated electromagnetohydro-
dynamic flow control of power-law fluids. This section deals with the theoretical
model for a non-Newtonian (power-law obeying) fluid in a narrow confinement sub-
jected to the combined consequences of rheology, interfacial electrokinetics, and
externally applied magnetic field. Under these circumstances, the corresponding
momentum transport equation describing the transport of non-Newtonian fluids by
invoking body forces due to streaming potential field, pressure field, and superim-
posed magnetic field, can be written as (Bandopadhyay and Chakraborty 2011; Bird
and Stewart 2006)

ρ
D

−→
U

Dt
= −∇P + ∇ · τ + ρe

−→
E + −→

FB (16.23)

where τ is the stress tensor. For a non-Newtonian fluid, the stress tensor
(
τ
)
is

assumed to follow a power-law constitutive behaviour with the strain rate tensor (υ̇)

of the form (Bird and Stewart 2006; Chakraborty 2007): τ = χ(υ̇)m, here, χ is the
flow consistency index andm being the non-Newtonian behavioural index. For shear
thinning (pseudoplastic) fluid, m < 1. Whereas, m > 1 obeys the shear thickening
(dilatant) behavior, on the other hand flow is Newtonian at m = 1 (Bird and Stewart
2006). Incorporating the typical considerations for the narrow confinement flows (as
described earlier) and considering a static imposed magnetic field of magnitude BY ,
one may write the dimensionless form of Eq. (16.23) for streaming potential medi-
ated, pressure driven, steady, unidirectional, fully developed, low Reynolds number
(Re � 1), and low magnetic Reynolds number flows as,
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d

dy

[
φ

(
du

dy

)m]
− Ha2u = −1 + E

ζ

d2ψ

dy2
(16.24)

We have used the following nondimensionalizing strategies: the velocity has
been nondimensionalized as u = U

/
Uref , the dimensionless streaming potential

E = EX
/
Eref , the dimensionless flowconsistency indexφ = χ

/{
η0
(
Uref
/
a
)1−m

}
,

and the Hartmann number Ha =
√(

σeB2
Y a

2
)/

η0. Where, −(dP/dX ) is the applied
pressure gradient, η0 is the reference viscosity, Uref = −(a2/η0

)(
dP
/
dX
)
is the

reference velocity, andEref = −(a2/εζ
)(
dP
/
dX
)
is the reference streaming poten-

tial field (Bandopadhyay and Chakraborty 2011). The pertinent boundary conditions
for the fluid transport equation (Eq. 16.24) are no slip walls

(
u|y=0 = 0

)
and cen-

treline symmetry
(
du
/
dy
∣∣
y=1 = 0

)
of the confinement (Chakraborty et al. 2013). It

may bementioned here that the dimensionless streaming potential term,E, appearing
in Eqs. (16.21), (16.22), (16.24), is an unknown parameter, and is also an implicit
function of u. This imposes a restriction on the governing equations for the electro-
magnetohydrodynamic velocity distribution to bemathematically closed. The overall
electroneutrality constraint brings a closure relationship and therefore the subsequent
determination of E.

Electroneutrality constraint, the streaming potential, and the hydraulic elec-
tric energy conversion efficiency. The electroneutrality constraint states that for the
solution to be electrically neutral, the induced streaming potential field is developed
in such a way that the net current (which is the algebraic summation of the stream-
ing current due to net ionic advection, conduction current due to electromigration,
and the conduction current through the Stern layer) at each cross-sections of the
confinement is zero. The above statement can be mathematically expressed as,

Inet = Istream + Icond + Istern = 0 (16.25)

where, Inet is the net ionic current over the cross sections of the channel, Istream is the
streaming current, Icond is the bulk conduction current passing through the “mobile”
fluid layers, and Istern is the conduction current passing through the “immobilized”
stern layer. Assuming that the relative velocity between the ions and the local fluid
within the EDL to be zero (Hunter 1981), one may write,

Istream =
2a∫

0

ze(n+ − n−)U (Y )dY (16.26a)

Icond = z2e2EX

f

2a∫

0

(n+ + n−)dY (16.26b)

Istern = 2σsternEX (16.26c)
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Here, f = 2n0z2e2
/

σB, is the ionic friction factor and is considered to be same
for both anionic and cationic species; σB is the bulk ionic conductivity; σstern is the
stern layer conductivity (Hunter 1981). Substituting Eq. (16.26a, 16.26b, 16.26c)
in Eq. (16.25), the dimensionless form of the electroneutrality constraint may be
expressed as,

1∫

0

u(y) sinh(ψ)dy − α E

ζ

1∫

0

cosh(ψ)dy − αE

ζ
Du = 0 (16.27)

where α = μσB
/
2εn0(kBT ), a dimensionless conductivity parameter; Du =

σstern
/
a σB, Dukhin number. In more compact form, Eq. (16.27) can be rearranged

to determine the final expression for streaming potential as,

E = ζ I1
α(I2 + Du)

(16.28)

where the integrals I1 = ∫ 1
0 u(y) sinh(ψ)dy and I2 = ∫ 1

0 cosh(ψ)dy. The induced
streamingpotential field in pressure drivennarrowfluidic confinementflows is greatly
significant in transforming hydraulic energy into an electrical power generation.
Accordingly, a hydraulic energy conversion efficiency ηh can be defined as the quan-
tum of drawn out energy induced by the streaming potential field to the flow actuating
input power required, andmay bemathematically described as (Das and Chakraborty
2010)

ηh = Istream|ES |
Q
∣∣∣
(
dP
dX

)
eff

∣∣∣
(16.29)

Here, ES is the induced streaming potential, Q is the volume flow rate, and(
dP
/
dX
)
eff is the effective pressure gradient as the sum-total effect of the imposed

pressure gradient and the magnetic field. The magnitude of
(
dP
/
dX
)
eff may be

estimated by equating flow rates with and without considering the applied magnetic
field BY and setting dP

/
dX = (

dP
/
dX
)
eff
, for the situation BY = 0 (Das and

Chakraborty 2010).

16.2.4 Theoretical Model for Electromagnetohydrodynamic
Thermal Energy Transport

In the present chapter, the thermal energy transport in the narrow confinement is
assumed to be governed by thermally developing flow consideration. For the situ-
ation of thermally developing transport, the confinement walls are assumed to be
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isothermal and are maintained at a uniform temperature TW . We consider the electri-
cal and thermophysical properties of the liquid are temperature independent. Invoking
the effects of axial conduction, viscous dissipation, and volumetric Joule heating, the
mathematical expression for the governing energy equation yields (Dey et al. 2012):

(
ρCp
)
U

∂T

∂X
= k

(
∂2T

∂X 2
+ ∂2T

∂Y 2

)
+ μ

(
∂U

∂Y

)2

+ SJH (16.30)

In Eq. (16.30), Cp is heat capacity, ρ is the density, k is the fluid thermal con-

ductivity, T is the temperature of the fluid, μ
(
∂U
/

∂Y
)2

signifies the effects due
to viscous dissipation, and the term SJH indicates the volumetric heat generation
due to Joule heating. We assume feeble advective influence on ionic species trans-
port, SJH can be expressed as SJH = σeE2

X . Proceeding further, Eq. (16.30) can be
expressed in dimensionless formwith x = X

/
a and the nondimensional temperature

θ = (T − TW )
/

(T0 − TW ), where T0 is the inlet temperature of the fluid, to obtain
(Dey et al. 2012),

(
Pe

Uref

Uav

)
u(y)

∂θ

∂x
=
(

∂2θ

∂x2
+ ∂2θ

∂y2

)
− Br

(
∂u

∂y

)2

− Sp,eff (16.31)

In the above equation, Pe = Uava
/

αT , is the thermal Peclet number, rep-
resenting the relative dominance of the advective transport rate to that of rate
of thermal diffusive transport, and αT is the thermal diffusivity which is given
by αT = k

/(
ρCp
)
. The nondimensional average flow velocity is expressed as

uav = Uav
/
Uref = 1

/
2
∫ 1
−1 u(y)dy, where, Uav is the dimensional average velocity,

and Uref is the reference velocity scale which is given by Uref = −(dP/dX )a2/μ.

Br = μU 2
ref

/
k(TW − T0), is the Brinkman number, representing the parameter

owing to viscous dissipation, and the term denoting dimensionless volumetric heat

generation as a result of Joule heating is defined by Sp = σeE2
ref a

2
/
k(TW − T0).

Sp,eff is the effective Joule heating parameter and is given by Sp,eff = SpE2. It may
be mentioned here that for electroosmotic flows, Eref = EX , therefore, Sp = Sp,eff .
Furthermore, for non-Newtonian power law obeying fluid, the modified form of the
Brinkman number, Brnon is written as, Brnon = Br(η∗), where, the nondimensional
non-Newtonian fluid viscosity parameter η∗(y) = φ

(
du
/
dy
)m−1

.
The relevant boundary conditions as applicable to Eq. (16.31) may be expressed

in the following dimensionless form (Dey et al. 2012):

θ |x=0 = 1 ∀ 0 ≤ y ≤ 1 (16.32a)

θ |y=±1 = 0 ∀ 0 < x < +∞ (16.32b)

∂θ
/

∂y
∣
∣
y=0 = 0 ∀ 0 < x < +∞ (16.32c)
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θ < ∞, as x → +∞ ∀ 0 ≤ y ≤ 1 (16.32d)

The quantitative value of the heat transfer, i.e., the Nusselt number is calculated
by employing the definition of bulk mean temperature. At any cross section of the
confinement, the nondimensional form of bulk mean temperature can be written as
(Dey et al. 2012):

θbm =
1∫

0

u(y)

uav
θ(x, y)dy (16.33)

From the governing equation for steady state energy balance at the wall, the
nondimensional value of the Nusselt number is obtained as,

Nu = 1

θbm

∂θ

∂y

∣∣
∣∣
y=1

(16.34)

16.2.5 Solution Methodology

The dimensionless governing momentum equations with their relevant boundary
conditions are evaluated numerically by employing the Matlab function chebfun,
similar strategies are also applied to obtain numerical solution for the dimensionless
EDL potential ψ . For the coupled solution of ψ , E, and u(y), an iterative approach is
adopted. On the other hand, the nondimensional energy equation along with the per-
tinent boundary conditions is numerically solved using finite volume based method.
For the numerical solution, a rectangular domain similar to Fig. 16.1 is chosen.
The domain encompasses an inlet, outlet, top, and bottom boundaries. The mesh
distribution is based on uneven spacing with finer meshes near the boundaries. A
second order central differencing scheme is employed for diffusion terms with a first
order upwinding scheme for convection term. The final discretized energy equation
forms an algebraic system of equations, which is iteratively solved by a line–by–line
TDMA (tri–diagonal matrix algorithm) solver (Patankar 2009). A domain and grid
independence tests are also carried out by ensuring the fact that the results differ no
more than 2–3% with refinement.
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Fig. 16.2 Comparisons of
analytical solution and
present numerical result for
the dimensionless velocity
(u) distribution with y for
� = 1, Ha = 1 (reproduced
with permission from
Elsevier publishing, License
number: 4611930685925)
(Sarkar et al. 2017a, b)

16.2.6 Model Validation

The present numerical method is validated by considering a standard situation
for pressure-driven electroosmotic and magnetohydrodynamic flows in a narrow
confinement for which a benchmark closed form analytical solution is available.
Employing Debye–Hückel linearization approach, a closed form analytical solu-

tion for velocity distribution may be expressed as, u(y) = �
Ha2

{
1 − cosh(Ha y)

cosh(Ha)

}
+

λ2

(λ2−Ha2)

{
cosh(Ha y)
cosh(Ha) − cosh(λ y)

cosh(λ)

}
. The comparison result between the present numer-

ical solutions to that of the analytical solution is shown in Fig. 16.2. The other
relevant parameters are given in the figure caption. It is found from Fig. 16.2 that
present numerical solution is in good agreement with that of analytical predictions.

16.3 Discussions

We start our discussions with the electromagnetohydrodynamic flow and energy
conversion efficiency for different physical considerations. This will follow the
corresponding analysis for thermal energy transport. Finally, an exergy analysis
is presented to identify the optimum window of the thermodynamically efficient
physical range spaces. Towards this, the following fluid properties are assumed
at a reference temperature T = 300K as μ ∼ 10−3 kg

/
ms, ρ ∼ 103 kg

/
m3,

ε ∼ 702.24 × 10−12 C2
/
Jm. For a z : z symmetric electrolyte, the electrochemical

constants can be taken as, f ∼ 10−12 N s
/
m, σB ∼ 10 nS

/
cm (Hunter 1981). The

relevant nondimensional parameters considered in the analysis are the half height of
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the confinement to Debye length (a/ κ), zeta potential (ζ ), slip coefficient (β), Hart-
mann number (Ha), Dukhin number (Du), thermal Peclet number (Pe), the Joule
heating parameter

(
Sp
)
, and the viscous dissipation parameter (Br). For the Hart-

mann number range, Ha ~0.1–10, a ~100 μm, one can get BY = 10–100 T, which
conforms to the physically realizable range (Davidson 2001; Chakraborty 2007).
Additionally, considering typical reaction parameters (Hunter 1981), the magnitude
of the dimensional zeta potential comes out to be in the tune of ~10–50 mV Alter-
natively, the Stern layer conductivity may be ranging from 0 to 72 nS

/
cm, with the

consequent Dukhin number ranging from 0 to 100 (Bandopadhyay and Chakraborty
2012), whereas, the dimensionless conductivity parameter turns out to be |α| ∼ 10.

16.3.1 Electromagnetohydrodynamic Fluidic Transport
and Hydroelectric Energy Conversion Efficiency

For streaming potential flows in narrow fluidic confinement with interfacial slip (β),
in Fig. 16.3a, the variation of the magnitude of dimensionless streaming potential
field (E) with the nondimensional zeta potential (ζ ) is shown for different values of
Ha and β. The other relevant parameters are given in the figure caption. It is seen that
the overall trend of variation resembles a bell-shaped curve following an asymptotic
limit for ζ → ∞. The concentration of free counterions in the EDL increases with an
increase in ζ . This eventually establishes a foreword streaming current and thereby
consequent enhancement in back electrokinetic transport. As a result, the magnitude
of E is also increases. The opposing consequence of these two contrasting mecha-
nisms bring about an immediate value of ζ for which the streaming potential field is
highest (Sarkar et al. 2017a, b). Away from this threshold region of zeta potential, the
forward streaming current becomes more predominant, thereby leading to a steady

(a) (b)

Fig. 16.3 Variation of E as a function of ζ at a Du = 0, and for various Ha, β; b β = −3,
Ha = 1, and for variousDu (reproducedwith permission fromElsevier publishing, License number:
4592910722206) (Sarkar et al. 2016)
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reduction in E values in order to maintain electroneutrality constraint. Moreover,
wall slip effect increases streaming potential value. Hydrodynamic slip increases
fluid velocity and thereby enhancing EMHD transport of the ionic species in the
EDL region. As a result, magnitude of streaming potential increases. On the other
hand, the strength of the applied magnetic field (Ha) is enhanced; there is a gradual
reduction in E values. Electromagnetic forces serve as a contrasting influence to the
effective driving favorable pressure gradient, as a result the fluid velocity reduces
(Sarkar et al. 2017a, b). Therefore, the advective ionic transport strength weakens;
as a consequence, the streaming potential magnitude reduces.

The magnitude of variation in E with ζ for different values of Du is shown in
Fig. 16.3b. The other relevant parameters are mentioned in the caption. It is found
that the streaming potential magnitude reduces with increasing the Stern layer con-
ductivity. Increase in stern layer conductivity leads to a proportionate augmentation of
conduction current through the Stern layer than that of through the bulk fluid (Sarkar
and Ganguly 2017). As a result, the conduction current flows through an alternate
less resistive path. Through the Stern layer, this conduction current balances the
streaming current. Thus, for electroneutrality, a lower magnitude of electric poten-
tial is needed; therefore the induced streaming potential field becomes lower (Sarkar
and Ganguly 2017).

For streaming potential mediated flow of power law obeying fluid, in Fig. 16.4a,
we show the variation of E with Ha for different power law index (m) (other rele-
vant parameters are given in figure caption). It is seen that there is an exponential
decay of E as the strength of the imposed magnetic field is increased. Increasing
the strength of Ha reduces the effective driving pressure gradient by giving rise to
competing electromagnetohydrodynamic forces. As a result, the movement of ionic
species inside the EDL gets hampered and thereby consequent reduction in stream-
ing potential field. On the other hand, in comparison to shear thinning (m < 1) and

(a) (b)

Fig. 16.4 Variation of the dimensionless induced streaming potential field (E) as a function of
a Hartmann number (Ha) and at Du = 0; b Dukhin number (Du) and at Ha = 1, for differ-
ent power law index (m) (reproduced with permission from Elsevier publishing, License number:
4592901310924) (Sarkar et al. 2017a, b)
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Newtonian (m = 1) fluids, the induced streaming potential field for shear thicken-
ing fluid (m > 1) is higher. The probable reason behind this phenomenon can be
explained by the fact that the shear thickening fluids has a typical velocity profile
with greater curvature around the peak velocity at the centre. With increasing the
power law index m, the ratio of the peak centre velocity to that of the mean velocity
increases. The consequent effect is gradual augmentation in the streaming current
(Istream) and therefore the streaming potential.

The functional dependence of streaming potential with Du for different values of
m is shown in Fig. 16.4b at Ha = 1. It can be noticed from Fig. 16.4b that there is
a significant drop in streaming potential values with enhancing values of the Stern
layer conductivities. The same phenomena are repeated for both shear thinning and
shear thickening fluids. The physical reason, as already explained in the preceding
sections, is owing to the enhancement in conduction current through the Stern layer,
which balances streaming current by ignoring conduction current contributions in
the bulk flow. As a result, streaming potential drops appreciably while satisfying
electroneutrality (Inet = 0).

For electroosmotic flow in narrow fluidic confinement subjected to an externally
applied non uniform magnetic field of the form �(y) = exp(−βy) (as given in
Eq. 16.18), where β is a constant quantity, the fully developed electromagnetohy-
drodynamic velocity distribution along the cross-section of the confinement is shown
in Fig. 16.5a, while the other parameters are given in figure caption. It is observed
that the interactions among the parameters Ha, β, results in an asymmetry in veloc-
ity distribution. There is a reduction in overall flow rate as the magnitude of Ha
is increased. It may be noted that increasing the magnetic field strength causes an
overall enhancement in the flow-opposing magnetic field induced body force term,

(a) (b)

Fig. 16.5 Variation in the nondimensional velocity (u) along the dimensionless height (y) of the
confinement for different values of a Ha, β, and at Λ = 1, ζ = 3, γ = 0.3; b ζ , γ , and at
Ha = 3, β = 1, Λ = 1 (reproduced with permission from Elsevier publishing, License number:
4592910028722) (Sarkar et al. 2017a, b)
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σeB2
0U to increase. As a result, the opposing influence of the Lorentz force

−→
j × −→

B
is also more. This finally culminated in retarding influence to the overall axial trans-
port. Further reduction in flow velocity is noticed as the value of β = 0. At the centre
of the confinement, velocity is maximum and therefore highest reduction in velocity
magnitude is noticed as the value of Ha is augmented.

Effect of interfacial kinematic on electromagnetohydrodynamic velocity distri-
bution is shown in Fig. 16.5b, where, the variation in u(y) with y is displayed for
various values of γ and ζ . The results are shown at Ha = 3, β = 1, and Λ = 1. It
can be seen that at a fixed value of zeta potential (ζ ), inclusion of steric size effect
leads to a lower flow velocity over the whole confinement cross-section. On the
other hand, when the finite ionic size is considered (γ = 0.3), increase in ζ results
in a decrement of u magnitude. However, opposite trend is noticed in the absence
of steric effect. The bulk ionic volume fraction increases with an increase in steric
factor (Yazdi et al. 2015). This results in the formation of closely–packed layers of
counter ions at the highly charged confinement walls. As consequence, within the
EDL, the Stern layer is developed below the diffuse layer, thus causing the decay in
net electrokinetic potential across it. This also imparts a flow resistance and thereby
reduction in overall bulk fluidic transport. Furthermore, increase in zeta potential
with a consideration of steric effect results an intensification in the crowding of
counterions, consequently steric effect becomes higher and therefore reduction in
the magnitude of flow velocity. On the other hand, when γ = 0, an increase in ζ

causes the augmentation of the ionic concentration and thereby triggering bulk ionic
transport (Yazdi et al. 2015).

In practical applications, the electrokinetic energy conversion (ηh) efficiency is
an important parameter to characterize the percentage electrical energy being har-
vested from such narrow fluidic transport. Towards this, the variation in the energy
conversion efficiency with flow behavioural index (m) for different values of the
superimposed magnetic field strength (Ha) is shown in Fig. 16.6. The other relevant
parameters are mentioned in the caption. From Fig. 16.6, it is noticed that for the
entire paradigm of m, a dramatic augmentation in the energy conversion efficiency

Fig. 16.6 Variation of the
energy conversion efficiency
as a function of the fluid
behavioral index (m) for
different values of the
applied magnetic field
strength (Ha), at Du = 0
(reproduced with permission
from Elsevier publishing,
License number:
4592900989884) (Sarkar and
Ganguly 2017)
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occurs. A giant augmentation in the electro-hydro-dynamic energy conversion effi-
ciencies is prominent for shear thickening fluids. Enhancement in the ηh with increase
in m is attributed the corresponding enhancement in the magnitude of the stream-
ing potential. However, with increasing magnetic field strength, there is a further
augmentation in ηh values. The plausible reason behind this effect is corresponding

decrement in
(∣∣∣
(
dP
/
dX
)
eff

∣
∣∣
)
with higher values of magnetic fields. Hence, for the

current parametric spaces, one may effectively achieve the optimum energy conver-
sion efficiency at a condition of Ha = 10, m = 1.5, respectively.

16.3.2 Electromagnetohydrodynamic Thermal Energy
Transport

We start our discussions on the thermal energy characteristics for the streaming
potential mediated electromagnetohydrodynamic flows in narrow fluidic confine-
ments with interfacial slip. Figure 16.7a–d portray the variation of dimensionless
temperature (θ) profile with the nondimensional distance (y) along the height of the
confinement, at axial positions of x = 3 (Fig. 16.7a), x = 5 (Fig. 16.7b), x = 7
(Fig. 16.7c), and x = 10 (Fig. 16.7d), while the other pertinent parameters are
given in the figure caption. Effect of slip length (β) and magnetic field (Ha) on
the temperature profile is also shown in Fig. 16.7. We notice that, the magnitude
of the dimensionless temperature (θ) decreases with increasing magnitude of the
magnetic field strength. This is because of the fact that the magnitude of streaming
potential decreases with increasing the value of Hartmann numbers, this eventually
causes effective reduction in the Joule heating parameter

(
Sp,eff

)
, since Sp,eff = SpE2.

Therefore, the effective thermal energy generation rate reduces, as a consequence,
fluid temperature decreases and therefore the dimensionless temperature (θ) mag-
nitude. In a similar line, wall slip effect (β) reduces the magnitude of θ , as can be
observed from Fig. 16.7. This also follow the similar explanation that wall slip effect
arrests velocity gradient nearer to the vicinity of the confinement walls and thereby
enhancement in the effective flow rates. The overall effect culminates in enhancing
the streaming potential magnitude and thereby higher values of the electroviscous
retardation effect. The nonlinear interaction among these effects eventually culmi-
nates in reducing the value of (T − TW ) and thus lowering the θ magnitude, since
T0 < TW .

We next proceed to assess the implication of electroosmotic flow actuation effects
on the temperature distribution across the narrow confinement for the situation when
the externally applied magnetic field follows a non-uniform distribution. We show
the dimensionless temperature (θ) profile with y along the confinement height, at
axial positions of x = 0.5 (Fig. 16.8a), x = 1 (Fig. 16.8b), x = 5 (Fig. 16.8c), and
x = 10 (Fig. 16.8d), while the other parameters are given in figure captions. Addi-
tionally, the combined influences of the magnetic field (Ha) and the parameter β on
the nondimensional temperature distribution are also shown in Fig. 16.8. Through
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(a) (b)

(c) (d)

Fig. 16.7 Variation of dimensionless temperature (θ) with the nondimensional distance (y) along
the height of the confinement for ζ = 3, Du = 0, Pe = 1, Sp = 1, Br = 1, and at an axial location
of a x = 3; b x = 5; c x = 7; d x = 10 (reproduced with permission from Elsevier publishing,
License number: 4592910722206) (Sarkar et al. 2016)

the nonzero values of the parameter β, we see that the magnetic field induced sup-
pression on the temperature is higher as the spatially varying non-uniform magnetic
field strength is increased. The physical mechanism can be addressed by recognizing
the fact that magnetic field reduces flow velocity and thereby decrement in convec-
tive heat transfer from the confinement walls (Chakraborty et al. 2013). The final
effect is seen in the form of gradual reduction in the liquid temperature (T ) over the
whole confinement cross section. Akin to velocity, temperature distribution show
nonsymmetrical distribution when β = 0, whereas, there is a reflection symmetry
when β = 0.
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(a) (b)

(c) (d)

Fig. 16.8 Variation of dimensionless temperature (θ) with the nondimensional distance (y) along
the height of the confinement for different values of Ha, β, and at ζ = 3, γ = 0.3, Λ = 1, Pe = 3,
Sp = 0.01, Br = 0.01, for the axial location of a x = 0.5; b x = 1; c x = 5; d x = 10 (reproduced
with permission fromElsevier publishing, License number: 4592910028722) (Sarkar et al. 2017a,b)

16.3.3 Electromagnetohydrodynamic Heat Transfer

We begin our heat transfer analysis for electromagnetohydrodynamic electroosmotic
flowswith non-uniformdistribution in the superimposedmagnetic field. Figure 16.9a,
b display the Nusselt number (Nu) variations along the axial length (x) of the con-
finement, for various values of Ha, β (Fig. 16.9a), and ζ , γ (Fig. 16.9b). The other
relevant parameters are given in the figure caption. In general, along the axial direc-
tion of the confinement, the local Nusselt number follows a monotonic decreasing
trend until a distinct axial location (x), where, a sudden singularity in the Nu curve
is noticed. From the thermal entrance region, fluid temperature gradually increases
owing to the heat transfer from the walls in conjunction with volumetric heat gener-
ations due to viscous dissipation and Joule heating. This in turn increases bulk mean
temperature (θm) of the fluid and therefore gradual reduction in the Nusselt number
magnitudes (Dey et al. 2012). As a result, the bulk mean temperature reduces its
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(a) (b)

Fig. 16.9 Local Nusselt number (Nu) variations along the axial length (x) of the confinement, for
a ζ = 3, γ = 0.3, Λ = 1, Pe = 3, Sp = 0.01, Br = 0.01, and various Ha, β; b β = 1, Ha = 3,
Λ = 1, Pe = 3, Sp = 0.01, and Br = 0.01, and varying ζ , γ (reproduced with permission from
Elsevier publishing, License number: 4592910028722) (Sarkar et al. 2017a, b)

difference with the constant wall temperatures. Nearer to the regions of the discon-
tinuity, the bulk mean temperature approaches the wall temperature of the fluid and
this yield, θm → 0 (Dey et al. 2013). Away from the discontinuity region, the bulk
mean temperature again increases owing to the volumetric heat generation effects,
as a consequence, fluid temperature exceed the temperature of the walls. Therefore,
there is generation of wall heat flux from the bulk liquid towards the confinement
walls. This decrease in the Nusselt number value continues to exists until a thresh-
old axial location where there is an axial invariance of the Nusselt number curve in
thermally fully developed state. There, the heat released from the walls is balanced
by the internal volumetric heat generations. It is found from Fig. 16.9a that heat
transfer reduces with increasing magnetic field strength. Increasing the magnitudes
of the magnetic field reduces fluid velocity and therefore there is a gradual thicken-
ing of the thermal boundary layer thickness. This finally culminates in heat transfer
reduction. It is interesting to observe that heat transfer can be altered by altering
the magnetic field strength with the variations in the parameter β. Maximum heat
transfer is noticed for the negative values of β, whereas, vice versa is the situation for
the positive values. In Fig. 16.9b, it is observed that the nontrivial interplay between
the surface charging and the steric interactions show significant effect on the heat
transfer characteristics. We found that with the inclusion of steric effect of ions, the
local Nusselt number reduces significantly. On the other hand, augmenting the value
of ζ increases the Nusselt number value when the ions are considered to be as a
point charge (γ = 0), whereas, the opposite trend is noted when the steric effect is
considered. The physical reason, as already explained, is corresponding enhance-
ment/reduction in the flow velocities. Alternation in the flow velocities is directly
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connected with the development and growth of thermal boundary layers at the con-
finement walls, and therefore the convective heat transfer rates. It is also seen that
the thermal entrance length is mostly unaltered by the nonlinear interplay between
surface charging and steric factor.

For the streaming potential mediated flows with interfacial slip, in Fig. 16.10a, b,
the variation of the local Nusselt number (Nu) along the length of the confinement
(x) is shown for different magnitudes of the effective Joule heating parameter, Sp,eff
(Fig. 16.10a) and various values of Ha, β (Fig. 16.10b). The representative other
constant parameters are mentioned in the figure caption. The overall trend of the
Nusselt number is same as explained for Fig. 16.9. It can be noted from Fig. 16.10a
that the value of Nu reduces with the augmentation in Sp,eff magnitude. Although
augmentation in Sp,eff increases the liquid temperature and makes it further homog-
enized, the wall temperature gradient is increasingly reduced. The resultant effect is
seen through decrement in the rate of heat transfer for increasing the Joule heating
magnitude (Dey et al. 2012). On the other hand, it can be observed from Fig. 16.10b
that the heat transfer increases with increasing the magnetic field strength. The fun-
damental perspective, as already mentioned, is owing to the considerable lessening
in the effective Joule heating parameter

(
Sp,eff

)
, which causes augmentation in the

temperature gradient at the wall and therefore amplification of heat transfer rate.
Nonetheless, growing magnitude of slip length β turns out to amplify the magni-
tude of Nusselt number. Increasing wall slip amplifies fluid velocity at the wall and
therefore the heat transfer rate.

Furthermore, for streaming potential mediated flows in non-Newtonian fluid, the
overall trend of heat transfer characteristics with magnetic field strength is same as
Newtonian fluids. This is shown in Fig. 16.11a, b, where the local Nusselt number

(a) (b)

Fig. 16.10 Local Nusselt number (Nu) variations along the axial length (x) of the confinement,
for a ζ = 3, β = −3, Du = 0, Ha = 1, Pe = 1, Br = 1, and various Sp,eff ; b ζ = 3, Du = 0,
Pe = 1, Sp = 1, Br = 1, and varying Ha, β; c ζ = 3, β = −3, Ha = 1, Pe = 1, Sp = 1,
Br = 1, and various Du (reproduced with permission from Elsevier publishing, License number:
4592910722206) (Sarkar et al. 2016)
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(a) (b)

Fig. 16.11 Nusselt number (Nu) variation along the length of the confinement (x) for various values
of a Hartmann number, Ha, and at m = 0.7, Du = 0, Sp = 1, Br = 1, Pe = 1; b power law index,
m, and at Ha = 3, Du = 0, Sp = 1, Br = 1, Pe = 1 (reproduced with permission from Elsevier
publishing, License number: 4592900989884) (Sarkar and Ganguly 2017)

(Nu) variation along the length of the confinement (x) is shown for varying magni-
tudes of Ha (Fig. 16.11a) and m (Fig. 16.11b); the values of other pertinent param-
eters are shown in the caption. We see that for power-law obeying non-Newtonian
fluids, heat transfer increases with increasing magnitudes of Ha. Analogously, from
Fig. 16.11b it is found that heat transfer increases with increasing the values of m.
The axial advective transport of the bulk flow increases with increasing m. As a
result, at any axial location of the confinement, there is a continuing thinning of
the thermal boundary layer thickness. This finally culminates in enhancing the heat
transfer magnitude.

In conclusion, in Fig. 16.12 we show a sample result on the fully developed
Nusselt number (NuFD = limx→∞ Nu(x)) variation as a function of the Hartmann
number (Ha) and the parameter β for electromagnetohydrodynamic electroosmotic
flows with non-uniform distribution in the superimposed magnetic field. Through

Fig. 16.12 Variations in the
fully developed Nusselt
number (NuFD) as a function
of the Hartmann number
(Ha) and the parameter β,
for ζ = 3, γ = 0.3, Λ = 1,
Pe = 3, Sp = 0.01,
Br = 0.01 (reproduced with
permission from Elsevier
publishing, License number:
4592910028722) (Sarkar
et al. 2017a, b)
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Fig. 16.12, we demonstrated that it is possible to modulate the heat transfer rate via
combined consequences of Ha, and the spatial distribution of the non-uniform mag-
netic field constraint β. It is seen from Fig. 16.12 that heat transfer rate is maximum
for particular values of the parameters Ha and β. Therefore, it can be concluded
that by wisely selecting the optimum distribution of the non-uniform magnetic field
strength, maximization of heat transfer from such narrow fluidic confinement can be
achieved.

16.3.4 Exergy Analysis for Electromagnetohydrodynamic
Transport

The percentage of thermodynamic Irreversibilities in any practical system may be
evaluated by the total amount of entropy generated. One may enhance the perfor-
mance of a systembyminimizing the entropy generation and can eventually approach
towards thermodynamic idealization. In general, the entropy can be measured by the
available lost work, which is an implicit function of friction, temperature gradient,
chemical reaction, and mass transfer. Employing the second law of thermodynam-
ics, the contributions of total entropy in the present electromagnetohydrodynamic
transport constitute fluid frictional irreversibility and the entropy generation due to
heat transfer (Bejan 1982). In mathematical form, these may be expressed in dimen-
sionless form as (Bejan 1982, 2013):

Local entropy generation due to fluid friction:

Sηl = ℘

[

2

{(
∂u

∂x

)2

+
(

∂v

∂y

)2
}

+
(

∂u

∂y
+ ∂v

∂x

)2
]

(16.35)

Local entropy generation due to heat transfer:

Sθl =
(

∂θ

∂x

)2

+
(

∂θ

∂y

)2

(16.36)

Here the parameter,℘ is the irreversibility distribution ratio and is a direct function
of fluid properties and temperature. In the present study, the value of ℘ is taken as
10−4 (Bejan 2013; Kaluri and Basak 2011). Therefore, the total entropy generation
in the system can be written as,

ST =
∫

�

Sηl d� +
∫

�

Sθl d� (16.37)
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It may be noted here that for power-law obeying non-Newtonian fluid, the above
expression can be written in dimensionless form as,

ST = 1

(θ + �)2

{(
∂θ

∂x

)2

+
(

∂θ

∂y

)2
}

− NuBr

(θ + Λ)

{

η∗
(

∂u

∂y

)2
}

− Nu Sp
E2

(θ + Λ)

(16.38)

Here � = TW
/

�T0, the temperature ratio.
Accordingly, the dimensionless number, namely the Bejan number (Be), repre-

senting the relative dominance of entropy generation due to heat transfer and fluid
friction irreversibilities, can be written as (Bejan 2013),

Be = Sθ,�

Sθ,� + Sη,�

= Sθ,�

ST
(16.39)

In general, as reported in literature (Kaluri and Basak 2011), Be > 0.5 signifies
heat transfer dominated irreversibility and Be < 0.5 denotes fluid friction dominated
irreversibility (Kaluri and Basak 2011).

For streaming potential mediated flows with interfacial slip, in Fig. 16.13a, b,
we show the variation of total entropy generation at a representative axial location
of x = 5, for different values of Ha, β (Fig. 16.13a), and Du (Fig. 16.13b); other
pertinent parameters arementioned in the figure caption.We see that the total entropy
generation reduces with increasing the strength of the magnetic field. The peak
magnitude of the entropy generation curve always corresponds to the confinement
walls, where majority of changes in the velocity and temperature gradient occurs
and as a result rapid thermal convection prevails. Similar trend is also repeated for

(a) (b)

Fig. 16.13 Variation of total entropy generation (ST ) across the width of the confinement at an
axial location of x = 5, for a ζ = 3, Du = 0, Pe = 1, Sp = 1, Br = 1, and various Ha, β; b ζ = 3,
β = −3, Ha = 1, Pe = 1, Sp = 1, Br = 1, and varying Du (reproduced with permission from
Elsevier publishing, License number: 4592910722206) (Sarkar et al. 2016)
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(a) (b)

Fig. 16.14 The Bejan number (Be) variations along the length of the confinement (x), for various
values of a Ha, β, and at ζ = 3, γ = 0.3, Λ = 1, Pe = 3, Sp = 0.01, Br = 0.01; b ζ , γ , and at
Ha = 3, β = 1, Λ = 1, Pe = 3, Sp = 0.01, Br = 0.01 (reproduced with permission from Elsevier
publishing, License number: 4592910028722) (Sarkar et al. 2017a, b)

increasing the value of Du. We found that the Stern layer conductivity leads to a
reduction in the total entropy generation. The physical reason, as already explained,
is owing to the drop in streaming potential field, which, in turn reduces flow velocity
and therefore the convective heat transfer from the walls.

The axial distribution of the Bejan number for electromagnetohydrodynamic elec-
troosmotic flows with non-uniform distribution in the superimposed magnetic field
is shown in Fig. 16.14a, b, for various values of Ha, β (Fig. 16.14a) and different
values of ζ , γ (Fig. 16.14b). The other parameters have been given in the respective
captions. It is observed that along the axial length of the confinement, the value of the
Bejan number decreases sharply to its point of minima at a definite axial position and
afterwardBe increases gradually until a threshold axial location, beyondwhich it turn
out to be an axially invariant. At the thermal entry region, the maximum value of the
Bejan number is closer to one, and therefore the primary contribution of the systems
irreversibility is due to magnetohydrodynamic convective heat transfer. The growth
of the thermal boundary layer at the inlet region results in progressive enhancement in
thewall temperature gradients. This culminates in enhancing heat transfer dominated
entropy generation. Ahead of the inlet region, reduction in the temperature gradient
causes a decrease in the Bejan number value. After the location of the minima, the
volumetric heat generation prevails, which augments the temperature gradient at the
wall and therefore enhancing the Bejan number value. This increase in themagnitude
of Be continues in the downstream direction, until it approaches a threshold posi-
tion of axial invariance at thermally fully developed region. We note that the fully
developed Bejan number, BeFD = limx→∞ Be(x), is BeFD < 0.5, when the magnetic
field strength is increased. Therefore, pushing the overall irreversibility of the system
in the direction of the heat transfer irreversibility dominated regime. Again, in the
absence of steric factor, increasing ζ causes a reduction in Be values. However, a
contrasting trend is observed when the finite size of the ionic species is considered
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Fig. 16.15 Variations in the
fully developed Bejan
number (BeFD) as a
parametric function of the
power law index (m) and the
Hartmann number (Ha), for
Du = 0, � = −1, Pe = 1,
Sp = 1, Br = 1 (reproduced
with permission from
Elsevier publishing, License
number: 4592900989884)
(Sarkar and Ganguly 2017)

(γ = 0.3). The electromagnetohydrodynamically driven thermo-fluidic transport is
primarily dominated by the heat transfer (BeFD > 0.5) when steric effect is consid-
ered (γ = 0), whereas, it falls in the fluid friction dominated regime (BeFD < 0.5)
in the absence of steric effect (γ = 0).

To end with, in Fig. 16.15, we demonstrate that the collective effects of magnetic
field and fluid rheological situation dictate a pivotal role towards establishing the
operating windows of overall thermodynamic irreversibilities for the narrow fluidic
system. We observe that for shear thickening fluids, enhancing the magnetic field
magnitude diverts the system into fluid friction irreversibility dominated regime.
On the other hand, for shear thinning fluids, reducing the magnetic field strength
causes the system to enter into the heat transfer irreversibility dominated regime. At
BeFD = 0.5, the irreversibilitymap crosses the neutral plane.Hence,we can conclude
that it is achievable to tailor the relative dominance of the systems irreversibility with
a proper combinations of m, Ha.

16.4 Concluding Remarks

In this chapter, we have detailed electromagnetohydrodynamic thermofluidic control
and energy conversion in narrow fluidic confinements through semi-analytical and
numerical formalism. Starting from combined electroosmotic and pressure driven
flows, we have also extended up to streaming potential mediated flows. Both New-
tonian and non-Newtonian fluidic transport mechanism is explored and analyzed in
depth. Going beyond the traditional consideration of externally imposed static mag-
netic field, implications of interfacial electrokinetics under non-uniform magnetic
field distribution is also found out. Additional considerations on exergy analysis
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through entropy generation function is also analyzed and briefed. We trust this anal-
ysis will act as a precursor towards designing of novel energy efficient narrow fluidic
devices of promising importance for advance industries. The specific points that
may be act as a typical conclusion of this chapter are as follows: For the situation
of combined electroosmotic and pressure driven transport in narrow fluidic passage,
the effect of spatial variation in the non-uniform magnetic field, degree of surface
charging, and steric effect demonstrate an enhancement of thermodynamic efficiency
of the system. Heat transfer is found to augment with increasing the magnitude of
surface charging, whereas, the opposite scenario is noticed when ionic species are
considered to be as point charges. Furthermore, it has been revealed that the system
is primarily governed by the heat transfer irreversibility at the thermal entry zone,
where the magnitude of the Bejan number becomes Be > 0.5. The analytical results
on streaming potential mediated magnetohydrodynamic flows in narrow confine-
ment with interfacial slip demonstrated that one can supress the effective volumetric
heat generation due to Joule heating and therefore the resulting thermal transport.
On the other hand, with an optimal choice of interfacial slip, the heat transfer rate
can be enhanced. The effect of increasing magnetic field strength during thermoflu-
idic transport is found to trigger heat transfer rate. Moreover, the theoretical results
obtained from this study elucidate a possibility in minimizing the loss of available
energy in such a narrow confinement with an appropriate choice of Hartmann num-
ber (Ha), slip length, and the Stern layer conductivity (Du). For power law fluids
transporting in a narrow confinement, enhancing the strength of the applied magnetic
field (Ha) unveiled an exponential decay in the magnitude of the induced streaming
potential field, whose value is found to be higher for shear thickening fluid (m > 1)
than those for shear thinning (m < 1) and Newtonian (m = 1) fluids. Enhancing the
magnitude of magnetic field and power law indices yields momentous amplification
in the electro-hydro-dynamic energy conversion efficiency. The rate of heat trans-
fer increases with increasing the values of m. The analysis results have remarkable
inferences on the design of advanced energy efficient smart sensors, micromechan-
ical systems, with delicate interaction of magnetic field, electrokinetic effects, and
flow rheology.
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Chapter 17
Convective Instabilities and Low
Dimensional Modeling

Pinaki Pal, Manojit Ghosh, Ankan Banerjee, Paromita Ghosh,
Yada Nandukumar and Lekha Sharma

Abstract Rayleigh-Bénard convection (RBC), where a horizontal layer of fluid is
kept between two conducting plates and the system is heated from below, provides a
simplifiedmodel of convection. RBC is a classical extended dissipative systemwhich
displays a plethora of instabilities and patterns very close to the onset of convection
for wide range of fluids. The study of these instabilities is an important topic of
research and several approaches are available for the investigation. This chapter
deals with the low dimensional modeling technique for investigating instabilities
and the associated pattern dynamics in RBC.

17.1 Introduction

The study of thermal convection has attracted the attention of the researchers formany
years due to its widespread appearance in many natural as well as industrial systems.
Examples of systems where convection plays a significant role in the dynamics
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are atmosphere, interiors of stars and planets, crystal growth industry, liquid metal
blanket etc. (Hartmann et al. 2001; Busse 1989; Miesch 2000; Hurle and Series
1994; Kirillov et al. 1995; Glatzmaier et al. 1999). Investigating thermal convection
in these real systems is often very complicated, as it may occur under arbitrary
geometry in presence of additional factors like magnetic field, rotation etc. However,
to understand the basic physics of convection, researchers consider a simplifiedmodel
of convection called Rayleigh-Bénard convection.

In this chapter, we consider RBC under rectangular geometry, which consists
of a thin layer of fluid, infinitely extended in horizontal directions, kept between
two horizontal conducting plates and the system is heated from below. The study of
thermal convection under this simplifiedmodel, has not only contributed significantly
to the understanding of basic physics of convection but also played crucial role in the
developments of the subjects like hydrodynamic instabilities (Chandrasekhar 1961;
Drazin and Reid 1981; Verma 2018), pattern formation (Cross and Hohenberg 1993;
Croquette 1989a, b) and nonlinear dynamics (Manneville 1990; Getling 1998; Busse
1978).

In spite of its simplicity, RBC exhibits a plethora of interesting convective phe-
nomena including instabilities, patterns, chaos and turbulence etc. The study of these
instabilities, patterns, chaos and turbulence for different fluids are important topics of
research in RBC for many years and still an active area of research (Chandrasekhar
1961; Ahlers et al. 2009; Bodenschatz et al. 2000; Lohse and Xia 2010; Busse 1985;
Pal and Kumar 2002; Nandukumar and Pal 2016; Dan et al. 2015, 2014; Pal et al.
2013; Dan et al. 2017).

In this chapter, we discuss low dimensional modeling technique for investigating
convective instabilities and the associated pattern dynamics near the onset of con-
vection under rectangular Rayleigh-Bénard geometry. This technique can be used
for investigating instabilities in a variety of extended dissipative systems including
rotating convection (Veronis 1966, 1959; Maity et al. 2013; Maity and Kumar 2014;
Pharasi and Kumar 2013), binary mixture (Kumar 1990), magnetoconvection (Pal
and Kumar 2012; Basak and Kumar 2015; Nandukumar and Pal 2015), and rotating
magnetoconvection (Ghosh and Pal 2017).

17.2 Physical System

We consider RBC system consisting of a thin horizontal layer of fluid of thickness
d , thermal expansion coefficient α, kinematic viscosity ν and thermal diffusivity
κ confined between two conducting plates. The system is heated from below. A
schematic diagram showing a cross sectional view of the RBC set up has been shown
in Fig. 17.1. The temperatures of the lower and upper plates are fixed at Tl and Tu

respectively so that an adverse temperature gradient β = Tl−Tu
d is maintained.
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Fig. 17.1 Sectional view of
a Rayleigh-Bénard
convection set up on a plane
perpendicular to y-axis

The above physical system is governed by the following set of equations
(Chandrasekhar 1961):

1. Equation of continuity:
∂ρ

∂t
+ ∇ · (ρv) = 0, (17.1)

where the symbols ρ, v and t respectively denote fluid density, velocity and time.
2. Energy balance equation:

ρ

[
∂

∂t
(CVT) + (v · ∇)(CVT)

]
= ∇ · (k∇T) + � − P(∇ · v), (17.2)

where CV , T, P, k and � represent specific heat at constant volume, temperature,
pressure, co-efficient of heat conduction and heat dissipation term respectively.

3. Equation of motion:

ρ

[
∂v
∂t

+ (v · ∇)v
]

= ρgê3 − ∇P + μ∇2v + μ

3
∇(∇ · v), (17.3)

where g is the acceleration due to gravity, ê3 is the unit vector along vertically
upward direction and μ is the dynamic viscosity of the fluid.

Equations (17.1)–(17.3) are the basic hydrodynamic equations of RBC. Now
Eqs. (17.1)–(17.3) are supplemented by the equation of state

ρ = ρ0[1 − α(T − Tl)], (17.4)

where α is the coefficient of volume expansion of the fluid and ρ0 is the reference
density of the fluid.

17.3 Boussinesq Approximation

Boussinesq approximation is widely used by the scientists for studying RBC
(Chandrasekhar 1961; Boussinesq 1903; Verma 2018). Under this approximation,
density is considered to be constant in all terms of the governing equations except in
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the buoyancy term of the equation of motion where the variation of density due to
temperature change is taken into account. Moreover, fluid properties like kinematic
viscosity, thermal diffusivity are assumed to be constant. Under this approximation,
Eq. (17.1) becomes,

∇ · v = 0, (17.5)

and Eqs. (17.2) and (17.3) respectively change to

∂T

∂t
+ (v · ∇)T = κ∇2T, (17.6)

∂v
∂t

+ (v · ∇)v = (1 + δρ

ρ0
)gê3 − 1

ρ0
∇P + ν∇2v, (17.7)

where δρ is the change in density, ν = μ

ρ0
is kinematic viscosity and κ = k

ρ0CV
is the

thermal diffusivity of the fluid.

17.4 Perturbation Equations

To study convective flow, we derive perturbation equations for the convective states
using the equations of the basic (conduction) state. In the following subsection basic
state equations are derived.

17.4.1 Basic State

In conduction state, the fluid is motionless. Therefore, we have

vb = (v1, v2, v3) ≡ (0, 0, 0), Tb ≡ T(z), (17.8)

where vb and Tb are the velocity and temperature at the basic state. Now, temperature
Tb of the fluid in basic state is deduced from Eq. (17.6) which is given by

Tb(z) = Tl − βz, (17.9)

where Tl is the temperature at the bottom layer, d is the thickness of the fluid layer
and βd (= �T = Tl − Tu) is the temperature difference of the lower and upper
plates.
The density distribution is then given by,

ρb(z) = ρ0(1 − αβz), (17.10)
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where ρ0 is the reference fluid density and α is the coefficient of volume expansion
of the fluid.

Hence the pressure distribution for this basic state is obtained by using
Eqs. (17.8), (17.9) and (17.10) in Eq. (17.7) which is given by

Pb(z) = P0 − gρ0(z + 1

2
αβz2), (17.11)

where Pb(z) is pressure distribution of the fluid in basic state and P0 is the reference
pressure of the fluid.

17.4.2 Convective State

As convection sets in, the basic fields given byEqs. (17.8), (17.9), (17.10) and (17.11)
are perturbed and let they are described by,

Tb(z) → T(x, y, z, t) = Tb(z) + θ(x, y, z, t),

Pb(z) → P(x, y, z, t) = Pb(z) + p(x, y, z, t),

vb(x, y, z, t) → v(x, y, z, t) = vb(x, y, z, t) + v(x, y, z, t),

ρb(z) → ρ(x, y, z, t) = ρb(z) + δρ = ρb(z) − ρ0αθ,

where T (x, y, z, t), P(x, y, z, t), v(x, y, z, t) = (v1, v2, v3) and ρ(x, y, z, t) are con-
vective temperature, pressure, velocity and density fields respectively. The fields θ , p,
v and δρ are the perturbations over the basic conduction state. Now, the equations of
motion, the energy equation and equation of continuity, for perturbed fields change to

∂v
∂t

+ (v · ∇)v = −∇p

ρ0
+ gαê3θ + ν∇2v, (17.12)

∂θ

∂t
+ (v · ∇)θ = β ê3 · v + κ∇2θ, (17.13)

∇ · v = 0. (17.14)

17.5 Boundary Conditions

Mathematical descriptionof a physical systemshould includeproper boundary condi-
tions along with the governing equations. In this section we discuss about the bound-
ary conditionswe have used to demonstrate the low dimensionalmodeling technique.
Now, irrespective of the nature of bounding surfaces, we must have v3 = 0 at the
horizontal bounding surfaces. The top and bottom plates are maintained at constant
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temperatures, which imply θ = 0. In this chapter, we consider free-slip boundaries
which mean the tangential stresses at the bounding plates vanish. Therefore, one gets

∂v1
∂z

= ∂v2
∂z

= 0 at the boundaries. (17.15)

Now differentiating the equation of continuity (17.14) with respect to z and
using (17.15), we get

∂2v3
∂z2

= 0, on free-slip boundaries. (17.16)

The vertical component of vorticity will satisfy

∂ω3

∂z
= 0, on free-slip surfaces. (17.17)

17.6 Nondimensionalization

To reduce the number of free parameters and the problems due to the large variation
of the values of the parameters, Eqs. (17.12)–(17.14) are made dimensionless. In this
chapter, we study convection in two different kinds of fluids namely high Prandtl-
number (Pr > 1) and low Prandtl-number (Pr < 1) fluids.

For low Prandtl-number fluid convection, we nondimensionalize the governing equa-
tions using the units d for length, viscous diffusion time d2

ν
for time and νβd

κ
for tem-

perature. Now if the primed quantities x′, y′, z′, t′ and θ ′ denote the dimensionless
quantities then the dimensional variables can be written as

x = dx′, y = dy′, z = dz′, t = d2

ν
t′ and θ = νβd

κ
θ ′.

Using these quantities, Eqs. (17.12)–(17.14) can bewritten in the dimensionless form
as

∂v′

∂t′
+ (v′ · ∇′)v′ = −∇′p′ + ∇′2v′ + Raθ ′ê3, (17.18)

Pr

[
∂θ ′

∂t′
+ (v′ · ∇′)θ ′

]
= ∇′2θ ′ + v3

′, (17.19)

∇′ · v′ = 0, (17.20)

whereRa = αβgd4

νκ
andPr = ν

κ
are two nondimensional numbers namely theRayleigh

number, which is the ratio of buoyancy and dissipative forces and the Prandtl number,
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which is the ratio of kinematic viscosity and thermal diffusivity respectively.

On the other hand, for high Prandtl number fluids, we use the scales βd
Ra for tem-

perature, thermal diffusion time scale d2

κ
for time and other scales same as the low

Prandtl-number fluids to nondimensionalize the governing equations. The dimen-
sionless equations in this case become

∂v′

∂t′
+ (v′ · ∇′)v′ = −∇′p′ + Pr∇′2v′ + Prθ ′ê3, (17.21)

∂θ ′

∂t′
+ (v′ · ∇′)θ ′ = ∇′2θ ′ + Rav3

′, (17.22)

∇′ · v′ = 0. (17.23)

In the subsequent sections we use the above dimensionless set of equations by drop-
ping the primes from all the variables and operators.

17.7 Linear Theory

We now determine the critical Rayleigh number (Rac) and critical wave number
(kc) at the onset of convection using the linear theory (Chandrasekhar 1961). The
linearized version of Eqs. (17.18)–(17.20) are given by

∂v
∂t

= −∇p + ∇2v + Raθ ê3, (17.24)

Pr
∂θ

∂t
= v3 + ∇2θ, (17.25)

∇ · v = 0. (17.26)

Taking twice curl of Eq. (17.24) we get the following equation

∂

∂t
∇2v3 = ∇4v3 + Ra∇2

H θ, (17.27)

for the vertical velocity, where ∇2
H = ∂2

∂x2
+ ∂2

∂y2
is the horizontal Laplacian. Elimi-

nating θ from (17.27) using (17.25) we get

[∇2(Pr∂t − ∇2)(∂t − ∇2) − Ra∇2
H ]v3 = 0. (17.28)

We consider the expansion of vertical velocity in normal modes as

v3(x, y, z, t) = W (z)exp[i(kxx + kyy) + σ t], (17.29)
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where, kx and ky are the wave numbers along x and y direction respectively and

k =
√
k2x + k2y is the horizontalwavenumber. InsertingEq. (17.29) inEq. (17.28), and

choosing a trial solutionW (z) = Asin(nπz), which is compatible with the boundary
conditions, we arrive at the stability condition

(n2π2 + k2)(n2π2 + k2 + Prσ)(n2π2 + k2 + σ) = Rak2. (17.30)

Since we are interested in stationary convection we set σ = 0 in Eq. (17.30) to get

(n2π2 + k2)3 = Rak2. (17.31)

Therefore, the Rayleigh number Ra is given by

Ra = (n2π2 + k2)3

k2
. (17.32)

We now find the minimum value of Ra which is the critical Rayleigh number (Rac)
for the onset of convection together with the corresponding critical wave number kc.
From Eq. (17.32) we observe that the minimum value of Ra occurs for a given k2

when n = 1. Therefore we have

Ra = (π2 + k2)3

k2
. (17.33)

The above equation imply that for all values of Ra less than that are given by
Eq. (17.33), disturbances associated with wave number k decay, while the same
disturbances grow when Ra exceeds the value given by (17.33). When the value
of Ra equals the value given by Eq. (17.33), the disturbances with wave number k
become marginally stable. Therefore, the Rac is determined by the condition

∂Ra

∂k2
= (π2 + k2)2(2k2 − π2)

k4
= 0. (17.34)

Which gives us k2 = π2

2 and the corresponding value of Rac as

Rac = 27

4
π4 ∼ 657.5114. (17.35)

Note that we get same critical values of the Rayleigh number (Rac) and critical wave
number (kc) even if we consider Eqs. (17.21)–(17.23) at the outset. In the following
discussion, we use another parameter called reduced Rayleigh number defined by
r = Ra

Rac
.
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17.8 Direct Numerical Simulations

For low dimensional modeling, the performance of direct numerical simulations for
some set of parameter values and the data obtained from there can be of great help.
Therefore, before going for low dimensional modeling, we perform DNS of the sys-
tem using a pseudo spectral code Tarang (Verma et al. 2013). In the simulation, verti-
cal velocity (v3), vertical vorticity (ω3) and temperature (θ) fields are expanded using
the set of orthogonal basis functions either with respect to {ei(lkxx+mkyy) sin(nπz) :
l,m, n = 0, 1, 2, . . .} or with respect to {ei(lkxx+mkyy) cos(nπz) : l,m, n = 0,
1, 2, . . .} whichever is compatible with the free-slip boundary conditions, where
kx, ky are the wave numbers along x and y directions respectively. Therefore, the
expressions of vertical velocity, vertical vorticity and temperature fields are given
by

v3(x, y, z, t) =
∑
l,m,n

Wlmn(t)e
i(lkxx+mkyy) sin (nπz), (17.36)

ω3(x, y, z, t) =
∑
l,m,n

Zlmn(t)e
i(lkxx+mkyy) cos (nπz), (17.37)

and θ(x, y, z, t) =
∑
l,m,n

Tlmn(t)e
i(lkxx+mkyy) sin (nπz). (17.38)

In the simulation, we set kx = ky = kc = π√
2
, the critical wave number. The aspect

ratio of the simulations is 2π
kc

: 2π
kc

: 1 ≡ 2
√
2 : 2√2 : 1. An open source software

called Fastest Fourier transform in the west (FFTW) (Frigo and Johnson 2005) is
used for computations in the Fourier space. Inverse Fourier transform routines of the
same package are used for mapping to the real space. For time advancement, fourth
order Runge-Kutta scheme with Courant-Friedrichs-Lewy (CFL) condition is used
in the code. Mostly 323 grid resolution is considered for the simulations. Note that,
323 grid resolution means the values of l, m and n in the above expansions are run
over the integers set {0, 1, 2, . . . , 31}. In the following we present some results of
DNS for illustrating low dimensional modeling technique.

17.8.1 Onset of Convection for Pr = 10

We perform DNS of the system for Pr = 10 to investigate the flow patterns close to
the onset of convection. Note that Eqs. (17.21)–(17.23) are used for the simulation.
Figure17.2 shows the time series ofW101 andW011 as well as flow pattern as observed
in DNS at r = 5. The flow pattern in this case is found to be two dimensional (2D)
rolls. This type of flow patterns are reported for high Prandtl number fluid convection
in Krishnamurti (1970), Busse and Whitehead (1971). In Sect. 17.9.1 we’ll show
the derivation of famous Lorenz model (1963) by using low dimensional modeling
technique and describe the origin of 2D rolls pattern at the onset of convection.
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Fig. 17.2 Time series of the Fourier modes W101 and W011 and flow patterns corresponding to 2D
rolls solutions as obtained from DNS for r = 5 and Pr = 10. Isotherms computed at the mid plane
z = 0.5 generate the pattern. Brown and blue regimes on the patterns represent hotter and colder
regions

17.8.2 Onset of Convection for Low Prandtl Number Fluids
in the Limit Pr → 0.

It has been shown earlier that the low Prandtl number fluid convection can be approx-
imated by considering the limit Pr → 0 (Thual 1992; Busse 1972; Pal et al. 2009,
2013). In this limit, the temperature Eq. (17.19) reduces to

∇2θ = −v3. (17.39)

We now simulate Eqs. (17.18), (17.20) and (17.39) to get an idea about the pattern
dynamics and bifurcation structure near the onset of convection. Figure17.3 shows
the time evolution of the significant Fouriermodes and associated pattern dynamics as
obtained fromDNS for r = 1.04. From the figure, it is clear that 2D rolls flowpatterns
oriented along y and x axes are periodically evolvedwith intermediate square patterns.
This flow regime is called oscillatory cross rolls of type-I (OCR-I). Interestingly, for a
higher r stationary solution is observed in DNS. Figure17.4 shows the time series as
well as flow pattern corresponding to this stationary solution. From the time series we
observe that the solution is stationary with W101 = W011 and pattern is of stationary
square (SQ) type. TheseDNS results are intriguing, investigation of the origin of these
flow patterns and the associated bifurcation structure follow naturally. However, this
is difficult to achieve in DNS, because, on one hand it is costly in terms of computer
time and on the other hand, DNS only capture the stable solutions of the system and
can not identify the unstable solutions. Due to this reason, low dimensional models
can be very useful. In the next section, we discuss how a low dimensional model can
be derived from the DNS data and successfully explains the origin of different flow
patterns to unfold a very rich bifurcation.
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Fig. 17.3 Time series of the Fourier modes W101 and W011 (first row) and flow patterns corre-
sponding to OCR-I solutions as obtained from DNS (second and third rows) for r = 1.04. The flow
patterns (a–h) correspond to the instants shown on the time series of the top panel. The flow patters
are isotherms computed at the mid plane z = 0.5

Fig. 17.4 Time series of the Fourier modesW101 andW011 (left) and flow patterns corresponding to
SQ solutions as obtained from DNS (right) for r = 1.28. The flow patterns are isotherms computed
at the mid plane z = 0.5. Brown regimes are hotter and blue regimes are colder

17.9 Low Dimensional Modeling

Weuse standardGalerkin technique (Galerkin 1915) to construct the lowdimensional
models. To start with, large scale modes in the vertical velocity, vertical vorticity and
temperature are selected from the DNS data by computing the energy contained
in the modes relative to the total energy. Then we retain only those modes in the
expansions of the vertical velocity (v3), vertical vorticity (ω3) and temperature (θ )
and write truncated series for these independent variables.
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The horizontal components of velocity field are then determined by using the
solenoidal property of the velocity and vorticity fieldswhich leads to the expressions:

∇2
Hv1 = −∂ω3

∂y
− ∂2v3

∂x∂z
, (17.40)

∇2
Hv2 = ∂ω3

∂x
− ∂2v3

∂y∂z
. (17.41)

where ∇2
H ≡ ∂2

∂x2 + ∂2

∂y2 is the horizontal Laplacian. The expressions for ω1 and ω2

are now obtained by taking the curl of the velocity vector v ≡ (v1, v2, v3). Once
the components of velocity, vorticity and temperature are calculated, for low Prandtl
number fluids we take curl twice of Eq. (17.18) and determine the following two
equations for vertical velocity and vorticity:

∂t(∇2v3) = ∇4v3 + Ra∇2
H θ

− ê3 · ∇ × [(ω·∇)v − (v·∇)ω] , (17.42)

∂tω3 = ∇2ω3 + [(ω·∇)v3 − (v·∇)ω3] . (17.43)

On the other hand, for high Prandtl number fluids, we take curl of Eq. (17.21) twice
and get

∂t(∇2v3) = Pr∇4v3 + Pr∇2
H θ

− ê3 · ∇ × [(ω·∇)v − (v·∇)ω] , (17.44)

∂tω3 = Pr∇2ω3 + [(ω·∇)v3 − (v·∇)ω3] . (17.45)

Then we substitute the expressions of v1, v2, v3, ω1, ω2, ω3 and θ in Eqs. (17.42),
(17.43) and (17.19) for low Prandtl-number fluids, while for high Prandtl number
fluids we substitute the same in Eqs. (17.44), (17.45) and (17.22) and use the orthog-
onality property of the functions {ei(lkxx+mkyy) sin (nπz) : l,m, n = 0, 1, 2, . . .} and
{ei(lkxx+mkyy) cos (nπz) : l,m, n = 0, 1, 2, . . .} over the intervals [0, 2π

kx
], [0, 2π

ky
] and

[0, 1] along x-, y- and z- axis respectively to obtain a set of coupled nonlinear ordinary
differential equations of the large-scale amplitudes of the large scale modes of v3, ω3

and θ which is our low-dimensional model. These low dimensional models are then
analyzed using the theory of nonlinear dynamics (Strogatz 2001) and continuation
software like MATCONT (Dhooge et al. 2003).

17.9.1 The Lorenz Model

AS mentioned above, to study the onset of convection in high Prandtl number fluids
using low dimensional modeling we identify the large scale modes from the DNS
data by calculating the contribution of a mode to the total energy. We find from the
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DNS data that near the onset of convection for Pr = 10, the modeW101 cos kcx sin πz
in v3 contributes most to the energy and vertical vorticity is not developed. Therefore,
we choose

v3 = W101(t) cos kcx sin πz and ω3 = 0.

The horizontal components of the velocity computed using Eqs. (17.40) and (17.41)
are given by

v1 = − π

kc
W101(t) sin kcx cosπz and v2 = 0. (17.46)

Now from Eq. (17.22) we observe that θ linearly couples with v3. Therefore, we take

θ = T101(t) cos kcx sin πz. (17.47)

As the linear growth rate of the modeW101 is positive above the onset of convection,
for saturation, Lorenz (1963) considered least nonlinear correction in θ in terms of
the mode T002(t) sin 2πz and the expression for θ becomes

θ = T101(t) cos kcx sin πz + T002(t) sin 2πz. (17.48)

Horizontal components of vorticity then become

ω1 = 0 (17.49)

and ω2 = π2

kc
W101(t) sin kcx sin πz. (17.50)

Substituting the expressions of v1, v2, v3,ω1,ω2,ω3 and θ in Eqs. (17.44) and (17.22)
and using the orthogonality property of the basis functions we get,

˙W101 = Prk2c
k2c + π2

T101 − Pr(k2c + π2)W101, (17.51)

˙T101 = −(k2c + π2)T101 + RaW101 + πT002W101, (17.52)

˙T002 = −4π2T002 − π

2
W101T101. (17.53)

The method described above for deriving this model is called Galerkin projec-
tion (1915). Now using the transformation τ = (k2c + π2)t, X = kc

k2c +π2 W101,

Y = k3c
(k2c +π2)3

T101 and Z = − πk2c
(k2c +π2)3

T002, the above set of ordinary differential equa-
tions transforms to the following Lorenz model (1963)

Ẋ = Pr(Y − X ), (17.54)

Ẏ = X (r − Z) − Y , (17.55)

Ż = XY − βZ, (17.56)
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where β = 4π2

k2c +π2 .
Wenowconstruct a bifurcationdiagramof theLorenzmodel using theMATCONT

software (Dhooge et al. 2003) for Pr = 10 and r is varied in the range 0 < r ≤ 10 (see
Fig. 17.5). The conduction state is stable for r < 1 and at r = 1 it becomes unstable
via a supercritical pitchfork bifurcation. Two stable 2D rolls branches (solid blue
and black curves) are originated from there. The stream lines corresponding to these
solution branches are shown inside Fig. 17.5 and are found to be counter rotating.
Flow pattern for these solutions and time series of X are also shown in the figure.
In spite of drastic simplification, these results of Lorenz model are found to match
closely with the DNS results. However, the results of Lorenz model starts deviating
for large values of r and in that case one has to go for higher nonlinear corrections
to get the satisfactory results.

17.9.2 A Four Dimensional Model for Zero-Prandtl Number
Convection

In this subsection, we discuss the derivation of another low dimensional model to
investigate instabilities and bifurcation structure near the onset of convection of low

Fig. 17.5 Bifurcation diagram constructed from the Lorenz model for Pr = 10 and 0 < r ≤ 10.
Values of X corresponding to different stationary solutions are shown with different colors. Solid
and dashed orange curves represent the stable and unstable conduction state respectively. Blue and
black curves represent two 2D rolls branches connected by the symmetry of the Lorenz model
(X → −X , Y → −Y and Z → Z). Streamlines, flow patterns and time series associated with these
branches are also shown
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Prandtl-number fluids in the vanishing Prandtl number limit (Pr → 0). Here also
we select the large scale modes from DNS data by calculating contributions of each
selected mode to the total energy. In this process, we select the following expressions
of v3 and ω3:

v3 = W101(t) cos kcx sin πz + W011(t) cos kcy sin πz

+ W112(t) cos kcx cos kcy sin 2πz + W121(t) cos kcx cos 2kcy sin πz

+ W211(t) cos 2kcx cos kcy sin πz, (17.57)

ω3 = Z110(t) sin kcx sin kcy + Z112(t) sin kcx sin kcy cos 2πz. (17.58)

The expression for θ in this case (Pr → 0) is determined from Eq. (17.39) and is
given by

θ = 1

k2c + π2
W101(t) cos kcx sin πz + 1

k2c + π2
W011(t) cos kcy sin πz

+ 1

2k2c + π2
W112(t) cos kcx cos kcy sin 2πz

+ 1

5k2c + π2
W121(t) cos kcx cos 2kcy sin πz

+ 1

5k2c + π2
W211(t) cos 2kcx cos kcy sin πz. (17.59)

Using Eqs. (17.40) and (17.41) we then find

v1 = − π

kc
W101(t) sin kcx cosπz − π

kc
W112(t) sin kcx cos kcy cos 2πz

− 2π

5kc
W211(t) sin 2kcx cos kcy cosπz − π

5kc
W121(t) sin kcx cos 2kcy cosπz

+ 1

2kc
Z110(t) sin kcx cos kcy + 1

2kc
Z112(t) sin kcx cos kcy cos 2πz, (17.60)

v2 = − π

kc
W011(t) sin kcy cosπz − π

kc
W112(t) cos kcx sin kcy cos 2πz

− π

5kc
W211(t) cos 2kcx sin kcy cosπz − 2π

5kc
W121(t) cos kcx sin 2kcy cosπz

− 1

2kc
Z110(t) cos kcx sin kcy − 1

2kc
Z112(t) cos kcx sin kcy cos 2πz. (17.61)

After calculating all the velocity components, horizontal components of vorticity
are determined by taking curl of the velocity vector. The expression for horizontal
components of vorticity are given by

ω1 = −
(
kc + π2

kc

)
W011(t) sin kcy sin πz −

(
kc + 2π2

kc

)
W112(t) cos kcx sin kcy sin 2πz
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−
(
kc + π2

5kc

)
W211(t) cos 2kcx sin kcy sin πz − π

kc
Z112(t) cos kcx sin kcy sin 2πz

− 2

(
kc + π2

5kc

)
W121(t) cos kcx sin 2kcy sin πz, (17.62)

ω2 =
(
kc + π2

kc

)
W101(t) sin kcx sin πz +

(
kc + 2π2

kc

)
W112(t) sin kcx cos kcy sin 2πz

− π

kc
Z112(t) sin kcx cos kcy sin 2πz +

(
kc + π2

5kc

)
W121(t) sin kcx cos 2kcy sin πz

+ 2

(
kc + π2

5kc

)
W211(t) sin 2kcx cos kcy sin πz. (17.63)

Substituting the expressions of v1, v2, v3,ω1,ω2,ω3 and θ in Eqs. (17.42) and (17.43)
and using the orthogonality of the basis functions we get a set of seven equations for
the Fourier amplitudes. This 7-mode model and the MAPLE code for deriving it are
given in the Appendix.

Now from the equations of W112, Z110 and Z112, we observe that near the onset
of convection, linear decay rate of these modes are quite high. Therefore, we adia-
batically eliminate (Manneville 1990) these modes to get the following set of four
coupled nonlinear ordinary differential equations (Pal et al. 2013):

˙W101 = 3π2

2
(r − 1)W101 + a1W101W

2
011 + a2W101W011W211 + a3W011W121W211

+ a4W121W
2
211 + a5W

2
011W121 + a6W101W

2
211, (17.64)

˙W011 = 3π2

2
(r − 1)W011 + a1W

2
101W011 + a2W101W011W121 + a3W101W121W211

+ a4W
2
121W211 + a5W

2
101W211 + a6W011W

2
121, (17.65)

˙W121 = π2

98
(135r − 343)W121 + b1W101W

2
011 + b2W101W011W211 + b3W011W121W211

+ b4W121W
2
211 + b5W

2
011W121 + b6W101W

2
211, (17.66)

˙W211 = π2

98
(135r − 343)W211 + b1W

2
101W011 + b2W101W011W121 + b3W101W121W211

+ b4W
2
121W211 + b5W

2
101W211 + b6W011W

2
121. (17.67)

The coefficients present in the above equations are a1 = 3
100 , a2 = 31

3000 , a3 =
− 209

30000 , a4 = 63
60000 , a5 = − 47

1500 , a6 = 1
200 , b1 = − 93

700 , b2 = − 67
7000 , b3 = − 7407

70000 ,
b4 = 3969

700000 , b5 = − 928
7000 and b6 = 3816

70000 with r as the reduced Rayleigh number.
Now introducing the notationsX = [X1,X2]T ≡ [W101,W011]T ,Y = [Y1,Y2]T ≡

[W121,W211]T , A = [0 1; 1 0], μ1 = 3π2

2 (r − 1) and μ2 = π2

98 (135r − 343) we can
write the above set of four equations as

Ẋ = μ1X + X1X2A(a1X + a2Y) + Y1Y2A(a3X + a4Y)
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+ a5[X 2
2 Y1,X

2
1 Y2]T + a6[X1Y

2
2 ,X2Y

2
1 ]T , (17.68)

Ẏ = μ2Y + X1X2A(b1X + b2Y) + Y1Y2A(b3X + b4Y)

+ b5[X 2
2 Y1,X

2
1 Y2]T + b6[X1Y

2
2 ,X2Y

2
1 ]T . (17.69)

(Equations (17.68) and (17.69) are reused from Pal et al. (2013) with the permission
from American Physical Society.)

This minimal set of equations are found to capture the bifurcation structure near
the onset of convection of zero-Prandtl number (Pal et al. 2009, 2013) fluids quite
satisfactorily. Figure17.6 shows the bifurcation diagram constructed from the above
4-modemodel using theMATLABbased continuation softwareMATCONT(Dhooge
et al. 2003). The bifurcation diagram unfolds a very rich bifurcation structure near
the onset of convection. This is found to be consistent with the DNS results (Pal
et al. 2013). In fact the 4-mode model tracked six different solutions namely OCR-I,
OCR-II, OCR-II′, CR, CR′ and SQ out of which only OCR-I and SQwere reported in
DNS (Thual 1992). Later the existence of other solutions are also verified inDNS (Pal
et al. 2013). The pattern dynamics corresponding to theOCR-I and SQ solutions have
already been discussed in Sect. 17.8.2. Oscillatory cross rolls patterns of type-II are
either oriented along y-axis (OCR-II) or along x-axis (OCR-II′). These are periodic
patterns with varying wavyness. CR and CR′ are stationary flow patterns oriented
along y-axis and x-axis respectively. All these flow patterns are shown inside the
bifurcation diagram.

'

Fig. 17.6 Bifurcation diagram constructed from the 4-modemodel. Horizontal axis shows the vari-
ation of the parameter r in the region 1.01 ≤ r ≤ 1.3. Along vertical axis the extrema corresponding
to different solutions are shown with different colors. The solid and dashed curves represent the
stable and unstable solutions respectively. The orange, green, red, pink, blue, black and cyan respec-
tively represent conduction state, OCR-I, OCR-II, OCR-II′, CR, CR′ and SQ solutions respectively.
Stationary and time periodic flow patterns corresponding to different solutions are also shown. PB
and HB respectively represent pitchfork and Hopf bifurcation points
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17.10 Conclusions

In this chapter, we have discussed low dimensional modeling technique for inves-
tigating instabilities near the onset of Rayleigh-Bénard convection. The technique
is illustrated using two examples. In these examples, convective instabilities near
the onset of convection of high Prandtl number and zero Prandtl number fluids are
investigated by simultaneous performance of DNS and low dimensional modeling. It
is found that low dimensional models derived by themethod described in this chapter
can produce faithful results close to the onset of convective instability. Based on the
discussions in this chapter, we emphasize that simultaneous performance of DNS
and low dimensional modeling is a powerful technique for the investigation of dif-
ferent instabilities in dissipative systemswhere boundary conditions of the associated
boundary value problem allow expansion of the independent fields in terms of suit-
able set of orthogonal basis functions. Moreover, this technique is expected to work
for investigating instabilities in systems with spherical and cylindrical geometries.

Acknowledgements P.P. and A.B. acknowledge the support from the SERB, India funded project
(Grant No.: EMR/2015/001680). M.G. is supported by INSPIRE programme of DST, India (Code:
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Appendix

MAPLE code for derivation of the 7-mode model

> # MAPLE Code to create Low-dimensional model for

Zero-Prandtl number convection

> fd:=fopen("mode7_model.m",APPEND):

> v3_basis:=[cos(k*x)*sin(Pi*z),cos(q*y)*sin(Pi*z),

cos(k*x)*cos(q*y)*sin(2*Pi*z),cos(2*k*x)*cos(q*y)*sin(Pi*z),

cos(k*x)*cos(2*q*y)*sin(Pi*z)]:

> omega3_basis:=[sin(k*x)*sin(q*y),

sin(k*x)*sin(q*y)*cos(2*Pi*z)]:

> v3_amplitudes:=[w101(t),w011(t),w112(t),w211(t),w121(t)]:

> omega3_amplitudes:=[z110(t),z112(t)]:

> q:=k:

> with(linalg):v3:=innerprod(v3_amplitudes,v3_basis):

> with(linalg):omega3:=innerprod(omega3_amplitudes,

omega3_basis):

> v3_del:=diff(v3_basis,x,x)+diff(v3_basis,y,y)

+diff(v3_basis,z,z):

> for i from 1 to vectdim(v3_basis) do div_factor[i]:=

-v3_del[i]/v3_basis[i]: end do:

> theta:=0:

> for i from 1 to vectdim(v3_basis) do theta:=theta
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+v3_amplitudes[i]*v3_basis[i]/div_factor[i]: end do:

> simplify(theta):

> test1:=simplify(diff(theta,x,x)+diff(theta,y,y)

+diff(theta,z,z)+v3);

> for i from 1 to vectdim(v3_basis) do with(student):

v3_basis_coeff[i]:=value(Tripleint(v3_basis[i]ˆ2,

x=0..2*Pi/k,y=0..2*Pi/q,z=0..1)) end do:

> for i from 1 to vectdim(omega3_basis) do with(student):

omega3_basis_coeff[i]:=value(Tripleint(omega3_basis[i]ˆ2,

x=0..2*Pi/k,y=0..2*Pi/q,z=0..1)) end do:

> # v1 calculation

> v1_part1:=-diff(v3_basis,x,z):

> v1_part1_delH:=diff(v1_part1,x,x)+diff(v1_part1,y,y):

> for i from 1 to vectdim(v1_part1) do divider[i]:=

‘if‘(v1_part1[i]=0,1,v1_part1_delH[i]/v1_part1[i]) end do:

> v1_v3_cont:=0:

> for i from 1 to vectdim(v1_part1) do v1_v3_cont:=

v1_v3_cont+v3_amplitudes[i]*v1_part1[i]/divider[i] end do:

> v1_v3_cont:

> v1_part2:=-diff(omega3_basis,y):

> v1_part2_delH:=diff(v1_part2,x,x)+diff(v1_part2,y,y):

> for i from 1 to vectdim(v1_part2) do divider[i]:=

‘if‘(v1_part2[i]=0,1,v1_part2_delH[i]/v1_part2[i]) end do:

> v1_omega3_cont:=0:

> for i from 1 to vectdim(v1_part2) do v1_omega3_cont:=

v1_omega3_cont+omega3_amplitudes[i]*v1_part2[i]/divider[i]

end do:

> v1:=v1_v3_cont+v1_omega3_cont:

> # v2 calculation

> v2_part1:=-diff(v3_basis,y,z):

> v2_part1_delH:=diff(v2_part1,x,x)+diff(v2_part1,y,y):

> for i from 1 to vectdim(v2_part1) do divider[i]:=

‘if‘(v2_part1[i]=0,1,v2_part1_delH[i]/v2_part1[i]) end do:

> v2_v3_cont:=0:

> for i from 1 to vectdim(v2_part1) do v2_v3_cont:=

v2_v3_cont+v3_amplitudes[i]*v2_part1[i]/divider[i] end do:

> v2_v3_cont:

> v2_part2:=diff(omega3_basis,x):

> v2_part2_delH:=diff(v2_part2,x,x)+diff(v2_part2,y,y):

> for i from 1 to vectdim(v2_part2) do divider[i]:=

‘if‘(v2_part2[i]=0,1,v2_part2_delH[i]/v2_part2[i]) end do:

> v2_omega3_cont:=0:

> for i from 1 to vectdim(v2_part2) do v2_omega3_cont:=

v2_omega3_cont+omega3_amplitudes[i]*v2_part2[i]/divider[i]

end do:

> v2:=v2_v3_cont+v2_omega3_cont:

> # div v =0 test

> test2:=simplify(diff(v1,x)+diff(v2,y)+diff(v3,z));

> f:=[v1,v2,v3]:
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> v:=[x,y,z]:

> with(linalg):omega:=curl(f,v):

> # div omega=0 test

> test3:=simplify(diff(omega[1],x)+diff(omega[2],y)

+diff(omega[3],z));

> # test omega3=omega[3]

> test4:=simplify(omega3-omega[3]);

> for i from 1 to vectdim(v3_basis) do

> with(student):nlin1:=value(Tripleint(diff(omega[1]*diff(v1,x),y)

*v3_basis[i],x=0..2*Pi/k,y=0..2*Pi/q,z=0..1)):

> with(student):nlin2:=value(Tripleint(diff(omega[2]*diff(v1,y),y)

*v3_basis[i],x=0..2*Pi/k,y=0..2*Pi/q,z=0..1)):

> with(student):nlin3:=value(Tripleint(diff(omega[3]*diff(v1,z),y)

*v3_basis[i],x=0..2*Pi/k,y=0..2*Pi/q,z=0..1)):

> with(student):nlin4:=value(Tripleint(-diff(v1*diff(omega[1],x),y)

*v3_basis[i],x=0..2*Pi/k,y=0..2*Pi/q,z=0..1)):

> with(student):nlin5:=value(Tripleint(-diff(v2*diff(omega[1],y),y)

*v3_basis[i],x=0..2*Pi/k,y=0..2*Pi/q,z=0..1)):

> with(student):nlin6:=value(Tripleint(-diff(v3*diff(omega[1],z),y)

*v3_basis[i],x=0..2*Pi/k,y=0..2*Pi/q,z=0..1)):

> with(student):nlin7:=value(Tripleint(-diff(omega[1]*diff(v2,x),x)

*v3_basis[i],x=0..2*Pi/k,y=0..2*Pi/q,z=0..1)):

> with(student):nlin8:=value(Tripleint(-diff(omega[2]*diff(v2,y),x)

*v3_basis[i],x=0..2*Pi/k,y=0..2*Pi/q,z=0..1)):

> with(student):nlin9:=value(Tripleint(-diff(omega[3]*diff(v2,z),x)

*v3_basis[i],x=0..2*Pi/k,y=0..2*Pi/q,z=0..1)):

> with(student):nlin10:=value(Tripleint(diff(v1*diff(omega[2],x),x)

*v3_basis[i],x=0..2*Pi/k,y=0..2*Pi/q,z=0..1)):

> with(student):nlin11:=value(Tripleint(diff(v2*diff(omega[2],y),x)

*v3_basis[i],x=0..2*Pi/k,y=0..2*Pi/q,z=0..1)):

> with(student):nlin12:=value(Tripleint(diff(v3*diff(omega[2],z),x)

*v3_basis[i],x=0..2*Pi/k,y=0..2*Pi/q,z=0..1)):

> v3_nlin:=nlin1+nlin2+nlin3+nlin4+nlin5+nlin6+nlin7+nlin8+nlin9

+nlin10+nlin11+nlin12:

> with(student):left_v3:=value(Tripleint(diff((diff(v3,x,x)

+diff(v3,y,y)+diff(v3,z,z)),t)*v3_basis[i],x=0..2*Pi/k,y=0..

2*Pi/q,z=0..1)):

> right_v3_half:=diff(v3,x,x)+diff(v3,y,y)+diff(v3,z,z):

> with(student):right_v3:=value(Tripleint((diff(right_v3_half,x,x)

+diff(right_v3_half,y,y)+diff(right_v3_half,z,z))*v3_basis[i],

x=0..2*Pi/k,y=0..2*Pi/q,z=0..1))+R*value(Tripleint((diff(theta,x,x)

+diff(theta,y,y))*v3_basis[i],x=0..2*Pi/k,y=0..2*Pi/q,z=0..1))

+v3_nlin:

> with(student):mul1:=value(Tripleint((diff(v3_basis[i],x,x)

+diff(v3_basis[i],y,y)+diff(v3_basis[i],z,z))*v3_basis[i],

x=0..2*Pi/k,y=0..2*Pi/q,z=0..1)):

> equn:=left_v3=right_v3:

> fprintf(fd,"%a\n",simplify(equn/mul1)) end do:

>
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> for i from 1 to vectdim(omega3_basis) do

> with(student):nlin1:=value(Tripleint(omega[1]*diff(v3,x)*

omega3_basis[i],x=0..2*Pi/k,y=0..2*Pi/q,z=0..1)):

> with(student):nlin2:=value(Tripleint(omega[2]*diff(v3,y)*

omega3_basis[i],x=0..2*Pi/k,y=0..2*Pi/q,z=0..1)):

> with(student):nlin3:=value(Tripleint(omega[3]*diff(v3,z)*

omega3_basis[i],x=0..2*Pi/k,y=0..2*Pi/q,z=0..1)):

> with(student):nlin4:=value(Tripleint(-v1*diff(omega[3],x)*

omega3_basis[i],x=0..2*Pi/k,y=0..2*Pi/q,z=0..1)):

> with(student):nlin5:=value(Tripleint(-v2*diff(omega[3],y)*

omega3_basis[i],x=0..2*Pi/k,y=0..2*Pi/q,z=0..1)):

> with(student):nlin6:=value(Tripleint(-v3*diff(omega[3],z)*

omega3_basis[i],x=0..2*Pi/k,y=0..2*Pi/q,z=0..1)):

> omega3_nlin:=nlin1+nlin2+nlin3+nlin4+nlin5+nlin6:

> with(student):left_omega3:=value(Tripleint(diff(omega[3],t)*

omega3_basis[i],x=0..2*Pi/k,y=0..2*Pi/q,z=0..1)):

> with(student):right_omega3:=value(Tripleint((diff(omega[3],x,x)

+diff(omega[3],y,y)+diff(omega[3],z,z))*omega3_basis[i],x=0..2*Pi/k,

y=0..2*Pi/q,z=0..1))+omega3_nlin:

> equn:=left_omega3=right_omega3:

> fprintf(fd,"%a\n",simplify(equn/omega3_basis_coeff[i]))

end do:

> fclose(fd):

The 7-mode model
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˙W112 = − 1
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Chapter 18
Design of a Membrane Reactor
for On-site High Purity Hydrogen
Production

Richa Sharma, Amit Kumar and Rajesh Kumar Upadhyay

Abstract Hydrogen is a potential alternative energy carrier to embrace the global
need of a clean and efficient energy resource. It minimizes dependence on fossil fuels
as well as is an effective measure towards increasing global warming. Hydrogen
based fuel cells are an attractive solution for producing clean electrical energy by
emitting onlywater as a by-product. However, storage and distribution of hydrogen is
a major issue for stationary fuel cells as well as mobile power generators. To avert the
risks of any hydrogen leaks, membrane reactor (MR) technology enables to deliver
only the desirable release of hydrogen using a fine control between on-site hydrogen
generation and separation. Moreover, in contrast to traditional and bulky integration
methodologies, MR allows single unit ‘compact’ integration that also eliminates
additional downstream of products by producing hydrogen of >99% purity. These
factorsmotivateMR to be exploredwidely and demonstrate its commercial feasibility
in the coming years.

The current chapter focuses on the broad overview onmembrane reactors for ultra
pure hydrogen production, its technological challenges and case studies to illustrate
the critical role played by dense palladium membranes in the successful viability of
this technology. Further, recent developments within the scope of membrane reactors
for hydrogen generation will also be briefly discussed. Special focus will be given
for hydrogen generation by using methanol as a feed to membrane reformer.

18.1 Introduction

Proton exchange membrane (PEM) fuel cells are efficient power generators with
up to 50–60% efficiency to convert the chemical energy into electrical energy even
for small household applications (1–5 kW) (Verhelst 2014). The output of these H2
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driven fuel cells to small or medium scale, stationary as well as portable auxiliary
power units is enormous (Schäfer et al. 2006;Yuan andWang 2008). Froma fewwatts
to a few kilowatts, H2 driven PEM fuel cells having the potential to provide compact
high power ranges from applications such as a small system (20–100W) to backups,
battery charger, emergency power, generators, and large system automotive power
ranging between 80–100 kW (Schäfer et al. 2006; de Bruijn 2005). But, effective
operation of fuel cells demands high hydrogen purity with CO levels below 10 ppm
(Li et al. 2003).

Production of hydrogen using water, methane, methanol, and ethanol via elec-
trolysis, steam reforming, cracking, dry reforming, partial oxidation or auto-thermal
reforming is widely studied (Sá et al. 2010). Amongst these, hydrogen production
using methanol steam reforming is an efficient process due to its easy applicabil-
ity both at laboratory and pilot plant scale (Iulianelli et al. 2014). At relatively low
temperatures, methanol steam reforming (MSR) gives high hydrogen yield with a
product stream containing 75% H2 and 25% CO2 (Sá et al. 2010). Hydrogen from
this mixture further needs to be separated and purified since the Pt-catalyst loaded
on the anode of PEM fuel cell requires a feed that includes only dry H2 typically
of purity >99.995% owing to poisoning concerns (Aasberg-Petersen et al. 1998). In
order to obtain such high purity while maintaining the entire unit compact, mem-
branes are considered as a preferred choice. Further, in comparison to traditional
hydrogen separation methods such as pressure swing adsorption (PSA), membranes
also minimize the energy consumption and the overall cost of the system. Therefore
using high energy liquid fuels such as methanol, integrated generation with separa-
tion of hydrogen via membrane reactors (MR) is considered as a feasible choice for
on-site generation of ultra-pure hydrogen (de Bruijn 2005; Brown 2001; Berry and
Aceves 1998).

MRs are of great interest to small scale hydrogen consumers in decentralized
locations for low-pressure systems utilizingmethane as feed. This technologywould,
therefore, provide a proof of concept for (i) pure hydrogen production; (ii) gas-
to-liquid (GTL) processes; (iii) propylene production (Basile et al. 2015). These
are high-end reactions of the current era having major industrial interests not only
utilize greenhouse gases but produce valuable fuels that can be used for which energy
production for the developing societies.

Membrane reactors (MR) are a compact and efficient alternative to conventional
process integration technology. As shown in Fig. 18.1, conventional technology is
comprised of traditional reformers connected to CO clean up steps prior to hydrogen
feeding into the fuel cell. These CO clean up steps includes high and low-temperature
water gas shift (HT & LT-WGS) reactors, a selective oxidizer such as preferential
oxidation (PROX) unit. A series of pressure swing adsorption beds (PSA) further
allows achieving high purity of hydrogen required for the fuel cell. An alternative
to this bulky design is a compact membrane reactor (MR). In comparison to con-
ventional technology, membrane reactor (MR) also shown in Fig. 18.1 comprises a
single unit. In this unit, a highly hydrogen-selective dense Pd/Ag membrane in the
lumen is integrated to the catalyst in a shell and tube configuration. This integra-
tion results in continuous removal of produced hydrogen by the membrane which
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Fig. 18.1 Schematic comparison of a traditional reformer with a membrane reactor

shifts the reaction equilibrium forward thereby improving methanol conversion and
achieving high purity hydrogen at the permeate end (Buxbaum and Lei 2003).

Hence, the overall conversion for equilibrium-limited reactions in MR is higher
compared to the conventional fixed bed reactors. No additional requirement of a ded-
icated separation unit further minimizes the downstream processing cost and product
losses in MR which makes it economically competent for commercial applications
(Aasberg-Petersen et al. 1998; Basile 2013).

18.1.1 Membrane Reactors

Integrated reaction-separation using MR was first proposed by Professor Vladimir
Gryaznov (Moscow University) in the year 1964 while it was Tokyo Gas Co. Ltd.
with Mitsubishi Heavy Industries Ltd. in 1990 who developed 4 Nm3/h membrane
reactor (MR). Later, in 2003, commercialized MR designs were reported by Reb
Research and Consultancy (Prof. Buxbaum group) (Buxbaum and Lei 2003), ENEA
(Prof. Silvano Tosti group) (Tosti et al. 2008), ITM-CNR (Dr. Angelo Basile group)
(Basile et al. 2015), Prof. Dittmeyer and Prof. Elnashaie group (Dittmeyer et al.
2017) and fluidized membrane reactor by Prof. Kuipers and Prof. Sint Annaland
group (University of Twente) (Deshmukh et al. 2007).
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Using methanol as fuel, numerous works in the last 10 years have exhibited
membrane reactor as a promising device to obtain ultra-pure hydrogen as presented
in Table 18.1. Membrane used in these studies comprises self-supported and sup-
ported Pd, Pd/Ag membranes of varying thicknesses. Catalysts used in these integra-
tion studies further include Ru–Al2O3 (Basile et al. 2006), CuO/Al2O3/ZnO/MgO
(Iulianelli et al. 2008), NiO/ZnO/Al2O3 (Islam and Ilias 2012), etc. For instance,
Basile et al. (2006) reported the integration of Ru–Al2O3 as a catalyst with a 50 μm
self-supported Pd–Ag membrane in co-current and countercurrent modes of sweep
gas at 450 °C, pressure 1.3 bar and steam/methanol (S/M)= 4.5/1. The acidic nature
of Ru–Al2O3 produced H2 along with CO, CO2, and CH4 in the reformate stream.
At low transmembrane pressure, the resulting overall hydrogen recovery in the per-
meate was reported as 50%. Consequently, increasing the transmembrane pressure,
improves hydrogen recovery due to higher permeation drive but the catalysts selec-
tivity to CO also increases. Presence of excess CO inhibits hydrogen permeation
through Pd and Pd/Ag membranes at temperatures less than 673 K. Further, in the
presence of any pinholes on the membrane surface, CO will be able to pass through
the membrane and reduce hydrogen purity. At 10 bar transmembrane, Liguori et al.
(2014) reported 0.21–0.25% CO in permeate with hydrogen recovery pressure of
60% using a 7 μm Pd/alumina membrane. Hence, in addition to CO generation, its
permeation through the membrane is also a critical challenge in membrane reactors,
especially at very high transmembrane pressures. Based on the varyingmetal-support
interaction, CO formation in the reformate changed from high to low with Ru > Ni
> Cu supported catalysts. Overall, the maximum experimentally achieved hydrogen
recovery usingMR reported till date under actual reaction conditions is in the range of
40–60% despite higher methanol conversion in comparison to traditional reformers.

Hence, despite being an attractive tool to produce hydrogen for on-site, the follow-
ing technological challenges associated with MR impede its fast commercialization
(Tosti et al. 2008; Dittmeyer et al. 2017; Islam and Ilias 2012; Dunbar and Lee 2017;
Gallucci et al. 2007; Pinto et al. 2013; Purnama et al. 2004; Saracco et al. 1999).

– Membrane plays a critical role in the development of commercially viable MR.
The inverse relationship that typically exists between permeability and selectivity
(purity) necessitates a tradeoff for MR. Higher selectivity is usually obtained at
the cost of low permeation values, which is economically not always justifiable.
Selectivity and flux are two indispensable factors for the characterization of MR.
It is well known that the optimization of one factor sometimes has led to the
deterioration of the other (Paglieri and Way 2002; Fernandez et al. 2017).

– It’s not only permeation of hydrogen through the membrane that is limiting but it’s
also the preparation of these dense (pin-hole free) membranes which is extremely
challenging (Gallucci et al. 2007).

– The selectivity of catalyst further changes under MR operating conditions that is
higher pressures leading to more CO formations which drastically affects catalyst
stability (Liguori et al. 2014).

A successful operation in MR therefore requires sufficient kinetic compatibility
between the reactions of interest and the hydrogen transport through the membranes.
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This necessitates an optimal temperature, pressure and flow rate to maintain the
stability of both the catalyst and the membrane. An effective design of membrane,
catalyst, and reactor are three essential and critical elements of a membrane reactor
study (Tosti et al. 2008; Dittmeyer et al. 2017; Islam and Ilias 2012; Dunbar and
Lee 2017; Gallucci et al. 2007; Pinto et al. 2013; Purnama et al. 2004; Saracco et al.
1999).

This article, therefore, focuses to present the challenges related to the commercial
viability of membrane reactors and the steps that were performed by our group
as a contribution towards improving hydrogen recovery using this system. A brief
illustration is provided of each MR component that is membrane as well catalyst
followed by integration and the future targets using the system.

18.1.2 Current Objective

A comprehensive illustration of hydrogen separation using dense Pd/Ag membranes
in an optimized multi-pass membrane reactor design using catalyst with zero CO
selectivity is presented in the current chapter.

18.2 Membranes in Membrane Reactors

Hydrogen is soluble in dense palladium over a wide temperature range in com-
parison to other metals such as niobium, vanadium, etc. (Lu et al. 2007). The
catalytic dissociation of molecular hydrogen into H atoms on palladium allows
H-atoms to dissolve and diffuse through the metal by solution-diffusion mechanism
(Paglieri and Way 2002; Conde et al. 2017). This mechanism enables palladium
membranes with infinite hydrogen selectivity provided the surface of the membrane
is non-porous or dense. Transport of hydrogen through dense Pd membrane follows
Sieverts law wherein hydrogen dissolves in the membrane and diffuses as atoms at
a pressure exponent 0.5 (Eq. 18.1) (Lewis 1995; Ward and Dao 1999). Based on the
value of the pressure exponent at a constant temperature, Sievert’s law is based on
two assumptions:

• If n = 0.5; diffusion of hydrogen atom through Pd bulk is rate controlling which
indicates that flux of hydrogen through the membranes becomes proportional to
the square root of the hydrogen partial pressures on both sides of the membrane.

• If n > 0.5, surface dissociation/recombination reactions at either or both sides
of the membrane becomes rate controlling. This case is majorly observed with
thinner membranes or in case of thicker membranes at high feed pressures as bulk
diffusion becomes faster than surface dissociation/recombination.

Further, the critical phase transition temperature of palladium in the presence of
hydrogen is high (~300 °C) which necessitates hydrogen separation studies to be
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performed at very high temperature. In order to lower the critical phase transition
temperature of palladium, alloying Pd with elements such as Ag (Pd/Ag) is well
reported. Alloying Pdwith Ag also increases H2 permeability because of the increase
in average bond distance of the alloys in comparison to pure Pd (Conde et al. 2017).
Considering the flux of hydrogen through pure Pd or Pd/Ag only as an intrinsic
property of the membrane, it is well reported that the surface of the membrane
plays a critical role. The occurrence of pinholes as minor defects formed either
during preparation or during the experiment causes flux to become proportional
to the pressure difference with n = 1 (Guazzone et al. 2006). Assuming Knudsen
behavior, this flux can be represented as provided in Eq. 18.2 (Guazzone and Ma
2008).

JH2 =
PH2

(
pnH2,ret

− pnH2,perm

)

t
(18.1)

where, n = 0.5 at a low hydrogen pressure (Sievert’s law).
JH2 : Hydrogen flux (mol/m2 s), PH2 : Hydrogen permeability, t: Membrane thick-

ness (m).
pnH2,ret

: Partial pressure of hydrogen in retentate (Pa) at n = 0.5.
pnH2,perm

: Partial pressure of hydrogen in permeate (Pa) at n = 0.5.
when Knudsen mechanism occurs

Ji = G√
2 · Mi · R · T · � pi

δ
(18.2)

Ji : Flux of ith species across the membrane, G: Geometrical factor to account
membrane porosity and pore tortuosity, Mi: Molecular weight of ith species, R:
Universal gas constant, T: Absolute temperature,�pi : Pressure difference of species,
δ: membrane thickness.

Hence, preparing dense Pd membranes (i.e. membranes with no defects, or pores)
itself is a critical task which necessitates details of its preparation as discussed below.

Effect of Membrane Fabrication
Palladiummembranes reported in the literature are either self-supported or supported.
Self-supported Pd foils ormembranes are extremely expensive and normally >30μm
in thickness in order to remain durable. However, Pd membranes can be deposited
onto asymmetric porous supports. This porous support can be utilized to prepare
comparatively thinner membrane (for higher flux) and thus reduce the preparation
cost. Depending on the support type, the microstructure of the support dictates the
depositedmembranemorphologywhich thereby affects its perm-selectivity (Pacheco
Tanaka et al. 2006).

Supported palladium membranes are prepared by deposition of palladium or Pd-
alloys on a multi-layer porous ceramic or porous stainless steel (PSS) support. Some
well-known thin film deposition techniques include sputtering (Jayaraman et al.
1995), chemical vapor deposition (CVD) (Yan et al. 1994), electroplating (Bhandari
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and Ma 2009) and electroless plating (ELP) (Bosko et al. 2011). The advantage of
sputtering is that it gives a uniform coverage of deposited material over the substrate
and accuracy in controlling thickness. However, the high cost of deposition set up,
and poor crystallinity of sputtered layers makes it un-economical on a wider scale.
CVD also results in uniform, conformal and high purity films. However, the films
can only be deposited at elevated temperatures which impose restrictions on the
kind of substrates to be used. Further, high temperature leads to stresses in films
deposited with materials having different thermal expansion coefficient, which can
causemechanical instabilities in the depositedfilms (Straczewski et al. 2014;Okazaki
et al. 2011). Electroplating has also been unsuccessful so far due to the evolution of
hydrogen on the substrate surface that leads to pinhole formation in the membrane.
Lastly, electroless plating is an autocatalytic process which requires no external
electrical current while using reducing agents such as hydrazine for metal deposition
onto pre-activated supports. For these reasons, all support materials such as non-
conductors, semiconductors and metals can be used for deposition. The use of strong
reducing agents, however, does not make electroless plating a green methodology.
On the other hand, no requirement of an expensive set up in addition to its flexibility
to deposit metal and metal combinations on to different supports makes it a relatively
economical and steadfast technique. However, irrespective of any metal deposition
technique used, the large columnar microstructure reported with sputtering based
techniques and cauliflower-like morphology mostly reported for electroless plated
palladiummembranes tend to formmicro-pores upon heat treatment. Hence, in order
to obtain a dense membrane morphology, a combination of tools is always suggested
that results in a uniformactivation layer followedbymembranefilmhaving controlled
composition, thickness, and morphology.

Numerous works have illustrated Pd deposition on a wide variety of supports
which include tantalum and niobium (Buxbaum and Kinney 1996), porous glass
(Uemiya et al. 1991), alumina (Kikuchi and Uemiya 1991), and porous stainless
steel (Mardilovich et al. 1998; Dittmeyer et al. 2001; Huang and Dittmeyer 2006;
Ayturk and Ma 2009, etc.). Many authors have also reported the effect of modified
activation, the effect of inter-diffusion barriers in case of porous stainless steel (PSS)
support, the effect of different annealing temperatures and effect of modified ELP
plating techniques such as simultaneous electroless plating, sequential electroless
plating, and pore plating. Kitiwan and Atong (2010) studied the influence of poros-
ity of α-alumina support on Pd deposition. Deposition morphology was investigated
at four different sintering temperatures: 1200, 1300, 1400 and 1500 °C. The pore
size of support varied from 0.25 to 0.35 μm. It was reported that higher temperature
gave a larger and smoother grain while a lower temperature exhibits bimodal grain
size structure. Selectivity was found to be poorer for more porous support but could
be improved with higher plating time. Okazaki et al. (2011) reported membrane
preparation with vacuum ELP and simultaneous deposition on α-alumina support.
Alloying of Pd with Agwas performed at temperatures higher than 230 °C. The alloy
progressed effectively at temperature 550–600 °C with sharp XRD peaks. Temper-
ature higher than 600 °C caused the formation of a lesser hydrogen permeable alloy
of Pd–Ag. Maximum hydrogen flux of 0.8 mol/m2s was observed at 550 °C. Tanaka
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(Pacheco Tanaka et al. 2006) too suggested 500 °C (thermal treatment) for alloy
formation in order to minimize defects. It was suggested that in a simultaneous
deposition, Ag is preferentially deposited on Pd seed nuclei and therefore shields
active Pd particle and prohibits plating reaction. Therefore control of deposition rate
with proper Pd/Ag ratio is important. Annealing was optimized at 500 °C under
hydrogen stream for 4 h, and precipitation in the plating solution was stabilized
using ammonia and EDTA, which control the deposition rates of individual metals
by modifying the redox potentials.

Pacheco Tanaka et al. (2008) reported yttria-stabilized zirconia (YSZ) mixed sol
in 8–20 nm size range as an intermediate layer deposition on to U-alumina support
under vacuum suction. Coating this layer was followed by seeding, and additional
sol layer and finally Pd coating. Though no significant defect was observed, it was
reported that the effective area occupied by Pd became narrower by the co-presence
of YSZ-gamma alumina that hindered H2 permeation. In addition to this, the appli-
cation of ceramic (20%YSZ-80%alumina) based interdiffusion barriers were also
investigated recently by Fernandez et al. (2017) prior to Pd–Ag deposition on porous
Hastelloy C276. The deposition of 2–5 layers of YSZ-alumina was carried out using
atmospheric plasma spraying (APS) and dip coating. The resulting thickness of the
layer after sintering and reduction was reported 40μm. Pd–Ag deposition of 3–5μm
thickness was further carried out with simultaneous deposition. Straczewski et al.
(2014) reported a comparison of YSZ coating using APS and TiO2 coating using wet
powder spraying (WPS) prior to Pd deposition on to PSS. Nearly 80–100 μm thick
YSZ layer was coated though poor adhesion in case of TiO2 was reported. It was
clearly reported that completely defect-free membranes were not observed for all
tubes prepared. Rust formation, especially visible after palladium coating, has been
reported to induce large defects. In addition, variation in the alloy composition at
the weld seams that include porous tube, dense adapter, and additional weld material
could induce the formation of a contact material that causes preferential corrosion
in SS 316. The final thickness of the Pd membrane was reported 14.4–25 μm with
H2/N2 selectivity in the range of 60–120.

From the above studies, it becomes clear that the deposition of palladium on to
both ceramic and PSS tubes still remains a challenge. Moreover, the pore size distri-
bution of both supports is distinctly diverse. This variation in pore sizes eventually
plays a crucial role in surface densification of palladium deposited. The difference in
membrane deposition between porous SS and porous ceramic to achieve faster densi-
fication is therefore crucial to determine maximum hydrogen flux. This comparative
information is not available in the literature, especially with regards to how palla-
dium consumption for dense membrane synthesis can be decreased by the change of
support porosity. The decrease in palladium consumption will drastically reduce the
membrane preparation cost and it will improve hydrogen flux as well. These param-
eters are therefore critical for palladium membrane synthesis. In our study (Sharma
2018; Sharma et al. 2017), two kinds of support material were investigated as shown
in Fig. 18.2: (a) porous alumina and (b) porous SS. The pore size distribution of
PSS was much higher compared to porous alumina. This indicates that the amount
of Pd required to have a dense membrane supported on SS would be much higher
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Fig. 18.2 Effect of support morphology on the membrane deposited

than that needed for alumina. A direct comparison of membrane surface between
porous alumina and PSS show clearly that at the current cycle membrane surface
still consists of pinholes. A large requirement, therefore, necessitates a number of
cycles until a dense pinhole free membrane surface is obtained.

Factors That Affect Hydrogen Permeation Through the Membrane
Apart frommembrane morphology, presence of CO, CO2 along with other reformate
components such as unreacted methanol and water also influence hydrogen perme-
ation through the membranes. Two critical ways with which presence of impurities
affect hydrogen separation through the membrane include (i) competitive inhibition
in the presence of other gases such as CO and CO2 blocking hydrogen adsorption
sites and (ii) decrease in hydrogen permeability due to concentration polarization
(Gallucci et al. 2007; Lüdtke et al. 1998). The same can be observed in Fig. 18.3
which shows that irrespective of commercial or the synthesized membrane, increas-
ing mixture components to hydrogen in feed gas reduced its permeation thereby
decreasing the hydrogen flux.

Inhibition of hydrogen permeation by the CO and CO2 can beminimized at higher
temperatures (≥673 K). However, accumulation of less permeable species around
the membranes leads to the development of a concentration boundary layer which
decreases the hydrogen permeation due to the extra resistance. In order to alleviate
its occurrence, increase in feed flow rate and application of sweep gases both in
co-current and counter current is well reported. However, an increase in flow rate
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Fig. 18.3 Comparative hydrogen flux between prepared membranes and commercial membranes

decreases contact time that thereby drastically reduce the permeate H2 recovery (Li
et al. 2016).

Moreover, an introduction of sweep gas flow rate reduces the hydrogen partial
pressure in the permeate side. An increase in the trans-membrane pressure differ-
ence, as a result, improves hydrogen flux. However, beyond a critical sweep gas
velocity, both H2 flux and H2 recovery become constant and sweep gas plays only
a marginal role in improving hydrogen permeation. In this context, a few modeling
studies reported smaller reactor diameter, axial baffles and baffle patterns around the
membrane to reduce concentration polarization (Chen et al. 2013, 2014).

To reduce concentration polarization, a smaller reactor diameter or reactor with
baffle plates was suggested by Mori et al. (2007). An increase in linear gas velocity
around the baffle plates was modeled to demonstrate the reduction in concentration
polarization. Adding to that, the effect of baffle location, baffle pattern and baffle
diameter to shell diameter ratio was also numerically investigated by Chen et al.
(2014). They reported a significant improvement using one axial baffle around a
single membrane but with further increase in the number of baffles more than one,
hydrogen recovery remained unchanged. Additionally, intense fluctuations of local
velocity near the wall using baffle inserted inside the membranes and slit-type baffles
incorporated on the surface of the membrane have also been reported to improve
flux. These numerical approaches thereby imply an evident role of baffles in reactor
configurations tominimize concentration polarization.However to the best of authors
knowledge, effect of baffles were never experimentally investigated especially for
integrated MR studies.

With the above studies as a reference, we, therefore, devised a multi-pass mem-
brane reactor with longitudinal baffle arrangements. The serpentine pass created
using these baffles was utilized to develop an optimal membrane arrangement assem-
bly. This assembly could regulate the partial pressure of hydrogen across the reactor,
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minimize concentration polarization effect due to the highermagnitude of gas around
the membrane and most importantly improve the contacting of gas with membrane
resulting in improved hydrogen recovery (Sharma et al. 2018).

18.3 Catalysts in Membrane Reactors

In addition to membranes, catalyst activity also affects MR performance. This is
because the only catalyst with high hydrogen production and minimal by-product
formation can bring efficient membrane activity by maintaining a sufficient trans-
membrane hydrogen drive.

The catalyst for methanol steam reforming mostly include transition metals
belonging to the group 8–10 because of their high catalytic activity (Patel and Pant
2007). However, steam reforming is an endothermic reaction which results in higher
H2 yield only at higher temperatures but at the cost of increasing CO. Commercial
catalysts such as CuO/ZnO/Al2O3, therefore, show 400–60,000 ppm of CO in refor-
mate gas at temperatures between 250 and 350 °C and pressures between 1 and 6 bar
respectively (Purnama et al. 2004).

An alternate remedy to minimize CO formation is to target catalysts that have
minimal CO selectivity. If CO formation is eliminated catalyst poisoning can be
minimized and the HT & LT-WGS unit from the conventional technology can be
eliminated thereby minimizing the auxiliaries. Hence, the need to develop a catalyst
that hinders CO generation at raised temperatures as well as pressures was necessary.

Methanol steam reforming is mostly carried out using Cu, Ni and Fe as the active
metal in the catalyst. Copper is a low cost, a highly abundant metal well known to
transport oxygen, catalyze oxidation-reduction reactions and possess high hydrogen
selectivity (Abrokwah et al. 2016). High metal surface area and low metal particle
size aremostly targeted to attain highly active copper catalysts. To attain that, addition
of ZnO and ZrO2 to copper-based alumina-supported catalysts has been reported.
Addition of zinc oxide improves copper dispersion while ZrO2 reduces the CO yield.
In addition to that, supports such as CeO2, (Das et al. 2015) ZnO–Al2O3, (Lindström
et al. 2002) ZrO2, and MgO (Palo et al. 2007) have also been extensively studied to
prepare the catalysts with minimal CO selectivity.

The combined interaction between the active metal and the support brings about
the complete catalytic functionality. This is because the physicochemical proper-
ties of a carrier significantly affect the existing surface reactions either by modi-
fying the electrical properties of the metal or by promoting the activation of inter-
mediate species. In addition to mono-metallic catalysts, co-operative interactions
between two metals in a bi-metallic catalyst show different structures according to
metal properties, metal support interactions, atmosphere (oxidative and reductive)
and temperature. Depending on these interactions, bi-metallic structures in the form
of heteroatom and nano-alloys have mostly been reported in the literature (Dal Santo
et al. 2012).
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For instance, a rapid decrease in the catalytic activity of Ni due to metal sintering
and coke deposition can be partially inhibited using additional metals such as Cu.
In a similar manner, the addition of Fe to Ni supported on cerium has also been
reported to suppress carbon formation rate (Ashok and Kawi 2014; Koike et al.
2012). High redox property of Fe causes the transfer of oxygen atoms from Fe to
Ni which thereby promotes the reaction between carbonaceous species and oxygen
species. Therefore, with the literature reported; it is evident that in order to eliminate
CO formation bi-metallic catalysts are indeed promising.

Keeping this as our basis, we also demonstrated bi-metallic Cu–Fe supported
on alumina-zinc-zirconia (AZZ) based composite as an effective catalyst to inhibit
CO formation up 400 °C at atmospheric pressure in reformer studies as shown in
Fig. 18.4a (Sharma 2018). Increasing the pressure up to 1.8 bar in MR studies CO
formation was observed as shown in Fig. 18.4b. But this percentage of CO is much
lesser than 0.6 (at 553 K) which is mostly reported in the literature (Sharma 2018).

Strategies for Effective Design of Membrane Reactors
In one of our studies, we reported longitudinal baffles placed along the length of the
membranewhich generates instabilities that start at the baffle tip (Sharma et al. 2018).
This baffle-generated instability/turbulence reduces the thickness of the concentra-
tion boundary layer by increasing mixing and minimizes the effect of concentration
polarization. Such longitudinal baffle arrangement in a large diameter system makes
an inevitable high throughput system that can accommodate a large number of mem-
brane tubes. The use of longitudinal baffle enhances mixing despite changing the
diameter of the separator and hence provides flexibility for a “multi-pass” mem-
brane separator system. Using this system, we observed that by employing multiple
numbers of membranes in the shell separated by baffles, we could devise differ-
ent membrane arrangements that could be used to control hydrogen partial pressure
across the shell. The same was further systematically tested both as separator and
integrated membrane reactor to determine its effect on improving overall hydrogen
recovery.

Fig. 18.4 Catalyst activity in a traditional reformer and when integrated to a membrane reactor
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A case study to illustrate the enhancement in hydrogen recovery using the ‘in-
house’ designed multi-pass membrane reactor is presented in Fig. 18.5. Membrane
reactor run in this section shows four membranes with two assemblies: (a) single
pass and (b) multi-pass as presented in Fig. 18.5a. In both cases, catalyst mixed with
quartz was placed in the inlet zone of the reactor. Hydrogen recovery for both the
designs was compared as shown in Fig. 18.5b. It should be noted that catalyst lies
in the inlet zone followed with the first two membranes that lie directly above the
catalyst in the same inlet side and the other two membranes at the center. Further,
in multi-pass assembly, catalysts remain at the same inlet side while the membranes
are connected at the center (two on both sides of the baffle). Hydrogen recovery in
case of multi-pass MR is higher compared to single pass MR. This is because of the
better contacting achieved in case of multi-passMR compared to single passMR due
to the presence of two extra baffles and the multi-pass MR design results in ~80%
hydrogen recovery.

Permeate hydrogen flow rate with multi-pass MR was observed 0.92 LPM. Fur-
ther, in comparison with commercial MR ME-100® (that consists of nearly 7 self-
supportedmembranes in its assembly), the hydrogen recoverywith in-house designed
multi-pass MR (with 4 supported Pd–Ag membranes on PSS) was much higher as
shown in Fig. 18.5b. Moreover, it should be noted that even with single pass the four
membrane assembly of Pd–Ag supported on PSS performs at par with theME-100®.
Therefore, in-house designed multi-pass MR with supported Pd–Ag membrane in
current study performs better than commercially available MR for the same output.

Moreover, usingmulti-passmultiplemembrane configuration, the losses in hydro-
gen recovery are alsominimized. This makes themulti-pass multiple membrane con-
figuration a more scalable approach to further high throughput MR performances.
A schematic representing the expected scalability from the current obtained per-
formance is presented in Fig. 18.6. Therefore, more studies using the multi-pass
membrane reactor are suggested. In addition, the negligible cost-effectiveness of
membrane preparation limit MR viability, but targeting higher hydrogen-selective
permeation using the samemembrane would dramatically reduce its preparation cost

Fig. 18.5 Multi-pass membrane reactor performance in comparison to a commercial membrane
reactor
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Fig. 18.6 Proposed scheme of high throughputmembrane reactor performance based on the current
performance

as well. Hence, with all its challenges, MR still persists to be an intriguing device
to cater to the growing hydrogen economy and sustain itself based on its higher fuel
value both in terms of performance and economics.

18.4 Conclusions

In the current work, multi-pass membrane reactor (MR) is illustrated as a potential
tool for hydrogen production on site using methanol as a feed. This works inte-
grates methanol steam reforming using Cu–Fe based spinel catalyst with Pd–Ag
membrane. The key characteristics of membrane reactor components that regulate
its performance are highlighted in this study. These characteristics include

(a) For membranes: non-porous or dense surface morphology, optimal operating
parameters to minimize mixture gas inhibition, multi-pass reactor design to
abate concentration polarization

(b) For catalysts: optimal catalyst structure and composition that shows no CO
selectivity at high temperatures and high pressures.

Although fabrication of a dense membrane is a critical challenge till date, a com-
bination of methods involving electroless deposition along with using a support with
more uniform pore structure is suggested. Further, high temperature operation during
hydrogen separation frommixture is also essential in order to negate any competitive
interaction of CO, CO2 with the membrane. Moreover, multi-pass MR design using
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three baffles located longitudinally in the shell of the reactor allows it to accom-
modate multiple set of membranes in a bundle and also in parallel. In order to the
enhance the overall contacting of gas with the membrane, the multi-pass MR design
with a bundle of membranes separated by a single baffle in the center and one baffle
each on both sides was observed as an optimal design. In addition to membrane, bi-
metallic catalysts having Cu–Fe spinel structure supported on AZZ was developed
which showed no CO formation up to 673 K with minimal increase at pressures up
to 1.8 bar. Applying these characteristics as a basis, a maximum hydrogen recov-
ery of ~80% was obtained under actual reaction conditions at 1.8 bar and 673 K.
This indicates that the performance of MR could be tuned using a suitable combi-
nation of these characteristics. However, more studies are targeted to demonstrate
its high throughput performance with a better hydrogen-selective membrane. Lastly,
increasing the surface area over the length of the membrane rather than increasing
the number of the membrane is suggested to be a more scalable approach towards
high throughput MR performance.
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Chapter 19
Transport Phenomena, Electrochemistry
and Degradation in Lithium-Oxygen
Battery

Malay K. Das and M. Jithin

Abstract Batteries of the future are envisioned to have high energy density, power
density and cycle efficiency with low production cost and long life. Among the most
promising ones is the rechargeable lithium-oxygen (Li–O2) battery. Li–O2 batteries
operate with a Li anode, a porous cathode with ambient oxygen as the oxidizer in an
organic electrolyte environment. In Li–O2 battery, Li ions, formed via oxidization of
Li at the anode reach the cathode and react with O2 to formLi2O2 as the primary reac-
tion product. The use of Li-based anode material has been quite popular in the recent
past due to its high energy density and abundance. With Li as the anode material and
oxidizer derived from the ambient air, Li–O2 battery provides superior energy den-
sity, comparable to that of the internal combustion engines. Further, the fast reaction
kinetics of Li and O2 to form Li2O2, without the breaking the O–O bond, facilitates
the use of cheaper catalysts. Despite the above advantages, the Li–O2 battery suffers
from significant challenges limiting its application at a commercial scale. First, the
Li–O2 battery suffers from electrode passivation, i.e., the clogging of the pores of the
electrode and the stresses due to volume expansion caused by the insoluble reaction
products. Second, the slow O2 transport, in the electrode, limits the specific capacity
and output power density. Finally, the battery endures electrolyte degradation and
formation of undesirable products from secondary reactions. The present chapter
discusses the above challenges of transport and electrochemical phenomena, occur-
ring in the electrodes and electrolytes, during the discharge-charge cycling of the
battery. We emphasize the battery operation, material selection and design variables
affecting the performance, degradation characteristics and efficiency of Li–O2 bat-
tery. The chapter presents detail mathematical modelling and simulation results at
both cell- as well as pore-scale and concludes with specific design recommendation
of futuristic Li–O2 batteries.
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19.1 Introduction

Batteries are electrochemical devices that generates electrical energy using the reac-
tants stored inside it (Glaize and Genies 2013; Rahn and Wang 2013; Crompton
2000). As the electrochemical reaction progresses, reactants, inside the battery,
deplete and the battery eventually ceases to function. For some batteries, the electro-
chemical reactions cannot be reversed, and the depleted batteries need to be replaced
with new ones. Such batteries are known as primary batteries. In contrast, secondary
batteries can be recharged and, therefore, reused over many cycles (Zhang and Zhang
2015). Recharging consumes electricity to produce the reactants from the products
via reversible electrochemical reactions. Many of our everyday as well as futuristic
applications involve rechargeable batteries (Aifantis et al. 2010). Examples include
mobile phones, laptops and electric vehicles. Batteries also play crucial role in devel-
oping futuristic renewable energy applications. For instance, due to the diurnal and
seasonal variation in solar radiation, solar energy applications rely on efficient storage
technologies. In this context, rechargeable batteries evolved as the most promising
way of electricity storage.

19.1.1 Working Principle of Batteries

Abattery contains one ormore electrochemical cells where each electrochemical cell
includes electrolyte and two electrodes- negatively-charged anode and positively-
charged cathode, as shown in Fig. 19.1. The electrolyte allows the ions to flow
from one electrode to the other while providing very high resistance against flow of
electrons. Thus, the electrons are forced to flow through the outer circuit, providing
the electrical output. To reduce the internal resistance of the cell, the electrodes are
placed very close to each other. A thin, porous, insulating material is placed between
the electrodes so that the electrodes do not touch each other.

Each electrode, in an electrochemical cell, consists of reactants attached tometallic
current collectors. Reactants, in each electrode, undergo half-reactions that generate
electrons and ions. During the normal operation (discharging) of a battery, positive
ions (cation) and negative ions (anion) move toward positive electrode (cathode)
and negative electrode (anode) respectively. Here, the anode and cathode undergo
oxidation and reduction reactions respectively leading to electron generation at anode
and electron consumption at cathode (Newman and Thomas-Alyea 2012). The flow
as well as the electrochemical phenomena reverse during the charging of a battery.

Among the variousmaterials used for rechargeable battery electrodes, lithium (Li)
is particularly attractive for portable applications (Glaize and Genies 2013; Scrosati
et al. 2011). Li battery provides high reversible voltage leading to excellent energy
density. At the same time, low density of lithium keeps the weight of the battery low.
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Fig. 19.1 Schematic of a battery under discharge

While Li-ion battery is the most popular battery for many electronic applications,
recent years have seen a surge in the development of Li-air batteries (Imanishi et al.
2014; Girishkumar et al. 2010).

19.1.2 Lithium-Air/Lithium-Oxygen Batteries

Li-air battery is an air-positive, Li-negative system, where the positive electrode uses
oxygen (O2) from the air. Since air (or O2) is continuously fed to the battery, the
working of Li-air battery is somewhat similar to that of a fuel cell. Use of ambient air
reduces the mass of the battery increasing its gravimetric energy density. The output
of such batteries is, however, finally limited by the rate of O2 intake and thus, the
Li-air batteries can supply low current over a long period of time. The structure of a
Li-air battery is schematically shown in Fig. 19.2.

As shown in Fig. 19.2, the Li-air cathode consists of porous carbon, designed to
allow the flow of O2. The anode of the battery is made of Li, while the electrolyte is
a Li-based salt (such as, LiPF6) capable of carrying Li+ ions. Depending on the type
of electrolyte Li-air batteries may be classified into four groups- aprotic, aqueous,
solid-state, andmixed aqueous-aprotic (Lu et al. 2014). The discharging and charging
half-reactions in a typical Li-air battery is shown as (Shao et al. 2012):

Anode Reaction : Li → Li+ + e− (19.1)
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Fig. 19.2 Schematic of a lithium oxygen battery (APL: Anode Protection Layer)

Cathode Reaction : 2Li+ + O2 + 2e− → Li2O2 (19.2)

19.1.3 Advantages of Lithium-Air Batteries

• The anode of a lithium air battery comprises only of lithium,which is the lightest of
metals. Moreover, ambient O2 absorbed from the surrounding air is used and thus,
does not store the oxidizer on the cathode side. This enables the Li-air batteries to
offer very high theoretical specific energy (~3458 Wh kg−1) and energy density
(~3445 Wh L−1). The theoretical energy density of Li-air battery is close to that
of gasoline which is almost 10 times that of Li-ion battery (Zheng et al. 2008;
Andersen et al. 2015).

• The discharge reaction forming Li2O2 has excellent electrochemistry, without
breaking theO–Obond, and hence the battery does not call for very costly catalysts
(Shao et al. 2012).

• Li-air batteries with aprotic electrolyte showcase rechargability (Armand and
Tarascon 2008) and hence, are considered a promising candidate for electric vehi-
cles.

• Since the oxidizing agent is derived from ambient air andwith the use of renewable
electrode materials, the battery is highly environment-friendly.
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19.1.4 Challenges Faced

• A major limitation associated with these batteries is the low power density values
which are inadequate for its application in electric vehicles (Gallagher et al. 2014).

• The practical specific capacity values obtained are very small when compared
to the theoretical values due to the under-utilization of reaction surface in the
electrode (Christensen et al. 2011).

• The very high recharge potentials required to reverse the electrochemical reaction
results in lower cycle efficiency.

• Volume change in the anode and cathode due to the dissolution and precipitation of
solid phase substances, induces mechanical stress on the components (Christensen
et al. 2011).

• Although the electrochemistry is very attractive, the resistance to species and
charge transport in the electrode, during operation, limits the rate of reaction (Ye
et al. 2015a, b).

• Deviations from expected electrochemistry result in undesirable product forma-
tion, affecting the cycle efficiency and capacity retention (Ma et al. 2015).

• Presence of impurities and electrolyte degradation affect life of the battery and is
a safety concern.

• Requirement of auxiliary systems to compress and purify the air before use
decrease the volumetric and gravimetric energy density of the system and makes
the design of the system challenging (Gallagher et al. 2014).

To harness the true potential of lithium-air batteries and to enable them to han-
dle real life applications, study of phenomena occurring at different length scales,
including sub-molecular scales to system scales, has to be undertaken (Li et al. 2016;
Jung et al. 2016). In the present chapter, we focus on the pore scale and cell scale phe-
nomena, from the viewpoint of mass and charge transport effects in the electrodes
on the improvement of the discharge rate, capacity and cycling ability. Quantita-
tive analysis of these phenomena has been attempted by numerical simulations at
the pore-scale and electrode-scale. The mathematical modelling and formulation
adopted for these simulations, both at the pore-scale and macro-scale, are given in
brief in the Sect. 19.2. The major phenomena relevant at these scales affecting the
performance of the battery are discussed in Sect. 19.3, showing results obtained from
the simulations. In Sects. 19.4, 19.5, and 19.6, the effects of operating conditions
(Sect. 19.4), material properties (Sect. 19.5) and cathode designs (Sect. 19.6) on these
phenomena are studied. The discussions are aimed to bring out the information to
help optimize operating condition, design andmaterial selection to the improved per-
formance and cycle life of the battery. Aprotic Li-air batteries are considered in the
chapter since they are the ones showcasing excellent rechargability, better theoretical
energy density and promise for applications (Zheng et al. 2008).
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19.2 Mathematical Modeling

The present section discusses the mathematical formulation adopted to model the
phenomena occurring in the cathode of the lithium air battery consisting of the
solid electrode phase and the liquid electrolyte phase. The system is assumed to
be isothermal and the transport takes place only by diffusion and migration, since
convection is neglected.

19.2.1 Pore Scale Modeling

In pore scale modelling, the computational domain consists of the complex
microstructure of the solid electrode whose pores are filled with electrolyte. Each
lattice point or control volume of the mesh is either the solid electrode or the liquid
electrolyte. Solution of equations of transport is to be carried out in the electrolyte
phase and electrode phase which are separated by the reaction surface where the elec-
trochemical reactions take place. In the electrolyte phase, transport of oxygen and
lithium ions take place due to diffusion andmigration. Only the transport of electrons
takes place in the solid electrode phase. The reaction between the oxygen, lithium
ions and the electrons happens at the interface of the electrolyte and electrode where
the catalyst is coated. Presently, it is assumed that the catalyst is uniformly coated on
the electrode surface and is of negligible volume. The equations being solved with
these assumptions are given below (Andersen et al. 2015; Jithin et al. 2016). The list
of symbols used in the discussion of modelling is shown in Table 19.1.

Concentration of oxygen

∂CO2

∂t
= ∇ · (

DO2∇CO2

)
(19.3)

The concentration of oxygen, CO2 , is solved in the electrolyte phase and only
diffusive transport is assumed to take place. DO2 is the diffusion coefficient of oxygen
in the electrolyte.

Concentration of lithium ions

∂CLi+

∂t
= ∇ ·

(
DLi+∇CLi+ − t+

F
i
)

(19.4)

The concentration of lithium ions is also solved in the electrolyte phase only.
In addition to the diffusion transport occurring from the concentration gradient,
migration of the lithium ions also takes place due to the electric potential gradient.
This migration transport is governed by the second term in the above equation. Here,
t+ is the transference number, F is the Faraday constant and i is the electrolytic
current.
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Table 19.1 List of symbols Ci Concentration of the species i (mol/m3)

CO2,re f Reference oxygen concentration (mol/m3)

Di Mass diffusivity of species i (m2/s)

F Faraday constant (C/mol)
∂ ln f

∂ lnCLi+
Activity coefficient variation

i Electrolytic current (A/m2)

j Local current density (A/m2)

J Concentration flux (mol/m2 s)

kc Reaction rate coefficient (mol/m2 s)

κ Electric conductivity (S/m)

Mi Molecular mass of species i (kg/mol)

ni Moles of electron/mole of species i

n̂ Direction unit vector

R Universal gas constant (J/mol K)

t+ Transference number of lithium ion

T Temperature (K)

U0 Thermodynamic voltage (V)

φ Electric potential (V)

β Symmetry factor

η Overpotential (V)

σLi2O2 Conductivity of Li2O2 layer (S/m)

δLi2O2 Thickness of Li2O2 layer (nm)

Electrolytic current

i = −κ∇φ − 2RT κ

F

(
t+ − 1

)(
1 + ∂ ln f

∂ lnCLi+

)
∇ lnCLi+ (19.5)

The electrolytic current happens due to gradient in electric potential and the gra-
dient in the concentration of charged species, in this case, the lithium ions.

Electric potential transport

∇ ·
[
κ∇φ + 2RT κ

F

(
t+ − 1

)(
1 + ∂ ln f

∂ lnCLi+

)
∇ lnCLi+

]
= 0 (19.6)

As charge transport takes place in both the electrode and electrolyte phases, elec-
tric potential is solved in both these phases. The above equation represents the gov-
erning equation for electric potential solution in both electrolyte and electrode phases.
For the lattice or grid point in the electrolyte phase, κ is the electric conductivity of
the electrolyte and CLi+ is the concentration of lithium ion at that location. If the
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lattice or grid point is in the electrode phase, κ becomes the electric conductivity of
the electrode phase and the second term becomes zero as the concentration of lithium
ions in the electrode phase is zero.

Reaction rate

J = Di
∂Ci

∂ n̂
= ± j

ni F
(19.7)

The electrochemical reaction between the lithium ions, oxygen and the electrons
takes place at the interphase between the electrode and electrolyte. The rate of reac-
tion depends on the local current density as given by the Eq. 19.7. The subscript i
represents the species oxygen or lithium ion being consumed. The n̂ is the unit nor-
mal direction vector at the electrode surface pointing towards the electrolyte. For the
reactants oxygen and the lithium ions, the sign is positive as they are consumed at the
interface, if the current density is assumed positive for positive charge moving from
electrolyte to electrode phase. The reaction product generated in this reaction, for the
present study, is assumed to be of negligible thickness. Hence, the effect of the prod-
uct deposit on transport of species is neglected. However, the resistance to charge
transport at the electrolyte-electrode interface is accounted for in the overpotential
calculation as will be discussed soon.

Electric potential change due to reaction

κ
∂φ

∂ n̂
= ± j (19.8)

Due to the reaction, electric potential in both the electrolyte and electrode phases
changes and the magnitude of the change is given by Eq. 19.8. At the electrode-
electrolyte interface, as the positive chargemoves from the electrolyte to the interface,
the electric potential decreases in the electrolyte phase due to the reaction.Conversely,
in the electrode phase, the electric potential increases.

Electric current density

j = 2Fkc

(
CO2

CO2,re f

)(
exp

[
(1 − β)Fη

RT

]
− exp

[−βFη

RT

])
(19.9)

The rate of reaction is governed by the current density at that location which in
turn is a function of the reactant concentration and the activation overpotential at that
location given by the Eq. 19.9. Thus, the rate of reaction is limited by the amount of
oxygen available and the overpotential.

Overpotential

η = φs − φl −U0 (19.10)
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The value of overpotential at a location is governed by the electric potential in
the electrode phase and the electrolyte phase and the equilibrium potential as given
in Eq. 19.10. However, as the reaction proceeds, the product build-up increases the
charge-transport resistance, increasing the overpotential. The additional overpoten-
tial by the product deposit is given by:

	φLi2O2 = jδLi2O2/σLi2O2 (19.11)

In the equation, j is the current density, δLi2O2 is the deposit thickness and σLi2O2

is the electric conductivity of the deposit layer. The conductivity of the layer is in
fact a function of the thickness as given by the experimentally obtained relationship
in Eq. 19.12.

σLi2O2 = 107δ−17.18 (19.12)

19.2.2 Macro Scale Modeling

Inmacro-scale modeling, each grid point or control volume includes a volume bigger
than the REV of the porous media and all the parameter values are the result of an
averaging over that volume. This means that each grid point includes electrolyte
phase, electrode phase and their interface. Hence, at all the grid points, the equations
for species transport in the electrolyte and the charge transport in both electrolyte
and electrode are solved (Li et al. 2016). The reaction taking place at the interface is
averaged over the entire interfacial area in the control volume and hence appears as
source terms in the governing equations of transport.

Transport equation in macroscale

∂(εCi )

∂t
= −∇ · Ni + ri (19.13)

In macroscale modeling, each species and the electric potentials in the elec-
trode and electrolyte phases have separate transport equations of the form given
in Eq. 19.13. In the equation, Ci represents the concentration of species i in the solu-
tion phase, ε is the porosity of the cathode electrode, Ni is the molar flux of species
i, and ri is the volumetric production rate of the species.

The flux term for oxygen

NO2 = −DO2,e f f ∇CO2 (19.14)

For oxygen transport, convection is assumed to be absent in the cathode and hence
the flux term for oxygen consists of the diffusion term only.
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The flux term for lithium ions

NLi+ = −DLi+.e f f ∇CLi+ + it+

F
(19.15)

The transport of lithium ions take place due to diffusion andmigration. The second
term in the RHS denotes the migration where i is the electrolytic current arising due
to the movement of the charged species Li+. The electrolytic current is given by:

i = −κe f f,l∇φl − 2RT κe f f,l

F

(
t+ − 1

)(
1 + ∂ ln f

∂ lnCLi+

)
∇ lnCLi+ (19.16)

The subscript l stands for the liquid phase where the electrolytic current is present.

Source term

Si = aj

ni F
(19.17)

The source term for both oxygen and lithium ions, arising due to the electrochem-
ical reactions, is a function of the current density and the relationship is given by
Eq. 19.17. Here, a is the specific surface area of the porous cathode and ni is the
number of moles of electrons transferred for one mole of the species i.

Current density

j = −nFkc(CLi+)2CO2

(−βnF

RT
η

)
(19.18)

The current density is calculated at each location as a function of the local con-
centrations of oxygen and lithium ions and the overpotential at that location.

Overpotential

η = φs − φl −U0 (19.19)

The overpotential is calculated using the electric potential in the electrolyte and
electrode phases. Here, the solid and liquid electric potentials are the potentials in
the electrode and the electrolyte phases respectively.

Electrode potential transport equation

∇ · (κe f f,s∇φs) = aj (19.20)

The rate of change of electrode potential depends on the total current density in
that control volume. Since only electrons are the charge carriers in the electrode, the
transport is by diffusion only and the migration term is absent.
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Electrolyte potential transport equation

∇ · (
κe f f,l∇φl

) = ∇ ·
{
2κe f f,l RT

F

(
1 − t+

)[
1 + ∂ ln f

∂ lnCLi+

]
1

CLi+
∇CLi+

}
− aj

(19.21)

In the electrolyte phase, the electrolytic current due to the transport of lithium ions
also contributes to the electric potential transport. This gives rise to the migration
term in the RHS of the equation.

Li2O2 deposit

∂CLi2O2

∂t
= − aj

nF
(19.22)

In addition to the overpotential due to the reaction, the reaction product deposit
also contributes to the overpotential. This overpotential depends on the quantity
of deposit present at that location. The volume fraction of Li2O2 deposit can be
calculated from the concentration of Li2O2 as follows.

Li2O2 volume fraction

εLi2O2 = CLi2O2MLi2O2

ρLi2O2

(19.23)

Here, MLi2O2 is the molecular mass of Li2O2 and ρLi2O2 is the mass density of
Li2O2. From the volume fraction of the Li2O2 deposit, the overpotential increase can
be calculated as follows.

Overpotential due to Li2O2 layer

	φLi2O2 = j RLi2O2εLi2O2 (19.24)

Here, RLi2O2 is the electric resistivity of the Li2O2 film.
The subscript/superscript eff, in the equations given below, stands for effective dif-

fusion coefficient or conductivity values. The effective values depend on the porosity
and tortuosity of the porous medium and is given by the following relationships.

Def f
i = Diε

τ (19.25)

κe f f,l = κlε
1.5 (19.26)

κe f f,s = κs(1 − ε)1.5 (19.27)
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19.3 Phenomena Limiting Discharge Rate, Capacity
and Cycling

19.3.1 Oxygen Transport Limitation

Asmentioned earlier, the Li-air batteries exhibit excellent reaction kinetics.However,
the output current density is severely limited by the rate of oxygen transport in the
porous cathode. It has been shown in literature, from experimental and simulation
results, that the reaction rate is very low in regions of cathode away from the oxygen
inlet, since the concentration of oxygen drops down to very low values. This is
caused by the resistance to oxygen transport by the diffusivity and solubility of
the electrolyte and the porous microstructure of the material. The distribution of
oxygen concentration dissolved in the solvent, obtained from pore scale simulations
assuming a simplified pore geometry, is shown in Fig. 19.3. The Fig. 19.3a shows
the geometry assumed. The transport of oxygen concentration, Li+ ions and electric
potentials are solved in the domain and the electrochemical reaction occurs at the
surface of the electrode. The Fig. 19.3b shows that the oxygen concentration in
regions away from the oxygen inlet drops down to very low values. This considerably
decreases the power density as the rate of reaction in majority of the porous media is
much less than that proposed by the electrochemistry. The variation in concentration
values with different diffusivity values of the electrolyte is shown in the Fig. 19.3b.
Better solubility and diffusivity of oxygen in the electrolyte solvent facilitates better
transport of oxygen into the porous electrode.

Another limitation of using Li-air batteries in vehicle propulsion is the lack of
power density. To meet the high power requirements, Li-air batteries having very
large surface area of reaction has to be designed. This requires huge stacks increasing

Fig. 19.3 a Pore scale microstructure of Vulcan carbon assumed to be spherical grains of diameter
40 nm. b Distribution of oxygen concentration along the depth of the battery cathode. X = 500 nm
is the location of oxygen inlet
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the volume and weight of the system. More importantly, better catalysts might be
required to increase the power density. The improvement in electrocatalysis helps
in reducing the charge overtpotential also, increasing the cycle efficiency. But even
with the high surface area and catalysis, high power density might not be achieved.
This is because high power density depends on howmuch of the surface area is made
available with a high partial pressure of oxygen. This is seen from the simulation
results by Jithin et al. (Jithin et al. 2016). Comparison of Fig. 19.4a, bwhich shows the
oxygen concentrations for two particle sizes and the corresponding current density
values, shown in Fig. 19.5, says that the geometry in Fig. 19.4b is having higher power
density. This high power density is owing to the larger surface area available at the
oxygen rich region close to the oxygen inlet. Hence the improvement in cathode

Fig. 19.4 Distribution of oxygen concentration in the pores of the cathode for porous material
grain size a 20 nm and b 60 nm

Fig. 19.5 The effect of
porous material grain size on
the performance and specific
capacity
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design can deliver high power density by providing higher reaction surface area
near the oxygen inlet. However, this might affect the specific capacity due to the
enhancement in transport limitation near the oxygen inlet.

19.3.2 Li2O2 Deposition

The transport resistance to oxygen increases as the battery operates, due to the pore
blocking induced by the reaction product deposits (Tran et al. 2010). The primary
reaction product is Li2O2 which is insoluble in the aprotic electrolyte. The solid
precipitates of Li2O2 builds up near the oxygen inlet, since the reaction rate is high
in that region, covering the available passages for oxygen transport. In addition, Li2O2

forms a layer over the solid surface of the electrode reducing the active surface area
for reaction and increasing the resistance to electron transport to reach the reaction
site. The electric conductivity of the Li2O2 layer decreases considerably with the
deposit layer thickness. It is mentioned in literature that the reaction stops almost
completely as the thickness reaches the order of 10 nm. Hence the morphology of
the Li2O2 deposit is very important in understanding its effect on oxygen transport
limitation and reaction overpotential. These factors play a crucial role on the practical
energy density of the cell. Moreover, the Li2O2 deposit morphology also affects
the recharge potential as the contact between the deposit and the electrode surface
influences the overpotential to the reaction by adding to the resistance to electron
transport. In addition to all these effects, the solid precipitation in the pores causes
the volume expansion of the cathode inducing mechanical stress on the components
and electrolyte leakage.

19.3.3 Oxygen Source to the Battery

The attractive advantages of Li–O2 batteries are when it is operated from the ambient
air. However, most of the experimental studies are conducted in the setting of a source
of stored oxygenwithout impurities.But, the runningofLi-air batteries takingoxygen
from the ambient air faces a number of difficulties. It is reported that the capacity
of the battery reduces considerably with lower partial pressure of oxygen from the
oxygen source (Imanishi et al. 2014). Moreover, the use of oxygen derived from
ambient air requires systems including compressor, air purifier to remove the water
vapor and carbon dioxide, air channels to deliver oxygen to the electrode and also
to prevent the loss of volatile electrolyte (Rahn and Wang 2013). Such auxiliary
systems add to the weight, volume and cost of the system affecting the economic
application of lithium air batteries. Use of stored oxygen avoids the requirement
of such bulky auxiliary systems, but the battery pack would require a compressed
oxygen tank with it. The compression and filling of the oxygen in the tank is another
issue which will arise under this circumstance. Moreover, the battery pack should be
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designed to handle the stresses while working with the high pressure fluid. Caution
would also be required to prevent the reaction of electrolyte with the high pressure
oxygen (Rahn and Wang 2013).

19.3.4 Electrolyte Degradation and Side Reactions

The reactions takingplace in the electrode during charging anddischarging is strongly
affected by the electrolyte being used (Lu et al. 2013; Ye et al. 2015a, b). A discussion
of the side reactions that can take place in the cathode and their possible effects is
included in the review by Ma et al. (2015). It is seen from experimental studies that
carbonate based electrolytes result in formation of Li2CO3 during discharge which
require very high charging potential to be dissociated (Christensen et al. 2011).
This seriously affects the cycle efficiency of the battery. Moreover, with cycling, the
degradation of electrolyte and the deposition of Li2CO3 will add up, reducing the
capacity retention capability. Moreover, it is reported that, in addition to the side
reactions, electrolytes also can get dissociated during charging at high potentials,
causing loss of electrolyte with cycling.

The electrolyte degradation causes significant decrease in the capacity retention
ability of the battery. Newer electrolytes like dimethoxyethane-based and dimethyl
sulphoxide are being developed for which Li2O2 is the primary reaction product.
Although these electrolytes are stable towards oxygen and other impurities, they can
react with the Li anode. Hence proper anode separation from the electrolyte has to
be ensured for their use. Hence, the suitable electrolyte material should have good
stability towards the reaction with Li metal, dissolved oxygen at different tempera-
tures, along with high lithium ion transference number, good oxygen solubility and
high oxygen diffusivity.

19.3.5 Anode Protection and Dendrite Formation

As the aprotic solvent comes in contact with the anode, a solid-electrolyte interface
(SEI) is formed automatically preventing the further corrosion of the anode. This
forms a layer over the anode surfacewhich conducts the Li+ ions through it. However,
the SEI of lithium air battery is unstable as the cycling results in formation and
breakdown of the interface which in turn adversely affects the efficiency of the
battery. The dissolution and deposition of lithium metal on cycling gives rise to
another problem. An uneven Li deposition can lead to dendrite formation from the
anode surface whose growth can lead to shorting between the anode and cathode
(Xu et al. 2014; Aurbach and Cohen 1996). Another factor affecting the safety of the
battery is the reaction of lithium metal with the impurities including water, carbon
dioxide and nitrogen coming from the atmosphere. This is prevented by including
an anode protection layer (Crompton 2000; Zhang and Zhang 2015).
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19.3.6 Volume Change at Anode and Cathode

The discharge and charge cycling of the battery causes considerable volume changes
both in the anode and cathode (Christensen et al. 2011; Yoo et al. 2014). This volume
change induces mechanical stresses on the components of the battery. Designs have
been proposed to ensure the proper contact between anode and the separator (Visco
et al. 2010; Huang and Faghri 2015). However, this design is reported to add addi-
tional weight and mechanical stress on the system (Yoo et al. 2014). Hence, better
designs are yet to be developed to account for the volume changes in the battery
capable of handling the high mechanical stresses.

19.4 Effect of Battery Operation Conditions

19.4.1 Effect of Operating Current Density

The performance of battery when operated at different discharge rates are shown
in Fig. 19.6. The figure shows that the battery can be operated at higher current
densities only at the expense of the output voltage. The output voltage is lower when
the operating current is high. The more interesting point is that the specific capacity
is also affected with operating current density. This gives an indication that the pore
blocking might be severe for higher current densities, as the reaction product build
up will be much more non-uniform at higher current densities. The Li2O2 precipitate

Fig. 19.6 The variation in
output voltage and specific
capacity when the battery is
operated at different current
densities
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will build up much faster near the oxygen inlet due to the high oxygen concentration
there, filling the pores near the oxygen entrance and leaving much of the reaction
surface area in the cathode interior unutilized.

19.4.2 Effect of Operation with Oxygen from Ambient Air

Unlike results frommost of the studies in which the Li–O2 battery is operated in pure
oxygen, the conditions while working on oxygen from ambient air is very different
(Ye et al. 2015a, b; Sahapatsombut et al. 2014). To understand how the performance
will be affected while running the battery on oxygen from atmosphere at the low
partial pressure, simulations are conductedwith the concentrationof available oxygen
at the inlet having values 1.0 and 0.21. The results are shown in Fig. 19.7.

The figure shows severe loss in specific capacity and power density output. The
oxygen concentration is negligible for most part of the cathode thickness for lower
oxygen partial pressure case. The present results show an indication of the loss of
performance of battery with the use of oxygen from atmosphere.

19.4.3 Effect of Electrolyte Degradation

The degradation of electrolyte from side reaction forms products which require high
electric potentials to be dissociated (Sahapatsombut et al. 2014). This affects the
cycling ability of the battery. This is shown in Fig. 19.8 which shows the cycling
performance with and without electrolyte degradation. The results are obtained from

Fig. 19.7 Comparison of operation when the available oxygen concentration is reduced. a Distri-
bution of oxygen concentration along the depth of the cathode. b Output current density for two
inlet oxygen concentrations
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Fig. 19.8 Cycling behavior of battery at external current density 10 A/m2 a without electrolyte
degradation, b with electrolyte degradation

macro-scale simulations in the cathode. The simulations consider the electrolyte
reaction with CO2 and Li2O2 producing Li2CO3 deposits, which build up with each
cycle reducing the capacity, as shown in Fig. 19.8b.

19.5 Effect of Material Properties

19.5.1 Effect of Pore Morphology of Porous Media

Porous microstructure
Ideal electrode material should have a number of characteristics including (a) high
electronic conductivity, (b) chemical, thermal and mechanical stability, (c) large
surface area for reaction, and (d) a porousmicrostructure facilitating adequate oxygen
transport in the pores. The three dimensional pore morphology should be such that
the hindrance to the oxygen transport should be minimized while providing adequate
space for the reaction product to deposit (Tran et al. 2010).

The effect of pore structure on the oxygen transport has been studied earlier (Jithin
et al. 2016). An idealized pore morphology, shown in Fig. 19.3a is used assuming the
grains to be spherical in shape. The simulations showed that the transport of oxygen
limits the maximum output power density. The oxygen concentration distribution
shows that the regions away from the oxygen inlet have very small amounts of
oxygen concentration resulting in the low reaction rates (Fig. 19.9). These results are
obtained neglecting the volume of Li2O2 deposit. Hence in actual battery cathode,
the porosity loss due to the Li2O2 deposits will augment the transport limitation.

The work also tried changing the size of the pore grains to see its effect on the oxy-
gen transport and specific capacity. Figure 19.4a, b show the distribution of oxygen
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Fig. 19.9 a Oxygen concentration distribution in the cathode considered in Jithin et al. (2016).
b The variation of oxygen concentration for different operating voltages

in the two microstructures with grain diameter 20 nm and 60 nm respectively. The
oxygen diffusion to the interior of the electrode is considerably high for smaller grain
size. This ensures better surface area utilization resulting in high specific capacity.
The change in specific capacity value for different grain size is seen from Fig. 19.5.
The figure shows that the porous electrode with different grain size behaves very
differently. As the grain size is small, the oxygen penetration into the cathode is
improved facilitating the maximum use of the available surface area. However, the
power density will be low in this case. For larger grain size microstructure, the power
density is high. This can be due to the availability of large surface area near the oxy-
gen inlet where the oxygen concentration is high. However, as this area near the
oxygen inlet gets covered by reaction product, the high current density output drops
sharply leavingmuch of the electrode surface area unutilized. Hence, awell-designed
pore structure of the cathode can control the output of the battery according to the
requirement to a considerable extent (Beattie et al. 2009).

Porous nanostructures
Use of nanostructures in the cathode has also been popular and a variety of electrodes
have been tested showing attractive improvements. A variety of nanostructures have
been attempted and the effect were analyzed in many numerical and experimental
works. In 2015, Armand, Tarascon (Armand and Tarascon 2008) modeled the trans-
port and reaction and the product deposition on the electrode surface at the pore scale
of the lithiumair battery. In thework, the charge and species transport in the solid elec-
trode, liquid electrolyte and in the Li2O2 deposit are solved and good agreement was
obtained with experimental results. Nanostructures were incorporated on the simpli-
fied electrode geometry and its effect on discharge characteristics was studied. The
inclusion of nanostructures was shown to increase the specific capacity considerably
as it increases the surface area available for reaction. However, the pore blocking can
leave much of the surface area unutilized. Hence the geometry of the nanostructures
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is varied to understand its effect on the pore blocking. The study showed that mod-
ification of the porous nanostructures can enhance the specific capacity even when
the total reaction surface area is the same. This is because of the better utilization
of the available surface area. Many attempts are being made to improve the specific
capacity of Li–O2 batteries by the use of new materials with improved micro- and
nano- pore morphologies. For instance, hierarchically porous graphene consisting of
microporus channels was used as cathode material and specific capacity values of
the order of 15,000 mAh/g was reported (Xiao et al. 2011).

Morphology of catalyst deposition
Another important factor affecting the power density is the use of catalysts and
redox mediators at the cathode. Different catalysts are being used in lithium oxy-
gen battery cathode including precious metals, carbon nanoparticles and metal oxide
nanoparticles (Black et al. 2013). Oakes et al. (2016) compared two catalyst depo-
sition techniques, namely the dip-coating (DC) and electrophoretic coating (EPD)
to generate different catalyst morphologies and studied their effect on battery per-
formance. The catalyst layer formed by the dip-coating technique was disordered
with uncoated regions and regions of large aggregates. Whereas, the EPD produced
a smooth compact film of nanoparticles with superior inter-particle adhesion. The
results showed that the smooth film obtained from EPD provided higher cycle effi-
ciency and improved cyclability. The SEM imaging of the two catalyst layers after
charging and after discharging of the battery showed that the morphology of the cata-
lyst layer is changed considerably due to the non-uniform reaction rates in the case of
dip-coated catalyst layer. This also led to a larger loss in the surface area with cycling
and non-uniform stresses due to the irregular depositions. Hence it is seen that the
morphology of catalyst deposition also plays a crucial role in the performance of the
battery. In addition to catalyst deposition techniques, attempts have been reported in
literature to control the spatial distribution of the catalyst in the cathode, to improve
the discharge rate and capacity (Williford and Zhang 2009).

19.5.2 Effect of Macroscopic Properties of Porous Media

Effect of porosity
Review of the different cathode materials, their properties, fabrication and effect on
battery performance is presented in literature (Ma et al. 2015; Ye et al. 2015a, b;
Xu et al. 2017). It has been confirmed that the porous material macroscopic proper-
ties affect the performance significantly. Figure 19.10 shows the performance varia-
tions for different porosities. High porosity ensures high specific capacity due to the
improved oxygen transport, although the total surface area of the cathode is reduced
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Fig. 19.10 The performance
curve for different initial
porosity of the electrode

with increase in porosity. This again confirms the fact that, the enhancement of oxy-
gen transport is more important than the use of porous materials of higher surface
area since much of this surface area will remain unutilized.

Effect of tortuosity
As the tortuosity value can be directly correlated to the distance to be travelled for the
transport between two point in the porous media, the increase in value of tortuosity
affects the specific capacity adversely. This is seen in the performance curve shown
in Fig. 19.11. It is also seen that the output voltage and hence the power density is also
affected with increase in tortuosity. Hence it can be assumed that the microstructure
with least tortuosity will be desirable for high specific capacity and output power
density.

19.5.3 Effect of Oxygen Diffusivity and Solubility
in Electrolyte

Works have been done in the past to study the effect of electrolyte properties on
the oxygen transport (Ye et al. 2015a, b). The availability of oxygen at the reaction
surface is strongly dependent on its solubility and diffusivity in the electrolyte. The
effect of these parameters are shown in the Figs. 19.12 and 19.13. The Fig. 19.12
shows that the decrease in the diffusivity value affects both the specific capacity and
output power density. This is due to the slower oxygen diffusion rate into the cathode
enhancing themass transport limitation. This decrease in diffusivity also increases the
non-uniformity in the oxygen distribution and hence worsens the under-utilization of
the reaction surface area. Another parameter depending on the choice of electrolyte is
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Fig. 19.11 The effect of
porous media tortuosity on
the batter performance

Fig. 19.12 Effect of oxygen
diffusivity in the electrolyte

the solubility of oxygen.With better solubility, more oxygen can enter the electrolyte
phase increasing the concentration of oxygen available for reaction. This effect is
seen from Fig. 19.13. Both the specific capacity and power density is tremendously
affected by the oxygen solubility.
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Fig. 19.13 Effect of oxygen
solubility in the electrolyte

19.5.4 Effect of Catalyst and Product Deposition Morphology

Effect of catalyst used
The choice of catalyst used plays a major factor on the maximum output power
density as the rate of reaction is strongly governed by the electrocatalysis (Lu et al.
2013). The effect of this reaction rate on the performance was analyzed by studying
the effect of the reaction rate constant as shown in Fig. 19.14. The figure shows
considerable improvement in the output rate with the increase in the reaction rate

Fig. 19.14 Effect of
reaction rate coefficient on
performance
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Fig. 19.15 Effect of product
deposit morphology on
battery performance

coefficient.Moreover, the specific capacity is seen to be affected although the catalyst
does not have a direct impact on the oxygen transport. This can be because of the
non-uniform product formation resulting from the high reaction rate.

Effect of product deposition exponent
It has been found from experimental studies, that the Li2O2 deposit morphology
can have different forms based on the electrolyte used, the electrode micro- and
nano-structures, electrocatalysis and the discharge rates (Lu et al. 2013). In math-
ematical modelling at the macroscale, the product deposition exponent ‘p’ governs
the morphology of the solid product deposited on the active surface during the elec-
trochemical reaction. The smaller values of p indicate a flat plate like deposition
of the product onto the active surface area whereas the higher values of p refer to
a sharp needle-like deposition. Figure 19.15 shows that the battery performance is
affected by the product deposition morphology. At lower values of p, the value of
the specific capacity is slightly higher, but the output voltage is seen to decrease. It
can be presumed that the flat layer like deposition for low values of p offers lesser
mass transport limitation to oxygen as the pore blocking is lesser. However, the flat
deposition might result in more surface area coverage, hence affecting the maximum
reaction rate.

19.6 Effect of Cathode Design

From the discussion in the previous section, it is clear that the maximization of the
reaction surface utilization and the oxygen transport is amajor factor to be considered
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in the design of the battery cathode. In the present section, we attempt to show the
effect of minor modification of the cathode design on the battery performance.

19.6.1 Effect of Opening Ratio of Oxygen Inlet

This section assumes the geometry as defined in Fig. 19.16, with a = b = 0. For
this study the oxygen inlet opening ratio is defined as the fraction of the surface area
open to the oxygen atmosphere.

Oxygen inlet opening ratio (refer Fig.19.16) = c

d
(19.28)

It is obvious that the size of the opening of the oxygen inlet into the cathode will
play a major role in the oxygen availability in the reaction sites. Figure 19.17 shows
this increase in the oxygen concentration with the increase in the area of oxygen inlet.

Fig. 19.16 Schematic of Li–O2 cathode with an oxygen channel

Fig. 19.17 Contours of oxygen concentration for two opening ratios



458 M. K. Das and M. Jithin

Fig. 19.18 Effect of oxygen
inlet opening ratio on battery
performance

The impact of this increase in the oxygen availability on battery performance can be
seen from Fig. 19.18. Significant increase in the specific heat capacity and output
power density is seen with increase in the opening ratio. However, the increase in
opening ratio should be donewithout affecting the electrode-current collector contact
area and the structural stability of the battery pack.

19.6.2 Oxygen Channels to Improve Power Density
and Specific Capacity

One approach being proposed to maximize the oxygen availability is the inclusion
of oxygen channels in the electrode to increase the diffusion of oxygen to regions of
electrode away from the oxygen inlet. The geometry of the oxygen channel is shown
in Fig. 19.16. The addition of the channel gives more area for oxygen to enter the
porous material and the large spatial separation of most parts of the electrode can be
reduced.

The oxygen concentration distribution inside the cathode porous medium with
and without the oxygen channel can be seen from the Fig. 19.19. The inclusion of
the oxygen channel reduces the active surface area available as the amount of porous
carbon is reduced. However, according to Fig. 19.20a, b, the specific capacity is
seen to increase tremendously. This further confirms that although the total surface
area is high for cathodes without oxygen channel, most of it remains unutilized. The
addition of oxygen channel, although reduces the total surface area, increases the
utilization of the available surface area for reaction.
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Fig. 19.19 Oxygen concentration in the cathode for geometries a without oxygen channel and
b with oxygen channel

Fig. 19.20 Performance curve for geometries with and without oxygen channel, for two current
density values

Another interesting factor is that even with the increase in specific capacity, the
power density is not affected adversely. In fact, the power density also is seen to
increase. This is because of the larger surface area available to high oxygen con-
centrations. Optimization of the oxygen channel width, depth and height and also
the number of channels required and the spacing between them have to be done to
maximize the specific capacity and power density.
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Fig. 19.21 Hierarchical porous media with layers of different porosities

19.6.3 Hierarchical Porous Media Improving Specific
Capacity

Another modification being suggested in maximizing the oxygen transport attempt-
ing to minimize the loss of active surface area is the use of varying porosity. The
hierarchical porous media being suggested involves porous material with different
layers having different porosities as shown in Fig. 19.21. The layer with maximum
porosity is kept close to the oxygen inlet to minimize the transport resistance to the
interior of the cathode. Figure 19.22 shows the distribution of oxygen concentration
and porosity in the cathode while the battery is in operation and has reached 50% of
the maximum specific capacity value. The porosities of the three layers are selected
such that the average of the porosities is 0.85. The results for the hierarchical porous
media is compared with that of uniform porous media of porosity 0.85 in Fig. 19.22.
Figure 19.22a, b shows the oxygen concentration distribution for uniform porosity
porous media and the hierarchical porous media, respectively. The figure shows that
the oxygen diffusion into the cathode is enhanced with the inclusion of hierarchical
porous media.

More interesting is the plot showing the change in porosity for the two cases. In
the case of uniform porosity cathode (Fig. 19.22c), it is seen that the porosity near
the inlet has dropped down to less than 0.66. However, the porosity near the inlet
for the hierarchical porous media (Fig. 19.22d), has dropped only to less than 0.74.
This confirms that the pore blocking near the oxygen inlet is reduced with the use of
high porosity porous layer near the interface. Moreover, in the region away from the
oxygen inlet, no significant change in porosity is seen, even after 50% discharge, for
the uniform porosity case. This means that the reaction surface area in this region
is almost completely unutilized. However, for the hierarchical porous media case,
the change in porosity is seen even in the layer farthest from the oxygen inlet. This
change in porosity can be observed from the Fig. 19.23a which shows the change in
porosity with the depth into the cathode at different discharge conditions.
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Fig. 19.22 Concentration of oxygen and porosity distribution in the cathode with hierarchical
porous media

Fig. 19.23 a Variation in porosity with operation along the length of the cathode, b performance
curves for two current density values for hierarchical and uniform porous media
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Another interesting thing is that the regions near the interface of two layers show
considerable drop in porosity. This can be due to the increased reaction at this location
due to the larger surface area available for reaction with the increased oxygen con-
centration. Hence addingmore layers might improve the maximum specific capacity.
Figure 19.23b shows the increase in specific capacity with the use of hierarchical
porous media. However, increasing porosity near the oxygen inlet can cause reduc-
tion in surface area in this region resulting in lowering the power density. Hence
the properties of the porous layers have to be studied more closely to optimize
performance according to the requirement.

19.7 Conclusions

Present chapter uses lattice-Boltzmann method to study transport phenomena in
lithium-oxygen (Li-O2) battery. Particular focus of the simulations is to understand
the influence of different parameters on the battery performance as well as the perfor-
mance degradation of the battery. Based on the review of literature and the simulation
results, the following conclusions may be drawn:

• Cathode porosity as well as the porous media grain size strongly influence the
battery performance. Specific capacity increaseswith porositywhile power density
increases with the grain size.

• Higher O2 diffusivity leads to higher current output, although, increasing diffusiv-
ity may not increase the specific capacity.

• Li-O2 battery performance is usually limited by rate ofO2 flow through the cathode.
Low O2 concentration reduces the current output, while higher O2 concentration
will quickly produce enough Li2O2 product to plug the pores of the cathode.
We propose novel cathode designs to circumvent these issues. Proposals include-
creating O2 channels within cathode as well as use of hierarchical porous media.

• Li2CO3 formation in electrolyte permanently degrades the electrolyte. Prohibiting
flow of CO2 as well as development of novel electrolyte materials, that would be
inert to CO2, could be the key to solve the electrolyte degradation problems.

References

Aifantis KE, Hackney SA, Kumar RV (2010) High energy density lithium batteries: materials,
engineering, applications. Wiley

Andersen CP, Hu H, Qiu G, Kalra V, Sun Y (2015) Pore-scale transport resolved model incorpo-
rating cathode microstructure and peroxide growth in lithium-air batteries. J Electrochem Soc
162(7):A1135–A1145

Armand M, Tarascon J-M (2008) Building better batteries. Nature 451(7179):652
Aurbach D, Cohen Y (1996) The application of atomic force microscopy for the study of Li depo-
sition processes. J Electrochem Soc 143(11):3525–3532



19 Transport Phenomena, Electrochemistry and Degradation … 463

Beattie S, Manolescu D, Blair S (2009) High-capacity lithium–air cathodes. J Electrochem Soc
156(1):A44–A47

Black R, Lee J-H, Adams B, Mims CA, Nazar LF (2013) The role of catalysts and peroxide
oxidation in lithium-oxygen batteries. Angew Chem Int Ed 52(1):392–396. https://doi.org/10.
1002/anie.201205354

Christensen J, Albertus P, Sanchez-Carrera RS, Lohmann T, Kozinsky B, Liedtke R, Ahmed J, Kojic
A (2011) A critical review of Li/air batteries. J Electrochem Soc 159(2):R1–R30

Crompton TP (2000) Battery reference book. Elsevier
Gallagher KG, Goebel S, Greszler T, Mathias M, Oelerich W, Eroglu D, Srinivasan V (2014)
Quantifying the promise of lithium–air batteries for electric vehicles. Energy Environ Sci
7(5):1555–1563

GirishkumarG,McCloskeyB,LuntzAC, SwansonS,WilckeW(2010)Lithium-air battery: promise
and challenges. J Phys Chem Lett 1(14):2193–2203

Glaize C, Genies S (2013) Lithium batteries and other electrochemical storage systems. Wiley
Online Library

Huang J, Faghri A (2015) Investigating the effect of electrolyte level change in a Li–air coin cell.
Investigating the effect of electrolyte level change in a Li-air coin cell

Imanishi N, Luntz AC, Bruce P (2014) The lithium air battery: fundamentals. Springer
Jithin M, Das MK, De A (2016) Lattice boltzmann simulation of lithium peroxide formation in
lithium-oxygen battery. J Electrochem Energy Convers Storage 13(3):031003

Jung K-N, Kim J, Yamauchi Y, ParkM-S, Lee J-W, Kim JH (2016) Rechargeable lithium–air batter-
ies: a perspective on the development of oxygen electrodes. J Mater Chem A 4(37):14050–14068

Li X, Huang J, Faghri A (2016) A critical review of macroscopic modeling studies on Li O2
and Li–air batteries using organic electrolyte: Challenges and opportunities. J Power Sources
332:420–446

Lu Y-C, Gallant BM, Kwabi DG, Harding JR, Mitchell RR,WhittinghamMS, Shao-Horn Y (2013)
Lithium–oxygen batteries: bridging mechanistic understanding and battery performance. Energy
Environ Sci 6(3):750–768

Lu J, Li L, Park J-B, Sun Y-K, Wu F, Amine K (2014) Aprotic and aqueous Li–O2 batteries. Chem
Rev 114(11):5611–5640. https://doi.org/10.1021/cr400573b

Ma Z, Yuan X, Li L, Ma Z-F,Wilkinson DP, Zhang L, Zhang J (2015) A review of cathode materials
and structures for rechargeable lithium–air batteries. Energy Environ Sci 8(8):2144–2198

Newman J, Thomas-Alyea KE (2012) Electrochemical systems. Wiley
Oakes L, Muralidharan N, Cohn AP, Pint CL (2016) Catalyst morphology matters for lithium–oxy-
gen battery cathodes. Nanotechnology 27(49):495404. https://doi.org/10.1088/0957-4484/27/49/
495404

Rahn CD, Wang C-Y (2013) Battery systems engineering. Wiley
Sahapatsombut U, Cheng H, Scott K (2014) Modelling of operation of a lithium-air battery with
ambient air and oxygen-selective membrane. J Power Sources 249:418–430

Scrosati B, Hassoun J, SunY-K (2011) Lithium-ion batteries. A look into the future. Energy Environ
Sci 4 (9):3287–3295

ShaoY, Park S,Xiao J, Zhang J-G,WangY, Liu J (2012) Electrocatalysts for nonaqueous lithium–air
batteries: status, challenges, and perspective. Acs Catalysis 2(5):844–857

Tran C, Yang X-Q, Qu D (2010) Investigation of the gas-diffusion-electrode used as lithium/air
cathode in non-aqueous electrolyte and the importance of carbon material porosity. J Power
Sources 195(7):2057–2063

Visco SJ, Nimon YS, De Jonghe LC, Katz BD, Petrov A (2010) Compliant seal structures for
protected active metal anodes. Google Patents

Williford RE, Zhang J-G (2009) Air electrode design for sustained high power operation of Li/air
batteries. J Power Sources 194(2):1164–1170

Xiao J, Mei D, Li X, Xu W, Wang D, Graff GL, Bennett WD, Nie Z, Saraf LV, Aksay IA (2011)
Hierarchically porous graphene as a lithium–air battery electrode. Nano Lett 11(11):5071–5078

https://doi.org/10.1002/anie.201205354
https://doi.org/10.1021/cr400573b
https://doi.org/10.1088/0957-4484/27/49/495404


464 M. K. Das and M. Jithin

Xu W, Wang J, Ding F, Chen X, Nasybulin E, Zhang Y, Zhang J-G (2014) Lithium metal anodes
for rechargeable batteries. Energy Environ Sci 7(2):513–537

Xu J,Ma J, FanQ, Guo S, Dou S (2017) Recent progress in the design of advanced cathodematerials
and battery models for high-performance lithium-X (X = O2, S, Se, Te, I2, Br2) batteries. Adv
Mater 29(28):1606454

Ye L, LvW, Zhang KH,Wang X, Yan P, Dickerson JH, HeW (2015a) A new insight into the oxygen
diffusion in porous cathodes of lithium-air batteries. Energy 83:669–673

YeL, LvW,Cui J, LiangY,WuP,WangX,HeH, Lin S,WangW,Dickerson JH (2015b) Lithium–air
batteries: performance interplays with instability factors. Chem Electro Chem 2(3):312–323

Yoo K, Banerjee S, Dutta P (2014) Modeling of volume change phenomena in a Li–air battery. J
Power Sources 258:340–350

Zhang Z, Zhang S (2015) Rechargeable batteries. Nat Commun 4
Zheng J, Liang R, Ma Hendrickson, Plichta E (2008) Theoretical energy density of Li–air batteries.
J Electrochem Soc 155(6):A432–A437



Chapter 20
Infrared Thermal Imaging Technique
for Temperature Measurement
in Various Energy Systems

Avadhesh Kumar Sharma, Mayank Modak, Santosh Kumar Sahu
and Manish Kumar Agrawal

Abstract Infrared thermal imaging technique is a tool that is utilized for sensing
two-dimensional thermal images of various applications. The present chapter reports
the working principle of Infrared thermal imaging technique and application of this
technique to measure surface temperature in various engineering applications. Also,
the research work carried out by the authors by using this technique has been sum-
marized in this chapter.

Keywords Thermal imaging technique · Energy systems · Jet impingement

20.1 Introduction

Infrared thermography is a non-contact measurement method utilized for measure-
ment of surface temperature. Many a time, an infrared thermal camera or infrared
thermal imager is employed to obtain the thermal information of a hot object. The
thermal information recorded by the thermal camera is processed to provide the
two-dimensional thermal image of the object which is termed as thermograms. The
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infrared camera captures the part of thermal radiations that lies in IR range, trans-
forms it into electronic signal processes, displays the image of temperature distri-
bution and dependent on spectral bands of the sensors used in camera (Clark et al.
2003; Maldague 2001; Ring 2014; Ng 2009).

Infrared thermography has several advantages over standard techniques of tem-
perature measurements. In standard techniques, the temperature of an object is mea-
sured by contact type temperature transducers. Most commonly employed temper-
ature transducers are thermocouples and resistance temperature detectors (RTDs).
These temperature transducers provide temperature information at a single spatial
location of an object. In general, thermocouple is spot welded to the target surface or
embedded at a certain depth from the free surface. Subsequently, the recorded tem-
perature data is used to estimate the surface heat flux variation on the surface. Also,
the thermocouple joints may obstruct the fluid flow during experiments. Infrared
thermography facilitates accurate measurement of surface temperature with higher
spatial temperature variation. In addition, this technique offers a non-contact and
non-intrusive method of temperature measurement.

This allows the measurement of temperature in a corrosive and hazardous envi-
ronment and does not intrude or affect the flow field during the investigation. In
addition, non-contact type measurement enables measurement of the temperature of
fast-moving objects, deforming objects and fast-changing thermal patterns (Carlo-
magno and Cardone 2010).

In recent years, a number of studies have been reported on the measurement
of surface temperature, employing infrared thermal imaging technique in various
industrial and scientific applications (Carlomagno and Cardone 2010; Modak et al.
2015, 2017, 2018a, b; Agrawal and Sahu 2016; Sharma et al. 2018; Agrawal 2015;
Sharma and Sahu 2019; de Luca et al. 1990; Cardone and Astarita 1994; Ay 1995; Ay
and Yang 1998). The present chapter is organized as follows. Here Sect. 20.2, reports
the principle of temperature measurement by employing thermal imaging technique.
Section 20.3 presents various applications of infrared thermal imaging technique
for temperature measurement. Section 20.4 focuses on the research performed by
authors at the Indian Institute of Technology Indore (Modak et al. 2015, 2018a, b;
Agrawal and Sahu 2016; Sharma et al. 2018). The last section summarizes the key
findings obtained from the study.

20.2 Principles of Infrared Thermal Imaging Technique
and Camera Hardware

Each body whose temperature is above absolute temperature emits electromag-
netic radiations to the atmosphere. Electromagnetic radiations are proportional to
the intrinsic temperature of body. The electromagnetic waves constitute of gamma
rays, X-rays, ultraviolet rays, infrared, (visible) light, microwaves and radio waves
as depicted in Fig. 20.1.

The infrared spectral band is usually separated in four bands such as near infrared
(0.76–1.5 µm), middle infrared (MWIR, 1.5–5.6 µm), far or long infrared (LWIR,
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Fig. 20.1 Various spectral bands of electromagnetic waves

5.66–14 µm) and extreme infrared (14–1000 µm). In general, the infrared radiation
is not detectable by human eyes. However, with the help of an input optics (lens), the
electromagnetic radiations can be focused on radiation detector element. The detector
creates the electrical signal, which is proportional to incident radiation (Jadin and
Taib 2012; Venkataraman and Raj 2003). After this, the signal is amplified and
transformed into an output signal, which is proportional to the surface temperature
of object.

The intensity of the emitted energy varies with the surface temperature of the
object and radiation wavelength. Along with emitting radiation, an object also reacts
to the incident radiation from the surrounding, by absorbing (α′) and reflecting (ρ ′)
a portion of it and allowing some portion of the incident radiation to transmit (τ ′).
The sum of these three parameters should be unity at any wavelength, as given by
Eq. (20.1):

α
′ + ρ

′ + τ
′ = 1 (20.1)

where α′, ρ ′ and τ ′ describe the objects incident energy absorption, reflection and
transmission, respectively. An object is termed as a perfect black body, if 100% of
incident radiation is absorbed and no radiation is reflected and transmitted. In infrared
thermography, the concept of the black body is very essential since it prepares the
foundation for relating incident absorber and emitter of radiant energy. This fact
can be explained mathematically with the help of Kirchhoff’s law. According to
Kirchhoff’s law, the coefficient of spectral emissivity (ε) is equal to the coefficient
of spectral absorptivity (α′). Thus, Eq. (20.1) takes the form:

ε + ρ
′ + τ

′ = 1 (20.2)

In infrared thermograph, it is important to maximize the emissivity of the object
and also it is equally important that the object must not allow the transmission of
energy. Thus, taking τ ′ = 0 the Eq. (20.2) becomes:
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ε + ρ
′ = 1 (20.3)

Perfect black bodies are said to be perfect absorbers of radiation. Hence, Eq. (20.3)
becomes:

ε = 1 (20.4)

Thus, a perfect black body should be a perfect absorber and should have zero
transmissivity. In many of the applications where high accuracy in temperature mea-
surement is required the body is covered with a thin layer of thermal black paint
(Modak et al. 2015, 2017, 2018a, b; Agrawal and Sahu 2016; Sharma et al. 2018;
Agrawal 2015; Sharma and Sahu 2019).

The radiation that falls on the lens of infrared camera comes from various sources.
The radiation received from the target object which emits the radiation depending
upon its emissivity. In addition, the radiation from its surrounding which has been
reflected from the surface of the object. Both radiation components weakened when
they travel through the atmosphere. The atmosphere absorbs some part of the radi-
ation and it will also radiate some of itself. Hence the total emissive power (I total)
received by the camera from the object is given as:

Itotal = ε × τ × Iobj + (1 − ε) × τ ′′ × Wamb + (
1 − τ ′′) × Iatm (20.5)

where ε is emissivity of object and τ ′′ is transmission passes through the atmosphere.
The energy flux which is emitted by a black body through radiation is governed

by Planck’s law, expressed as:

I b = C1

λ5
(
eC2/λT − 1

) (20.6)

where Ib is infrared radiation of the black body, T is absolute temperature of black
body, λ is radiation wavelength, C1 is first universal constant and C2 is second
universal radiation constants. Since the emissivity of materials is lower than unity
Eq. (20.6) becomes:

I = ε
C1

λ5
(
eC2/λT − 1

) (20.7)

Here, I is infrared radiation of the body.Materials with low emissivity (metals and
glass) emit small amount of energy and reflect a large portion of radiation coming
from the atmosphere and incident on them.

The infrared camera consists of three major components i.e. lens, radiation detec-
tor, and electronic panel. Lens element focuses the infrared radiation emitted from
the object into a detector. The signal received by the radiation detector is ampli-
fied with the help of successive digital signal processing and this amplified signal
is transformed into an output signal that is proportional to the temperature of object
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(A655sc, FLIR system). Various parameters such as emissivity, ambient tempera-
ture, ambient humidity, absorptivity, and transmissivity have to be given as an input
parameter to the software in order to correctly process the signal received from the
thermal camera.

20.2.1 Calibration of Thermal Camera

It may be noted that the thermal imager needs the emissivity value of the object sur-
face tomeasure the temperature of the surface. Here, calibration process is performed
before using thermal imager. A cubical tank made of stainless-steel (AISI-304) is
painted by heat resistant paint (flat black) to obtain uniformity in emissivity values
on the test surface. Water is filled in the cubical tank and heated by utilizing a 500W
immersion heater. The water is continuously stirred to achieve uniform temperature
inside the tank. Five sides of the tank are insulated, and two K-type calibrated ther-
mocouples are mounted on the surface that is exposed to the atmosphere. Also, the
temperature of the water inside the tank is measured by using aK-type thermocouple.
By employing an immersion heater, the water inside the cubical tank is heated and
power supply from the auto transformer is cut off after the fluid temperature reaches
to 70 °C. With the progression of time, the water temperature is found to decrease
0.2 °C within 2.5 min. Here, the infrared camera and thermocouple readings are
noted to record the temperature of the cubical tank. The emissivity value is fitted in
research IR software of infrared camera to achieve the same temperature recorded by
thermocouple. This procedure is repeated many times for different values of surface
temperature of tank. The deviations in thermal response of the tank by employing
IR camera and thermocouple are found to be 0.5 °C, 1.2 °C, 1.5 °C and 1.7 °C for
ε = 0.95, 0.96, 0.97 and 0.98, respectively (Fig. 20.2). Here, ε = 0.95 is considered
for estimating the surface temperature and ±1.5 °C is the uncertainty in temperature
measurement (Modak et al. 2015, 2018a, b; Agrawal and Sahu 2016; Sharma et al.
2018).

20.3 Various Applications of Infrared Thermal Imaging
Technique for Temperature Measurement

Thermal Imaging techniques are widely used in various industrial applications such
as medical diagnosis, building investigation, stress and fatigue testing, detection of
internal defects in composite materials, studying temperature distribution in turbine
blades.
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Fig. 20.2 IR camera calibration (Reprinted from Modak et al. (2017), with permission from Else-
vier.)

20.3.1 Medical Applications

The use of infrared thermography to detect body temperature has been gradually
increased in the last few decades. Since the method is non-invasive and non-contact,
it provides accurate results as compared to alternative methods, which need physical
contact between the body and the sensor. Most of the conventional methods employ
probes that could affect the temperature variation of the surface through conduction.
Thus, the uncertainty associated with the measurement of body temperature with the
infrared thermography is less compared to conventional methods.

In one of the earliest works, Barnes (1963) reported that thermograms can provide
information about physical irregularities and therefore, very useful for diagnosis of
physical diseases. Sherman et al. (1996) utilized infrared thermography for assess-
ment of skin temperature irregularities between paired limbs. Sherman et al. (1996)
reported that infrared thermography is the easiest method for measuring body tem-
perature. Fauci et al. (2001) provided a review of various temperature detectors
systems and their application in the medical sector. A host of studies have reported
that infrared thermography is a very effective method in the diagnosis of breast can-
cer, diabetic neuropathy, muscular pain, shoulder impingement syndrome study, dry
eye syndrome diagnosis, vascular disorders, diagnosis of parasitic liver diseases, and
detection of metastatic liver disease (Jiang et al. 2005; Ring et al. 2009; Jung et al.
2003; Ammer and Ring 1995; Armstrong et al. 1997; Bharara et al. 2006, 2012; Ben-
bow et al. 1994; Fushimi et al. 1985; Lavery et al. 2007; Ring 2010; Bagavathiappan
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et al. 2009; Hosaki et al. 2002; Thompson et al. 1978; Deng and Liu 2005; Amalu
et al. 2006; Kosus et al. 2010; Aweda et al. 2010; Wishart et al. 2010; Ng and Kee
2008; Park et al. 2007; Zelichowska et al. 2005; Milonov et al. 1980; Mansfield et al.
1970; Ring andAmmer 2000). Also, diseases related to kidney transplantation, gyne-
cology, skin, heart, and brain can be detected with the help of infrared thermography
technique.

20.3.2 Inbuilt Environment/Building Investigation

In recent years, the use of infrared thermography has been increased in estimating
the temperature distribution in buildings due to their easier applicability compared
to conventional techniques. It provides a non-contact method for temperature mea-
surement in building constructions from the inside and outside. It can be used for
detecting various heat sources in a building. It can detect the location of heating tubes
inside the wall and locate the growth of moisture in a certain area (Wild et al. 1998).

The methods used in the investigation of buildings structures are classified as
destructive, semi-destructive, and non-destructive methods. Non-destructive meth-
ods are non-invasive techniques, which used to determine the reliability of a build-
ing structure and to measure important characteristics of an object utilized in con-
struction. Non-destructive techniques facilitate inspection without creating stress
or irretrievable damage to the test object. Infrared thermography is utilized in the
non-destructive method of inspection.

In addition, infrared thermography due to the advantage of non-invasiveness is
used extensively to investigate and diagnose various cultural heritages structures.
Meola andCarlomagno (2004) described the use of infrared thermography in cultural
heritage conservation. Infrared thermography is able to find the source of degrada-
tion. Also, it is effectively employed in detecting cracks, identifying the presence
of cavities, structural irregularities and identifying air leakage inside the building
structures.

Further, infrared thermography is employed to evaluate heating ventilation and air-
conditioning (HVAC) systemperformance and to showmoisturemaps and to perform
strengthening operations of HVAC system (Wild et al. 1998). Bagavathiappan et al.
(2013) reported the advances made by infrared thermography for monitoring the
various civil structures and metallurgical processes. Benmoussat et al. (2013) given
amodel to detect surface defects, cracks and notches inside the surface in themetallic
parts of the industrial machines by using infrared thermography.
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20.3.3 Electrical Inspection

The recent advances in technology have led to the development of thinner, lighter,
faster, and efficient electronics components. The overheating of electronic compo-
nents is a major concern as they reduce their reliability. Huda and Taib (2013) pro-
posed a thermal defect identification system to predict the thermal related failures.
Huda and Taib (2013) reported various reasons for the rise in internal heat of elec-
tronic equipment, such as cracks in insulation, contact problems, unbalance loading,
terminal blocks or defective relays. The main challenge of electrical equipment and
circuits is efficient thermal management without sacrificing the performance.

Infrared thermography provides a nonintrusive, non-contact mapping of the tem-
perature of electronic components. This allows for quick detection and recognition of
hot spots and overheating in electronic components. Infrared thermography provides
information on heat patterns of electronic components that helps on early detection
of failure of components (Jadin and Taib 2012; Ge et al. 2011; Anderson and Castro
1976).

20.3.4 Automotive Industry

Infrared thermography is employed in the automotive industry to monitor the vary-
ing heat patterns generated during production processes, such as thermoforming,
molding, and welding. The infrared camera detects these heat patterns and presents
them as visual images. Runnemalm et al. (2014) utilized infrared thermography in
the automatic inspection of spot welds. Runnemalm et al. (2014) observed that the
monitoring system with infrared thermography is able to detect spot welds, measure
the nugget diameter, and separate a spot weld from a stick weld. Further, the rate
of inspection using the following system is higher compared to conventional moni-
toring systems. Annibale et al. (2015) utilized infrared thermography technique for
maintenance of components for automotive alternators during production. Annibale
et al. (2015) reported that the use of infrared thermography has allowed planning a
better model for maintenance of tools during mass production. In addition, infrared
thermography has been employed by engineers to design and test the air-bag systems,
validate the efficiencies of heating or cooling systems, evaluate thermal influences
on tire wear and the heat dissipation by the disk brakes (A655sc, FLIR system).

20.3.5 Defense and Aerospace Industry

Infrared thermography is employed in defense applications because of its ability to
perform in both day and night in all weather conditions. It is commonly used in
border monitoring and observing the activity of the enemies. It is also utilized to
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avoid the collision of ships and guidance systems of missiles. In military aviation, it
is employed to identify the risks of flying in low light and night conditions. Further,
it is used to identify, locate, and target enemy forces. Infrared thermography allows
researchers to illustrate objects in the thermal spectrum for target identification and
countermeasure deployment.

20.3.6 Application of Infrared Thermography in Thermal
Systems

IR thermography can be effectively employed in studying the temperature map of
various thermal systems in both steady and transient state applications. Infrared
thermography is employed in various thermal systems such as cooling of turbine
blades, flow boiling, pool boiling, heat exchangers and heat transfer of hot surface
by impinging jets. Some of the important studies are presented below:

Local Heat Transfer in a Plate Finned Heat Exchangers. Plate finned tube heat
exchangers are used very extensively in many industries. It is utilized to study the
fluid flow between the fins. Various design parameters such as the arrangement of
fins, inline and staggered tube arrangements, the spacing between fins, the diameter
of the tube, tube spacing and shape of the tube are found to affect the heat transfer
rate. Bougeard (2007) employed infrared thermography technique to evaluate local
convection heat transfer coefficient in a plate fin two tube rows assembly. Figure 20.3
depicts convection heat transfer coefficient distribution in plate fin and two-tube
rows assembly (Bougeard 2007). Tourreuil (2002) utilized infrared thermography for
determining heat transfer coefficient on heat exchanger geometry. Ay et al. (2002)
employed infrared thermography technique to evaluate the local convection heat
transfer coefficient on the fins of heat exchanger. Ay et al. (2002) applied steady state
method to precisely measure the surface temperature.

Heat Transfer and Fluid Flow Visualization. Due to the advantage of mapping the
two-dimensional fluid flow field of any convective systems, infrared thermography
technique is useful in investigating the behavior of surface flow field in complex
flow systems. In addition, due to the larger number of viable data point locations,
the accuracy of convective heat flux measurement in thermal systems exhibits higher
spatial temperature variations in both steady and transient state systems (Balageas
et al. 1991; Carlomagno 1997; de Luca et al. 1992). Cardone (1998) utilized infrared
thermography to measure temperature and convection heat transfer coefficients in
two types of fluid flow configurations (internal and external). De Luca et al. (1992)
employed infrared thermography for flow visualizations and heat transfer measure-
ments in a blow-down a hypersonic wind tunnel. Astarita and Cardone (2000) mea-
sured surface temperature by employing infrared thermography technique to evaluate
convection heat transfer coefficient on two flow fields, such as a circular cylinder
with and without rib turbulators at an angle of attack and a 180° turn channel.
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Fig. 20.3 Convection heat transfer coefficient distribution in plate fin and two tube rows assembly
(Reprinted from Bougeard (2007), with permission from Elsevier.)

Flow in Microchannels. Microchannels are employed as a thermal management
system in various microelectronics and other applications, such as micro-reactors,
micro-fuel cell systems (Khan et al. 2013), and advanced heat sinks (Tuckerman and
Pease 1981). However, due to the small size of the system, it is very difficult to cor-
rectly estimate the efficiency. Infrared thermography can overcome the limitations
of traditional temperature measurement methods. Hetsroni et al. (2011) employed
infrared thermography to monitor the uniformity of the thermal field over the sur-
face of micro-heat sinks. Xu et al. (2005) used infrared thermography technique in
boiling heat transfer experiments to calculate the chip surface temperature. Patil and
Narayanan (2005) applied heated-thin-foil thermography technique in an external
convective microscale flow. These studies indicate that infrared thermography tech-
nique has the ability to obtain detailed temporal and spatial local surface temperature
measurements in complex microchannels.

Heat Transfer on Rotating Surfaces. In various industries several rotating compo-
nents are involved for their operation. Monitoring and testing of such components
using conventional temperature measuring technique are difficult. Infrared thermog-
raphy as a non-contact method can be employed in the measurement of the temper-
ature of such rotating components. Mori et al. (2008) studied heat transfer charac-
teristics of rotating blades and used IR thermography to measure the temperature of
moving or rotating surfaces. Experimental and numerical results are compared for
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the observed blade side in terms of surface temperature distribution. Astarita and
Cardone (2008) performed experiments with jet impingement for measurement of
convective heat transfer by infrared thermography on a hot rotating disk.

Impinging Jets. Cooling of the hot surfaces with jet impingement finds applications
in different scientific and industrial applications such as metallurgical processing,
electronic components cooling, gas turbine blades, cooling of fuel pins in reactors
during the postulated loss of coolant accident (Stevens andWebb 1991). Water, mist,
aqueous surfactant solutions and nanofluids can be used as the coolant in the jet
impingement based on the application.

Various researchers used thermal imaging technique for the measurement of
the surface temperature and evaluated the convective heat transfer coefficient for
axisymmetric impinging jets (Carlomagno and de Luca 1991; Meola et al. 1994;
Meola and Carlomagno 2004). The heated thin foil has been used as the heat flux
sensor to perform the tests. Katti and Prabhu (2008a) carried out an experimental
investigation to study the thermal behavior of hot surfaces by employing orthogonal
impinging air jets involving rib-rougheners. Katti and Prabhu (2008a) used a ther-
mal infrared camera to measure local temperature distribution on the impingement
surface. Figure 20.4a–b depict the variation of local Nusselt number for flat surface
involving single detached rib and smooth surface, respectively during jet impinge-
ment. The surface with detached rib exhibits a higher heat transfer rate compared to
the smooth surface.

Znamenskaya and Koroteeva (2013) carried out an experimental investigation to
analyze a turbulent boundary layer in submerged jet flows by using infrared ther-
mography. According to numerous studies performed in the last few years, the IR
thermography can be advantageous for analyzing complex thermal flows, due to its
high sensitivity and low response time (Carlomagno andCardone 2010; Vavilov et al.
2013). The recent improvements in terms of temporal and spatial resolutions of the
infrared cameras, made them possible to record the thermal images of the surface
at higher frame rates. This allows capturing fast changes in the thermal behavior
of flows (Znamenskaya and Koroteeva 2013; Nakamura 2011). The IR thermogra-
phy has been intensively used for better understanding of the structure of jet flows
(Carlomagno and Ianiro 2014).

20.4 Research on Temperature Measurement
and Estimation of Various Parameters

This section focuses on the research carried out by the authors at IIT Indore. The
heat flux distribution and location of maximum heat transfer coefficient are of great
importance in industrial application, since the heat flux corresponds to the maximum
temperature gradient in the hot solid. In order to estimate the heat flux distribution,
one needs to accurately measure the surface temperature. The authors have utilized
infrared thermography technique to measure the surface temperature of test surface
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Fig. 20.4 Local heat transfer coefficient distribution at Re = 20,000. a Flat surface with single
detached rib b flat smooth surface (Reprinted from Katti and Prabhu (2008a), with permission from
Elsevier.)

during impinging jet cooling under transient and steady state. Subsequently, the
temperature data from the thermal images are utilized to evaluate various heat transfer
and rewetting parameters, such as heat flux, convective heat transfer coefficient,
Nusselt number, and rewetting velocity. The details are elaborated below.

20.4.1 Transient Cooling of Hot Surface

The authors conducted tests (Modak et al. 2015, 2018a, b; Agrawal and Sahu 2016;
Sharma et al. 2018) to evaluate the heat transfer behavior of hot surface by water
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Fig. 20.5 Schematic diagram of the test facility (Reprinted from Agrawal and Sahu (2016), with
permission from Taylor & Francis Ltd.)

jet impingement. The temperature data, recorded by using an infrared camera, is
utilized to estimate various parameters such as surface heat flux, Nusselt Number,
rewetting velocity, rewetting time and cooling efficiency. Tests are conducted for a
varied range of Reynolds number, nozzle to plate distance and different coolants.

Figure 20.5 shows the schematic of the experimental facility. The experimen-
tal facility involves a test foil (SS-304, 0.15 mm thick), scheme for water supply,
module for power supply and module for recording temperature of hot surface.
Here stretching screws are used to stretch the foil to avoid the possible thermal
expansion/contraction of the test specimen during jet impingement. The two-way
adjustable table with the aluminum frame is utilized to maintain the required nozzle
to plate distance (Modak et al. 2015, 2018a, b; Sharma et al. 2018).

Here, the IR thermal imaging (Make: FLIR®, Model: A655sc) is employed to
measure surface temperature during tests. The spectral bend and temperature range
of IR camera range between 7.5–14.0µmand−40 °C to 2000 °C, respectively. Here,
the scanning rate is fixed at 100 frames per second. The jet nozzle and camera are
located on either side of the test foil. The thickness of the test foil is 0.15 mm and
the maximum Biot number (0.0059 � 0.1) in the thickness direction is considered
to be negligible. In such a case, it is assumed that the lumped model holds good and
the temperature gradient in the thickness direction is negligible. During steady-state
condition, the temperature drop across the thickness direction of the test foil is found
to be 0.25 °C. Therefore, the temperature of both the sides of foil is considered to be
the same during heating and cooling. The temperature measured by the IR camera
is used for further processing.

Experimental Procedure and Data Reduction. Here, an AC auto-transformer (AC,
24 V, 400 A) is used to heat the stainless-steel (AISI-304, 0.15 mm thick) test foil.
After attaining the required temperature, the power supply is cut off and jet is allowed



478 A. K. Sharma et al.

Table 20.1 Infrared camera
parameters

Parameter Magnitude

Image object parameters

Emissivity, ε 0.95

Reflected ambient temperature 32 °C

Atmospheric parameter

Atmospheric temperature 28 °C ± 2 °C

Relative humidity 0.55

Distance from IR camera to test specimen 1.0 m

Transmission 0.99

IR camera parameter

Temperature range 150–650 °C

Resolution 640 × 480 pixels

Scanning rate 100 fps

Distance between each pixel 0.866 mm

Focal length 24.6 mm

to impinge on the test surface and IR thermal camera is used to record the temperature
data.

Experiments are performed for a wide range of Reynolds number (5000–12,000)
and various fluids such as aqueous surfactant solution of 2 Ethyl Hexanol (2-EH),
CuO-water nanofluids with different concentration (f = 0.15%, 0.60%) and nozzle
to plate distance (l/d = 6, 12) (Sharma et al. 2018). The thermal camera is located at a
distance of 1 m from the test specimen. The FLIR Research IR V3.3 software is used
to process the thermal images. The corrections due to numerous parameters such as
atmospheric temperature, atmospheric humidity, absorptivity and transmissivity of
the medium used in this study are listed in Table 20.1.

The electric power to heat the test foil is controlled by the autotransformer to
obtain the required surface temperature. After achieving the steady state condition,
the peristaltic pump is turned on, and the coolant is directed to flow through the bypass
line. The coolant flow rate is adjusted to the required value by varying rotational speed
of the peristaltic pump. After adjusting the flow rate, to initiate impingement, the
power supply is turned off, and the coolant flow is diverted from the bypass line to
the impinging nozzle. The surface heat flux (q) is estimated as (Modak et al. 2018):

q = −ρC

(
V

A

)
dT

dt
(20.8)

where V is volume, A is projected area of the test foil. While, ρ and C denote the
density and specific heat of the test foil, respectively. The temperature transients
recorded by the infrared camera, are used to evaluate the variation of surface heat
flux for various experimental parameters. The maximum radiation loss of the foil is
found to be 2% of the surface heat flux at the stagnation region and therefore, it is
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not counted in the heat transfer calculation. The convection heat transfer coefficient
(h) can be estimated as (Modak et al. 2018):

h = qt
Ts − T f

(20.9)

The surface temperature and coolant temperature are defined byTs andTf , respec-
tively.

The Nusselt number can be calculated as:

Nu = hd

k f
(20.10)

whereh,d and k f are convective heat transfer coefficient, nozzle diameter and thermal
conductivity of coolant, respectively.

The Reynolds number can be estimated as:

Re = ρUd

μ
(20.11)

Here, U, μ and d are used to define jet velocity, viscosity and nozzle diameter,
respectively.

The velocity of the wet front (u) is calculated as (Sharma et al. 2018):

u = �x

�t
(20.12)

Here, �x and �t denote the distance between two pixels and the time taken by
the wet front to propagate between two-pixel points on the target surface. Rewetting
velocity can be represented in the dimensionless form (Pe) (Agrawal and Sahu 2016):

Pe = ρCuδ

K
(20.13)

Here, δ and k denote the thickness and thermal conductivity of the test material,
respectively. Peclet number (Pe) signifies the propagation of wet front velocity on
the hot surface.

Results and Discussion. Figure 20.6 shows the thermal images recorded by IR cam-
era, 0.20 s after the jet impingement using various fluids as coolant such as water,
aqueous surfactant solution, and Al2O3-water (0.60%) nanofluids on the test speci-
men. On the right-hand side, a color band gives the surface temperature distribution
over the entire surface. The authors reported the spreading behavior of different
coolants during impingement. After the jet impinges on the hot surface, a dark cir-
cular region is observed at the stagnation region. From the color band, it is observed
that the surface temperature in this circular region is significantly lower compared to
the other region of test foil. For a given Reynolds number, the area of the dark circular
zone is larger for aqueous surfactant solution compared to Al2O3-water nanofluids
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Fig. 20.6 Thermal image of test specimen during impingement with various fluids (t = 0.2 s Ti =
500 °C) (Reprinted from Modak et al. (2018a), with permission from Taylor & Francis Ltd.)

and pure water. This shows that jet of aqueous surfactant solution spreads faster on
the hot surface compared to other fluids. Faster spreading results to better evaporation
and enhanced heat transfer rate.

Figure 20.7 shows the transient surface temperature curves of various fluids such
as water, 2-Ethyl Hexanol-water and Al2O3-water. The power supply to the test foil
is stopped (point a in Fig. 20.7) and coolant is allowed to impinge on the test foil
denoted by point. The temperature drops (a–b) during power supply cut off, and
the initiation of coolant jet is shown in Fig. 20.7. When the jet impinges on the

Fig. 20.7 Transient surface
temperature for various
additives concentrations for
z/d = 4 at Re = 5000 (Ti =
500 °C) (Reprinted from
Modak et al. (2018a), with
permission from Taylor &
Francis Ltd.)
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hot surface, the surface temperature at the stagnation point drops rapidly (b–c) and
followed by a constant temperature (c–d). It is found that rapid cooling of the test
surface is achieved by using 2-Ethyl Hexanol and Al2O3-water nanofluids (f =
0.60%). The time taken to cool the hot foil (from 500 to 100 °C) are found to be
1.75 s, 0.90 s and 0.55 s for pure water, aqueous surfactant solution (150 ppm) and
Al2O3-water nanofluids (f = 0.60%), respectively.

Figure 20.8 depicts the heat transfer distribution for various fluids, in particular,
water, Al2O3-water nanofluids and aqueous surfactant solution along with the down-
stream direction away from the stagnation point for a given nozzle to plate distance
(l/d = 4) and Reynolds number (Re = 9500). The value of the heat transfer coef-
ficient is highest at the stagnation point for all the coolants. It has been found that
when hot foil comes in contact with the liquid in the downstream direction, away
from stagnation point, the liquid sub-cooling is decreased, and enthalpy is increased.
If the enthalpy of the coolant is increased, it has a lesser heat extract capacity from
the hot foil. For Al2O3-water nanofluids, the decrease in the heat transfer coefficient
at various radial locations (r = 0 mm to r = 11.25 mm) is found to be 46% and 40%
for f = 0.15% and f = 0.60% nanofluids concentrations, respectively. Also, for the
150-ppm concentration of 2-Ethyl Hexanol (2-EH), the heat transfer rate decreases
to 50% from r = 0 mm to r = 11.25 mm.

Figure 20.9 shows the variation of surface heat flux and surface temperature at
stagnation point during the transient cooling of the hot vertical surface with water.
During the transient cooling (from 500 to 100 °C), four heat transfer boiling regions
can be observed, in particular, film boiling, transition boiling, nucleate boiling, and
single-phase forced convection.

The variation of Nusselt number at the stagnation point (r = 0) for water and for
various concentrations of CuO-water nanofluids (f = 0.15, 0.60%) for the different
nozzle to plate distance (l/d = 6, 12) and various Reynolds numbers is depicted
in Fig. 20.10a–b. For l/d = 6 and Re = 5000 the increase in Nusselt number of

Fig. 20.8 Variation of heat
transfer coefficient with a
radial location for various
fluids (T = 500 °C)
(Reprinted from Modak et al.
(2018a), with permission
from Taylor & Francis Ltd.)

0 2 4 6 8 10 12
4000

8000

12000

16000

h,
 (W

/m
2 k)

r, mm

pure water
φ=0.15% Αl2O3

φ=0.60% Αl2O3

150 ppm
100 ppm
200 ppm 
400 ppm

Re=9500



482 A. K. Sharma et al.

Fig. 20.9 Distribution of heat flux and variousmodes of boiling during transient cooling (Reprinted
from Agrawal and Sahu (2016), with permission from Taylor & Francis Ltd.)

nanofluids f = 0.15% and f = 0.60% were found to be 14% and 62%, respectively,
compared to pure water. The enhancements in Nusselt number for 1/d = 12 were
found to be 13.6% and 90% for f = 0.15% and f = 0.60% respectively, compared
to pure water.

Modak et al. (2015) have proposed a correlation from the test results obtained
during the transient cooling of vertical stainless-steel foil (Fig. 20.11). The proposed
correlation is valid for the range of 5000 < Re < 12,000, 5.29 < Pr < 5.54, 6 < l/d <
12. This is given below:

Nu = 10.56 × 103(Re)0.453(Pr)−6.24

(
l

d

)0.16

(20.14)

The correlation for Nusselt number at the stagnation point (Eq. (20.14) can predict
within an error band of±30% for 92.5% of the test data, while 62.5% of the test data
falls in the range of ±20% error band as shown in Fig. 20.11.

Experiments have been carried out by Sharma et al. (Sharma et al. 2018) to analyze
the thermal behavior of 0.15 mm thick hot horizontal stainless-steel foil (SS-304) by
circular water jet impingement from the bottom side. The thermal imaging camera
(A655sc, FLIR system) has been used to record the transient temperature of the hot
foil. Experiments are performed for various Reynolds numbers (Re= 2500–10,000),
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Fig. 20.10 Variation of
Nusselt number with
Reynolds numbers for
a l/d = 6, b l/d = 12
(Reprinted from Modak et al.
(2018b), with permission
from ASME.)
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nozzle to plate distance (z/d = 4–10) and initial surface temperature of 500 ± 10 °C.
Figure 20.12 shows the thermal images of the hot surface, recorded by IR camera
for Re = 2500 during the transient cooling. A color bar on the right side shows the
temperature distribution over the entire surface. When the jet impinges on the hot
surface, a dark zone in circular shape is developed in the stagnation region. With the
progress of time, the area of the dark zone increases.

Sharma et al. (2018) estimated the maximum surface heat flux at different radial
locations from the temperature transients and a correlation is proposed for qmax,r as a
function of various parameters such as Reynolds number (Re), radial distance (r/d),
and nozzle to plate distance (z/d) and expressed in Eq. (20.15).

qmax,r = 0.3284Re0.2963
( r
d

)−0.2754( z

d

)0.086
(20.15)
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Fig. 20.11 Comparison of predicted Nusselt number with experimental Nusselt number (Reprinted
from Modak et al. (2015), with permission from Elsevier.)

Fig. 20.12 Infrared images during transient cooling of the hot surface (Re = 2500, z/d = 4)
(Reprinted from Sharma et al. (2018), with permission from Elsevier.)

The proposed correlation for qmax,r is valid for the range of 2500 ≤ Re ≤ 10000,
4 ≤ z/d ≤ 10 and 1.75 ≤ r/d ≤ 8.75 and can predict 95% of the test data within an
error band of ±10% as shown in Fig. 20.13 (Sharma et al. 2018).

In addition to this, Sharma and Sahu (2019) carried out experiments to analyze
the effect of mist loading fraction on heat transfer and rewetting behavior of hot sur-
face during mist jet impingement cooling. Full cone pneumatic internal mixing mist
nozzle (Lechler 136.134.xx.A2) with a spray angle of 20° is employed to form a mist
jet with various mist loading fractions (0.48–1.18). The initial surface temperature
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Fig. 20.13 Comparison of
experimental maximum
surface heat flux with the
proposed correlation for
maximum surface heat flux
valid for 2500 ≤ Re ≤
10000, 4 ≤ z/d ≤ 10 and
1.75 ≤ r/d ≤ 8.75
(Reprinted from Sharma
et al. (2018), with permission
from Elsevier.)
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of the test foil is maintained at 500 ± 100 °C with the help of an AC transformer. An
infrared thermal imaging camera is used to record the transient temperature of the
hot surface.

Figure 20.14 (Sharma and Sahu 2019) shows the variation of maximum surface
heat flux (qm) with mist loading fraction at various radial locations. It has been found
that the value of maximum surface heat flux is increased with the increase in mist
loading fraction (0.48 ≤ f ≤ 1.18) and attained the maximum value (10.21 MW/m2)
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at f = 1.18 which is 14.54% higher as compared to the result (8.91 MW/m2) at f =
0.48. The value of surface heat flux is maximum at the stagnation point and gradually
decreases in the downstream direction away from the stagnation point, irrespective
of mist loading fraction. With the increase in air pressure, while keeping the water
pressor constant, mist loading fraction decreases, which reduces the heat transfer
rate.

The variation of Peclet number (Pe) for various mist loading fractions (0.48≤ f ≤
1.18) is shown in Fig. 20.15a. With the decrease in mist loading fraction, the value of
the Peclet number is found to increase. The value of the Peclet number is maximum
at f = 0.48 (Sharma and Sahu 2019). The Peclet number is found to decrease in the
radial direction away from the stagnation point. A correlation based on the test data
is proposed by Sharma and Sahu (2019) for Peclet number as a function of different
parameters such as mist loading fraction and radial distance and expressed here.

Pe = ρcpuδ

k
= 4.616666

( r
d

)−0.3732
( f )−0.8835 (20.16)

The proposed correlation for Peclet number is valid for 0.48 ≤ f ≤ 1.18 and 2.5
≤ r/d ≤ 17.5. The proposed correlation can predict 100% of test data within an error
band of ± 20% and is shown in Fig. 20.15b (Sharma and Sahu 2019).

20.4.2 Measurement of Steady-State Temperature

Figure 20.16 depicts the test facility to analyze the heat transfer behavior of test foil
during steady-state conditions with air as a fluid. The experimental facility involves
a test foil (AISI-304, 0.15 mm thick), scheme for power supply, module for coolant
flow and temperature measurement scheme (Modak et al. 2017).

An air compressor of 12 bar rated capacity (Make: Ingersoll Rand) is used to
supply air. The air flow rate is measured by a digital compressed air counter (Make:
Testo Inc., Model: 6441). An FRL (Filter Regulator and Lubricator) unit is located
upstream of the compressed air counter to filter the air and the required downstream
pressure is maintained. A rectangular edged copper nozzle plate with the dimensions
of 2 × 3 mm2 and 2 mm thickness is attached at the end of an aluminum pipe (80 cm
long), which performs as a fluid issuing nozzle (Fig. 20.17).

The length-diameter ratio (l/d) of the nozzle is maintained 70, which ensures that
the fully developed turbulent flow is supplied through the nozzle. At the downstream
of the compressed air counter, a pressure transducer (Make: Omricon) is attached to
measure the airflow pressure. To allow the fluid flow, an AC powered solenoid valve
is installed in the downstream direction of the compressed air counter. The infrared
thermal imaging camera, positioned on the opposite side of the test specimen to the
impinging nozzle, is employed to measure the local temperature distribution on the
test specimen.
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Fig. 20.15 a Radial distribution of Peclet number (Pe), b Peclet number correlation curve
(Reprinted from Sharma and Sahu (2019), with permission from Elsevier.)

Experimental procedure and data reduction. Thermal images are recorded by
an IR camera placed at a distance of 1 m from the test surface. The air flow rate
is controlled by a ball valve fitted upstream of the compressed air counter. An auto
transformer (AC, 24V, 400A) is used to supply the electric power to the test specimen.
Various experimental parameters used in the IR camera are given in Table 20.1.

Results and Discussion. Modak et al. (2017) carried out tests at the atmospheric
conditions and the air is used as the working fluid. The Reynolds number is varied
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1) Testo compressed air counter 
(Model: 6441)

7) Air line

2)  Venturimeter 8) Auto transformer
3) FRL (Filter Regulator Lubricator) 9)  Computer
4) Solenoid Valve 10) IR Camera
5) Valve 11) Nozzle
6) Air compressor 12)Test surface assembly

Fig. 20.16 Schematic view of the experimental setup (Reprinted from Modak et al. (2017), with
permission from Elsevier.)

Fig. 20.17 Schematic diagram of nozzle plate assembly (Reprinted fromModak et al. (2017), with
permission from Elsevier.)
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Fig. 20.18 Comparison of
experimental Nusselt
number with the correlation
of Lytle and Webb (1994)
and Katti and Prabhu (2008)
(Reprinted from Modak et al.
(2017), with permission
from Elsevier.)
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7000–17,000 and nozzle to plate distance is varied between 1 and 10. An effort have
been made to validate the test facility and test data is compared with the correlation
proposed by Lytle and Webb (1994) and Katti and Prabhu (2008b) and is shown
in Fig. 20.18. A good agreement (within 15%) is found between the experimental
values and the correlation (Lytle and Webb 1994; Katti and Prabhu 2008b).

Figure 20.19 shows the contour maps for the axial distribution of the local Nus-
selt number due to jet impingement on the test surface for Reynolds number Re =
7000 and H/B = 1, 4, 7 and 10. The local Nusselt number distribution profiles are
evaluated by taking the average values of various circumferential Nusselt number at
a given radial location away from the stagnation point. The contour maps are found
to closely agree with the shape of the nozzle at H/B = 1. The contour tends to attain
an axisymmetric shape at a higher value of nozzle to plate distance (H/B = 4, 7 and
10). Zhao et al. (2007) carried out an experimental investigation and reported that the
velocity and the pressure contours retain the shape of the orifice from which the flow
emerges. While the contours tend to attain an axisymmetric shape in the downstream
direction away from the stagnation point. Similar observations have been made by
Gulati et al. (2009) in their experimental analysis.

A correlation for Nu is proposed based on the test data and is expressed in
Eq. (20.17) (7000 < Re < 17000, 1 < L/B < 10 and 1 < x/B < 10):

Nu = 0.8(Re)0.5(Pr)0.5(1.02 − 0.024(L/B))0.5(x/B)−0.33 (20.17)

Here Eq. (20.17) predicts 98% of the data within the error band of 30, and 95%
of the experimental data within the error band of 20% (Fig. 20.20).



490 A. K. Sharma et al.

H/B=1    H/B=4

H/B=7 H/B=10

Fig. 20.19 Contours for local Nusselt number distribution at Re = 7000 for H/B = 1, 4, 7 and 10
(Reprinted from Modak et al. (2017), with permission from Elsevier.)
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Fig. 20.20 Comparison of predicted Nusselt number with experimental local Nusselt number
(Reprinted from Modak et al. (2017), with permission from Elsevier.)

20.5 Conclusion

This chapter reports the working principle of infrared thermal imaging technique
and its use in various scientific and industrial applications. Also, the research carried
out by the authors by employing thermal imaging technique to evaluate various
parameters is summarized. The key findings of the study are listed below.

• The infrared thermal imaging technique possesses various advantages such as non-
contact, non-intrusive and wider spatial resolution for temperature measurement.
It can be effective for the measurement of temperature in various fields such as
medical, electronics, non-destructive material testing, and environmental applica-
tions.

• With aqueous surfactant solution as coolant, the heat transfer rate increases due to
the decrease in the surface tension. This promotes evaporation and increases heat
transfer.

• It is observed that the time taken to cool the hot surface at the stagnation point
from 500 °C to 100 °C is 1.75 s, 0.90 s and 0.55 s for pure water, an aqueous
surfactant solution (150 ppm) and Al2O3-water (f = 0.60%), respectively.

• Both the fluids such as aqueous surfactant solution (150 ppm) and Al2O3-water
nanofluids (f = 0.15%, 0.60%) exhibit better heat transfer rate compared to pure
water results. With the increases in concentration from 100 to 150 ppm, the aque-
ous surfactant solution exhibits a better heat transfer rate. In addition to this,
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while further increasing the concentration (beyond 150 ppm), the heat transfer
rate decreases.

• Nusselt number is found to increase with the increase in the Reynolds number and
particle volume concentration of CuO-water nanofluids. However, the change in
the nozzle to plate distance has a negligible effect on heat transfer. The increase
in the Nusselt number of CuO-water nanofluids for f = 0.15% and f = 0.60%
were found to be 14% and 62%, respectively, compared to pure water results for
l/d = 6 and Re = 5000. While for 1/d = 12, the increase in the Nusselt number
of CuO-water nanofluids was found to be 13.6% and 90% for f = 0.15% and f
= 0.60% compared to pure water.

• In case of steady-state experiments with air as the working fluid, the contour maps
for the axial distribution of Nusselt number closely matches with the shape of the
nozzle at L/B = 1. While, at a higher value of nozzle to plate (L/B = 4, 7 and 10)
the contour tends to attain an axisymmetric shape.

• Here, Nu attains maximum value at the stagnation point. While the value of Nu
reduces monotonically in the axial direction away from stagnation point.

• Based on the test data, correlations have been proposed to predict the Peclet number
and local Nusselt number as a function of various parameters.
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Chapter 21
Catalytic Chemical Vapor Deposition
Grown Carbon Nanofiber
for Bio-electro-chemical and Energy
Applications

Shivangi Mishra, Prateek Khare and Shiv Singh

Abstract Carbon nanofibers (CNFs) are a very promising material of carbon family
and gained a severe concern by researchers since the last decades. There are numer-
ous existed technologies for the synthesis of CNF or CNF/composites, but the focus
of this book chapter is limited to catalytic chemical vapor deposition (CVD) grown
CNFs and their different applications. Owing to the high specific surface area, signif-
icant porosity with uniform pores, high electrical conductivity, corrosion resistance,
electrochemical stability, biocompatible, less cytotoxic andmechanically stable, they
are employed in several biochemical and electrochemical applications such as bioen-
ergy generation, electrode materials for batteries, fuel cell, and supercapacitors and
as sensors. They are being used keenly in different catalytic reactions for refining the
atmosphere from different types of pollutants such as VOPs, POPs, etc. This paper
summarizes the role/effect of various parameters which are actively or passively
liable for the growth of CVD grown CNF such as metal catalysts, carbon sources,
temperatures, and carbon source decomposition timing.
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21.1 Introduction

From the last two decades, carbon nanofibers (CNFs) are extensively used in several
research organizations and industries because of their remarkable multifunctional
properties (Al-Saleh and Sundararaj 2009; Zhang et al. 2016; Romero et al. 2007).
Identical to carbon nanotubes (CNTs), CNFs are also nano-scale graphene hollow
cylinders that are closed at each end. They are quite similar to well-known CNTs
in respect to processing conditions and in diameter and length, i.e. 50–200 nm and
0.1–1000 μm respectively (Shah and Tali 2016; De Jong and Geus 2000). Never-
theless, the morphology, geometry, and orientations of graphitic/graphene layers are
different in both CNF and CNTs. Formation of different shapes graphene layers,
generating additional edge sites on the superficial side of CNFs than CNTs (Huang
et al. 2010; Kim et al. 2013). In other words, the CNFs may also be called stacked-
cup CNTs (Shah and Tali 2016). The exposed surface of CNFs mainly consists of
prismatic planes (node and internode) and possesses higher adsorption capacity than
the graphite basal planes of the CNTs (De Jong and Geus 2000; Kang et al. 2014).

Several existed techniques are able to synthesize CNFs, nonetheless, among all,
the catalytic chemical vapor deposition (CCVD) technique is the most commonly
used and sustainable routine for the commercial production of CNFs. This process
offers high yields and controllable growth environments; consequently, scalability
is not a problem. During the CVD process, the growth of CNFs occurs via the
solvation–diffusion–precipitation processes (Vander Wal and Hall 2001; Singh and
Verma 2015a). The growth of CNFs via the CVD process requires a transition metal
catalyst e.g. nickel (Ni), cobalt (Co) silver (Ag), copper (Cu), iron (Fe), etc. and a
carbon source (benzene, acetylene, ethane, methane, ethylene, ethanol etc.) (Vander
Wal and Hall 2001; Bhaduri and Verma 2014a; Gupta et al. 2009; Singh et al. 2013a,
2014). The catalyst particle size determines the size of the graphitic structure of the
CNFs. Depending upon the interaction between the catalyst and substrate, two types
of CNF growth have been reported: (i) tip growth and (ii) base growth (Shah and Tali
2016; Teo et al. 2003; Bikshapathi et al. 2012a). During base growth, metal remains
adhered to the surface due to the strong interaction between the catalyst and substrate,
and CNFs grow vertically. In the case of tip growth, due to the weak interaction
between catalyst and substrate, metal NPs are attached to the CNF tips resulting
in upward growth. Typically, there are three forms of CNFs: platelet (alignment
perpendicularly against the fiber axis), tubular (alignment parallel along the axis)
and herringbone (alignment angled to the axis) (Teo et al. 2003).

The prime objective of this book chapter is to discuss the synthesis of CVD
grown CNF-based materials and their different applications in the catalytic and elec-
trochemical industries including those involved in environmental pollution (mainly
water and air), capacitance, batteries, polymer additives, and fuel gases storage (De
Jong and Geus 2000). The high specific surface area, uniform interconnected pores,
thermal and chemical stability, electrochemical activity, conductive and small mass
transfer diffusional resistance associated with CNF contribute to their use in differ-
ent environmental (air and water purification) and energy applications (Romero et al.
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2007; Singh and Verma 2015a; Bhaduri and Verma 2014a; Gupta et al. 2009; Singh
et al. 2013a, 2014; Bikshapathi et al. 2012a; McDonough et al. 2009; Downs and
Baker 1991; Pruneanu et al. 2006; Ashfaq et al. 2013, 2014; Talreja et al. 2014a;
Gupta et al. 2010; Barranco et al. 2010). Among all, one of the leading feature is
the presence of graphite edges on CNFs which provide strong interaction between
catalysts and catalytic reactions as well as active sites for several reactions (Romero
et al. 2007; Singh et al. 2014; Anderson and Rodríguez 2000; Kvande et al. 2005).
Nevertheless, these CNFs are relatively newer as compared to CNTs and limited to
catalyst supports, gas-storage, polymer reinforcements, probe tips and a few other
applications (Huang et al. 2010). These CNFs are frequently grown on different types
of supports which include aluminosilicate, nickel (Ni) foam/film, different types of
carbon-based activated fibers (ACFs) (pitch, phenolic resin, PAN), charcoal, poly-
meric carbon beads, polyurethane foam, stainless steel (Al-Saleh and Sundararaj
2009; Romero et al. 2007; Bhaduri and Verma 2014a, 2015a; Gupta et al. 2009,
2015; Singh et al. 2014; McDonough et al. 2009; Ashfaq et al. 2013; Talreja et al.
2014a; Downs and Baker 1995; Khare et al. 2013; Li et al. 2015; Thakur et al. 2009;
Bigdeli and Fatemi 2015). Among all, ACF support is more fruitful support for
different catalytic, bio-electrochemical and energy applications (Singh and Verma
2015a; Bhaduri and Verma 2014a; Gupta et al. 2009; Singh et al. 2013a; Bikshapathi
et al. 2012a). In few studies, it is investigated that numerous parameters affecting the
growth of CNFs which includes type of catalyst, hydrocarbon sources, concentration
of catalysts along with its support, hydrocarbon source, decomposition temperature,
amount of hydrocarbon source, reaction times (Warakulwit et al. 2015; Öncel and
Yürüm 2006; Dasgupta et al. 2011). Vertical and horizontal CVD setup for growing
CNFs is shown in Fig. 21.1.

21.2 Why CVD-Grown CNFs?

Since last two decades, twomethods have been extensively used for the production of
CNFs, that is, (a) electrospinning (b) chemical vapor deposition. The CVD method
for the production of CNFs is widely utilized because it offers greater graphitic
properties as compared to those made from the electrospinning process. Also, the
experimental setup for both the means, when compared, the CVD method was more
convenient to work with. With the increasing demand for graphitic nature in the
research area, CVD-grown CNFs were used more efficiently as compared to those
electrospun CNF (Duan et al. 2015). CVD-grown CNFs are found to be highly
porous and graphitic, and thus, are applicable not only as adsorbents but also as
electrochemical biosensors, drug carriers and more. Classification of applications of
CVD-grown CNFs is shown in Fig. 21.2.
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Fig. 21.1 a Vertical setup for CVD. b Horizontal setup for CVD

21.3 Environmental Applications of CVD-Grown CNFs

21.3.1 Adsorbents

21.3.1.1 Gaseous VOCs

The growing industrial and chemical development loaded with everyday enhance-
ments in various technologies, industrial tools, and their versatile applications not
only facilitate the globe but also handovers some dangerous residues. Some of the
chemicals and other industrial and chemical residues degrades with time but some
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Fig. 21.2 Applications of CVD-grown CNFs

persist in nature for a longer time duration, and there is a need for removal of
these toxicants or pollutants from the atmosphere. The CVD-grown CNFs have been
used as pollutant adsorbents in many studies (Bikshapathi et al. 2012a, b). Various
volatile organic compounds such as CCl4, benzene, perchloroethylene, etc. were
found in residual amounts in the atmosphere, which in some reports were proven
carcinogens.

Fe-CNFs prepared via CVD using ACFs were used for the removal of gaseous
VOCs. In this study, metal dispersion was studied onto the ACFs using various
surfactants for different metals and the results with SDS for Fe dispersion was best.
The main focus was on one of the VOCs, CCl4. Carbon tetrachloride was historically
used as solvents for drying and cleaning purposes, as a refrigerant and in lava lamps.
Its use as an anesthetic was widely recognized, but due to its property of causing liver
toxicity, its uses were banned. Thus, its removal from the atmosphere was of core
importance. The CVD-grown CNFSDS were successfully used as an adsorbent for
gaseous CCl4. But, the gaseous VOCs needs a microporous surface for adsorption
which indeedwas knocked out in case of CNFs, as it hadmesoporous surface. Results
have shown that Fe-ACFs was more successful for the adsorption purpose because
of its microporous surface (Bikshapathi et al. 2012b).
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21.3.1.2 Phenol and Lead

Industries dump their wastes into water bodies directly, or they run off into the water
system via landfills. These wastes contain and are rising as a major source of toxic
compounds and heavy metals into the ecosystem. In recent years, research was done
for the removal of phenol and lead from water bodies, as they are also one of the
toxic pollutants. Dye industries, insecticides, pesticides, pharmaceutical industries,
etc., are the major source which serves phenol as a toxic contaminant. Lead comes
into the water sources via discharge from battery manufacturing industries, paints
and many more.

Recent work has been done, for the removal of phenols and lead from the water
bodies, by using CVD-grown CNFs. ACFs and ACFs/CNFs manufactured using
ACFs via catalytic CVD process, were used as the adsorbent. Their surface char-
acterization, pore size distribution (PSD) was done using analytical techniques that
were, BET, PSD analysis, SEM, EDX. A study was done on ACF, NH3 treated
ACFs and ACFs/CNFs, for the adsorption of phenol from the contaminated water,
ACF/CNF shown adsorption, but out of the three, NH3 treated ACFs were found to
show maximum capacity, 275 mg/g. The adsorption capacity shown by ACF/CNF
was 150 mg/g. In contrast, to the phenol adsorption shown by ACFs/CNFs for Pb+2

was much higher than those done by ACFs. Further, when sonicated ACFs/CNFs
shown four times greater adsorption capacity than ACFs. Thus, CVD-grown CNFs
were successfully used as an adsorbent for phenol and Pb+2 (Chakraborty et al. 2011).

21.3.1.3 Arsenic

Arsenic in its inorganic form is proven to be one of the most toxic elements when
studies were made on various compounds and heavy metals from wastewater and
other water sources. Again the industrial effluents were into main role play for the
release of As in the soil and water. The concentration of As was measured to be
(~50–100 mg/L), which is alarming for human health (Ma et al. 2018). Toxicity can
cause cancer and is also responsible for skin lesions and other major health issues.
The Asian and American countries report 50 mg/L concentration of As, which drives
out the need for removal of As from the wastewater (Gupta et al. 2010).

Recently, research was done using CNFs to check the adsorption of As(V) in
wastewater, and the results were positive. A Fe-impregnated CNFs was made using
phenolic resin microfibers, and Fe was used as a catalyst in the CVD process. The
impregnation of Fe played two roles, one of catalyst and, second of the adsorbent for
As(V). The material characterization was made using various analytical techniques
such as XRD, EDX, SEM. BET area and PSD analysis were made to check the
surface area and pore size distribution respectively, and this indicated the presence
of micropores. The BET area for Fe-CNFs was measured to be ~800 m2/g. The
results have shown that the As(V) loading onto Fe-CNFs was 0.6–14 mg/g at a pH
of 6.5. Hence, the results were satisfactory and can be commercialized (Gupta et al.
2010).
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21.3.1.4 NOx

Nitrogen oxides are one of the major air pollutants and are responsible for many
respiratory-related health problems. They are released in the atmosphere from not
only various industries but are also, expelled from many natural processes. Carbon
nanocompositeswere proven to be a successful adsorbent inmany researches because
of its porous nature.

In recent research, CNFs were made using ACFs via CVD process. The CNFs
were developed in a way that, CeO2 and Cu metal NPs were successfully dispersed
in a uniform manner, so as to not only allow a catalytic growth of CNFs on ACFs
but to also catalytically oxidize NO to NO2.

Previously, many methods were used for the oxidation of NO, of which most
commonly used was Selective Catalytic Reduction, in which the high-temperature
range of 150°–600 °C was a matter of concern. Reducing agents like NH3 and urea
were used, but as discussed the high-temperature range was creating difficulties
regarding ammonia handling and urea degradation. Thus, as a better alternative,
many carbon sources were tested for adsorption of NO, out of which CNFs/ACFs
dispersed with CeO2, and Cu NPs was studied to be the best one. The prepared
material was characterized using many analytical techniques which include, SEM,
EDX, PSD, BET, etc. the results have shown ~80% conversion of NO at room
temperature (Talukdar et al. 2014).

21.3.1.5 POPs

Chemicals like Aldrin, toxaphene, mirex, hexachlorobenzene, etc., possess the prop-
erty of retention. These chemicals persist in the atmosphere for a very long period
of time, as they do not degrade with any of chemical, biological, or photolytic pro-
cess. Thus, they are known as Persistent Organic Pollutants. Their persisting nature
allows bioaccumulation, which is alarming for human health and causes various
lethal health problems (Alharbi et al. 2018). Sources which serve POPs were found
to be natural, such as volcanoes and, manmade, such as, pesticides, PCBs. PPCPs
etc., but the major one was manmade. Many methods including biodegradation via
enzymes, bioaugmentation have been employed for the removal or degradation of
POPs (Gaur et al. 2018).

Recently, CVD-grown CNFs were also employed for successful removal of some
gaseous POPs. The CNFs were grown using Ni-impregnated ACFs as the substrate,
cetyltrimethylammonium bromide (CTAB) as a surfactant. The CTAB surfactant in
the CVD processes was used for denser and smaller distribution of Ni, so as to grow
CNFs. The material was characterized using SEM, XRD, BET area, PSD analysis.
TheBET area for the preparedACF/CNFwasmeasured to be 232m2/g, which shown
proper and narrower microporosity. Adsorption of 2-chloroethanol was studied on
ACFs, ACF/CNF0, and ACF/CNF5. The data have shown that ACF/CNF5 with sur-
factant CTAB was superior for the adsorption of 2-chloroethanol. The breakthrough
time for the three samples was, 42 min, 62 min, and highest for ACF/CNF5, 110 min.
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Thus, it was concluded that the adsorption capacity was 1.5 times greater for CNFs
grown on ACFs using CTAB than those grown without CTAB, and was 0.758 g/g
(Bikshapathi et al. 2012b).

21.3.1.6 Sulfur Compounds

Sulfur and its compounds have many applications in every biological or chemical
field. They mark their importance from the fertilizer field to pharmaceuticals, from
bactericide to furniture. But as known, every positivity holds some negative aspects
too. The lone pair present on S makes it demanding, and sometimes its removal
becomes necessary because of the π-interactions. Diesel fuel is a power source
for various transportation vehicles, furnaces, generators, etc. The fuel inherently
contains some Sulphur compounds such as, benzothiophene (BT), dibenzothiophene
(DBT), thiophenes (TH), etc., which emits hazardous air pollutant such as H2S and
SO2 on combustion. Also, the present compounds can cause catalyst poisoning. To
check these problems, Hydro sulfurization (HDS) is widely used for the removal
of sulfur and its compounds. But aromatic hydrocarbon is more reactive towards
the hydrogenation reaction as compared to those aromatic sulfur compounds, and
due this HDS becomes ineffective (Chen et al. 2015; Li et al. 2015). Adsorptive
desulphurization of diesel fuel had become more popular in comparison to the HDS
method.

CVD-grown CNFs were also tested for the ADS process for adsorption of sulfur
compounds such as thiophene and dibenzothiophene. CNFswere grown onNi-doped
activated carbon beads (ACB) using CVD process at 600 °C (Saraswat et al. 2012).
The study investigated the adsorption of DBT and TH, using two samples; one with
CNFs and secondwithoutCNFs.The synthesizedNi/ACBs andNi-CNFs/ACBswere
subjected to various analytical techniques such as SEM, TEM, XRD, EDX, BET,
and PSD analysis. DBT molecules are larger in size and were successfully adsorbed
on Ni/ACBs than on Ni-CNFs/ACFs. But, on the other hand, Ni-CNFs/ACBs shown
higher adsorption for smaller THmolecules. The paper focused on the use of various
adsorbents for different sulfur compounds from diesel, and a comparative study was
done (Prajapati and Verma 2017). The mechanism of use of CVD-grown CNFs as
the adsorbent is presented in Fig. 21.3.

21.3.1.7 Protein Immobilization

Proteins are the biologically active compounds which are essential for proper growth
and working of the ecosystem. Proteins have been discovered as one of the major
catalysts known as enzymes. These biocatalyst holds the ability to carry out complex
chemical reactions and is highly selective. Their remarkable advantages are some-
where demarked because of their high cost of production and separation; also the high
reactivity causes unwanted results. To overcome the existing problems, the immo-
bilization of protein was countered as an effective method. Protein immobilization
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Fig. 21.3 Pictorial representation of the CVD-grown CNFs as pollutant adsorbents

thus helps in not only enzyme stability but also open ups more applications. Cross-
linking, entrapment and adsorption are the current strategies used for protein immo-
bilization, out of which adsorption draws out as the most effective one, because it is
simple, cost-efficient and cause no alteration to the structure of the substrate (Teles
and Fonseca 2008). Previously, manymaterials like silica, glass, methyl acrylate, alu-
mina, and activated carbon were used as a substrate for protein immobilization (He
et al. 2009; Cabrita et al. 2005). In a recent study, proteins like bovine serum albumin
(BSA), glucose oxidase (GOx) and YqeH prepared in the laboratory were tested for
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immobilization. Firstly, ACFs were prepared from phenolic resins and using these
prepared ACFs as substrate and Ni-NPs as catalyst CNFs were grown by the CVD
process. The prepared material was characterized using analytical techniques such as
SEM, FT-IR, BET, PSD analysis. Tests have shown that the adsorption was exother-
mic, which caused a decrease in adsorption capacity with an increase in temperature.
Highest temperature taken for the study was 15 °C because the subjected proteins
denatured within 5–6 h at 25 °C. The prepared CNF composite was found to have a
BET area of ~450m2/g upon sonication. The experimental shown that the adsorption
capacity of ACFs/CNFs for the proteins BSA, GOx, and laboratory refined YqeH
were as follows 191, 39 and 70 mg/g (Singh et al. 2014).

21.3.2 CVD-Grown CNFs for Wet Air Oxidation

Wet Air Oxidation (WAO) is a hydrothermal treatment method, which can be pre-
ferred over various biological treatment approaches for wastewater treatment. The
WAO technique can be used positively for treatment of wastewater bodies, in which
the content of toxic effluents like phenol is present (Bhargava et al. 2006;Mishra et al.
1995). But due to the requirement of high pressure and temperatures, the conven-
tional method becomes quite expensive. The use of heterogeneous and homogenous
catalysts can ease and improve the technique (Levec and Pintar 2007; Kim and Ihm
2011; Stüber et al. 2005). The heterogeneous class of catalyst is more useful over the
homogeneous one because, the heterogeneous is more effective and shows resistance
towards leaching of the active component (Stüber et al. 2005).

Many catalysts have been studied for the treatment of organic wastes, wastewater,
and other industrial pollutants (Chaliha and Bhattacharyya 2008; Yadav and Garg
2014; Hočevar et al. 2000; Ovejero et al. 2013). Cu as a heterogeneous metal catalyst
was found to have higher activity (Yadav and Garg 2014; Kim et al. 2005). Carbon
nanomaterials have discovered as one of the finest materials, which can be utilized
as the catalytic supporter for CWAO. CNFs, CNTs, and graphenes, because of their
electrical and chemical properties can be effectively used as catalyst or catalyst
support. Among all, CNFs were found to have higher activity (Ayusheev et al. 2014).

In work recently done, CNFs were employed for CWAO for the treatment of
synthetic phenols. Carbon beads were taken as a substrate, and Cu-NPs were doped,
and CNFs were covered on the beads. The prepared composite was then efficiently
used as the catalyst for CWAO, for the treatment of synthetic phenolic water in
a packed bed reactor. The pressure and temperature ranges for the reactor were
10–30 bar and 180–230 °C respectively. The prepared material was tested against
organic pollutants in wastewater whose chemical oxygen demand was very high
(~120,000 mg/L). The Cu-PhB-CNF-K catalyst shown efficient removal with ~99%
COD reduction atmoderate pressure and temperature. Also, therewas noCu leaching
with consistent results. The CNFs were grown on carbon beads via CVD. Thus, this
catalyst can be positively used for the remediation of industrial wastes by CWAO
(Yadav and Verma 2018).
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Pesticide residues are also of somemajor concern, as their unwanted presence can
lead to many hazardous circumstances. Aqueous dichlorvos (DDVP) is a pesticide
which is an emerging organic pollutant which comes into the environment from
ample agricultural uses. CWAO was done for degrading the DDVP, by using CVD-
grown CNFs as the catalyst. Carbon beads were doped with Cu-NPs and dispersed
over CNFs. The porosity of CNFs and high metallic activity of Cu simultaneously
provided effective oxidation of the aqueous organics. The tests made, showed that
there was 100% degradation within ~3 h when the catalyst dose was 0.5 g/L for 150
DDVP concentration at 200 °C and 25 bar. Also, some reaction intermediates were
produced, including dimethyl phosphate, dichlorovinyl alcohol. After performing
biological tests, it was found that water after treatment was less toxic. The Cu-CNFs-
beads proved to be a promising technique for remediation of wastewater (Kumar and
Verma 2018).

Removal of phenol has been a major concern for the environmentalists, with
wastewater treatment. CWAO provides a better way for phenol treatment by the
destruction of organic pollutants. The catalyst was prepared using Fe-NPs doped in
phenolic polymeric beads and then CNFs were grown via CVD over the phenolic
beads. The prepared catalyst for CWAO successfully achieved complete removal of
phenol at 160 °C temperature, 3.5 h-reaction time, 10 bar-O2 pressure and 200 rpm
impeller speed, from the contaminated water. The Fe-CNF/CB catalyst was found
to have higher catalytic efficiency than those discussed in the literature (Yadav et al.
2016).

21.4 Medical Applications of CVD-Grown CNFs

Carbon and its nanocomposites have been widely used in many fields including
environmental, biosensors, electrochemical sensors and more. Also, its porous and
graphitic nature makes it fit for some medical applications. Growing research proved
carbon materials as one of the best substrate material for various applications (Gupta
et al. 2010; Bikshapathi et al. 2012b; Chakraborty et al. 2011; Mohamed 2019;
An et al. 2018). Among all the carbon nanocomposites, CNTs, CDs, graphene,
CNFs, CNFs were found to be more prominent to show biological action. In a recent
research paper, cytotoxic evaluation of the CVD-grown CNFs was also done (Ash-
faq et al. 2013). ACF/CNF composite was tested against human lymphocytes, and
the data were compared with other carbonaceous and non-carbonaceous materials.
ACF/CNFs were found to have comparable or lesser cytotoxicity than the materials
it was compared with. Thus, CVD-grown CNFs can be used harmlessly for various
environmental and biological purposes (Ashfaq et al. 2013).
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21.4.1 Ag and Cu Dispersed CNFs with Antibacterial Activity

Escherichia coli abbreviated as E. coli is a commonly known gram-negative bacte-
ria which may cause some diseases such as, urinary tract infections, gastroenteritis,
neonatal meningitis. Staphylococcus aureus is a gram-positive bacteria known to
cause staph infections. The antibacterial properties of silver and copper are acknowl-
edged. The Cu and Ag nanoparticles have shown their antibacterial activity, by bind-
ing and denaturing the bacteria, inhibiting its replication and thus limiting its growth
(Jung et al. 2008).

In one of the recent research, Cu and Ag nanoparticles were synthesized using
nitrate salts and hydrazine hydrate and sodium citrate as strong reducing agents.
These NPs has shown antibacterial activity (Das et al. 2011; Datta et al. 2008). This
method was useful but was not much advantageous because NPs were not uniformly
dispersed on the substrate, and thus, its potency was restricted (Sondi and Salopek-
Sondi 2004). A novel carbon material Cu/Ag CNF was synthesized to overcome
the drawbacks. The material was used against E. coli and Staphylococcus aureus
in water. CNFs were grown on ACFs using Cu and Ag as catalyst and acetylene
as a carbon source by the CVD method. Cu and Ag not only acted as a catalyst
for CNF growth but also served as an antibacterial agent. SDS surfactant was also
used to prevent the agglomeration of Cu(II) and Ag(I) ions during the preparation
of Cu/Ag-CNF composites. The prepared material was analyzed using techniques,
AAS, XRD, thermal programming reduction, FT-IR, SEM. Ag-ACF/CNFwas found
to be destructive against both E. coli and S. aures in water and completely inhibited
the bacterial growth for 72 h. The same effect was shown by Cu-ACF/CNF but for
36 h (Singh et al. 2013a).

21.4.2 Bimetal Ag-Cu Dispersed CNFs with Antibacterial
Activity

Aforementioned, the material was a single metal doped composite. In another
research, followed by the above results a new bimetal nanoparticle dispersed mul-
tiscale web of CNFs was developed using acetylene as carbon source on ACF sub-
strate and Cu NPs as catalysts. CNF growth was catalyzed by Cu NPs, and they
were attached to the CNF’s tips, and Ag NPs were attached to the ACF surface.
The prepared bimetal CNFs were characterized using AAS, EDX, XRD, SEM, TPR,
FTIR. Following points were observed; (1) the bimetal Ag:Cu-ACF/CNF compos-
ite was having high activity than the ACF substrate having no nanofibers, (2) Ag-
ACF/CNF was prominent in bacteria-killing, (3) Cu-ACF/CNF was found to have
less effect than the Ag-ACF/CNF and inhibited the bacterial growth for only one
day (4), Ag:Cu-ACF/CNFs were found to inhibit the bacterial growth for 7 days on
incubation completely (Ashfaq et al. 2016).
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21.4.3 CVD-Grown CNFs for Drug Delivery

The delivery of the drug to the specific area of action is becoming one of the major
concern these days, because of the side effects of the drugs on surrounding or other
areas of the body. Antibiotics have helped to a greater extent in decreasing the
mortality rate, caused due to various pathogens and bacteria. After reaching a critical
stage of consumption, the pathogens become resistant to the action of the antibiotics.
To overcome the issue of resistance, various new methods are under consideration
(Chen et al. 2006).

Elements like Cu, Ag, Au, Rh, etc. have antibacterial and some medical proper-
ties, which allow their use in many biomedical fields. The comparable study done on
Cu-ACFs/CNFs composite with other materials proves Cu-ACFs/CNFs less cyto-
toxic and hence, can be used for drug delivery (Ashfaq et al. 2013). In recent
years, polymericmaterials such as polylactic acid, chitosan, polylactide-co-glycolide
(PLGA) and PVA have been widely used as an encapsulating agent, for drug delivery
(Schmaljohann 2006; Zhang and Wu 2004).

The use of CNFs is also validated in the field of antibiotic drug delivery, in one of
the recent studies. CNFs were prepared using ACFs and via CVD. A water-soluble
and a pH-sensitive composite of PVA-cellulose acetate phthalate was prepared. The
composite was dispersed in situ with the multi-scale web of copper (Cu)-grown car-
bon micro-nanofibers (Cu-ACF/CNFs) during one of the synthesis stages. The CNFs
were prepared using ACFs as substrate material and Cu NPs as a catalyst via CVD
at 650 °C for 30 min. The PVA-CAP composite was used as an encapsulating agent
and Cu NPs were used as nano-antibiotics. The prepared polymeric material was
characterized using various techniques like as, SEM, FTIR, AAS, TGA, EDX, and
atomic force microscopy (AFM). It was concluded that the prepared material at a
pH ≤ 6.5 was easily dispersible in water, and also it was clear with the results that
the activity of the Cu-ACFs/CNFs-PVA-CAP composite increased with the increas-
ing quantity of CAP. The polymeric composite was able to release Cu-ACFs/CNFs
slowly, and hence making Cu NPs delivered for its antibiotic activity. The material
has been found to exhibit effective antibacterial activity against E. coli (gram nega-
tive) and S. aureus (gram positive). Hence, CVD-grown CNFs are potent enough to
be used in the biomedical field (Ashfaq et al. 2014). The use of CVD-grown CNFs
is represented in Fig. 21.4.

21.5 Electrochemical Applications of CVD-Grown CNFs

Carbon nanomaterials are emerging out as one of the best tools for electrochemical
applications. Carbon materials such as graphene, CNTs, CDs, ACFs, etc., because of
their property of easy charge transfer and storage, can be readily employed for various
electrochemical applications. Out of all, in this review, the main focus is on CVD-
grown CNFs as an impactful electrochemical tool. CVD-grown CNFs, because of
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Fig. 21.4 Pictorial representation for the application of CVD-grown CNFs as a drug delivery agent

their adjustable electron transfer and ease of charge storage have been employed, as
supercapacitors, lithium-ion batteries,MFCs, sensors, electrocatalysts, etc. (Randviir
and Banks 2013). In this book chapter, we will mainly focus on electrochemical
sensors and MFCs.

21.5.1 Electrochemical Sensors

21.5.1.1 Sensor for Creatinine

Creatinine is a product of a non-enzymatic conversion of creatine to phosphocreatine
in the human body and is produced at a constant rate (Randviir and Banks 2013).
The standard physiological concentration of creatinine in human blood lies in the
range 40–150 μM, and value lower than 40 μM indicates various renal dysfunctions
(Bo et al. 2017).
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Various advanced techniques have been studied for the detection of a creatinine
biomarker, but because of the faster response and high reliability, electrochemical
sensors are proven to be a more capable tool for the diagnosis. Many electrode-
based sensors, mainly non-enzymatic, have also been studied, such as screen-printed
carbon electrodes with electrodeposited Cu (Raveendran et al. 2017), glassy carbon
electrode coated with dispersed Ag NPs on reduced graphene oxide (Viswanath
et al. 2017). Even though these sensors have decent selectivity, repeatability, and
stability but because of their contracted concentration range and low sensitivity,
their effectiveness is dropped.

Literature has proved CNFs as a class of material for an electrochemical sensor
which can overcome the hitches of other above-mentioned materials. The CNFs are
found to have high mechanical strength, but also have chemical inertness in most of
the adverse conditions (Khare et al. 2016; Modi et al. 2016; Gupta et al. 2017).

Methylene Blue (MB) has a property of electron facilitation, which makes it a
prominent redox indicator. Electroactive poly MB (PMB) can be synthesized elec-
trochemically by using cyclic voltammetry and owing to its structure, it can be used
as a recognition material for various biological species (Silber et al. 1996; Sun et al.
2012).

Recently, in research work, an electrochemical sensor for creatinine have been
successfully synthesized, using PMB as recognition element. In this work, dendritic
PMB nanofibers were grown on ACF substrate. Firstly, Cu-CNFs/ACF was synthe-
sized via CVD using Cu NPs decorated ACF as a substrate, in which Cu NPs acted as
a catalyst, at 290 °C (Ashfaq et al. 2014). After the preparation of Cu-CNFs/ACFs,
dendritic PMB was grown on the surface of nanofibers successfully using the cyclic
voltammetry technique. The material characterization and electrochemical measure-
ments were done using FTIR, FE-SEM, and DPV, chronoamperometry, and CV
respectively.

This electrochemical sensor forCREwas found to detect CREover awide range of
0.5–900 ng mL−1 and was highly sensitive, with a sensitivity of 0.133 μA ng mL−1.
The prepared dendritic PMB-PVAc-Cu-CNF/ACF sensor also had remarkable selec-
tivity. In this study, it was also revealed that saliva could be used as a noble fluid,
in contrast to blood or CSF biological fluids for clinically non-invasive analysis.
Thus, this novel electrode based sensor can be further used for examination of CRE
concentration in various biological fluids with great ease and effectiveness (Pandey
et al. 2018).

21.5.1.2 Cholesterol Sensor

Cholesterol is a sterol, produced by all animal cells, and is responsible for building
and maintaining cell membranes. The human body is capable of producing choles-
terol, needed by the cells for making substances like hormones, vitamin A and other
digestives. Cholesterol is of two types LDL (low-density lipoprotein), and HDL
(high-density lipoprotein), HDL, on the one hand, is considered as good cholesterol
because of its property of carrying cholesterol back to the liver from other body parts,
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LDL, on the other hand, is bad, because it builds up cholesterol in arteries. LDL is
one, responsible for blockage of arteries which may lead to various chronic heart
diseases such as stroke, nephrosis heart attack (Potter 2007).

Also, the deficit of cholesterol may also cause various infirmities such as mal-
absorption, hyperthyroidism, and anemia. Many enzyme-based sensors have been
studied for cholesterol sensing, but due to factors like temperature, pH and other
elements, their repetitive ability is lost (Park et al. 2006).

The basic need to design an electrochemical biosensor is an electrode and a recog-
nition component. Literature has reported many electrode materials out of which,
glassy carbon electrode fabricated with the recognition component is most common.
Then comes CNTs, but due to some difficulties like nondispersive nature of CNTs
in liquid media, lower sensitivity and narrow concentration range for GCE, they are
disadvantageous (Li et al. 2010; Yang et al. 2012).

In recent research, bimetal CNFs based working electrode was designed for elec-
trochemical sensing of cholesterol in human plasma. The electrode was fabricated
with Poly Methyl Orange (PMO), which acted as a recognition element for choles-
terol. Methyl orange dye has hydrophobic and hydrophilic groups with the molecular
cavity. The mentioned properties make it a prominent redox indicator.

The as prepared dendritic PMO nanofibers were successfully grown over the
PVAc substrate, which was then dispersed in Cu/Ni bimetal NPS doped CNFs which
were grown using CVD at 290 °C. The PMO-BMCP composite was found to be a
successful biosensor for cholesterol. The prepared material was characterized and
tested using different techniques, viz., FE-SEM,EDS, FT-IR for investigating surface
morphologies, CV, DPV and EIS for checking electrochemical activity.

The PMO-BMCP composite was tested for 5 different samples containing
a different concentration of cholesterol. The sensitivity of the sensor was high
(226.30 μAmM−1 cm−2) and the detection limit was low (0.002 mg dL−1) over con-
centration range 0.04–600mg dL−1. The linearity was also remarkable (R2 = 0.999).
The obtained data were compared with other cholesterol sensors, which was either
comparable or higher for the PMO-BMCP nanocomposite biosensor. In this study,
PMO was used for the first time as a recognition component for cholesterol. Also,
this non-enzymatic biosensor was found to be capable enough to overcome the short-
comings of the enzymatic sensors viz., enzyme denaturation and non-repeatability.
Thus, the CVD-grown CNFs doped with bimetal NPs was successfully implemented
for use as biosensors (Bairagi and Verma 2018).

21.5.1.3 Chemiresistive Fruit Sensors

Chemiresistive materials belong to a class of materials, that tends to show a change
in the resistance in response to the chemical changes taking place in the environment
(Chougule et al. 2019). Fruits of high quality are demanded worldwide, but due to
various storage and aftercare issuesmake it difficult to avail it. Different scales are set
to check the quality of the fruits, including its color, texture, odor, sugar contents and
flavor (Caprioli and Quercia 2014). The growth of the fruits i.e. the seed germination,
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its flowering and ripening is facilitated by the phytohormones, C2H4 molecules. The
ripening genes in the fruits are expressed when the C2H4 molecules bind with ETR1
receptors. Therefore, the ripening of the fruit is detected by the C2H4 gas discharged.

Various non-destructive techniques are used to check the release of the C2H4

gas from the fruits, photoluminescence (Green et al. 2004), pre-concentrator device
based on chips (Janssen et al. 2014), gas chromatography (Sklorz et al. 2013), electro-
chemical cells (Ma et al. 2016), and non-infrared spectroscopy (Sklorz et al. 2012).
But the above-mentioned techniques are quite expensive and need skilled hands.
To overcome the difficulties of skilled handling and complexity of the aforemen-
tioned techniques, many carbon nanomaterial-based sensors were designed (Mao
et al. 2013, 2014a, b). In recent work, cellulose acetate phthalate (CAP)–mannitol
copolymer based CNFs nanocomposite was designed as a chemiresistive fruit sen-
sor. In this nanocomposite polyvinyl alcohol (PVA) film was used as a dispersing
media. Cu NPs dispersed CNFs were mixed with the PVA-CAP-mannitol in situ.
The nanocomposite was tested on the bananas. The amount of C2H4 liberated from
the banana samples was measured against the electrical current.

Compounds containing (−COOH) group have a property of binding C2H4

molecule as C2H4O by using hydrogen bonding. Also, CAP has a (−COOH) group,
so it also has the capability of binding the C2H4 molecule in the form of C2H4O.
Mannitol does not have electrical activity, but the material used had CAPmixed with
mannitol. The blended CAP-mannitol copolymer, because of the proton hopping
mechanism is responsible for the conductivity of the nanocomposite (Bhat and Jois
2014). Also, the Cu NPs act as a cofactor for ETR1 receptors. This material had
electron donating groups, which may be also responsible for its electrical conductiv-
ity. Thus, the PVA-CAP-mannitol blended with Cu NPs dispersed CNFs based fruit
sensor, which is electrically conductive was a better alternative to other available
methods.

The prepared material was characterized using different spectroscopic methods,
X-ray photoelectron spectroscopy, Fourier-transform infrared spectroscopy, scan-
ning electron microscopy and atomic force spectroscopy. DPV and amperometry
electrochemical measurements were used to check their electrical resistance. Vari-
ous measurements done on the synthesized material showed that the sensor was fast
at the response (responded within 30 s). The detection limit was also low (~45 ppb).
Thus, the Cu dispersed CNFs prepared via CVD, in situ dispersed with PVA-CAP-
mannitol copolymer were successfully used as a non-destructive chemiresistive fruit
sensor (Ashfaq et al. 2018).

21.5.2 MFCs

In the present scenario, a number of fossil fuels are burnt for the generation of
electricity, which not only causes a decline in fossil fuels but also comes as a source
of pollution via carbon dioxide emissions.Many efforts have beenmade to overcome
these difficulties and meet the need. MFCs have been discovered to be one of the
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cleanest sources of electricity production. MFCs not only produce electricity but
due to its utilization, various biodegradable organic waste forms as a fuel source has
given it light. The electron source in MFCs is the organic waste such as wastewater,
either municipal or domestic, industrial effluents and other organic wastes. Thus,
MFCs can be a road to waste to wealth (Mansoorian et al. 2013; Liu et al. 2008; Choi
and Cui 2012).

The MFCs consist of two electrodes, anode, and cathode. The anode, on the one
hand, is in the main function, as electrons from the bio-material are produced in the
anode section only. And, cathode, on the other hand, can be restricted and is respon-
sible for carrying out oxygen reduction reactions (Rosenbaum et al. 2007; Ghasemi
et al. 2013). These electrodes in a typicalMFC aremade from various noble elements
such as Au, Pt, Ag, etc. The electrodes thus, make it highly expensive. But, to gener-
alize the energy production by using MFCs, the system must be inexpensive, highly
conductive and easy to handle and operate. So, there is a need for an inexpensive and
high electron transporter electrode system.

In literature, there are many alternatives studied, against the expensive and com-
plexity of a typicalMFCs. These include carbon nanotubes (CNTs), graphene, carbon
dots (CDs), and CNFs (Pasupuleti et al. 2015; Tsai et al. 2009; Lu et al. 2011; Zhang
et al. 2011). In this book chapter, our main focus is on CVD-grown CNFs, and CVD-
grown CNFs have been widely used in the field of MFCs. Many researchers have
worked on CNFs based electrodes for high energy production using MFCs.

Literature highlights the use of CVD-grown CNFs as electrodes in many research.
Recently, in a research Ni NPs-dispersed CNFs were prepared from ACFs and were
directly used as the electrodes for the MFCs. The Ni-CNFs\ACFs were prepared via
a CVD method. E. coli was used as a microbial catalyst and a source of the electron.

The prepared material was characterized using numerous characterization tech-
niques, SEM, AAS, EDX, XRD, BET, PSD, and Raman. The open circuit potential
(OCP) (1145 ± 20 mW/m2) and power density (710 ± 5 mV) was measured using
Linear Sweep Voltammetry, these obtained values were found to be 9 times greater
than the ACFs electrode based MFCs (Singh and Verma 2015).

In similar research, N-doped CNFswere prepared and utilized directly as the elec-
trode for the MFCs. The material characterization was same as above. In this work,
N-doping facilitated the delocalization of the electrons. The power density and OCP
for theN-CNFs/ACFs based electrodewas (1850± 20mW/m2) and (0.89± 0.005V)
respectively. The power density of this composite was twofold higher than Ni NPs-
dispersed CNFs electrodes for MFCs (Modi et al. 2016).

Also, alumina (AA) and Ni dispersed web of carbon nanofibers were synthesized
by the CVD process using ACFs as substrate. The AA/Ni NPs dispersed CNFs/ACFs
nanocomposite based electrode was directly fabricated as an electrode for theMFCs.

The AA-NPs were responsible for the increased conductivity of the mediatorless
MFCs. The power density, OCP and limiting current values for the prepared material
based MFCs were 1780 mW/m2, ~0.9 V and 8140 mA/m2 respectively (Singh and
Verma 2015a).

The above-discussed MFCs are double chambered MFCs, i.e. there are two dif-
ferent compartments used for the anode and the cathode (Gupta et al. 2017; Singh
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and Verma 2015b). Single chambered MFCs have also been studied. In this type
of MFCs, there is no separate compartment for the cathode, but cathode is directly
attached to the anode compartment (Sawasdee and Pisutpaisal 2015; Vilas Boas et al.
2019).

In recent work, membrane-less single compartment MFCs were designed
using AA/Ni-NPs dispersed CNFs as an electrode. In this research, E. coli was
used as a microbial catalyst and monomer used, was polyvinyl alcohol (PVA).
The cross-linking agent used was poly methyl vinyl ether alt maleic anhydride
(PMVEMA), which actually facilitated the electron transfer. The power density was
1270 ± 30 mW/m2, and the electrical potential was 980 ± 10 mV. This prepared
material was successfully fabricated as an electrode for air cathode MFCs (Singh
et al. 2016).

21.6 Conclusions and Future Perspectives

This book chapter emphasizes the versatile application of CVD-grownCNFs inmany
fields. The catalytic growth of CNFs using the chemical vapor deposition method,
not only makes the material more useful with respect to porosity, electron transfer,
mechanical and tensile strength, but also overcomes various drawbacks of electro-
spinning method. This article mainly focuses on three main fields of application of
CVD-grown CNFs, environmental, medical and electrochemical. The CVD-grown
CNFs have proven their capability as a class of material which can be (Dhand et al.
2013) need of various researches because of their easy production and high efficiency.
The demand for CVD-grown CNFs is attributed to (i) the presence of various size
pores on the surface, which not only allows the adsorption of various components
but also speeds up the electron transfer, (ii) various modifications such as doping
of the CNFs with other elements or materials, which can be easily performed. The
electrochemical properties of the CVD-grown CNFs are more impressive than those
compared with the electrospun CNFs. This advantage of CVD-grown CNFs has
been utilized in various research works done, such as supercapacitors, lithium-ion
batteries, MFCs, sensors, and many more (Fu et al. 2019; Kshetri et al. 2018).

Moreover, many more implementations for the class of CVD-grown CNFs can
be done. The permeable structure of the material can be employed more smartly in
many other applications (Dhand et al. 2013; Choi and Lee 2013). The role of the
CNFs in various medical applications, whether it is drug delivery or cell growth has
been proven to be strong, and thus, modifications can invite more interest in this field
(Bailón-García et al. 2019; Wesełucha-Birczyńska et al. 2018). The CVD-grown
CNFs can be used as the smallest electrode for various electrochemical applications
(Fu et al. 2019). The designing and fabrication of CNFs using CVD process for many
more new level research in favor of humankind will be one of the main perspectives
(Table 21.1).
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