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From Editor’s Corner

It is with great pleasure that I am serving as the editor for the souvenir of eHaCON
2019 International Ethical Hacking Conference that was held during August 22–25,
2019, at the University of Engineering & Management, Kolkata, India. The ultimate
goal for this conference was to create a general awareness of cybercrimes hap-
pening in today’s world and procedures to countermeasure them. Through a series
of keynote talks and research paper presentations on related areas of cybersecurity,
ethical hacking, cloud computing, artificial intelligence, modeling and simulation,
data analytics, network security, Internet of things, and cryptography, a platform
had been created where researchers from India and abroad, from academia and
industry, took part in discussion and exchanged their views to make a secured
society. The two-day workshop on ethical hacking, gaming competition, and coding
competition “De-Cipher” added to the flavor of the overall conference where par-
ticipants from schools and colleges took part with great interest from India and
abroad. Every detail of the conference has been highlighted in the souvenir with the
hope that this will become an impetus for new research results in the practical
designs of secure systems in the near future.

Dr. Mohuya Chakraborty
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Message from Patrons

A very warm welcome to the eHaCON 2019 International Ethical Hacking
Conference, which is the first of its series. eHaCON 2019 is an annual event of the
Department of Information Technology, Institute of Engineering and Management,
Kolkata, India. The main objective of this flagship event is to provide a platform to
leading researchers from academia and practitioners from industry in India and
abroad to share their innovative ideas, experiences, and cutting-edge research in the
areas of cybersecurity, ethical hacking, and network security.

The eHaCON 2019 has been made possible with the generous support of our
sponsors: Springer, NASSCOM, Indian School of Ethical Hacking, IEEE IEM
ComSoc Student Branch, IEEE IEM CiS Student Branch, CDAC, and HackCieux.
I thank all the sponsors, the supporters, and the members of the Department of
Information Technology for the grand success of this event.

Satyajit Chakrabarti
President

Institute of Engineering and Management
Kolkata, India

April 2019
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Amlan Kusum Nayak
Principal

Institute of Engineering and Management
Kolkata, India

April 2019
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Message from Conference General Chairs

It was our great pleasure to extend an affable welcome to all the attendees of
eHaCON 2019 International Ethical Hacking Conference organized by the
Department of Information Technology, Institute of Engineering and Management
(IEM), Kolkata, held at the University of Engineering & Management on August
22–25, 2019. The aim of eHaCON 2019 was to give an open platform where people
were able to discuss the implication of new technologies for a secured society. The
conference was a balanced mix consisting of technical paper presentations, live
demonstrations, workshops, gaming competition, and online coding competition on
hacking. The goal was to kick-start the efforts to fully automate cyberdefense. The
most substantial new findings of computer network attacks and defenses, com-
mercial security solutions, and pragmatic real-world security experiences were
presented in a two-day informative workshop, research paper presentations, and
invited talks in the form of a panel discussion on the topic “Present Security
Scenario in Digital India” and keynote speeches. Research papers were submitted
from ten different countries around the world. Participants in the coding competi-
tion were from all over the world.

We express our sincerest thanks to the keynote speakers—Sandeep Sengupta,
Indian School of Ethical Hacking; Nirupam Chaudhuri, NASSCOM; Diptiman
Dasgupta, IBM; and Atul Agarwal, Apt Software Avenues Pvt. Ltd—for delivering
keynote speeches on various cutting-edge topics of security aspects in Digital India.

We are immensely grateful to Maumita Chakraborty for performing an out-
standing job for conducting the technical programs. With the help of an excellent
committee of international and national experts, very rigorous principles were
followed for selecting only the very best technical papers out of a large number of
submissions in order to maintain the high quality of the conference.

We would also like to thank Moutushi Singh and Avijit Bose for their out-
standing contribution in managing the workshop. Participants were there from
various schools, colleges, government offices, and industries. We hope they were
immensely benefited from the two-day workshop on ethical hacking.

Our heartiest regards are due to Tapan Kumar Hazra and Arup Kumar
Chattopadhyay for creating the Online-Coding-Portal in association with CodeChef
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and conducting various pre-conference workshops for coding competition
“De-Cipher” for the benefit of the participants.

We would like to thank for arranging event participation from various organi-
zations and preparation of call for papers.

Our sincere thanks are due to the Institute of Engineering and Management for
co-sponsoring this conference as well as providing both financial and infrastructural
supports. We gratefully acknowledge the support of Springer, NASSCOM, IEEE
ComSoc Student Branch Chapter of IEM, IEEE Computational Intelligence Student
Branch Chapter of IEM, Computer Society of India, Indian School of Ethical
Hacking, HackCieux, ITOrizon, CDAC, NASSCOM 10,000 Startups for sponsoring
this event, without which the conference could not have been organized on this scale.

We are grateful to all the members of the advisory and technical committees
comprising 56 professors and researchers from various parts of the world like
Bulgaria, Romania, California, Portugal, UK, Switzerland, Japan, Singapore, and
India, for providing their excellent service. We are also thankful to all the local
organizing committee comprising Sanchita Ghosh, Baisakhi Das, Lopa Mandal,
Pulak Baral (publicity team); Pralay Kar (print team); Sourav Mukherjee (website
management); Ankit Anand, Nayan Raj (website development and maintenance);
and Kajari Sur, Amit Kumar Mandal, Partha Sarathi Paul, Rabi Narayan Behera,
Satyasaran Changdar, Sudipta Paul, and Paramita Mitra (hospitality team) for their
hard work and effort to make this conference a grand success.

Last but not least, thanks to all the participants and authors. I hope that they
appreciated the conference, and I anticipate that they liked our culturally lively city
of joy—Kolkata—as well!

Satyajit Chakrabarti
Director

Institute of Engineering and Management
Kolkata, India

April 2019

x Message from Conference General Chairs



Mohuya Chakraborty
Dean

Institute of Engineering and Management
Kolkata, India

April 2019
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Message from Organizing Chairs

On behalf of the Organizing Committee of eHaCON 2019 International Ethical
Hacking Conference, it was our pleasure to welcome the attendees to the University
of Engineering & Management, Kolkata, India.

The conference consisted of four technical sessions with 19 contributed papers,
four keynote addresses, two-day workshops along with two-day online coding
competition on ethical hacking (De-Cipher) and gaming competition (Capture The
Flag). eHaCON 2019 Program Committee, comprising 25 distinguished members,
worked hard to organize the technical program. Following the rigorous review
process, out of about 100 submissions, only 21 full papers were accepted for
presentation in the technical sessions.

Behind every successful event, there lies the hard work, commitment, and
dedication of many personalities. Firstly, we wish to thank the entire Program
Committee for the excellent job it did in organizing the technical sessions. Special
thanks are due to all the reviewers for their obligation in reviewing the papers
within a very short time.

We are indebted to the faculty members of the department for managing the
two-day workshop on ethical hacking where participants from various schools,
colleges, and industries and government officials were benefited. We wish to
convey thanks to Swagatam Basu for creating, managing, and conducting the online
coding competition “De-Cipher” where more than 220 teams comprising three
members per team participated. Pre-conference workshops conducted by the IEEE
ComSoc Student Branch Chapter IEM proved to be very successful.

We also thank our collaborators and sponsors like Indian School of Ethical
Hacking and HackCieux for the workshop and gaming competition, CodeChef for
coding competition, Itorizin, CDAC, NASSCOM, NASSCOM 10,000 startups,
IEEE IEM Communication Society Student Chapter, IEEE IEM Computational
Intelligence Society Student Chapter, and IEM Computer Society of India Student
Chapter for the various other events.

Our sincere gratitude goes to Springer for publishing the conference proceedings
in their series “Advances in Intelligence Systems and Computing.”
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Special thanks go to the conference chair, Mohuya Chakraborty, for giving us
immense support and encouragement throughout this period. Once again we hope
that all the delegates from India and abroad found the program beneficial and
enjoyed the historic city of joy—Kolkata.

We sincerely thank Satyajit Chakrabarti, Director of Institute of Engineering and
Management, for his constant support throughout the event.

Last but not least, we thank all our delegates from various industries as well as
academia for participation without whom the conference would not have been
possible.

Tapan Kumar Hazra
Institute of Engineering and Management

Kolkata, India
April 2019

Moutushi Singh
Institute of Engineering and Management

Kolkata, India
April 2019
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Avijit Bose
Institute of Engineering and Management

Kolkata, India
April 2019

Arup Kumar Chattopadhyay
Institute of Engineering and Management

Kolkata, India
April 2019
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Review and Comparison of Face
Detection Techniques

Sudipto Kumar Mondal, Indraneel Mukhopadhyay and Supreme Dutta

Abstract Automatic object detection is a common phenomenon today. To detect an
object first thing is captured, is the image of the object. Now in an image categorically
different types of objects are possible. Here, we are considering human face as amost
common object. Day by day, the number of application based on face detection is
increasing. So the demand of highly accurate and efficient face detection algorithm
is on the high. In this paper, our motive is to study different types of face detection
techniques and compare them. Various face detection techniques like using Haar-
like cascade classifier, Local Binary Pattern cascade classifier and Support Vector
Machine-based face detection methods are compared here. All these techniques are
compared based on time, accuracy, low light effect, people with black face and with
false object and based on memory requirement.

Keywords Face detection · Haar cascade classifier · Local Binary Pattern cascade
classifier · Support Vector Machine-based face detection

1 Introduction

Face detection is the process of finding faces in an image or in a frame and, if
present, return the location [1] and according to that it is marked. It is generally used
in detecting a human face. It also detects eyes of a human in an image or in a frame.
Many techniques are there for detecting faces [2, 3]. Steps for face detection are

S. K. Mondal (B) · S. Dutta
University of Engineering & Management, Kolkata, India
e-mail: sudipto.mondal@uem.edu.in

S. Dutta
e-mail: supremedatta@gmail.com

I. Mukhopadhyay
Institute of Engineering & Management, Kolkata, India
e-mail: imukhopadhyay@gmail.com

© Springer Nature Singapore Pte Ltd. 2020
M. Chakraborty et al. (eds.), Proceedings of International
Ethical Hacking Conference 2019, Advances in Intelligent
Systems and Computing 1065, https://doi.org/10.1007/978-981-15-0361-0_1

3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0361-0_1&domain=pdf
mailto:sudipto.mondal@uem.edu.in
mailto:supremedatta@gmail.com
mailto:imukhopadhyay@gmail.com
https://doi.org/10.1007/978-981-15-0361-0_1


4 S. K. Mondal et al.

• Importation of an image [4].
• Transformation of the image from RGB to grayscale.
• Division of objects in the image to acquire quick detection.
• Use classifier which is used to detect faces in the image.
• Make rectangle box in the image by coordinating x, y, w, h.

2 Applications of Face Detection

There are several applications based on face available around us in real life. These
applications boost the overall performance.

Camera autofocus: When the camera takes photographs, it detects people’s faces
and helps the camera to autofocus. This approach ultimately helps in taking good
photographs.
Facebook: With respect to face, automatic tagging is done there.

• Face Recognition: The most endemic use of face detection is face recognition.
Face recognition is used to identify people’s faces. This is used in apps, phones,
airports, companies, etc. Nowadays, it is also used in the attendance system.
OpenCV (Open source computer vision) is a cross-platform repository of pro-
gram which helps us in real-time computer vision. There are three built-in face
recognizers in OpenCV.

There are three built-in face recognizers in OpenCV:

• Eigenfaces Face Recognizer [5, 6]
• Fisherfaces Face Recognizer [7]
• Local Binary Patterns Histograms Face Recognizer [8].

3 Face Detection Techniques

There are several face detection techniques [9] available. Following three face detec-
tion techniques are discussed here.

3.1 Face Detection Using Haar Cascade Classifier

Haar cascade classifier is proposedbyViola–Jones face detection algorithm [10]. This
algorithm needs a lot of positive images and negative images to train the classifier.
Positive images are those which have faces in the image and negative images are
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those which do not have faces in the image [7]. After this, the features are extracted.
There are some features in Haar cascade classifier

• Edge feature
• Line feature
• Four rectangle feature.

We need to subtract the sum of pixels under the white rectangle from the sum of
pixels under black rectangle to get the feature. But it needs a lot of calculation (24×
24= 160,000+ features). So we need to find the best features which are achieved by
AdaBoost [3, 11]. The features are reduced to 6000. But we know that in an image
non-face image region is more than face region. So we do not need to focus on the
non-face region, and the features are grouped into different stages. For example, if a
window is not able to pass the first stage then we do not need to apply the next stages
further. We will discard it. But if a window passes the first stage then we will apply
the second stage to it and continue, and if a window passes all stages then this is a
face region. This is how Viola–Jones face detection works.

3.2 Face Detection Using Local Binary Pattern Cascade
Classifier

The image of a face is divided into texture descriptor and local regions. This is done
independently on each region. The descriptors are concatenated to form the global
descriptor.

This is a face detection cascade classifier where the training image is divided
into blocks. It recognizes every image as full of micro-patterns. Due to that, local
facial component is extracted first using LBP [11] operator. This operator extracts
the texture from the face in terms of a binary pattern. Pattern can be of flat areas,
curved edge, spots, flat areas, etc. Then, it generates a histogram from that. From
every sub-region, LBP histogram are extracted and combined into a single, spatially
enhanced histogram.

Face detection using Local Binary Pattern depends mainly on the appearance of
faces. That means more and more presence of positive images makes this method
more effective.

Local Binary Pattern mainly follows the followings:

• The LBP identifies histogram from the patterns on a pixel level.
• The labels are integrated to generate pattern of regions.
• The regional histograms are concatenated to build a global description of the face.
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3.3 Support Vector Machine

SVM [12] can be used to make a binary classification. SVM finds a hyper-plane (line
in 2D, plane in 3D, etc.). It separates its training data in such a way that the distance
between the hyper-plane and the closest points from each class is maximized once
SVMfinds this hyper-plane, you can classify new data points by seeing which side of
this hyper-plane landing on SVM can only be used on data that are linearly separable
(i.e., a hyper-plane can be drawn between the two groups. However, it is not so, as a
common way to make data separable in a linear way is to map it to a higher size (but
be careful, as this is computationally expensive). You can map it as you wish, but
there are ways to do this, they are called Kerns. When using a combination of these
Kernels and modifying their parameters, you’ll most likely get better results than
doing it your way. The really interesting thing about the SVMs is that it can or use
them when you have very little data compared to the number of functions of each of
your data points, in other words when the number of data for the number of features
per data ratio is low. Normally when this ratio is low, over-processing occurs, but
since the SVMs only use some of your data points to create the hyper-plane, in the
first place, it does not really matter that you give it such small data. However, note
that accuracy of forecasts is reduced when very little data is used. The SVMs simply
tell you in which class a new data point falls, not the probability that it is in that class.
This is obviously a disadvantage.

4 Comparative Evaluation

Above specified face detection techniques are compared by calculating the time that
is howmuch time a technique is taking to detect faces in an image. All the techniques
are run in PYTHON 3.7.2 using OpenCV 4.0.0.21 [2]. Cascade classifiers are pre-
trained to detect faces and other objects where Haar cascade classifier is pre-trained
using Viola–Jones face detection algorithm.

4.1 Single Face Detection

Haar cascade classifier took 0.399 s to detect the face in Fig. 1a. Local Binary Pattern
cascade classifier took 0.368 s to detect the face in Fig. 1b.

Real-time face detection using Support Vector Machines took 1.84 s to detect the
face as shown in Fig. 1c.

So, we can say that, among all these three techniques, real-time face detection
using Local Binary Pattern cascade classifier takes minimum time to detect the face,
and Support Vector Machine takes the maximum time.
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Fig. 1 Sample image for single face detection time checking. a Face detection using Haar cascade
classifier. b Face detection using Local Binary Pattern cascade classifier. c Real-time face detection
using Support Vector Machines

4.2 Accuracy Detection

Next comparison is based on accuracy, that is, how much a technique is accurate to
detect faces in an image.

Haar cascade classifier detected 18 faces as shown in Fig. 2a. It took 0.901 s to
detect the faces as shown in Fig. 2a. Local Binary Pattern cascade classifier took
0.526 s and detected 14 faces in as shown in Fig. 2b. Support Vector Machines took
2.35 s and detected 17 faces in as shown in Fig. 2c.

So, we can say that, among all these three techniques, real-time face detection
using Local Binary Pattern cascade classifier takes minimum time to detect the faces,
and Support Vector Machine takes the maximum time and the most accurate face
detection method is Haar cascade classifier which has a high detection rate and the
least accurate being the Local Binary Pattern cascade classifier which has a low
detection rate.
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Fig. 2 Sample image for accuracy checking for multiple face detection. a Face detection using
Haar cascade classifier. b Face detection using Local Binary Pattern cascade classifier. c Real-time
face detection using Support Vector Machines
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4.3 Black Face Detection

Now, we checked that how these techniques work on black face.
Haar cascade classifier did not detect the face as shown in Fig. 3a.
Local Binary Pattern cascade classifier detected the face as shown in Fig. 3b.
Real-time face detection using Support Vector Machines did not detect the face

as shown in Fig. 3c.
So, we can say that, among all these three techniques, real-time face detection

using Local Binary Pattern cascade classifier can detect faces with very dark com-
plexion and Support VectorMachines and Haar cascade classifier cannot detect faces
with very dark complexion.

Fig. 3 Sample Image for black face detection. a Face detection usingHaar cascade classifier.bFace
detection using Local Binary Pattern cascade classifier. c Real-time face detection using Support
Vector Machines
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Fig. 4 Sample image to detect face in low light. a Face detection using Haar cascade classifier.
b Face detection using Local Binary Pattern cascade classifier. c Real-time face detection using
Support Vector Machines

4.4 Low Light Effect

Haar cascade classifier detected the face in 0.332 s but could not detect the eyes as
shown in Fig. 4a.

Local Binary Pattern cascade classifier detected the face as shown in Fig. 4b and
took 0.3261 s to detect the face in low light effect.

Support Vector Machines has detected the face as shown in Fig. 4c in 1.798 s.
So, we can say that the face detection using Support Vector Machines is less

accurate in low light effect because it takes highest time to detect in low light, and
the face detection using Local Binary Pattern cascade classifier is most accurate in
low light effect because it takes the least time. In real-time face detection using Haar
cascade classifier, the accuracy is moderate in low light effect.

4.5 Non-face Detection

Figure 5a is an image which looks like human face. Haar cascade classifier has
identified it as human face.

Local Binary Pattern has identified that there is no human faces as shown in
Fig. 5b.
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Fig. 5 Sample image to detect non-face. a Face detection using Haar cascade classifier. b Face
detection using Local Binary Pattern cascade classifier. c Real-time face detection using Support
Vector Machines

Figure 5c is an image which looks like human face. Support Vector Machine has
identified it as human face.

So, we can conclude that the false positive rate is high in face detection using
Haar cascade classifier and Support Vector Machine. False positive rate is low in
face detection using Local Binary Pattern cascade classifier.

4.6 Face with Obstacles

Haar cascade classifier has detected the face with spectacles and beard as shown in
Fig. 6a. Local Binary Pattern cascade classifier did not detect the face with beard
and spectacles as shown in Fig. 6b.

Support Vector Machine detected the face with obstacles as shown in Fig. 6c.
So, we can say that the face detection in case of face with obstacles using Local

Binary Pattern cascade classifier is ineffective comparing to other two method as the
have detected effectively.
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Fig. 6 Sample image to check face with obstacles. a Face detection using Haar cascade classifier.
b Face detection using Local Binary Pattern cascade classifier. c Real-time face detection using
Support Vector Machines

Comparative analysis

Approach Haar LBP SVM

Average time (single face) 0.43004 s 0.42646 s 2.30883 s

Accuracy High Low High

Black face detection No Yes No

Low light effect Moderate accuracy Best accuracy Least detection

Face with obstacles High detection No detection High detection

Object similar to face High Low High

System usage CPU-71%
Memory-45%

CPU-89%
Memory-43%

CPU-66%
Memory-44%

Time (multiple faces) 1.04261 s 0.67998 s 3.07367 s

Proposed Algorithm
From the above analysis, we are observing that Haar cascade classifier’s overall
performance is good. In some cases, it is not working efficiently specially in case of
black face detection or in case of low light images. In low light, Haar method has
detected the face but unable to detect the eye. Even if in case of facewith obstacles the
performance is poor of Haar cascade classifier. So from the above observation, we are
proposing an algorithm where all the feature of Haar cascade classifier must be there
and along with that some more feature to resolve the above-mentioned problems are
must be there.
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5 Conclusion

We are surrounded by various applications based on face detection today like using
face as a mobile password to automated door opening using face. Various techniques
are available to detect faces as well as recognize them. In this paper, face detection
using Haar cascade classifier and Local Binary Pattern cascade classifier and real-
time face detection using Support Vector Machines has been compared and analyzed
based on certain test caseswhich have not been considered earlier. From that analysis,
the following observations are coming:

Face detection using Haar cascade’s performance is good in many cases and poor
in case of dark complexion or low light and in case of false image.

Those areas where Haar cascade classifier is weak, Local Binary Pattern cascade
classifier works efficiently there. But this algorithm having the problem of accuracy
and in case of face having some obstacles its performance is poor. Another important
drawback of linear binary pattern approach is consumption of maximumCPU during
run time. With respect to other two algorithm, real-time face detection using Support
Vector

Machine has no significant advantages.
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Keyword Spotting with Neural Networks
Used for Image Classification

Ashutosh Kumar, Sidhant Mishra and Tapan Kumar Hazra

Abstract We might be living in a Screen Age, almost everyday a new object with a
bright touch screen is invented. A possible antidote to our screen addiction is voice
interface. The available voice assistants are activated by keywords such as “hey Siri”
or “okay Google” [1]. For initial detection of these keywords, it is impractical to
send the audio data over the Web from all devices all the time, as it would increase
the privacy risks and would be costly to maintain. So, voice interfaces run a keyword
detectionmodule locally on the device. For independent makers and entrepreneurs, it
is hard to build a simple speech detector using free, open data, and code.We have pub-
lished the result as easy to train “Kaggle notebooks” [2]. With considerable improve-
ment, these models can be used as a substitute for our keypads in touch screens. In
this work, we have used convolutional neural networks (CNNs) for detection of the
keywords, because of their ability to extract important features, while discarding the
unimportant ones. This results in smaller number of parameters for the CNNs as com-
pared to the networks with fully connected layers. The network that we have used on
this work is derived from the CNNs that gave state-of-the-art results for image classi-
fication, e.g., dense convolutional network (DenseNet) [3], residual learning network
(ResNet) [4], squeeze-and-excitation network (SeNet) [5], and VGG [6]. We have
discussed the performance of these CNN architectures for keyword recognition. The
method for reproducing the result had been suggested as well. These models achieve
top one error of ~96–97%, with the ensemble of all achieving ~98%, on the voice
command dataset [7].We have concluded by analyzing the performance of all the ten
models and their ensemble. Our models recognize some keywords that were not rec-
ognized by human. To promote further research (https://github.com/xiaozhouwang/
tensorflow_speech_recognition_solution) contains the code.
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Keywords Voice command · Keyword recognition · ResNet · DenseNet · SeNet ·
VGG

1 Introduction

1.1 The Problem Statement

In this work, we propose algorithms to detect keywords in voice commands. This
algorithm, when implemented, could improve the voice assistants [8] or help us to
get rid of the touch-enabled keypads. Voice assistants continuously listen for specific
words such as “Hey, Siri,” “Okay Google” [1] and “Hey, Cortana,” respectively, to
initiate interaction. It is not practically possible to send all the voice data over the
Web to remote servers as this would increase the privacy risk for the users and the
data transfer cost for the organizations.

1.2 Current Methodology

The keyword recognizing system at Google, which uses deep neural networks
(DNNs) have performed better than hidden Markov models [1]. DNNs have small
number of parameters, and this makes them ideal for resource-constrained devices.
CNNs have not only shown the improvement in keyword recognition task but they
have also outperformed other models for other acoustic modeling tasks [9–13].

Voice has got a strong correlation in time and frequency, and CNNs help us to
model these correlations by sharing the weights across local regions of the input
space. DNNs ignore such correlations, whereas weight sharing has shown good
performance in other fields [14]. When the speaking style changes, this shifts the
formants in frequency domains. It is hard for DNNs to model such variance, whereas
the CNNs can model these variances in time and frequency domain by averaging the
output of different layers. CNNs can also extract the features that will reduce such
variances. CNNs have also shown an increase of 27% in false reject (FR) when they
stride in frequency, when they pool in time an improvement of 41% is seen, and an
improvement of 6% is seen when they pool in frequency only.

ImageNet Large-Scale Visual Recognition Challenge (ILSVRC) [15] has played
an important role in the development of deep neural networks. Some of the best
models that were developed used high-dimensional feature encoding [16]. Some
models used small filters and small strides [17, 18] in first convolution layer, whereas
some trained the model over whole training and test dataset and over different sizes
[19]. Another approach to improve the accuracy of model is by increasing the depth
of the models. CNNs extract and combine features from different layers [17], some
of the well-performing models [20–23] that were trained using challenging datasets
[15] have depth varying from sixteen [22] to thirty [21]. Deep models have been used
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for many other visual recognition tasks [6, 24–27] as well. Increasing in depth of
models has resulted in either vanishing or exploding gradients [28, 29]. Some of the
methods to handle exploding and vanishing gradient are by normalized initialization
[23, 29–31] and adding normalization to the intermediate layers [21], and this enables
converging of stochastic gradient descent (SGD) with backpropagation [32]. As we
increase the depth ofmodels, the accuracy tends to decrease, which is not due to over-
fitting, but it is due to the fact that adding more layers to a suitably deep network
increases the training error [33, 34]. In a residual learning framework, the training of
deep networks is done by learning the residual function for the input layer instead of
learning an unreferenced function. Identity connection helps the deepmodels such as
LeNets [35], VGG [15], highway networks [33], and residual networks [4] to bypass
signals from one layer to the other.

In a DenseNet [3], if there are L layers, then the total number of connections will
be L*(L + 1)/2. This is to ensure that all the layers of DenseNet [3] are connected
to each other.

DenseNet [3] helps to get rid of the vanishing gradient problem, strengthens fea-
ture propagation, reuses features, and reduces the number of features. The “squeeze-
and-excitation” (SE) block [5] models the interdependencies between the channels;
when we stack these SE blocks, we get the SeNet, which generalizes very well
across different datasets. These architectures also reduce the computation required
for training the models. The spatial correlation between features is also integrated
by inception family of architectures [20, 21].

In the presented work, we have used the network architectures [3–5, 22] devel-
oped for the image classification task and used it to classify the keywords in voice
commands [36]. We have used Mel spectrogram and MFCC for preprocessing the
audio clips and then reshaped the input for themodels. The different models achieved
a score of ~96% (Fig. 1) and the ensemble of all achieving 98.01%.

1.3 Related Works

Thomas O’Malley’s work [37] uses 120 log mel filter bank. The models treated time
and frequency differently. The model architecture is used, and its interpretation is
shown in Fig. 2.

The other two techniques that worked are

1. Standardized peak (windowed) volume, every clip was split into 20–50 chunks,
and then the volume of the clip was standardized so that every clip had the same
maximum chunk volume.

2. Vocal tract length perturbation as described in [38].
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Fig. 1 Accuracy of different
models

2 Approach

2.1 Preprocessing

We load the audio file as floating-point time-series data and resample it to the rate
of 16,000 and if the sampled audio is smaller in size, we pad them with constant
values (zeros). And if the sampled audio file is larger than 16,000, we truncate it.
During training, we add noise to the clip, while during testing we do not add any
noise to the voice clips. While adding the noise, we randomly draw a “multiplying
factor” from the uniform distribution in (0.75, 1.25), a random number from {1,2} as
the num_noise and then a random number from {0.1, 0.5, 1, 1.5} as max_ratio. We
chose a random number from [0.1, 0.3] as mix_noise_probability and also a random
integer between {80 and 120} as the measure for the shift range.We perform the time
shift on the loaded audio, then add noise to it, and scale it by a factor of “multiplying
factor.” Once we have augmented the original audio data, we calculate its mel-scaled
spectrogram, with sample rate = 16000, with number of mel bins = 40, number of
samples between successive frames= 160, and fast_fourier_window of 480 (and the
minimum frequency of 20 and the maximum frequency of 4000).



Keyword Spotting with Neural Networks Used for … 19

Fig. 2 Interpretation of all
the eight layers are as
follows: (i) “denoising” and
basic feature extraction
layer; (ii) getting back down
to standard 40 frequency
features; (iii) looking for
local patterns across
frequency bands; (iv) allows
for speaker variation similar
to the one proposed in [2];
(v) this layer treats each
remaining frequency band
differently and compresses
the frequency dimension
entirely, and it detects the
phoneme-level features; (vi)
it looks for the connected
component of a short
keyword at different points
in time; (vii) collects all the
components

2.1.1 MFCC

For MFCC, we consider the spectrogram whose values are greater than 0 and then
perform log transformation them. Then we create a discrete cosine transformation
(DST-II) filter with number of input bins as 40 and the number of input filters as 40.

We take every columnvector of the spectrogramandperformmatrixmultiplication
with the 40 × 40 DCT filter, and this gives us 101, 40 × 1 vectors which we latter
stack to get the required MFCC of shape (40 × 101).
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Fig. 3 Raw wave of a sound clip “yes”

Fig. 4 Spectrogram of a voice clip “yes”

2.1.2 Mel

We convert the power spectrogram (amplitude squared) to decibel (dB) units. If
required, we perform the normalization.

2.1.3 Raw

We have also simply reshaped the audio data and used it to train our models, after
normalization (Figs. 3, 4, 5, and 6).

3 Network Architectures and Configurations

3.1 VGG-Like Model

The models that we have developed, motivated by VGG, are shown in
Figs. 7, 8, and 9.

The model architecture shown in Fig. 7 is called vggmel, as the input fed into
this after extracting the features using mel. The input after feature extraction, size
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Fig. 5 Mel power spectrogram of a sound clip “yes”

Fig. 6 MFCC spectrogram of a sound clip “yes”

(40 × 101), is fed to the stack of convolutional layers as shown in Fig. 7. The first
20 layers shown in Fig. 7 have a combination of “1D convolutional layers,” “batch
normalization layers,” and max pooling layers. The size of the convolving kernel
is 3, with the stride of convolution as 1 and the padding as 1. The kernel size for
max pooling is 2 with a stride of 1. After these stacks of feature extracting layers,
the 1D input of 1536 is fed to the classifier layer, last 5 layers, which give us the
predicted probability corresponding to each label. The classifier layers consist of 3
linear layers, and these linear layers use the ReLU activation unit and the dropout
with probability 50%. This model achieves the accuracy of 97.22%. The training and
validation error are shown in Fig. 10.

The model shown in Fig. 8 is vgg2d, so-called because the convolutional kernels
used in this are two-dimensional in shape. The feature of audio is extracted using
the mel (Sect. 2.1). The size of input fed into the architecture is (1 × 128 × 128).
The input is fed to the feature extraction stack of 31 layers, which comprises of the
convolutional layer with two-dimensional convolutional kernel (3 × 3), stride of 1
and padding of 1, max pooling layer with kernel size 2× 2 and stride of 1, and the 2d-
batch normalization layerwithReLUactivation.After the feature extraction stack, the
data of size 256 × 4 × 4 is passed through adaptive_max_pooling_2d layer to yield
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Fig. 7 Network architecture,
the convention followed for
convolutional layer,
Conv1donv1d (in_channel,
out_channel, kernel_size,
padding, stride), for the
batch normalization layer the
convention followed is
[conv1d, BatchNorm1d
(number_channel), ReLU],
and the convention followed
for the MaxPool1d is
MaxPool1d (kernel_size,
stride)
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Fig. 8 VGG2d architecture,
the convention used for the
convolutional layers is
Conv2d (in_channels,
out_channel, kernel_size,
padding), for the batch
normalization layer, the
convention followed is
[conv2d, BatchNorm2d
(number_channel), ReLU],
and for the max pooling
layer, the convention
followed is MaxPool2d
(kernel_size, stride). The
stride of 1 is not shown for
the convolutional layers for
brevity
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Fig. 9 VGG-like
architecture, the convention
followed for convolutional
layer, Conv1d (in_channel,
out_channel, kernel_size,
padding, stride), for the
batch normalization layer the
convention followed is
[conv1d, Batch-
Norm1d(number_channel),
ReLU], and the convention
followed for the MaxPool1d
is MaxPool1d(kernel_size,
stride)
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Fig. 10 Plot of training accuracy versus validation accuracy for VGG1d_mel

data of size 256× 1× 1. The output of adaptive_max_pooling_2d layer is fed to the
adaptive_average_pooling layer, which does not change the size of the data. Further,
the output of the adaptive_average_pooling layer and the adaptive_max_pooling_2d
layer are concatenated to give a feature vector of size 521. This feature vector of size
512 is fed to the final classifier (last 5 layers in Fig. 8), comprising of 3 linear layers,
2 dropout layers with probability 25% and ReLU as the activation function to give
us the predicted probability of all the 12 labels. The model achieves an accuracy of
97.76%. Vgg2dmodel shown in Fig. 8 is also used to classify the keywords in speech
command by the use of MFCC (Sect. 2.1). Following the above configurations, an
accuracy of 97.60% was achieved.

VGG1dmodel shown inFig. 9 uses the raw features extracted (Sect. 2.1). The input
to the feature extraction stack (first 33 layers in Fig. 17) is of size (1× 16,000). After
going through different convolutional layers with one-dimensional convolutional
kernels, one-dimensional batch normalization layer andmax pooling layer, the output
of the feature extraction layer is of shape (256 × 31). Further after the (256 × 31),
the input is passed through the adaptive_max_pool_1d layer and we get feature
vector of size (256 × 1). This feature vector of size (256 × 1) is further fed into the
adaptive_average_pool_1d layer which leaves the feature vectors unaltered. Finally,
the output of adaptive_max_pool_1d layer and adaptive_average_pool_1d layers is
concatenated to provide the input vector of (512× 1) to the classifiers. The classifiers
comprising of 3 linear layers, 2 dropout layers with probability 50% and ReLU
activation unit gives us the predicted probability for different labels. The accuracy
achieved by this model and the preprocessing method (Sect. 2.1.3) is 96.37%.

3.2 ResNet-Like Models

Model shown in Fig. 15 is derived from the architecture of ResNet, and there are two
different feature extraction techniques that are used to give two different models (a)
ResNet_mel, that uses the feature extraction technique described in Sect. 2.1 and (b)
ResNet_mfcc, that uses the feature extraction technique described in Sect. 2.1.



26 A. Kumar et al.

To best describe the forward function of the ResNet (mel/mfcc) model, we present
the forward function used to train the model (Figs. 11, 12, 13, and 14).

For i in range (self.n_layers + 1):
y = F.relu(getattr (self, ”conv{}”.format(i)) (x))
if i == 0:

old_x = y

Fig. 11 Plot of training accuracy versus validation accuracy for VGG1d_raw

Fig. 12 Plot of training accuracy versus validation accuracy for vgg2d_mfcc

Fig. 13 Plot of training accuracy versus validation accuracy for vgg2d_mel
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Fig. 14 Plot of validation accuracy versus training accuracy for ResNet_mfcc

if i > 0 and i % 2 == 0:
x = y + old_x
old_x = x

else:
x = y

if i >0:
x = getattr(self, ”bn{}”.format(i))(x)

x = x.view(x.size(0), x.size(1), -1)
x = torch.mean(x, 2)

The name of layers can be referenced from Fig. 15. The size of input to layer 0
is (40 × 101) and so is the size of input and output to all the layers. It should be
noted that input–output from the even layer are added to the alternate even layers,
and then this trend follows as shown in the code snippet above. It should be noted
that though the block diagram in Fig. 15 shows Conv_i followed by bn_i (where 0 <
i < 10), the forward function used it in reverse order that is bn_i followed by Conv_i.
After all the convolutional layers and the batch normalization layers, we get an input
of size 128 × 40 × 101. This input is further resized to 128 × 4040, which when
passed through the last (linear) layer gives us the probability of all the 12 labels for
given input. The accuracy achieved when using the mel, feature extraction technique
is 96.21%, and when using the MFCC feature extraction technique, the accuracy
achieved is 96.73%.

3.3 DenseNet

In the proposed DenseNet, the first stack is of a two-dimensional convolutional layer
with kernel size 7× 7, stride of 2 and padding of 3 that accepts an input of size (128
× 128), and it followed by a two-dimensional batch normalization layer, a ReLU
activation unit and finally a MaxPool2d layer with kernel_size = 3, stride = 2 and
padding = 1. The first stack is followed by number of dense blocks, and a dense
block is formed of dense layers followed by transition layer (Figs. 16, 17, and 18).
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Fig. 15 Block diagram of
model inspired by the
ResNet. The model shows
combination of
convolutional layers and
batch normalization layers
placed in alternate position
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Fig. 16 Plot of training accuracy versus validation accuracy for ResNet_Mel

Fig. 17 Dense layer, a number of dense layers are stacked to form a dense block which is a part of
DenseNet
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Fig. 18 Transition layer, which is used with the dense block to form the dense block

The transition layer is made of a two-dimensional batch normalization layer, a
ReLU, a two-dimensional convolutional layer with kernel size = 1 and stride = 1,
and finally a two-dimensional average pool layer.

The following PyTorch code block shows the configuration of DenseBlock.

for i, num_layers in enumerate(block_config):
block = _DenseBlock(num_layers=num_layers,

num_input_features = num_features, bn_size =
bn_size, growth_rate = growth_rate, drop_rate = drop_rate)

self.features.add_module(‘denseblock%d’ % (i + 1), block)
num_features = num_features + num_layers * growth_rate
if i != len(block_config) - 1:
trans = _Transition( num_input_features=num_features,

num_output_features=num_features // 2)
self.features.add_module(‘transition%d’ % (i + 1), trans)
num_features = num_features // 2

Block_config consists of the number of layers of dense layers and transition layers
in a DenseBlock. Finally, a batch normalization layer and a linear layer complete the
architecture and give the probability of all the 12 labels.

The weights of convolutional layers are initiated using kaiming_normal distribu-
tion [39]; for the BatchNorm2d, the weights are filled with 1 and the bias is filled
with 0. The output of first stack followed by the dense block gives us a tensor of size
(1024× 4× 4), which is then fed to the average_pool2d layer to give us the vector of
size (1024); it is then finally fed to a linear classifier to get the predicted probability of
the 12 labels. Number of filters added to each layer is represented by “growth_rate”
(“k” in [3]). Num_int_features show the number of features to be learned in the first
convolutional layer. Block_config is the number of layers in each pooling block,
and bn_size shows the multiplicative factor of bottleneck layers. Using the MFCC
feature extraction technique (Sect. 2.1) with the proposed DenseNet-like model, we
achieved an accuracy of 97.58%. While using the mel feature extraction technique
(Sect. 2.1) with the same model, we achieved an accuracy of 97.73%.
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3.4 SeNet Models

The two major components of the SeNet-like model are the Pre-ActBlock (Fig. 19).
The layer from the avgPool2d till last layer (sigmoid) in Fig. 19 forms the squeeze
layer, as described in [5]. Then the output of the Pre-ActBlock (Fig. 19) (sigmoid
layer) is multiplied with the output of conv2 (Fig. 19), and finally, the product thus

Fig. 19 Pre-ActBlock, which was used to create the SeNet models
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obtained is added to the output of shortcut (optional) layer. The product followed by
the sum completes the excitation layer as described in paper [5].

SeNet, whose block diagram is shown in Fig. 19, uses the feature extracted bymel
(2.1) to achieve an accuracy of 97.45%, whereas using the MFCC feature extraction
technique (3.1.1), we were able to achieve a score of 97.32%.

3.5 Ensemble

The performance of these models was also tested on speech recognition competition
[40] public dataset. The accuracy and performance thus obtained are used to provide
the weights to every model that we have developed. Taking the weighted average, we
have ensemble all the models and thus achieved an accuracy of 98.098% (Fig. 20).

Fig. 20 SeNet model that is
formed using the
Pre-ActBlock shown in
Fig. 19
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4 Experiments

4.1 Data

The dataset used for this project is described in [7]. It consists of 64,727, voice clips.
Of which when developing the model, 6798 clips were used for validation and the
rest 57,929 was used for training.

When training the model, finally we have retrained all the models with hyperpa-
rameters finalized during the development phase. We have used 57,982 voice clips
for training, and then we have tested the individual models on 6835 voice clips.

The dataset was divided into 31 categories, out of which we used only 10 (“yes,”
“no,” “up,” “down,” “left,” “right,” “on,” “off,” “stop,” “go,” “silence,” “unknown”)
categories for testing our model, and we also added two categories: silence and
unknown. Unknown is used to indicate the category which is not present in the 8
categories, leaving “Silence” aside.

4.2 Evaluation Metrics

We judged the performance of our model, based on the number of voice clips that it
had correctly classified. Hence, simple measure of our model’s performance is “the
number of clips correctly classified”/“the total number of clips”.

4.3 Experimental Setup

To carry out our experiment, we used the Kaggle instances [41]. It provides us with
GPU required for training ourmodel, 12GBRAM, and all the required packageswere
preinstalled. We used PyTorch [42], the deep-learning framework for developing our
solution.

All the models (10 in total) were trained for 100 epochs (some trained for 75
epochs). For the first 10 epochs, the learning rate used was 0.01, and after the 10
epochs, we used 0.001 as our learning rate. The loss function used for optimization
was cross-entropy loss. We used the stochastic gradient descent (SGD) with the
momentum of 0.9 and weight decay of 0.00001.

The training parameters are used for all the 10 models, and the accuracy obtained
is shown in Table 1.
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Table 1 Experiment configuration for different models

Model Preprocessing is_1d Re-shape_size Batch_size Epochs Accuracy

Vgg2d Mel False 128 32 100 97.76

Vgg2d MFCC False 128 32 100 97.60

Vgg1d Raw True None 32 100 96.37

Vgg1d Mel True None 64 100 97.22

ResNet Mel False None 32 100 96.21

ResNet MFCC False None 32 100 96.73

DenseNet121 Mel False 128 16 100 97.73

DenseNet121 MFCC False 128 16 100 97.58

SeNet MFCC False 128 16 75 97.32

SeNet Mel False 128 16 75 97.45

5 Analysis

Out of 6835 voice clips in test set, there are 48 voice clips that were misclassified
by all the 10 models. On manual analysis, it was found that these voice clips are
unrecognizable by the human ear as well.

There were certain voice clips that were recognized correctly by only one model,
that too not by the model with the highest accuracy. Of example, the voice clip
1806.wav was classified by the model DenseNet with mel feature extraction tech-
nique. The correct label of 1806.wav was “go,” which was not even recognized by
human. Table 2 shows 15 such voice clips which were not recognizable human ears,
but one of the 10 algorithms could recognize them correctly.

Table 3 shows the model size for different models.
Table 4 shows the execution time of all the models on test dataset.
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Table 2 Sound clips thatwere not correctly recognized by humans but one of ourmodels recognized
them correctly

File name in dataset Original label Model with correct classification

five/94de6a6a_nohash_1.wav Unknown (five) SeNet with MFCC

go/3f2b358d_nohash_0.wav go vgg2d with MFCC

go/6205088b_nohash_1.wav Go DenseNet with Mel

left/3f2b358d_nohash_0.wav left vgg1d with raw

no/1cb788bc_nohash_1.wav No ResNet with mel

no/3f2b358d_nohash_0.wav No ResNet with mel

no/3f2b358d_nohash_1.wav No ResNet with mel

no/3f2b358d_nohash_2.wav No vgg2d with mel

right/3f2b358d_nohash_0.wav Right vgg1d_raw

right/3f2b358d_nohash_2.wav Right vgg1d_raw

right/5e3dde6b_nohash_1.wav Right vgg2d_mel

seven/3f2b358d_nohash_0.wav Unknown resnet_mel

up/9a7c1f83_nohash_0.wav Up vgg2d_mfcc

up/9a7c1f83_nohash_5.wav Up vgg2d_mfcc

yes/3f2b358d_nohash_0.wav Yes dense_net_mfcc

Table 3 Model size for different models

Model Preprocessing Model size (MB)

Vgg2d Mel 41.2

Vgg2d MFCC 41.2

Vgg1d Raw 54.8

Vgg1d Mel 39.0

ResNet Mel 5.08

ResNet MFCC 5.08

DenseNet121 Mel 27.0

DenseNet121 MFCC 27.0

SeNet MFCC 43.3

SeNet Mel 43.3

Table 4 Execution time of all the models

Model Execution time (s)

Vgg2d 5.64

Vgg1d 0.32

Vgg1d 0.49

ResNet 0.19

DenseNet 1.55

SeNet 0.59
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6 Conclusion

In this work, we started with voice clips and an approach to classify the keywords in
using deep-learning techniques.We selected CNN to achieve our result, motivated by
the paper [9]. It turned out that the architectures that had state-of-the-art performance
for image recognition and also performed quite well on the small footprint keywords.
As the keywords not have large dependencies, the CNN performed very well.

The hyperparameter space was explored only up to a limited extent because of the
limited availability of GPU. The exploration of hyperparameter space (e.g., learning
rate) can improve the results. Tomake the models adaptable for resource-constrained
devices, we can try and limit the number of parameters to facilitate fast inference.

We have published the result as easy to train “Kaggle notebooks” [43] cloud
instances.
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Abstract This paper proposes a system in which we use multiple Kinect cameras
placed in very strategic positions to accurately detect the presence of the number of
human beings present in a room and also keep a count of the number entering and
leaving the room. Banking physical security and enterprise data centre security are
some of the areas where such technologies can effectively make a difference in terms
of physical security practices and attendance.
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1 Introduction

There was a time not long ago that the biggest technological invention was the
telephone, and the telephone then was wired and was used to allow people to com-
municate via speech. However as days progressed and technology became more
advanced, there rose demands for even smarter technologies. Hence, the phone that
we use today is more like a mini wireless computer that is used to perform a variety
of functions besides just making voice calls. So what is the next thing that would
employ the advances of technology and be considered in the SMART domain? Well,
next-generation buildings are supposed to be equipped with SMART rooms. The
rooms that would employ the operation of multiple sensors in order to adapt to auto-
matically determine the heating, ventilation, lighting, audio–visual systems, etc.,
based on the number of people present in the room. Imagine a system that would
automatically turn off the lights of the room when a person moves out of it and also
control the HVAC to act accordingly, thereby tracking the movements of people. All
the functionality of a SMART room is based solely on the ability to detect and track
the presence of humans within a room using surveillance cameras. To this aim, we
propose our project that employs two Kinect cameras to determine and track human
heads and faces to keep a count of the occupancy within a small room and hence
laying the first stepping-stone towards a better and a smarter tomorrow.

2 People Detection and Counting

The Kinect 1 is to be placed overhead the door. The Kinect 2 is placed inside the
room but facing the door. When people move into the room, both the Kinects operate
in collaboration. The task of the overhead Kinect 1 is to calculate the silhouette of
the heads of the people moving in, while the face detection determines the number of
face of the people moving in simultaneously. Both the cameras are used in a cross-
check mechanism as the face detection camera won’t be able to detect multiple faces
of people if they are moving into the room in a line, as the faces of the people
behind the first person will be covered by the former, whereas, on the contrary, the
overhead Kinect 2 camera can determine the exact number of heads walking in. This
collaborative effort would result in the correct estimation of the human occupancy
within the room (Fig. 1).

2.1 Principle of the Overhead Camera

When capturing moving objects of a specific scene, the background image does not
change within a period of time. Thus, by first subtracting the background image and
extracting the moving objects, we can get the moving objects. After processing the
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Fig. 1 Camera set-up

images, we could get the count of a number of people by the contour finding function
of OpenCV. The background updating method is used to update the background in
order to adapt to the environmental changes. The detection methods employed in
this project are based on the following approaches.

Implementation of the overhead camera. Background subtraction: background
subtraction (BS) is a common and widely used method to get the moving objects by
using static cameras (Fig. 2).

Maintaining the integrity of the specifications. The implementation of the
method is by firstly capturing a frame of the background image at time t. We use
I(t) to denote the image and use B to the background image. We are able to extract
the objects by using subtraction. The pixel value of the current frame of image is
denoted by P[I(t)], and the pixel value of the background image is P[B]. By using
P[I(t)]−P[B], we can get the difference pixel value of a specific point. Therefore, by
implementing this algorithm throughout the whole figure, we can extract the moving
objects since same pixels (unchanged) have same value.

P[F(t)] = P[I (t)] − P[B]

Fig. 2 Background subtraction
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Since the background image is captured at time t, the calculation can only show
the difference between the current frame of image and time t frame of image. Thus,
when the background changes, it should be updated otherwise the calculation is
wrong for some sense. We would use a threshold to show the difference of image, in
this way, the result can be more clear to us.

|P[F(t)] − P[F(t + 1)]| > Threshold

When the subtraction large than threshold, which means the difference is obvious,
then this pixel can be viewed as a changed one. Pixel difference larger than threshold
will cause the pixel to be “white”, otherwise “black”. The threshold is dependent on
movement speed. Faster objects means higher thresholds.

Smooth (Median filter). Median filter is a nonlinear filter in order to smooth the
image and reduce noise. The median filter sets the grey value of each pixel to the
median grey value of the surrounding pixels.

For median filtering, we use a specific window to move along the image. The
median value of the pixels in the window is set as the output pixel value of these
pixels. For example, if we have value of 2, 3, 4, 5, 6, we can get the value of current
position to be 4 because it is the median value (Figs. 3, 4).

Dilation and then erosion can fill the hollow, link the nearby objects and smooth
the boundaries. We use this method to process our image.

Rectangular to count the heads. We use cvFindcontours() and cvRect in the
OpenCV library to find the desired objects.

Fig. 3 Median filter

Fig. 4 Dilation and erosion
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2.2 Front Camera (Face Detection)

Face detection can be regarded as a specific case of object-class detection. In object
detection, the task is to find the locations and sizes of all objects in a digital image
that belong to a given class. The front camera is set inside the room, facing towards
the door. It counts the number of people by detecting human faces. The outcome of
this camera along with the algorithm is to circle out the faces in the real-time video,
also with the number of people detected shows in the backstage software.

Principle of the face detection. Here, we use the joint face detection using mul-
titask cascaded convolutional networks [1] to detect number of faces captured by the
front camera.

The cascade face detector proposed by Viola and Jones [2, 3] utilizes Haar-like
features andAdaBoost to train cascaded classifiers, which achieve good performance
with real-time efficiency. However, quite a fewworks [4, 5] indicate that this detector
may degrade significantly in real-world applications with larger visual variations of
human faces even with more advanced features and classifiers.

Recently, convolutional neural networks (CNNs) achieve remarkable progresses
in a variety of computer vision tasks, such as image classification and face recogni-
tion. Inspired by the good performance of CNNs in computer vision tasks, some of
the CNNs-based face detection approaches have been proposed in recent years.

The implemented CNNs consist of three stages. In the first stage, it produces
candidate windows quickly through a shallow CNN. Then, it refines the windows to
reject a large number of non-faces windows through amore complex CNN. Finally, it
uses a more powerful CNN to refine the result and output facial landmarks positions.
Thanks to this multitask learning framework, the performance of the algorithm can
be notably improved.

Overall Framework. The overall pipeline of our approach is shown in Figs. 5,
6 and 7. Given an image, we initially resize it to different scales to build an image
pyramid, which is the input of the following three-stage cascaded framework:

Stage 1: We exploit a fully convolutional network, called proposal network (P-Net),
to obtain the candidate windows and their bounding box regression vectors. Then
we use the estimated bounding box regression vectors to calibrate the candidates.
After that, we employ non-maximum suppression (NMS) tomerge highly overlapped
candidates (Fig. 5).
Stage 2: All candidates are fed to another CNN, called refine network (R-Net), which
further rejects a large number of false candidates, performs calibrationwith bounding
box regression, and NMS candidate merge (Fig. 6).
Stage 3: This stage is similar to the second stage; but in this stage, we aim to describe
the face in more details. In particular, the network will output five facial landmarks’
positions (Fig. 7).

Implementation of the face detection. The implementation of this is pretty
straightforward. The trained model was obtained from a popular open-source python
library. The images were tested with this model in the tensor flow framework.
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Fig. 5 P-net stage

Fig. 6 R-net stage

Fig. 7 O-net stage

After successfully detecting faces, the faces were marked with OpenCV for rep-
resentation. Also, the number of faces was counted.
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2.3 Experimental Results

Development environment. We use Win7 64 + Visual Studio 2013 + OpenCV
2.4.9 + Kinect 1 for overhead detection.

Manjaro linux 64bit+ Tensorflow 1.13.1+ OpenCV 4.0.0.21 were used for face
detection.

Overhead Detection Result. We can see from Figs. 8, 9, the edges on the human
hair are smoothed in fig. 9. Themedian filter reduces the noise and smooth the image.

The final result is listed below, and the camera can easily detect one human figure,
but when detecting two human figures, the bounding rectangles have some errors.

Face Detection Result. We have tested the program several times, according to
the distance between camera and objects, camera angle, and lighting conditions, the
test results deteriorated. Following is the experimental results (Figs. 10, 11).

Fig. 8 Median filter

Fig. 9 Overhead detection result
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Fig. 10 Three people result

Fig. 11 Multiple people result (more than 10)

2.4 Conclusions and Possible Improvements

The proposed approach mentioned above is the first step to achieving SMART rooms
for the future. The SMART rooms would be an efficient office space for the gen-
erations to come and automation of the room environment based on the number of
people present would ensure higher comfort, work throughput and efficient optimum
power management.

The SMART rooms would also be a gateway to higher biometric security, where
a present-day magnetic card would be replaced and multiple cameras detecting the
human presence and recognizing individual faces to allow access and would ensure
a higher security and tracking of human movements within an enclosed office space.
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The facenet model can be used to detect faces from an existing database with a
quite good accuracy. This can be used to control access in an office environment.

The face recognition can be used for automating the attendance system inside a
classroom from an existing database of student images.
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Biomedical Image Security Using Matrix
Manipulation and DNA Encryption

Mousomi Roy, Shouvik Chakraborty, Kalyani Mali, Arghasree Banerjee,
Kushankur Ghosh and Sankhadeep Chatterjee

Abstract Biomedical image analysis is an integral part of the modern healthcare
industry and has a huge impact on the modern world. Automated computer-aided
systems are highly beneficial for fast, accurate and efficient diagnosis of the biomed-
ical images. Remote healthcare systems allow doctors and patients to perform their
jobs from separate geographic locations. Moreover, expert opinion about a patient
can be obtained from a doctor who is in a different country or in some distant loca-
tion within stipulated amount of time. Remote healthcare systems require digital
biomedical images to be transferred over the network. But several security threats
are associated with the transmission of the biomedical images. Privacy of the patients
must be preserved by keeping the images safe from any unauthorized access. More-
over, the contents of the biomedical images must be preserved efficiently so that no
one can tamper it. Data tampering can produce drastic results in many cases. In this
work, a method for biomedical image security has been proposed. DNA encryption
method is one of the emerging methods in the field of cryptography. A secure and
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lossless encryption method is developed in this work. Various numerical parame-
ters are used to evaluate the performance of the proposed method which proves the
effectiveness of the algorithm.

Keywords Biomedical image analysis · DNA encryption · Remote health care ·
Cryptography

1 Introduction

Tomaintain the confidentiality of the data, it is important to use secured communica-
tion methods among several participating nodes. Modern world is highly dependent
on the Internet [1], and there are several areas which cannot be imagined with-
out Internet [2]. From banking to shopping, Internet provides several advantages in
various ways. There, secured communication is a prime requirement of any online
communication to make the data secured so that the confidentiality and data integrity
of the users can be maintained [3]. Several types of data are used for communica-
tion purpose [4–8]. Image is one of the most important types of data that is used
in several scenarios [9, 10]. Image transmission in defense, biomedical image com-
munication [11–13] for remote health care [14, 15] and satellite image transmission
are some of the frequently used examples where images are the prime contents.
Transmitting images without any protection can reveal important information and
make the data vulnerable. Several methods are developed to provide security to the
images. Various mathematical approaches are reported in the literature for image
security [16–19]. DNA computing is one of the emerging research domains and has
several applications in different fields, and among them, cryptography is a major
one. DNA computing exploits the advantages of the biological complex phenomena
and applies on the cryptography. It increases the security of the system compared to
the conventional encryption methods that only relies on the complexity of the key
and algorithm. In this article, biomedical images are taken into consideration. The
security of the biomedical images is one of the major concerns in case of remote
healthcare systems. Biomedical images demand high security because any kind of
leakage can reveal sensitive information about patients [20]. Unauthorized person
can misuse the sensitive biomedical information that can violate the confidentiality
of the patient. Moreover, the integrity of the data is essential. Data can be tampered
by the unauthorized persons if appropriate security measures are not imposed. In this
work, the concept of DNA encryption is used with matrix manipulation to make the
images secured. The remaining article is organized as follows. Section 2 illustrates
the application and requirements of the DNA computing methods in encryption.
Section 3 describes the proposed method in detail. Section 4 illustrates the obtained
results and studies the performance of the proposed system. Section 5 concludes the
work.
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2 Application of the DNA Computing Concepts
in Encryption

DNA computing is one of the most powerful methods that has several applications in
various domains. Data security and cryptography are among them. DNA encryption
exploits several advantages and concepts of biology to make the data more secure
[21]. It mimics several biological phenomena in such a way so that the encryption
becomes stronger than the conventional methods. In computer science, several prob-
lems are solved using bio-inspired methods and metaheuristic algorithms [22–32].
DNA encryption process can be successfully applied if it can model all the pixels
of an image into the domain of DNA; i.e., all possible 256 combinations (in case of
8-bit grayscale images) must be mapped to its corresponding DNA sequence. Now,
this mapping process should be well defined. Moreover, if the static mapping is used,
then it can lead to some risks because anyone can trace the mapping pattern using
cryptanalysis. Therefore, the mapping pattern must be changed in every transaction
to make it safe against cryptographic attacks. The mapping can also be performed
using a mapping matrix. The method must be robust to prevent various attacks. DNA
encryption-based cryptographic methods must be designed in such a way so that
digital environment can adopt the biological methods [33]. Many biological meth-
ods and concepts are difficult to mimic in digital environment and hence of no use.
Therefore, during the design of the DNA-based encryption method, the feasibility
or the implementation of the method is one of the prime concerns. DNA cryptog-
raphy is dependent on the efficient modeling of the complex biological problems
and exploits the difficulty to impose more security in the image. One of the most
common attacks is the brute force attack. If one pattern always gets mapped to the
same pattern for a certain mapping matrix, then it is vulnerable to brute force attacks.
Moreover, modern cryptanalysis [34] methodsmay recover the actual pattern from it.
Therefore, it is necessary tomapmultiple patterns of the same type to different cipher
patterns. Moreover, it is also necessary for image encryption because if one plain
pixel pattern gets mapped to a certain cipher pixel pattern then the correlation of the
encrypted image will be high enough so that cryptanalysis methods can easily deci-
pher it. Therefore, before designing any methods or framework for encryption, the
abovementioned issues must be addressed; otherwise, the method can be susceptible
to cryptographic attacks.

3 Proposed Method

Apixel of a grayscale image generally consists of 8 bits. Therefore, 256 combinations
are possible for every pixel. Four characters, i.e., ‘A’, ‘T’, ‘G’ and ‘C’, are used
in DNA computing. Therefore, to assign a unique DNA pattern for 256 possible
combinations, at least four characters are needed for every combination (i.e., 44 =
256). Now, any DNA pattern can be associated with any pixel pattern. In this way,
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a mapping matrix can be formed using which replacement can be performed. Now,
this matrix can be manipulated in different ways to form the encoding matrix. The
proposed algorithm is given below.

Algorithm 1: Proposed Algorithm

1. The sender decides the length of the DNA pattern ‘l’ (minimum is 4).
2. The sender prepares an encoding matrix.
3. Sender can perform any reversible operation on this matrix (e.g., trans-

pose, inverse, etc.).
4. Sender receives an encoding matrix from the receiver.
5. Convert each pixel into binary.
6. For a particular pixel, find the corresponding mapping from both the

matrices (i.e., the matrix generated by the sender and the matrix sent by
the receiver).

7. Now to create themapping of a pixel, take floor (l/2) from theDNApattern
of the first matrix and ceiling (l/2) from the DNA pattern of the second
matrix and combine them.

8. Now, replace the sequence of every pixel with its complimentary
sequence, i.e., ‘A’ with ‘T’, ‘G’ with ‘C’, ‘T’ with ‘A’ and ‘C’ with ‘G’.

9. Convert the DNA sequence of each pixel into binary using the mapping
table of the sender.

10. Perform XOR operation with each pair of pixels, and assign the value
to the second pixel. A random binary sequence is generated for the first
pixel to start with.

11. Convert the binary values into decimal to get the encrypted pixel.
12. Repeat steps 2 to 11 five times.

The proposed method is tested on different biomedical images using some stan-
dard quality measurement methods. The results are discussed in the next section.

4 Results and Discussion

The proposed algorithm is used to encrypt some biomedical images, and the results
of the encryption are evaluated using some standard quality evaluation parameters
[35]. Five different types of images are chosen to test the proposed method. These
types are X-ray [36], CT scan [37], MRI [38], USG [39] and histological image [40].
Figures 1, 2, 3, 4 and 5 show the results of the encryption.
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Fig. 1 MRI image encryption. a Original image. b Histogram of the original image. c Correla-
tions of the original image (horizontal, vertical, diagonal). d Encrypted image. e Histogram of the
encrypted image. f Correlations of the encrypted image (horizontal, vertical, diagonal)

4.1 Correlation Coefficients

Correlation coefficient is evaluated for three different directions, i.e., horizontal,
vertical and diagonal. Correlation coefficients are calculated for the selected pairs
using Eq. 1.

Rxy = COV(xy)/
√
D(x)

√
D(y) (1)

where

COV(xy) = 1

T

T∑

i=1

((xi − E(x))(yi − E(y))) (2)

E(x) = 1

T

T∑

i=1
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T
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y j (3)

D(x) = 1

T

T∑

i=1

(xi − E(xi ))
2, D(y) = 1

T

T∑

i=1

(yi − E(yi ))
2 (4)
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Fig. 2 CT scan image encryption. a Original image. b Histogram of the original image. c Correla-
tions of the original image (horizontal, vertical, diagonal). d Encrypted image. e Histogram of the
encrypted image. f Correlations of the encrypted image (horizontal, vertical, diagonal)

where x and y denote the grayscale values of the two adjacent pixels, and T is the
total pair of pixels randomly selected from the image. Table 1 shows the values of
correlation coefficients on different images.

4.2 PSNR

PSNR stands for peak signal-to-noise ratio. PSNR is a well-known parameter and
can be computed from Eq. 5.

PSNR = 10 log10

(
L2

MSE

)
(5)

where

MSE = 1

N

N ,N∑

i=0, j=0

(
xi j − yi j

)2
(6)
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Fig. 3 USG image encryption. a Original image. b Histogram of the original image. c Correla-
tions of the original image (horizontal, vertical, diagonal). d Encrypted image. e Histogram of the
encrypted image. f Correlations of the encrypted image (horizontal, vertical, diagonal)

N is the pixel count, and xij, yij are the ith and jth pixels in the original and
processed image. L ranges from 0 to 255 for grayscale images. Table 2 shows the
PSNR values for different images.

4.3 Differential Attack

To assess the effect of the small change in original image on the encrypted image, two
well-known parameters are used: number of pixels change rate (NPCR) and unified
average changing intensity (UACI) which are defined in Eqs. 7 and 8, respectively.

NPCR =
∑m,n

i= j=1 D(i, j)

w × h
× 100% (7)

UACI = 1

w × h

⎡

⎣
m,n∑

i, j

|C1(i, j)− C2(i, j)|
255

⎤

⎦ × 100% (8)
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Fig. 4 Histogram image encryption. a Original image. b Histogram of the original image. c Cor-
relations of the original image (horizontal, vertical, diagonal). d Encrypted image. e Histogram of
the encrypted image. f Correlations of the encrypted image (horizontal, vertical, diagonal)

Here, C1 and C2 are two images after encryption with one pixel difference, w and
h denote the image width and height, and D(i, j) can be computed using on Eq. 9.

D(i, j) =
{
1 ifC1(i, j) = C2(i, j)
0 Otherwise

}
(9)

Table 3 shows the NPCR and UACI values for different images.

5 Conclusion

Biomedical image security is one of the prime concerns in today’s world. DNA-
based computing has a huge prospect in the field of cryptography. In this work, a
DNA computing-based new method is proposed to encrypt biomedical images. The
proposed method is simple enough to be implemented. The analysis of this method
proves that the proposed method can be used in real-world applications. There are
several domains in which this method can be extended. Medical IoT (MIoT)-based
systems are one of the most important applications of the proposed system where
the proposed system can be proven to be efficient enough to keep the privacy of the
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Fig. 5 X-ray image encryption. a Original image. b Histogram of the original image. c Correla-
tions of the original image (horizontal, vertical, diagonal). d Encrypted image. e Histogram of the
encrypted image. f Correlations of the encrypted image (horizontal, vertical, diagonal)

Table 1 Correlation coefficients in original and encrypted images after applying the proposed
encryption algorithm

Test image Horizontal Vertical Diagonal

Original Encrypted Original Encrypted Original Encrypted

MRI 0.9299 0.0003 0.9647 0.0030 0.9075 −0.0047

CT scan 0.9795 −0.0006 0.9784 0.0011 0.9614 −0.0121

USG 0.9425 0.0155 0.9444 −0.0021 0.8916 −0.0049

Histopathology 0.8287 0.0092 0.9031 −0.0026 0.7763 0.0053

X-ray 0.9929 −0.0052 0.9912 −0.0012 0.9849 −0.0031

Table 2 PSNR values
obtained after applying the
proposed method

Test image PSNR

Original–decrypted Original–encrypted

MRI Undefined 5.9377

CT scan Undefined 6.6200

USG Undefined 1.3379

Histopathology Undefined 9.5984

X-ray Undefined 7.6355
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Table 3 NPCR and UACI
values of some standard
images obtained using the
proposed approach

Test image Proposed approach

NPCR (%) UACI (%)

MRI 99.6231 42.1072

CT scan 99.6200 38.3748

USG 99.5101 37.2157

Histopathology 99.6520 27.6672

X-ray 99.6017 33.8719

patients. Sensitive information can be protectedwith the application of this approach.
This work can be extended in terms of the algorithm or the application domain. The
proposed method can be modified and can be hybridized with other methods. For
example, the random number can be generated using the theory of chaos. Hence,
there is an opportunity to extend this work and can be applied on different types of
data.

References

1. Sarddar, D., Chakraborty, S., Roy,M.:An efficient approach to calculate dynamic time quantum
in round Robin algorithm for efficient load balancing. Int. J. Comput. Appl. 123, 48–52 (2015).
https://doi.org/10.5120/ijca2015905701

2. Datta, S., Chakraborty, S.,Mali, K., Baneijee, S., Roy,K., Chatterjee, S., Chakraborty,M., Bhat-
tacharjee, S.: Optimal usage of pessimistic association rules in cost effective decision making.
In: 2017 4th International Conference on Opto-Electronics and Applied Optics. Optronix 2017
(2018). https://doi.org/10.1109/optronix.2017.8349976

3. Wahballa, O.,Wahaballa, A., Li, F., Idris, I.: C.X.-I.N. security, undefined 2017, medical image
encryption scheme based on Arnold transformation and ID-AK protocol. Int. J. Netw. Secur.
(n.d.)

4. Hore, S., Chakraborty, S., Chatterjee, S., Dey, N., Ashour, A.S., Van Chung, L., Le, D.-N.:
An integrated interactive technique for image segmentation using stack based seeded region
growing and thresholding. Int. J. Electr. Comput. Eng. 6 (2016). https://doi.org/10.11591/ijece.
v6i6.11801

5. Hore, S., Chakroborty, S., Ashour, A.S., Dey, N., Ashour, A.S., Sifaki-Pistolla, D., Bhat-
tacharya, T., Chaudhuri, S.R.B.: Finding contours of hippocampus brain cell usingmicroscopic
image analysis. J. Adv. Microsc. Res. 10, 93–103 (2015). https://doi.org/10.1166/jamr.2015.
1245

6. Chakraborty, S., Roy, M., Hore, S.: A study on different edge detection techniques in digital
image processing (2018). https://doi.org/10.4018/978-1-5225-5204-8.ch070

7. Chakraborty, S., Roy, M., Hore, S.: A study on different edge detection techniques in digital
image processing (2016). https://doi.org/10.4018/978-1-5225-1025-3.ch005

8. Roy, M., Chakraborty, S., Mali, K., Chatterjee, S., Banerjee, S., Mitra, S., Naskar, R., Bhat-
tacharjee, A.: Cellular image processing using morphological analysis. In: 2017 IEEE 8th
Annual Ubiquitous Computing Electronics and Mobile Communication Conference. UEM-
CON 2017 (2018). https://doi.org/10.1109/uemcon.2017.8249037

9. Chakraborty, S., Chatterjee, S., Dey, N., Ashour, A.S., Ashour, A.S., Shi, F., Mali, K.: Modified
cuckoo search algorithm in microscopic image segmentation of hippocampus. Microsc. Res.
Tech. 80 (2017). https://doi.org/10.1002/jemt.22900

https://doi.org/10.5120/ijca2015905701
https://doi.org/10.1109/optronix.2017.8349976
https://doi.org/10.11591/ijece.v6i6.11801
https://doi.org/10.1166/jamr.2015.1245
https://doi.org/10.4018/978-1-5225-5204-8.ch070
https://doi.org/10.4018/978-1-5225-1025-3.ch005
https://doi.org/10.1109/uemcon.2017.8249037
https://doi.org/10.1002/jemt.22900


Biomedical Image Security Using Matrix Manipulation … 59

10. Hore, S., Chatterjee, S., Chakraborty, S., Shaw, R.K.: Analysis of Different Feature Description
Algorithm in object Recognition, pp. 66–99 (n.d.). https://doi.org/10.4018/978-1-5225-1025-
3.ch004

11. Chakraborty, S., Chatterjee, S., Ashour, A.S., Mali, K., Dey, N.: Intelligent computing in
medical imaging: a study. In:Dey,N. (ed.)Advancements inAppliedMetaheuristicComputing.
IGI Global, pp. 143–163 (2017). https://doi.org/10.4018/978-1-5225-4151-6.ch006

12. Chakraborty, S., Chatterjee, S., Dey, N., Ashour, A.S., Shi, F.: Gradient approximation in retinal
blood vessel segmentation. In: 2017 4th IEEE Uttar Pradesh Section International Conference
on Electrical, Computer and Electronics. IEEE, pp. 618–623 (2017). https://doi.org/10.1109/
upcon.2017.8251120

13. Chakraborty, S.,Mali, K., Chatterjee, S., Banerjee, S., Roy,K.,Dutta,N., Bhaumik,N.,Mazum-
dar, S.: Dermatological effect of UV rays owing to ozone layer depletion. In: 2017 4th Inter-
national Conference on Opto-Electronics and Applied Optics. Optronix 2017 (2018). https://
doi.org/10.1109/optronix.2017.8349975

14. Chakraborty, S., Mali, K., Banerjee, S., Roy, K., Saha, D., Chatterjee, S., Dutta, S., Majumder,
S.: Bag-of-features based classification of dermoscopic images. In: 2017 4th International
Conference on Opto-Electronics and Applied Optics. IEEE, pp. 1–6 (2017). https://doi.org/10.
1109/optronix.2017.8349977

15. Chakraborty, S., Mali, K., Chatterjee, S., Banerjee, S., Roy, K., Deb, K., Sarkar, S., Prasad, N.:
An integratedmethod for automated biomedical image segmentation. In: 2017 4th International
Conference on Opto-Electronics and Applied Optics. IEEE, pp. 1–5 (2017). https://doi.org/10.
1109/optronix.2017.8349978

16. Chakraborty, S., Seal, A., Roy, M., Mali, K.: A novel lossless image encryption method using
DNA substitution and chaotic logistic map. Int. J. Secur. Appl. 10 (2016). https://doi.org/10.
14257/ijsia.2016.10.2.19

17. Seal, A., Chakraborty, S., Mali, K.: A new and resilient image encryption technique based on
pixel manipulation, value transformation and visual transformation utilizing single–level haar
wavelet transform (2017). https://doi.org/10.1007/978-981-10-2035-3_61

18. Mali, K., Chakraborty, S., Seal, A., Roy, M.: An efficient image cryptographic algorithm based
on frequency domain using Haar wavelet transform. Int. J. Secur. Appl. 9, 279–288 (2015).
https://doi.org/10.14257/ijsia.2015.9.12.26

19. Roy, M., Mali, K., Chatterjee, S., Chakraborty, S., Debnath, R., Sen, S.: A study on the appli-
cations of the biomedical image encryption methods for secured computer aided diagnostics.
In: 2019 Amity International Conference on Artificial Intelligence, IEEE, pp. 881–886 (2019).
https://doi.org/10.1109/aicai.2019.8701382

20. Zhang, S., Gao, T., Gao, L.: A novel encryption frame for medical image with watermark based
on hyperchaotic system. Math. Probl. Eng. 2014, 1–11 (2014). https://doi.org/10.1155/2014/
240749

21. Sreeja, C.S., Misbahuddin, M., Mohammed Hashim, N.P.: DNA for information security: a
survey on DNA computing and a pseudo DNA method based on central dogma of molecular
biology. Int. Conf. Comput. Commun. Technol. IEEE, 1–6 (2014). https://doi.org/10.1109/
iccct2.2014.7066757

22. Chakraborty, S., Bhowmik, S.: Blending roulette wheel selection with simulated annealing for
job shop scheduling problem. In: Michael Faraday IET International Summit 2015, Institution
of Engineering and Technology, p. 100(7) (2015) https://doi.org/10.1049/cp.2015.1696

23. Chakraborty, S., Bhowmik, S.: An efficient approach to job shop scheduling problem using
simulated annealing. Int. J. Hybrid Inf. Technol. 8, 273–284 (2015). https://doi.org/10.14257/
ijhit.2015.8.11.23

24. Chakraborty, S., Bhowmik, S.: Job shop scheduling using simulated annealing. In: First Inter-
national Conference on Computation and Communication Advancement, pp. 69–73. McGraw
Hill Publication (2013). https://scholar.google.co.in/citations?user=8lhQFaYAAAAJ&hl=en.
Accessed 24 Nov 2017

25. Chakraborty, S., Seal, A., Roy, M.: An elitist model for obtaining alignment of multiple
sequences using genetic algorithm. In: 2nd National Conference NCETAS 2015. Int. J. Innov.
Res. Sci. Eng. Technol. 61–67 (2015)

https://doi.org/10.4018/978-1-5225-1025-3.ch004
https://doi.org/10.4018/978-1-5225-4151-6.ch006
https://doi.org/10.1109/upcon.2017.8251120
https://doi.org/10.1109/optronix.2017.8349975
https://doi.org/10.1109/optronix.2017.8349977
https://doi.org/10.1109/optronix.2017.8349978
https://doi.org/10.14257/ijsia.2016.10.2.19
https://doi.org/10.1007/978-981-10-2035-3_61
https://doi.org/10.14257/ijsia.2015.9.12.26
https://doi.org/10.1109/aicai.2019.8701382
https://doi.org/10.1155/2014/240749
https://doi.org/10.1109/iccct2.2014.7066757
https://doi.org/10.1049/cp.2015.1696
https://doi.org/10.14257/ijhit.2015.8.11.23
https://scholar.google.co.in/citations?user=8lhQFaYAAAAJ&amp;hl=en


60 M. Roy et al.

26. Chakraborty, S., Mali, K., Chatterjee, S., Banerjee, S., Mazumdar, K.G., Debnath, M., Basu,
P., Bose, S., Roy, K.: Detection of skin disease using metaheuristic supported artificial neural
networks. In: 2017 8th Industrial Automation and Electromechanical Engineering. Conference.
IEMECON 2017 (2017). https://doi.org/10.1109/iemecon.2017.8079594

27. Chakraborty, S., Mali, K., Chatterjee, S., Anand, S., Basu, A., Banerjee, S., Das, M., Bhat-
tacharya, A.: Image based skin disease detection using hybrid neural network coupled bag-of-
features. In: 2017 IEEE 8th Annual Ubiquitous Computing, Electronics and Mobile Commu-
nication Conference. UEMCON 2017 (2018). https://doi.org/10.1109/uemcon.2017.8249038

28. Roy, M., Chakraborty, S., Mali, K., Chatterjee, S., Banerjee, S., Chakraborty, A., Biswas, R.,
Karmakar, J., Roy, K.: Biomedical image enhancement based on modified Cuckoo search and
morphology. In: 2017 8th Industrial Automation and Electromechanical Engineering Confer-
ence. IEMECON 2017 (2017). https://doi.org/10.1109/iemecon.2017.8079595

29. Chakraborty, S., Mali, K., Chatterjee, S., Banerjee, S., Sah, A., Pathak, S., Nath, S., Roy, D.:
Bio-medical image enhancement using hybrid metaheuristic coupled soft computing tools.
In: 2017 IEEE 8th Annual Ubiquitous Computing, Electronics and Mobile Communication
Conference. UEMCON 2017 (2018). https://doi.org/10.1109/uemcon.2017.8249036

30. Chakraborty, S., Mali, K.: Application of multiobjective optimization techniques in biomedical
image segmentation—a study. In: Multi-objective Optimization. Springer, Singapore, pp. 181–
194. https://doi.org/10.1007/978-981-13-1471-1_8

31. Chakraborty, S., Raman, A., Sen, S., Mali, K., Chatterjee, S., Hachimi, H.: Contrast opti-
mization using elitist metaheuristic optimization and gradient approximation for biomedical
image enhancement. In: 2019 Amity International Conference on Artificial Intelligence. IEEE,
pp. 712–717 (2019). https://doi.org/10.1109/aicai.2019.8701367

32. Chakraborty, S., Chatterjee, S., Chatterjee, A., Mali, K., Goswami, S., Sen, S.: Automated
breast cancer identification by analyzing histology slides using metaheuristic supported super-
vised classification coupled with bag-of-features. In: 2018 Fourth International Conference
on Research in Computational Intelligence and Communication Networks, IEEE, pp. 81–86
(2018). https://doi.org/10.1109/icrcicn.2018.8718736

33. Kaundal, A.K., Verma, A.K.: DNA Based Cryptography: A Review (2014). http://www.
irphouse.com. Accessed 11 June 2019

34. Li, S., Zheng, X.: Cryptanalysis of a chaotic image encryption method. In: Proceedings of the
IEEE International Symposium on Circuits System, vol. 2, pp. 708–711 (2002). https://doi.
org/10.1109/iscas.2002.1011451

35. Mali, K., Chakraborty, S., Roy, M.: A study on statistical analysis and security evaluation
parameters in image encryption. IJSRD Int. J. Sci. Res. Dev. 3, 2321–2613 (2015). www.ijsrd.
com. Accessed 16 July 2018

36. Digital X-ray—Sand Lake Imaging—Radiology Centers: (n.d.). https://www.
sandlakeimaging.com/procedures/digital-x-ray/. Accessed 14 July 2019

37. CT Scan for the Chest—Cedars-Sinai: (n.d.). https://www.cedars-sinai.edu/Patients/Programs-
and-Services/Imaging-Center/For-Patients/Exams-by-Procedure/CT-Scans/CT-Chest.aspx.
Accessed 14 July 2019

38. MRI Scan in Fayetteville, NC | Valley Radiology: (n.d.). https://www.valleyradiologync.com/
services/mri-scan. Accessed 14 July 2019

39. Lee, R., Dupuis, C., Chen, B., Smith, A., Kim, Y.H.: Diagnosing ectopic pregnancy in the
emergency setting. Ultrasonography 37, 78–87 (2018). https://doi.org/10.14366/usg.17044

40. Anatomy and Neuroscience: (n.d.). https://biomedicalsciences.unimelb.edu.au/departments/
anatomy-and-neuroscience. Accessed 14 July 2019

https://doi.org/10.1109/iemecon.2017.8079594
https://doi.org/10.1109/uemcon.2017.8249038
https://doi.org/10.1109/iemecon.2017.8079595
https://doi.org/10.1109/uemcon.2017.8249036
https://doi.org/10.1007/978-981-13-1471-1_8
https://doi.org/10.1109/aicai.2019.8701367
https://doi.org/10.1109/icrcicn.2018.8718736
http://www.irphouse.com
https://doi.org/10.1109/iscas.2002.1011451
http://www.ijsrd.com
https://www.sandlakeimaging.com/procedures/digital-x-ray/
https://www.cedars-sinai.edu/Patients/Programs-and-Services/Imaging-Center/For-Patients/Exams-by-Procedure/CT-Scans/CT-Chest.aspx
https://www.valleyradiologync.com/services/mri-scan
https://doi.org/10.14366/usg.17044
https://biomedicalsciences.unimelb.edu.au/departments/anatomy-and-neuroscience


Blockchain and AI



A Study on the Issue of Blockchain’s
Energy Consumption

Eshani Ghosh and Baisakhi Das

Abstract Blockchain technology is one of the biggest innovative technology that
has been developed and has potential usage in fields of education, business and
industries. Since the creation of bitcoins, blockchain has emerged as a means for
storing digital information without the intervention of any third parties. However,
now, it is used for various other applications than just being a simple distributed
ledger. With time, it has imposed a larger impact on different fields of economy
and has gained popularity for its immutability. But, there are some issues faced by
blockchain. One of such issues is the energy consumption. Blockchains are found
to consume exorbitant amount of energy because of the algorithm followed for its
creation. This paper explores the blockchain technology and the impacts of energy
consumption due to the technology used.

Keywords Blockchain · Proof of work · Energy consumption

1 Introduction

Being an immutable distributed ledger, blockchains have gained popularity in
the recent years. It was first introduced as a cryptocurrency (bitcoin) by Satoshi
Nakamoto [1]. He found bitcoin to be a digital way of transacting currencies using
the peer-to-peer network policy and presenting bitcoin as a highly secure system for
strong transaction histories without the intervention of any third parties [2]. The tech-
nology behind the development of the bitcoin, known as blockchain, became popular
and emerged as a powerful system for storing any kind of digital information [1].

The most attractive features of the blockchain are its irresistibility to any infor-
mation leakage. This property is acquired from cryptographic algorithms which are
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used to join the blocks in the chain. Also, its peer-to-peer network communication
and decentralised structure have strengthened the security. Blockchain architecture
uses proof-of-work mechanism to mine a new block and stores the digital informa-
tion permanently in the blockchain. The architecture of blockchain has paved the
way for many applications [3]. Companies are nowadays trying to use blockchains
for storing employee records, project records, etc. It is also used in the medical field
for storing various medical records. Its use is not only limited to this, in broader
sense, it can be used for implementing IoTs, storing legal information, supply chain
management, etc., in the near future [4]. Altogether, it can be used for digitalizing
the world in a protected manner.

Blockchain technology, being so advantageous, faces many challenges in its
implementation. One of such challenges is the energy consumption issue. It has been
found that blockchains, for enhancing its security, is consuming enormous amount of
energy, and the root cause behind this is the proof-of-workmechanism. The proof-of-
work, a mechanism to mine block, is found to consume maximum amount of energy
out of the entire blockchain architecture. This is of great concern as the sources of
energy are the non-renewable resources, so solving the energy consumption issue
is the need of the hour for implementing blockchains. This paper discusses a sur-
vey on the blockchain architecture, the issues on energy consumption and methods
to overcome the exorbitant energy consumption. Section 2 explains the blockchain
architecture. The issues on energy consumption of blockchain are defined in Sect. 3.
Section 4 explains the methods to reduce energy consumption, and Sect. 5 concludes
the paper.

2 Blockchain Architecture

Blockchain architecture uses the mechanism of distributing the digital information
rather than copying it. It is intended to timestamp digital documents so that it is not
possible to tamper with them, whenever information is recorded. Blockchains can
be defined as a chain of blocks which can hold certain records, and the blocks are
linked to one another using the principles of cryptography. Each block consists of
three main sections—data, hash and hash of previous block. The data that is stored
depends on the type of blockchain used. For instance, if it is a cryptocurrency, then
it stores information about the transactions that have occurred. Hash in a block is
the fingerprint and is unique to that particular block. If any changes are made to the
block, then the hash value also changes. So, hashes can be used to detect changes to
a block. Hash of the previous block helps to create the chain and makes the system
more secure as shown in Fig. 1. Block 2 contains its own hash function (2BIF) and
hash of block 1 (AQCN) as the previous hash and so on and hence creates the chain of
blocks. Whenever someone changes the hash value of the block, then that hash value
needs to be updated in the next block. The next block will have a changed hash value
due to the insertion of a new previous hash value. This is how the entire chain has
to be updated to change a particular block which is practically impossible and hence



A Study on the Issue of Blockchain’s Energy Consumption 65

Hash: A9CN     Hash: 2BJF Hash: E4AL

Previous Hash: 0000 Previous Hash: A9CN Previous Hash: 2BJF 

321

Fig. 1 Structure of Blockchain [2]

improves the security of the system. That is why blockchains are more commonly
known as immutable ledger because it is not possible to tamper with them.

2.1 Blockchains—An Immutable Ledger

As stated earlier, blockchains are distributed, decentralised and immutable ledger
system. In blockchain, the blocks are connected to each other via links which are
established by the hash of each block.

If any change is made to the block, then the entire blockchain needs to be updated.
So, blockchains are said to be immutable ledger. Figure 2 explains how a digital data
is certified using blockchain. The data is kept inside a blockchain, and it generates a

Fig. 2 Certification of digital data using blockchains [2]
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hash value for that newly added block. The data is signed by encrypting the hash value
and then stamped as certified [2]. Then, the verification process is done by decrypting
the hash value and matching it with the one that is generated. If it matches, it means
the data got verified and is authentic.

2.2 Blockchain as a Distributed Peer-to-Peer Network

There can be a situation where someone tampers with a block and also updates the
entire blockchain to make the changes acceptable for all the blocks. This can result
in information hacking or changing or even deletion of a block. To prevent such
tampering, blockchain architecture has a distributed peer-to-peer network system.
The blockchain is not only available in one computer, but it is distributed to all the
computers in a network. So, any change made to the blockchain that information
gets communicated to all the computers in a network. So, if a hacker changes the
contents of a block and also modifies the immediately following blocks’ previous
hash value, then that modification is compared with blockchains in other computers
in a network. If any change is detected in one blockchain, then that is cancelled and
the previous state of blockchain is preserved. This helps in making the system more
secure. Figure 3 shows how the peer-to-peer network is working when a transaction
takes place and a new block gets added to the blockchain [5]. The block is then shared
with all other computers in a network.

Fig. 3 Simple transaction using blockchain [5]
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2.3 Proof-of-Work

It is a protocol which works by asking all the nodes in the network to solve a cryp-
tographic puzzle by using the brute force algorithm [3]. Whenever a block is to be
added, it should have a hash.

The hash is a 64-bit hexadecimal value which is generated using the sha256
algorithm. There is a field called number used only once (nonce) which is present in
every block along with the hash, previous hash and the block number as shown in
Fig. 4. There is a range generated within which the hash value of the block should
lie. On changing the nonce value, the hash value that is generated is checked if it
matches the required condition for block generation or not. This process of checking
consumes energy along with that the values of hash that is generated require long
sequence of arithmetic operations that need a lot of energy to be evaluated. Also, the
values of hash abruptly change with the change in nonce, and so, a lot of evaluations
are involved in this step. Whenever a miner solves the cryptographic puzzle (the
entire process of hash generation), a new block is added to the blockchain and the
block is transmitted and added to all the blockchains in the different nodes using
peer-to-peer communication and this is how all blockchains get the new block added
to them. But the generation of each block involves a lot of arithmetic computations
which consumes a lot of energy. So, in blockchains, the mining process is the root
cause for the energy consumption issue behind it.

3 Issues on the Energy Consumption of Blockchains

One of the major issues faced by blockchains is that it consumes exorbitant amount
of energy mainly during the process of mining. The algorithm used for evaluating
proof-of-work needs to be executed multiple times to match the target value and as
the hash value changes in a non-uniform way, so it is completely based on trial and
error method. For instance, in the case of bitcoin, miners take about ten minutes
to mine a new block. This process has surely induced security but at the cost of
enormous energy consumption.

Fig. 4 Structure of a block
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In an article by Steven Huckle in 2016, named Socialism and Blockchain, we
get an alarming information. In this article, we get an estimate that bitcoin mining’s
annual energy consumption is 3.38 Terawatt Hours (TWH). This enormous amount
of energy is equal to the total annual consumption of Jamaica in the year 2014 [6]. As
stated by Hern [7], the energy consumption of the entire bitcoin network is found to
be higher than Ireland. Study says that bitcoinwill use 0.5%of electricity in theworld
by the end of 2018, as we know that the electricity demand comes from complex
computing and with days more complex puzzles need to be solved. So, this has
become a threat to the environment for its enormous amount of energy consumption
which in turn increases the carbon footprint [7].

The mining cost of metals like gold is very high because of its extraction and its
demand in the markets. Similarly, energy cost associated with mining of blocks is
high because of the proof-of-work mechanism used. According to a study by Oak
Ridge Institute in Cincinnati, it has been found that energy cost of mining of bitcoins
is nearly 7megajoules of energywhich is equivalent tomining platinum [8]. Out of all
the cryptocurrencies, bitcoin consumes the maximum energy as compared with the
energy equivalent tomining copper, platinum and gold and the energy cost for further
mining increases over time [8]. Figure 7 shows that the cryptocurrenciesmining needs
more energy per dollar generated compared to mining of copper, platinum and gold.

However, the annual consumption of this currency is rising in an exponential
manner, currently which has approached a colossal amount of 55 TWH. This is
obviously a matter of concern. Huckle [6] discusses that between 3 and 13 m metric
tonnes of CO2 were released in the environment due to bitcoin mining, that too only
in the first half of 2018. If the utilization of bitcoin keeps on increasing, then severe
consequencesmight be faced by the future generations. The effect of emission is such
that it can contribute in an overall global temperature rise of 2 °C, as approximated by
a team in Hawaii. Not only this, the global money supply in circulation is estimated
at $11,000 billion. This will lead to corresponding energy consumption exceeding a
huge amount 4000GW [9]. This insane amount of energy is eight times the electricity
consumption of France and twice the USA. The bitcoin can, therefore, be the burden
for the climate.

Figure 5 shows the relative energy consumption of bitcoins in different countries
where the X-axis is representing the percentage that could be powered by bitcoin,
and the Y-axis is showing the various countries. According to this, Czech Republic
has the maximum percentage of energy consumption, whereas USA has the least
energy consumed by bitcoins. A statistic of 2018 [2] in Table 1 shows the energy
consumption of a bitcoin in terms of electricity consumed, carbon footprint and
global power consumption:

The main reason for this high energy consumption is that in the process of eval-
uating the proof-of-work algorithm, all other computers in the network are trying to
find the solution. So, to solve the cryptographic puzzle, all the computers are free
to participate but only the one which finds the solution will be rewarded with some
bitcoins. So, only one computer will come up with the actual solution, and it then
shares the result with all other computers in the network. This means that energy
is consumed not only by the winning computer but also by all other computers in
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Fig. 5 Statistics of energy consumption of bitcoin [2]

Table 1 Energy consumption of a bitcoin

Description Values

Current estimated annual electricity consumption (TWh) current minimum 73.12

electricity consumption (TWh) 57.76

Annual carbon footprint (kt of co2) 35.830

Electricity consumed per transaction (kWh) 892

Carbon footprint per transaction (kg of co2) 437.26

Minimum global power consumption of software (TWh) 22

Peak power usage of bitcoin network (TWh) 67

the network who are trying to find the solution. This process of finding the solution
actually uses a lot of energy to repeatedly change and find a nonce value that matches
the target. From the environmental point of view, a large source of electricity genera-
tion is the non-renewable sources of energy which are responsible for increasing the
carbon footprint. It has also been found that blockchains use energy that is approxi-
mately equal to the energy consumption of a nation annually because of this process
of mining. According to [10], it has been found that dishwasher energy consumption
for a year is equivalent to the energy consumed by bitcoin network per transaction.

Bitcoins are mined using special mining hardware which were designed and
improved over time to reduce their energy consumption. Earlier, CPUs were used
to mine blocks which were slow and used more power. So, GPUs are used now,
which calculates nearly 100 times faster than possible with a CPU and also uses
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Table 2 Bitcoin mining
hardware

Name Power efficiency (W/Gh)

AntMinerS7 0.25

AntMiner S8 0.98

AntMiner S8 0.98

Avalon6 0.29

Antminer V2 1.0

BPMC red fury USB 0.96

Gekko science 0.33

less energy comparatively. This was further improved by the arrival of Application
Specific Integrated Circuit (ASIC) which is faster and consumes less power than
FPGA, CPU or GPU [11]. Table 2 shows the different bitcoin mining hardware and
the corresponding power efficiency. Figure 6 gives a comparison among the different
mining hardware on the basis of power efficiency (Fig. 7).

Figure 8 displays one of the world’s largest bitcoin mines which is located in
the industrial park of SanShangLiang, the outskirts of Ordos city, Mongolia. It is
around 400 miles from Beijing, capital of China. As bitcoin mining consumes huge

Fig. 6 Comparison of power efficiency of mining hardware

Fig. 7 Comparison chart of different energy consumptions [8]
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Fig. 8 Bitcoin mining machine [12]

enormous amounts of electricity, miners found locations that offer cheap energy.
Founded in 2014, Ordos mine is China’s oldest large-scale bitcoin mining facility. It
was acquired by Bitmain in 2015. It is powered by electricity mostly from coal-fired
power plants. Its daily electricity bill amounts to 39,000 USD [12].

4 Methods to Reduce Energy Consumption in Blockchain

One way of reducing the energy consumption is by lightning network, where the
transactions occur off-chain bypositioning channels between the users andpermitting
the transactions to be recorded on closing of the channels [13]. It is used for fast
transactions among the parties by directly setting up channels across them. In this
network, channels will be setup between users, and thus the transaction will only be
recorded on the blockchain when the channel is closed. But this would not lead to
efficient solution for reducing energy consumption as very small amount of energy
is used by the nodes to record transactions. The scheme was proposed by Thaddeus
Dryja and Joseph Poon in 2015 [14]. Here, a user-initiated channel is designed
which permits dealing with transactions without the engagement of any third parties.
Information is stored only when the channels are closed. It is not stored on open state.
Two parties are provided with a wallet differently (displaying the amount of bitcoin)
on start of the transaction. First, the address of the wallet is saved, and then the virtual
channel of the two parties is stored in blockchain. Every transaction is updated only
when thewhole transaction is done or completed [14]. This hasminimized the energy
consumption per transaction and hence consumes much less energy. Though a bit of
energy has been reduced by faster transactions using lightning network method, the
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huge energy consumption for mining could not be minimized by this method. So,
instead of using proof-of-work mechanism another algorithm called proof-of-stake
can be used. PoS uses economic game theory in order tomaintain network consensus.
In this system, the network validators must deposit and lock-up or stake the coins to
the network. In case of any fake transaction or any unfair means, the staked coins
will be lost entirely. In PoS, the amount of coins staked, along with the amount of
time, the coins that have been staked in the network will work as the parameters for
choosing which validator will likely to be given chance to validate the next block of
transactions. The validator will earn additional coins as a reward for its validation
work. Thus, PoS becomes an energy-saving alternative of PoW, and this is the reason
why bitcoin Oils PoS-based technology will be much more beneficial as compared
with bitcoins current PoW model.

4.1 Proof-of-Stake

This protocol uses less computations and can be used for Ethereum and certain
altcoins [3]. It was first implemented in a cryptocurrency named Peercoin [15].
According to this protocol, the creator of the next block is chosen randomly on
the basis of wealth or age [4]. This means that miners with large amount of digital
currencies can add a new block to the blockchain. In this case, not all computers are
allowed to participate in themining process instead only one computer is participating
in the mining process. This saves the power that all the computers in a network waste
searching for the solution in proof-of-work algorithm and cuts down the cost of
mining by 99% [16]. So, proof-of-stake proves to be more energy efficient and cost
effective than proof-of-work algorithm, and this reduces the need to release toomany
coins for keeping the miners motivated [15].

A modification of this protocol is the Delegated Proof-of-Stake protocol com-
monly known as DPos. Unlike the proof-of-stake protocol, where a user puts his
coins on stake for acquiring the right to validate a transaction, DPos protocol allows
users to vote a witness and the witness who gets maximum vote will get the right to
validate a transaction. This protocol is also found to consume less energy as compared
to proof-of-work and is also better than proof-of-stake [17] (Table 3).

4.2 Proof-of-Authority

In Proof-of-Authority protocol, there is a small group of people who validate the
transactions and put their reputations at stake for validating a transaction. This pro-
tocol is found to be fast for doing computations with very less consumption of energy
compared to proof-of-work [18].
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Table 3 Comparison of
mining protocols

Protocol Characteristics

Proof-of-Work (PoW) 1. All users participate

2. More energy consumption

3. Slower than PoS

Proof-of-Stake (PoS) 1. User having more wealth
participate

2. Less Energy consumption

3. Faster than PoW

Delegated Proof-of-Stake
(DPoS)

1. Few users participate

2. Less energy consumption
than PoW

3. Faster than PoS and PoW

Comparatively, it can be seen that proof-of-work uses the maximum energy. So,
switching to other protocols like proof-of-stake or DPos or Proof-of-Authority can
help in reducing the energy consumption for validating blocks or transactions.

4.3 Renewable Sources of Power Generation

In reality, the best solution for getting rid of such energy consumption problem is
using renewable energy for mining of crypto currencies. Inner Mongolia, which is
one of themain places associated with bitcoinmining, uses coal power for themining
procedure, and currently, more than 70% of bitcoin mining is done there only [19].
This inevitably leads to global warming along with pollution of nature. Countries
like Iceland and Norway produce more than 90% of their energy from renewable
resources. If mining is located in such countries, then making use of renewable
resources will be much easier because they have plenty of these resources [19].

As blockchains use enormous amount of energy, instead of using the non-
renewable sources of energy, the renewable sources of energy can be preferred for
production of power. Renewable sources of energy are found to cause less pollution
andwill not increase the carbon footprint. Renewable sources of energy include solar,
wind, water, etc. Companies like IBM and Intel are preferring green blockchains for
the transaction process [20]. Also, blockchains can themselves provide the solution
for power generation. Decentralisation of power is the first step towards it. Power
will be generated by small communities using wind or solar energy [20]. That means
the world of passive energy consumers is getting replaced by new consumers who
are not only buying power but also selling it. Then comes, the use of blockchains.
Blockchainswill create peer-to-peer communications among the different consumers
of power. This entire setup is known as microgrid [21]. Here, the consumers will
pay using blockchains, and they have to pay each other for generating power. Using
blockchains, power will flow from those producing in surplus quantities to those who
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are in need of power without any human intervention. This is how green blockchains
can be used with decentralisation of power that is renewable [21]. One of suchmicro-
grids is set up in Switzerland that is named as MyBit. It is a decentralised energy
grid. It uses Iot, artificial intelligence and solar energy and has combined the three
to become a source of energy [22]. In UK, a startup named as Electron has been set
up that uses blockchain technology for energy trading [22]. The main idea behind
switching to green blockchains is promoting sustainable development which means
that apart from meeting the needs of the present generation, we need to think about
the future generation.

Reducing the energy consumption of the blockchains is the need of the hour. If
these challenges can be overcome, then blockchains will become the best option for
the future world. “If blockchain could provide an accounting system, it could turn
the national grid from being the enemy of microgrids to being their friend”—Philip
Sandwell, Imperial College London [23].

5 Conclusion

Blockchains are designed to provide security to all types of data so that no one can
tamper with them. But also, at the same time, they are found to be consuming enor-
mous amount of energy. So, various organisations and companies are trying to find
the solution for solving the energy issues of blockchains, and at the same time, they
are trying to switch to renewable sources of energy for sustainable development and
for reducing any environmental hazard that is associated with the use of blockchains.
Blockchains are very useful if implemented, but to use it in every field of the econ-
omy the workers and the employees need to be given proper knowledge of these
blockchains. So, education is the main factor for the implementation of blockchains.
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Study on Network Scanning Using
Machine Learning-Based Methods

Indranil Roy, Shekhar Sonthalia, Trideep Mandal, Animesh Kairi
and Mohuya Chakraborty

Abstract Network scanning is among the first steps to determine security status of
a computer network. Although there are many existing tools for scanning a network,
they lack a key component—versatility. In the present day, there are multitudinous
attacks that a network may be exposed to. Existing network scanning tools can scan
for only those vulnerabilities that the scanner was designed to scan for. They lack
the ability to efficiently adapt to newer threats. In this paper, we discuss the ways
in which machine learning-based methods can improve accuracy and precision of
network scanning. We also describe the approach we have adopted to implement this
technique.

Keywords Machine learning · Network scanning · Intrusion detection ·
Vulnerability analysis

1 Introduction

Network security comprises of methods used for protecting a network against threats
that may compromise the network’s functionality, availability or allow unauthorized
access or misuse of network-accessible resources. Network scanning is first line of
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security measure that allows one to determine the hosts in the network and their
related metadata like a domain name system (DNS), its IP address range, informa-
tion about the subnet or private IP addresses that could be accessed remotely, their
network structure, their operating systems and the services running on each host in
the network, their network user and group names, routing tables, Simple Network
Management Protocol (SNMP) data, etc. Network scanning includes both network
port scanning and vulnerability scanning [1].

The structure of the paper is as follows. After the introduction in Sect. 1, brief
overview of network scanning and machine learning has been described in Sect. 2.
Section 3 contains description of a machine learning model for network scanning.
Section 4 describes our application of the above-mentioned concepts. Section 5
consists of details of performance analysis that were performed. Section 6 concludes
the paper with description of future work on this topic.

2 Network Scanning and Machine Learning

2.1 Network Scanning

Network scanning refers to mapping a network based on the hosts connected to the
network, the services used by them, the type of communication and data that is sent
among the hosts and to the Internet. Network can be scanned for a particular purpose
like vulnerability scan or to maintain a record of the current state of the network. Port
scanning is a part of network scanning where each host is probed for open ports. This
is done to determine the services running on each port of each host [2]. Vulnerability
scan helps identify weak points in the network which may be prone to internal or
external exploitation.

2.2 Machine Learning

Machine learning can be defined as study of statistical models and algorithms that
are used to make a computer system perform a specific task without being explicitly
programmed to do so [3]. It does so by generating a mathematical model that is a
representation of a set of data called ‘training data’. This is a labeled data which
is used to develop the mathematical model. Once the model is generated, new data
known as ‘test data’ is given as input to the model. The outputs obtained are used to
determine accuracy and precision of the model. A machine learning model has the
advantage of processing large datasets with precision and accuracy.
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3 A Machine Learning Model

The different stages and segments of a machine learning model are described below.
Each individual stage is important for the overall functionality of the model itself
[4].

3.1 Machine Learning Model Description

Problem Statement: Proper understanding of the problem statement is important
for designing a network that can be efficiently used for learning and predicting data.
Flaws in understanding of problem statement might result in development of an
inefficient machine learning model.

Data Gathering: The aim of this stage is to gather large amounts of data with
enough variation to eliminate bias. To obtain this data, the network is first mapped
and data like packet headers, session logs, traffic details and performance metrics are
recorded. Specific parts of the data are then extracted according to requirement and
used to design the dataset. This dataset should contain both labeled historical data
from logs as well as real-time network state and performance metrics. Data collected
in real time also acts as feedback signals for the machine learning model.

Data Analysis: The dataset designed in the previous stage needs further process-
ing before it is used by the machine learning model. To improve the training phase
of our model, we need to clean the data and extract the features that have the most
impact on the variations in the data (feature engineering). To clean the data, concepts
such as discretization, missing-value completion and normalization are used. This is
followed by feature engineering process. Since extracting features often need knowl-
edge and insights into the network itself, the overall process is often difficult and
time consuming. In such cases, this stage can be automated using a deep-learning
model.

Model development: Model development consists of two phases—model con-
struction and model validation. Construction of model includes selection of type of
model, training the model and tuning the model. The learning algorithm is chosen
based on its applications and other factors.

Model construction involves model selection, model training and model tuning.
A mathematical model or algorithm needs to be chosen according to the size of the
dataset, typical parameters of a network setup, the features available, etc.

Model validation is used to determine whether the learning algorithm can deter-
mine the parameters required for the mathematical model to be accurate enough to
represent our data. Cross validation is generally used to determine the accuracy of the
model and whether the model is overfitting or under-fitting. This provides insights
on how to optimize the model further.

Deployment and Inference: When the machine learning model is finally
deployed in a network, a few factors should be considered during the process. Factors
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like availability of computational resources, limits on response time of the model,
definite preference among over-head and accuracy too are essential in determining
real-world performance and stability of the model.

3.2 Areas of Application of Machine Learning

• Intrusion Detection—Intrusion detection aims to identify unauthorized use by
users both outside and inside the system. A typical intrusion detection system uses
statistical methods to detect an intruder, but machine learning can help us predict
events of intrusion and even report intrusion attempts in real time.

• Network Cognition—Network cognition is inspired from cognitive actions of
human brain. This aims to have an ‘intelligent’ network that can predict actions
happening in the network before they can occur. This is where machine learn-
ing assists in analyzing the network and predicting the occurrence of events with
accuracy.

• Traffic Prediction and Classification—A network may be designed to handle a
certain type of traffic, but when deployed, there may be various types of traffic
flowing through the network.Machine learningmodels can help classify the traffic
for us to have an idea of what is flowing through the network. It can even be used
to predict the amount of traffic when provided with a few parameters, allowing us
make required modifications to handle the predicted traffic [5].

• Rogue User Detection—Amachine learning model can individually analyze each
user in a network to determine who among the users are exploiting their access
to the network for their own benefit. This cannot be done manually as monitoring
each user in real time is not humanly possible.

• Rouge Host Detection—Just like users who exploit their access to a network, there
might be host systems that are vulnerable to exploit from outside. This could allow
an outsider gain access to the network. Such host systems can be detected in real
time with high accuracy using machine learning models.

• Persistence Programs Detection—A machine learning model that is scanning the
entire network can detect programs that are maintaining constant connection with
a host outside the network. Such a program has a high possibility of being a part
of a persistence attack. Detection of such programs reduces the probability of the
network being compromised by an attacker.

• Automated Resource Management—A machine learning model that is mapping
the entire network can assist in resource allocation and sharing in real time in
accordance with the traffic and number of clients accessing the network. Resource
management can be done manually, but it would result in improper resource allo-
cation as a human cannot allocate or claim back resources dynamically as the load
on the network changes. A machine learning model provides this quick response
and dynamic behavior, resulting in efficient resource utilization.
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4 Our Approach—Machine Learning and Network
Scanning

We have designed a behavior-based intrusion detection system that combines both
machine learning and network scanning to obtain accurate results. The intrusion
detection system is designed to run on a remote portable processor or Raspberry Pi
model 3B. We have chosen to use a Raspberry Pi as it is a capable microprocessor
platform that can handle network scanning tasks.

We have configured the single-board computer such that it runs Kali Linux out
of the box and boots directly onto the home screen removing the issue of logging in
every time on startup. This removes the problem of getting our Raspberry Pi stuck
on the login screen every time we boot it up because when deployed at a client site
it is hard to have our RPi connected to the Wi-Fi in order to SSH in the connection.
Having our RPi directly jump onto the main screen with the script running on startup
is a much easier process and eases the workload of the penetration tester and network
administrator.

We have designed the whole system keeping one thing in mind and that is porta-
bility, so that any penetration tester can carry our model out in the field, switch it on,
connect it to theWi-Fi and start the process of intrusion detection.We have used SSL
protocol for communicating with the RPi to issue commands and retrieve results.

In order to initiate the process of penetration testing, we need to be on the network
as theRaspberry Pi. Since this device is going to perform a full analysis of the network
it is connected to, we assume that we have been given necessary authorization by
the network administrator before carrying out the penetration testing. Additionally,
preventing remote connections to this device eliminates chances of the network that
is being analyzed to be targeted by an unauthorized external entity.

The Raspberry Pi is connected to the network with an Ethernet cable. Once the
module has been successfully connected to the network, the custom-designed script
then initiates SSH connection so that the module can be remotely and securely
controlled.

Some of the most used tools for penetration testing are listed below. We went
through each of the tools to determine which of the tools can provide maximum
functionality and operational efficiency alongwith cross-platformusability (Table 1).

The custom script is written in Python using different modules and libraries like
autosploit, metasploit, nmap and burpsuite. Shell scripting is used to issue commands
to the Linux system and execute the required Python scripts. This also allows us to
format the output of various commands and use them as inputs to our Python scripts.
The code designed is implemented using menu-driven approach which provides
faster and intuitive access to all the different modules.

We have added port and network scanning including subnet network scanning,
remote packet injection. Vulnerability analysis can also be performed but before that
we have to banner grab all the ports in order to know about the protocols running on
those open and partially open ports. Features like details of the port that are open,
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Table 1 Few popular penetration testing tools [6]

Name of tool Purpose Platform

Nmap [7] • Network scanning Linux, Windows, FreeBSD,
Solaris, macOS, SunOS• Host discovery

• OS detection

Metasploit Framework [8, 9] • Vulnerability testing All versions of Unix and
Windows• Exploit development and

execution

Hping [10] • Port scanning Linux, Windows, FreeBSD,
Solaris, MacOS, Sun OS• OS detection

Xprobe [11] • Active OS detection Linux

• TCP fingerprinting

• Port scanning

p0f [12] • OS detection Linux, Windows, FreeBSD,
Solaris, macOS, SunOS• Firewall detection

Httprint [13] • Web server fingerprinting Linux, macOS, FreeBSD,
Win32 (both command line
and GUI)

• Web-enabled devices
detection

• SSL detection

Nessus [14] • Vulnerability detection Linux, Windows, FreeBSD,
Solaris, macOS, SunOS• Denial of service and

misconfiguration analysis

Shadow Security Scanner
[15]

• Network vulnerability
detection, audit proxy and
LDAP servers detection

All Windows Server,
Business and Professional
Versions

İss Scanner [16] • Network vulnerability
detection

Windows Professional and
Server Versions

GFI LAN Guard [17] • Network vulnerability
detection

All Windows Server,
Business and Professional
Versions

Brutus [18] • FTP, Telnet and HTTP
password brute-force attack

Windows 9x/NT/2000

the protocols running on those ports, the encryption used by those protocols and the
versions of the services running are used as test data for our machine learning model.

We have used a logistic regression model as it would help us to predict the prob-
ability of a host being used for intrusion into a network. We have used the KDD-cup
dataset to train our model using supervised learning. KDD-cup dataset is a popular
dataset used for anomaly detection. This dataset was also popularly used for detect-
ing novel attacks on networks [19]. We have used 17 features out of 41 total features
in this dataset for our logistic regressor. We then trained our model on the most ideal
and secure parameters that should actually be used in a network. This allows us to
detect vulnerabilities in the network efficiently. Additionally, our system regularly
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scans the network for occurrence of any changes in its configuration. If a change
is detected, it again obtains the new parameters and uses the logistic regressor to
determine whether the system would become vulnerable to threats or not.

To improve the performance of the machine learning model, the parameters of the
module can also be modified to better suit the requirements of a specific network,
which would be mentioned by the network administrator. This would improve detec-
tion rates and accuracy of the model while reducing time required for the model to
adapt to the particular network.

5 Performance Analysis

We have tested our system in comparison to a standard desktop running Kali Linux.
We had created model networks with various network devices and different hosts.
We then set up both systems to start mapping the network and fingerprint the hosts.
Both the systems, our module running on Raspberry Pi and our script running on the
desktop, returned the same results in almost similar time duration. We had repeated
this for multiple iterations, and there was no significant deviation from this trend.
We also simulated intrusion using one of the connected hosts to deploy payloads to
another host using Metasploit. Both our module and the desktop running our script
were able to report intrusion into the network within similar time duration.

The results we had obtained were that the performance of our system is similar
to that of a standard desktop. We had finally generated a report of the network that
containeddetails of the network like the connectedhosts, the services runningon them
and their versions. The report also contained details of the hosts that are vulnerable
to intrusion. During our simulated intrusion attack, the report also contained details
of the host that was used for gaining access into the network and the common fixes
like version upgrades that can be done to improve the security of the network.

6 Conclusion

OurRaspberry Pi-basedmodule is an example of how concepts likemachine learning
and network scanning can be combined together and placed on a mobile platform.
This ensures balance between performance and flexible deployment. We have devel-
oped this module with purely academic interest in our mind. Currently, the module
can perform vulnerability analysis and intrusion detection. We plan to expand this
unique menu-driven approach to include a suite of functionalities for complete pen-
etration testing and report generation.
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Is Blockchain the Future of Supply Chain
Management—A Review Paper

Debopam Roy, Debparno Roy, Dwaipayan Bhadra and Baisakhi Das

Abstract The basic concept of supply chain management (SCM) is to handle the
flow of information, goods, and services in an efficient way to achieve better per-
formance and minimize risk. In SCM, information or data is the key resource for
collaboratory. However, it has been found that in many cases, there is lack of trust
among collaborators. Blockchain technology is considered to facilitate security and
privacy for several applications. This paper focuses on some case studies of SCM
integration with blockchain and that how the technology allows transfer of transac-
tions securely in a digital decentralized ledger in absence of any mediator.

Keywords Blockchain · Supply chain management · Security

1 Introduction

Blockchain is currently the blooming topic of interest in the field of technology [1, 2].
The main reason of its growing interest is that the applications work through trusted
system and can be operated in a decentralized manner where there is no need for
third-party verification [3]. This gave birth to trustless network because in blockchain,
transfers can be made even without trusting each other. It first emerged in the context
of bitcoin, where it serves as a decentralized, distributed digital ledger recording
all bitcoin transactions [4]. Bitcoin is a currency that is controlled by the network
of users instead of by centralized banks. Through the use of bitcoin, money can

D. Roy (B) · D. Roy · D. Bhadra · B. Das
Department of Information Technology, Institute of Engineering and Management,
Salt Lake Electronics Complex, Sector V, Kolkata, India
e-mail: roydebopam16@gmail.com

D. Roy
e-mail: roydebparno@gmail.com

D. Bhadra
e-mail: dwaipayanbhadra1998@gmail.com

B. Das
e-mail: baisakhi.das@iemcal.com

© Springer Nature Singapore Pte Ltd. 2020
M. Chakraborty et al. (eds.), Proceedings of International
Ethical Hacking Conference 2019, Advances in Intelligent
Systems and Computing 1065, https://doi.org/10.1007/978-981-15-0361-0_7

87

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0361-0_7&domain=pdf
mailto:roydebopam16@gmail.com
mailto:roydebparno@gmail.com
mailto:dwaipayanbhadra1998@gmail.com
mailto:baisakhi.das@iemcal.com
https://doi.org/10.1007/978-981-15-0361-0_7


88 D. Roy et al.

be transferred directly [5]. Monetary transferring is done directly through bitcoins.
Other applications regarding blockchain will be discussed in Sect. 3.

A supply chain management (SCM) is a system of multiple processes and subpro-
cesses. The main concept is to handle the flow of information, goods, and services in
an efficient way to achieve better performance and minimize risk. As we know that
many collaborators are involved in the SCM processes, often there is lack of trust
between them. Therefore, it is found that the ultimate goal of SCM is to work as a
single unit, to produce, to design, and to develop processes in production of goods
often faiths.

The process of managing the entire network becomes tedious [5]. As blockchain
technology is cryptographically secure, this paper focuses on some case studies of
SCMintegrationwith blockchain technology andhow the integration helps to transfer
transaction securely.

This paper is organized as follows. Section 2 explains the structure of blockchain
and its preliminaries. The various application areas of blockchain are discussed in
Sect. 3. Section 4 explains the concept of supply chain management, how blockchain
can be implemented in the supply chainmanagement system, andwhat are the advan-
tages we are getting by applying blockchain in supply chain management. The main
focus of this paper is in the case studies part. Then, three applications of supply
chain management are discussed, and comparison of the today’s scenario of those
applications with the scenario which we will be having after applying blockchain
technology in it and how blockchain can solve the problemwhich are faced in today’s
scenario is also discussed.

2 Preliminaries of Blockchain

As stated in [6], a blockchain is a growing list of records, called blocks, which
are linked using cryptography. Every block in the blockchain consists of the hash
cryptography of the previous block as shown in Fig. 1 which shows that the hash
of block 2, i.e., 8L7H, is linked with the hash of block 1, i.e., KBNN, so a chain is
formed. So it is basically a decentralized database which helps in maintaining the
growing list of records between multiple authoritative domains [7].

BLOCK #1 BLOCK #2 BLOCK #3

HASH: KBNN HASH: 8L7H HASH: 2D19
PREV. HASH: 0000 PREV. HASH: KBNN PREV. HASH: 8L7H

Fig. 1 Structure of blockchain
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Fig. 2 Blockchain as an immutable ledger

2.1 Immutable Ledger

As stated earlier, all the blocks in the blockchain have cryptographical linkage
between them.Butwhat that actuallymeans?Sohere comes the concept of immutable
ledger. Suppose A wants to buy a house, he pays the money for the house, and in
return he gets a title deed to the house which he takes to the Council in order to get
register our ownership to the house. But how do they register? They write it down
in a ledger. Some modern governments use digital ledger in this case. In some Third
World countries, they even note down the ownership in a book written in hand. So
if any attacker comes and messes up with that book or the house burn down along
with that book, then technically his property does not belong to him anymore. Even
with Excel spreadsheet, it will not be difficult for anyone to mess up with it. So what
can he do? What if he introduces the concept of blockchain here? So anytime when
someone buys a new house, a new block gets added to the blockchain. Suppose after
a couple of months an attacker comes and decides to take his house away from him
by tampering with the data in the blockchain. In those couple of months, many other
property transactions took place and many new blocks were added to the blockchain.
Now if the attacker tampers with the data in the block, then that will change the hash
of the block and the cryptographic link will not work anymore because the hash of
that block will not match with the previous hash of the next block [8].

So the attacker has to change every block which comes after our block which is
technically impossible, and that is what we meant by saying immutable ledger which
means once the data is entered in the blockchain it cannot be changed (Fig. 2) [8].

2.2 Distributed P2P Network

Distributed peer to peer (P2P) is the peer decentralized network of computers. Sup-
pose the attacker was able to change the hash of the blocks. So how are they going
to recover the lost data? Blockchain is a decentralized P2P network. It is a system
where all the computers are interconnected with each other as shown in Fig. 3.
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Fig. 3 Structure of distributed peer-to-peer network

When a new block is added, that information is communicated throughout the
network and that block is added further throughout the network until all the computers
have this block.

So the block that was created when A purchased the house was send to all the
peers of the network. If an attacker comes to take away A’s house, the peers are going
to create a problem for them because when the hash of A’s block is changed all the
blocks after that are going to be invalidated. Even if theymanage to change the blocks
after that, the network is going to create problem. The system is designed in such a
way that the network is always synchronized. The blockchain system is constantly
validating the peer networks to check the malfunctioning. In case of any fault, the
values fromother computerswill be copied over automatically and the original values
will be restored [9]. So, it means the attacker cannot attack a particular computer in
the blockchain. The attacker has to attack all the computers in the networks at the
same time which is practically impossible.

2.3 Mining

Mining is the process of adding a new block to the blockchain, that is, validating a
new transaction and registering them in global ledger, whilemining the block number
is assigned automatically. Once the data are mined in the blockchain, it cannot be
changed. Miners have access to nonce part of the blockchain. Nonce is a random
number which can be used only once in the blockchain. The nonce generates a hash
which must meet the requirement in the blockchain. Suppose the hash requirement
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Fig. 4 Mining of block

of the blockchain is minimum seven consecutive 0’s in beginning as shown in Fig. 4.
Therefore, the job of miners is to enter the nonce (say p##@1) that generates the
hash which matches the requirement of the blockchain [10].

So now if an attacker comes, all he can do is change the nonce of the block and
replace it with another nonce which matches the requirement of the blockchain after
lots of calculations and repeat the same process with all the blocks which comes after
that [11].

2.4 Byzantine Fault Tolerance

What if more than one computer in the blockchain is attacked? What is the way to
find out which computers are having the original copy of the blockchains and which
computers are attacked? Here comes the concept of Byzantine Fault Tolerance. So
what is it and how is it related to blockchain?

Figure 5 is the demonstration of the Byzantine Fault Tolerance. Byzantine Fault
Tolerance is an algorithm to find out the traitor and take the actual action to attack
or retreat. If all of them attack the castle together, they will win or if they all retreat
together they will be safe. But one of them is a traitor. There must be one commander
among them, and others are lieutenants. Suppose the commander told all the lieu-
tenants to attack as shown in Fig. 5, but the traitor, i.e., lieutenant 3, told the other
lieutenants that the commander told him to retreat. So in order to prevent chaos and
to find out who is actually lying, they decided to interact among each other and find
out that the commander actually told them to attack. So they all attack together and
won the castle and also find out that lieutenant 3 is traitor [11].

2.5 Consensus Protocol

As many computers interconnected in the blockchain network, if the attackers come
and change the hash of a block in the blockchain, the entire system will stop working
because the blocks in that system will not be matching with the copy of the blocks
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RETREAT

RETREAT

Fig. 5 Byzantine Fault Tolerance

in other computers in the system. But in order to find out in which computer the data
are tampered, they verify with all the copies in the blockchain and take the majority
into consideration. So in this way, the system recognizes the error in the blockchain
and automatically replaces the data which is tampered with the data which is taken
into consideration. This is the role of consensus mechanism in blockchain [12].

In Fig. 6, it is shown that in computer 2, an attack has added a new block copy
of which is not shared by all other computers in the platform. Hence, the block

Fig. 6 Structure of a blockchain in decentralized system
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is showing error (red colored). So ultimately that block will be removed from the
system since it is verified that the red-colored block from computer 2 is not matching
with other copies of the block in the blockchain system.

So from all the above discussions, we can conclude that the blockchain is amodern
approach of organizing database; it keeps the record of every single change evermade
in the system, and it arranges the data in a complete interconnected chain system.

3 Applications of Blockchain

• Land registration—For keeping details of the various descendants of land and
also time stamping the details. Adding of any new descendant or altering land
size adds a new block to the blockchain. These records are secure than the ledgers
maintained by courts as that can be stolen, altered, or get misplaced or can even get
burnt, and once this occurs, there remains no proof that the land belongs to whom.
Blockchains if used in here it ensures that the information is safe and cannot be
altered, also if cannot be obtained from one computer can be obtained from other
computers. It is also not possible to tamper with the data [13].

• Healthcare—For keeping the records of the patients the kind of treatments they
receive and the duration of their treatments. These records consist of data about
medicines, report on affected areas of body, also images likeX-ray, etc. The records
are kept in the blockchain, and that cannot be tampered by the patients or the
physicians. These records can be referred later by the authorities [13].

• Voting system—It can be used in voting system to prevent any tampering with
the vote of the individuals. The vote of the people can be taken online, and their
records will be kept in the blockchains; this prevents any tampering with the votes
like once a person has voted that person cannot vote again also, he/she cannot
change the vote again. So, this is more secure compared to ballot boxes [13].

• Industries—Used in various industries to store details of employees, various
projects they worked on and other important information. Details of employees
can include their salary information, when that was paid, when it will paid next,
present working status of the employees, etc. It also contains details of projects
like the name of the investor, the amount funded for that, the progress of the work,
etc., andmost importantly, these information cannot be changed once they are kept
inside the blockchains. So, blockchains are preferred by several industries [13].

• Cryptocurrencies—There are various cryptocurrencies developed using
blockchains, for example, Litecoin, Bitcoins, and Ethereum. Themain idea behind
using cryptocurrencies is that the physical currencies like the coins or the notes
can be produced as duplicates. Currencies can even get stolen, and once lost or
stolen, it is very difficult to retrieve them. So, switching to cryptocurrencies is
thought as a better option. Cryptocurrencies are implemented using blockchains
so it is not possible to produce fake cryptocurrencies and cannot be stolen in real
sense and thus is more secured [13].
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• Supply chain management—Supply Chain Management is called the process of
management of the production of various goods and commodities which include
all the processes of production starting from the initial processing of raw mate-
rials to the final processing of finished products. It is characterized of numerous
business activities that occur at various levels of production of these goods, and
each and every level is monitored by managers who make sure that the produc-
tion unit maximizes its production capacity and yields the maximum output along
with maximum profit and customer service. Details regarding this topic will be
discussed in the following topics in details along with the case studies [14].

4 Supply Chain Management (SCM)

A supply chain is referred to as a network of various companies that work as a single
unit to produce, develop, design, and service products involving various processes
that finally result in production of goods.A network formed from the various facilities
includes material flow from supplier and higher-level suppliers, transformation of
raw materials into finished and semi-finished goods, distribution of final products
among various customers, etc. The process of managing such a network of processes
is termed as supply chain management.

A supply chain management (SCM) is a system of multiple processes and sub-
processes that implement and try to make use of various function and other elements
that are connected to a supply chain. The organization of a supply chain management
system is based on numerous aspects that are correlated to one another. It involves
various procedures that are necessary in transformation of goods into final products,
and the people responsible for this job are verywell connected to one another through
activities like purchasing, delivery, packaging, forming numerous supply alliances
that play a key role in the final distribution of the goods and products that are to be
shipped by the distributors. Effective flow of information through supply chain man-
agement is very important for the continuation of all these processes in a systematic
manner. Key business areas include customer service, enterprise performance, order
management, and demand planning (Fig. 7) [5].

Fig. 7 Various stages in the SCM cycle
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Pros/Benefits of supply chain management include reduction of uncertainty,
proper inventory levels in the chain, elimination of unplanned activities, good cus-
tomer services, minimization of delays, etc., whereas Cons/Disadvantages of supply
chain management include delayed production and distribution, lack of coordination
among business partners, poor quality of products, poor demand for products, vari-
ous interferences with production, increased pressure on customer service unit, and
making the entire system complex.

5 Use Cases

Although a variety of blockchain use cases already exist, not all of them seem to
rely on blockchain specific features, but could rather be solved with traditional tech-
nologies. The purpose is, therefore, to identify characteristic use cases described
for blockchain in the field of SCM and to analyze them regarding their mindful
technology use based on five mindful technology adoption principles: engagement
with the technology; technological novelty seeking; awareness of local context; cog-
nizance of alternative technologies; and anticipation of technology alteration [15].
Implementation of the blockchain in the SCM would result in the following:

• Faster transaction between peer to peer with very fewmiddlemen or intermediaries
• Transactions will be conducted simultaneously from both ends at the same time
• Automatic updating of ledgers
• Low cost
• Computing power will allow less use of manpower
• Transactions are authorized, encrypted, and accessible to participants with autho-
rization and are also traceable within the ledger

• Transactions are immutable [16].

In this content, we have studied the case of three major areas where the integration
of SCM with blockchain is advantageous.

5.1 Waste Disposal Management System

As stated in [17], waste management or waste disposal is all the activities and actions
required tomanage waste from its inception to its final disposal. This includes among
other things, collection, transport, treatment, and disposal of waste together with
monitoring and regulation. It also encompasses the legal and regulatory framework
that relates to waste management encompassing guidance on recycling, etc. From
Fig. 8, we can see that in today’s world, waste disposal management is done mainly
in six major steps:
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Fig. 8 Today’s scenario of waste disposal management system

i. Initially, the categorization of various solid wastes are done, i.e., whether the
generated wastes are organic (food) or combustibles (paper, wood) or non-
combustibles (metal, tin) or ashes/dust or bulky (tree brunches) or dead animals
or hazardous (oil, battery, medicine) or constructive waste (broken concrete).

ii. Then determination of the source of waste is done, i.e., medical centers or
food stores or feeding centers or food distribution points or slaughter areas or
warehouses or agency premises or markets or domestic areas.

iii. After that the associative risks are also needed to be find out. Many transmitted
diseases occur from organic wastes. Various infections and skin diseases occur
through hazardous wastes.

iv. It is necessary to know the volume of waste generated in order to collect them
in various size containers.

v. For carrying wastes to the final disposal point, the transportation method is
required. Transportation methods are mainly of human-powered or animal-
powered or motor-powered type.

vi. Determining the safe place for waste disposal is the most important factor of
waste management system. Wastes are generally carried to a large wasteland
and disposed by land-filling, incinerating, composting, and recycling [18].

SCM integration with blockchain technology—Fig. 9 shows the blockchain
integration with waste management system. Firstly, there will be an administrator
whomanages the entirewastemanagement system in the blockchain. In this platform,
the customers will be able to create their account in the blockchain and place their

Fig. 9 Blockchain-enabled waste management system
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request for collecting the wastes from their home. Every customers will be able to
register to the blockchain with the help of necessary information like name, address,
ID proof, etc. The customers will have access to the blockchain once the registration
is approved by the administrator. After the registration is completed, the customer
can perform the request for waste collection in the platform and attach a document
regarding the waste type (industrial, organic, combustible, non-combustible, haz-
ardous, etc.) and the location from where the waste will be collected. Daily basis
customers can also sign contracts for the waste collection. Various online payment
methods must be available along with cash-on-delivery option (Fig. 9) [19].

The inspector will be the one who will create the profile on the distributed peer-
to-peer immutable ledger platform and will visit the waste disposal site for necessary
inspections. Hewill decide which site will be used for waste management and upload
the inspection details on the blockchain. He will also receive the feedback form from
the customers and take necessary steps accordingly. The contractors will be able to
create their account in the blockchain and perform the task assigned to them by the
municipality. The contractor’s job is to find out the quantity of waste collected, can
the waste be recycled, whether the waste is hazardous or not, etc., and inform back
the details to the municipality. The external entities like police will also be able to
create their account on the platform. They are mainly hired by the municipality to
investigate in case any accident has occurred and find the cause of the accident and
report back to the municipality. There will be an admin who will be responsible for
controlling everything in the blockchain platform. Their main roles will be managing
all the registrations and authorization, managing all types of waste disposal services,
and managing the payment and fines of everyone linked to the platform [19].

Remedies with Blockchain Technology

• Fraudster andReportManipulation—While disposing thewaste, the contractor
submits theirwaste plan report to themunicipal employee for receiving theirwages.
The wages are mainly based on the quantity of waste disposed, but in the current
state there is no way of determining the quantity of waste disposed or verifying
the report submitted by the contractor. So the report can be manipulated easily.
But in blockchain, the data cannot be manipulated. So when it comes to paying
the contractor, the waste disposal management activity history can be rechecked
and the contractors will be paid accordingly.

• Information Loss—In today’s scenario, all the documents regarding the waste
management system is stored in a file. So there is a high probability of data loss
when it comes to any sort of accidents like fire or of other sort or during file
manipulation by fraudsters. In blockchain, the data are stored in the form of a
distributed ledger. It means many computers in the platform will have the same
copy of the document. So in case any change is noticed in a particular copy of the
record in the platform, it will be immediately informed to the computer where the
change is been noticed and will be replaced with the data of the other computers
in the system. So information loss will become impossible via blockchain [19].
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5.2 Food Supply Chain Management System

The food supply chain management is a major supply chain management system that
has faced difficulties in modern times with its overall system. Various cases of food
contamination and illness due to poor food quality are reported every year around
the world. Recent studies have shown that one out of ten people suffer from various
food contamination related illness [20].

There is a general concern among people whether to buy food supplies without
knowing every little detail from the moment it is set to be shipped to the customer
till the customer finally has the product safely delivered to them thus a need for
transparency is created in this field [20]. Figure 10 shows the current scenario of food
supply chainmanagement system. The food production begins with the processing of
rawmaterials and their conversion into finished productswith intermediary processes
like quality checking and approval. The finished products are then distributed which
is followed by various processes like marketing and advertisement of products or in
other cases directly sold at the market for consumption.

Sometimes these products are put up for online marketing which additionally
involves a team that is devoted to receiving and sending purchase orders. The problem
faced by these different units involved in this supply chain management is that

• These units perform their respective works individually, and none of these units
stay connected to one another.

• Each one of these units act as a separate management system regardless of the fact
that they are all part of a bigger supply chain management system.

In order to overcome this situation, the modern approach of blockchain imple-
mentation has been adopted.

Remedy using blockchain With the implementation of blockchain in the food
supply chain management system shown in Fig. 11, this difficulty can be resolved.

• By the help of blockchain, we can see that the producers, suppliers, retailers,
and finally the consumers are all connected digitally with one another, and all
intermediate processes involved in the production till delivery of the food supplies
are monitored by each and every person involved in the management process [21].

• The food production department can easily monitor the rawmaterials and supplies
that are need for the production process, and with the help of blockchain, they can

Fig. 10 Today’s scenario of food supply chain management system
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Fig. 11 Blockchain-enabled food supply management system

upload all required information in the blockchain database system from which all
necessary data can be retrieved by any department involved in the production unit.

• The suppliers can keep track of all information about their customer’s orders and
cancellations by their respective IDs that they provide in the platform, and any
enquiry or complaints or any kind of feedback that is received are stored for future
purposes.

• The retailers provide all information about the current market status and price
of each food product that is being sold and that helps both the customer and the
management system to stay updated and thus helps the overall production unit.

• The platform that is created by the help of blockchain benefits the consumer as
all kinds of customer-friendly services are made available like online ordering
and shopping, shipment tracking, emergency cancellation, and special customer
services like food quality complaint department, and food tampering and damage
control department which helps the customer be more secured about the food
products they are consuming, and it also helps to develop a better understanding
between the customers and the producers.

The production of food products and also their transportation are made traceable
for the consumers so that they know exactly what the problem that their product is
facing, and if such a case arises, then they can know about the mishandling, contam-
ination, or expire of food products before buying it. This blockchain implementation
in food supply chain provides benefits not only to the consumers, but also to the
producers, suppliers, and retailers [21].
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5.3 Pharmaceutical Supply Chain Management

In pharmaceutical supply chain management as shown in Fig. 12, the whole system
works like this.

• Rawmaterials: Rawmaterials are the essential ingredients such as different chem-
icals or minerals that are required for manufacturing of a particular medicine; at
first, the raw materials are collected and supplied to the production house or man-
ufacturer.

• Production: The medicine gets manufactured, and afterward, the manufactured
medicine gets transferred to the distributors.

• Distributors: The distributors have an important role in pharmaceutical supply
chainmanagement because they help inmanaging a big amount of chemical inven-
tory that can exceed the drug manufacturers space allowance for the chemical haz-
ard classes. Distributors can outsource different parts of the pharmaceutical supply
chain such as sampling of raw materials and cGMP released goods storage, and
from distributors it reaches different pharmaceutical companies or hospitals.

• Pharmacy:Andfinally frompharmacyor hospitals, thosemedicines get consumed
by the end patients; till now the whole system works like that [22].

In this kind of present supply chain scenario, if anywhere in the supply chain this
different types of fraud takes place at different places in the supply chain, that may
be in the producer section or in the distributor section, it will be very much difficult
for the customers or the pharmaceutical companies to detect that, actually where the
fraud took place. So from the above shown scenario, it can be well understood that
there is a big transparency gap in the whole system. Because of this present supply
chain system, the black marketers are getting a huge opportunity to counterfeit the
drugs, which is a great hazard for the human health. These counterfeited drugs
are being distributed to the customers without getting traced or detected. By the
distribution of this kind of drugs, the developing countries are getting badly affected
where counterfeit drugs are about 10–30% of the total.

Therefore, it is becoming quite important for the suppliers and the pharmaceutical
companies to undertake such a digital technology with the help of which it will be
quite easier to detect if any fraud is taking place or not [23]. Basically, the counter-
feiting occurs at the manufacturing department or it is done by the distributors. This
counterfeiting of drug usually takes place by entering counterfeit drug as authentic
in the supply chain [24]. Because of all this things, the customers are losing trust
in the present supply chain system. Because the blockchain technology has got an
immutable nature, it is very helpful to trace drugs as it goes from manufacturer to
different customers. By using the blockchain technology, anyone who is involved in

Fig. 12 Today’s scenario of pharmaceutical supply chain management
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the supply chain will be able to check whether the system is compromised at any
place [7, 24, 25].

Remedy using blockchain Now due to the increase of number of customers
and increasing number of scams, there needs to be a reliable system upon which the
stockholders can trust; in this situation, blockchain comes in the scenario. Blockchain
will be very helpful to solve this problem because it is becoming very popular in
terms of application in supply chain management. System vulnerability in the drug
supply chain leads to many pain points such as very little visibility for tracking and
authenticating the product. By introducing blockchain, many such problems can be
solved very easily. Customers will be able to tag the drug with the help of barcode,
and if any kind of scam takes place, the records can be kept on the blockchain in
the form of secure digital block; these records will keep on updating time to time as
the drugs will get carried or transferred from one particular place to another in the
supply chain. The persons who have an authorized access including the patients or
the end customers will be able to check or track the movement of drug any time [23].

Due to the immutable nature of the blockchain, it provides drug traceability from
manufacturer to the customers, and by the usage of the blockchain the patients or any
authorized user will be able to check the system if the system is compromised any-
where. Apart from ensuring product integrity and counterfeiting efforts, blockchain
also helps financial development [23].

Blockchain along with the help of IoT device will be very helpful in tracking the
condition and position of the drug for the stakeholders, where the full provenance of
a unit, its condition, authority rights, and checkpoint approval could be accessed at
any point of time. If there any deviation occurs in the condition of the drug such as
the temperature condition of the drug, it will get instantly tracked by the IoT device
whose data will be the input and can be detected by the help of smart contract on
the blockchain, then notifications will be executed by the smart contract rules to take
effective actions by the stakeholder in charge of that particular phase of the supply
chain.With the help of blockchain, every location of the drug, every activity with that
drug can be traced by the end user, and thus the transparency problem can be solved;
each and every person in the chain will have his/her personal ledger, in which the data
will be kept updating time to time; therefore, if any tampering takes place, it will be
instantly captured and required steps will be taken. So with the help of blockchain,
we can get a fully secure pharmaceutical supply chain management system [24].

From Fig. 13, it can be seen that all the parties those who are involved in the whole
supply chain are connected with each other with the help of blockchain, transferring
of products or raw material from one person to another person gets immediately
updated in the blockchain. If any kind of problem arises anywhere in the whole
system, it will get immediately detected in blockchain system. Therefore, by using
blockchain technology, the end customers will get continuously updated about the
condition and position of the product, further with the help of blockchain technology
the customers will be able to trust the supply chain which will be of much help for
the whole business as well as the health of the customers [25].
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Fig. 13 Blockchain-enabled pharmaceutical supply chain management

6 Conclusion

SCM integration with blockchain is the main focus of this paper. In this paper, the
problem that has been faced in today’s world in supply chain management and how
blockchain introduction puts an end to the need of trusted third parties for both data
requirements and supply chain complexity is described in this paper [26].

Moreover, with the help of blockchain technology, making legal and regulatory
decisions regarding collection, storage, and sharing of important data are mademuch
simpler. Moreover, laws and regulations are programmed into the blockchain itself,
so that they are enforced automatically [26].
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APDRChain: ANN Based Predictive
Analysis of Diseases and Report Sharing
Through Blockchain

Snehasis Bagchi, Mohuya Chakraborty and Arup Kumar Chattopadhyay

Abstract A huge amount of healthcare data (structured and unstructured) is
currently available to medical specialists, indicating details of clinical symptoms.
Each type of data provides information that must be properly analyzed for health-
care diagnosis. To simplify the diagnostic process, avoidmisdiagnosis aswell as early
detection, artificial intelligence (AI) that aims to mimic human cognitive functions
may be employed. Current AI techniques that are used for structured data include
machine learning methods, such as the classical support vector machine, artificial
neural network, and themodern deep learning. Natural language processing ismainly
used for unstructured data. In this paper, we have adopted artificial neural network
by using adaptive learning algorithms to handle diverse types of cardiovascular clin-
ical data and integrate them into categorized major cardiovascular disease outputs
such as heart failure, aortic aneurysm, cardiomyopathy, cerebrovascular disease, etc.
These outputs are then shared as reports to patients as well as doctors by an effi-
cient report sharing scheme called APDRChain, which combines blockchain and
structured peer-to-peer network techniques with clever cryptography to create a con-
sensus mechanism. The evaluation results show that APDRChain can achieve higher
efficiency and satisfy the security requirements in report sharing.

Keywords Blockchain · Cryptography · Artificial neural network · Healthcare
data · Report sharing · Medical diagnosis
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1 Introduction

In today’s world, Artificial Neural Networks (ANNs) are widely used in various
applications of science and technology including computer science, communication
engineering, mathematics, chemistry, physics, and biology. ANN is a computational
model based on the structure and functions of biological neural networks. A neural
network allows a machine to have cognitive functions to learn, deduce, and become
accustomed to based on data it collects. As such, data flowing through the network
affects its structure.

ANNs provide a dominant tool to help in predictive analysis of complex clinical
data for diagnosis of wide range of diseases. Here, classification of diseases is done
on the basis of the measured features to assign the patient to one of a small set of
classified diseases.

Upon disease diagnosis, the doctor may further need to get the clinical history
of the patient. Cloud-based healthcare data sharing schemes are in existence today.
However, due to potential risk factors, patients do not want to transfer their confi-
dential data to the cloud [1]. Blockchain can provide the same features much more
efficiently without the need for trusting a third party. As per survey by the Global
Blockchain Business Council (GBBC) reported by IBS Intelligence [2], effect of
using blockchain technology in healthcare industry would be tremendous. There
are numerous problems in healthcare that blockchain can help solve, such as data
exchange limitations, supply chain issues, and patient data use hurdles in clinical
research. Blockchain’s structure provides a decentralized and secureway to exchange
and track data to aid in addressing these problem. The advantages of blockchain for
healthcare are as follows.

• Transparency: Data stored on the blockchain are transparent to approved users,
creating a single source of truth.

• Trust: Data is linked through secure blocks that are distributed across multiple
users, enabling trust between users who might not know each other.

• Disintermediation: Blockchain fulfills the role of existing intermediaries by cre-
ating an ecosystem of trust.

• Auditability: Data on the blockchain are difficult to change, creating a compre-
hensive audit trail.

In implementing blockchain for healthcare, the corresponding organizations
should confirm as to who should have access to the ledger and what data will be
accessible. Blockchain members can approve transactions and confirm identities
and ownership with the requirement for third-party intermediaries. All related data
may be shared with other members depending on their particular roles and access
privileges. Blockchain networks often use encryption to ensure data security and
privacy, which helps stop unauthorized access to transaction data and deter fraud.

This paper deals with predictive analysis of cardiovascular disease by using
ANN and sharing of analysis report by a scheme called APDRChain that combines
blockchain and structured peer-to-peer network techniques with clever cryptography
to create a consensus mechanism.
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The organization of the paper is as follows. After the introduction in Sect. 1, brief
overviews of ANN and blockchain are presented in Sect. 2. Section 3 presents the
ANN model for medical diagnosis of cardiovascular disease. Section 4 gives the
overview and simulation result of ANN based Predictive Analysis and medical diag-
nosis report sharing blockchain model called APDRChain. In Sect. 5, we conclude
the paper and present a glimpse of the future work.

2 Overview of ANN and Blockchain

2.1 Ann

Motivated by biological neural networks that make up animal brains, ANNs are used
as computing systems to perform various computational tasks including complex
mathematical problems, data classification, data clustering as well as regression.
Learning mechanisms forms part of ANNs to perform tasks just like human brains
by bearing in mind examples without getting programmed by any job specific rules.
AnANN is based on a collection of interconnected artificial neurons, which replicate
the neurons in a humanbrain. Each connection can transmit a signal fromone artificial
neuron to another just like the synapses in a human brain. On receiving the signal,
an artificial neuron may do the internal processing of the signal and then pass it on
to the other artificial neurons linked to it [3].

For implementing an ANN for a particular application, a real number is used as
an input signal at a connection between artificial neurons, whereas the output of each
artificial neuron is calculated based on some non-linear function of the sum of its
inputs by the use of biases and weights well described mathematically according to
computational model of McCulloch and Pitts4 as shown in Fig. 1 [4] and as given
in Eq. (1) as per binary threshold unit. This calculates a weighted sum of its m input
signals, si (where i = 1, 2,…, m) and generates an output of logic one if this sum is
above a certain threshold “t,” otherwise, an output of logic zero. Mathematically,

z = U

{
n∑

i=1

(wi ∗ si ) − t

}
(1)

where z is the output,U{.} is a unit step function, andwi is the synapse weight linked
to the ith input.

As the process of learning continues, the weight adjusts itself by either enhancing
or lessening the signal strength at a link. A threshold may be sought of such that
the signal is sent to the next neuron if the collective signal crosses that threshold.
Usually, ANNs have different layers consisting of a large number of neurons. These
layers are responsible for carrying out different types of transformations on their
inputs. Signals travel from the first layer (the input layer) to the last layer (the output
layer), and possibly after moving back and forth the intermediate hidden layers many



108 S. Bagchi et al.

Fig. 1 McCulloch–Pitts
model of a neuron

number of times.ANNs have found various usages in varied applications likemedical
diagnosis, machine translation, computer vision, playing board and video games,
speech recognition, and spectrum sensing in cognitive radio.

2.2 Blockchain

A blockchain is an ever-increasing proof of records, called blocks, which are inter-
connected by using secured hash functions. Each block contains a cryptographic
hash of the previous block, a timestamp, and transaction data. No alteration of data
is possible in blockchain as per design methodology. It is an open, distributed ledger
that can record transactions between two parties efficiently and in a verifiable and
permanent way. Each of these blocks of data is protected and connected to one
another other by the use of encryption techniques (i.e., chain). The blockchain net-
work is decentralized in nature and due to its open, shared, and immutable nature;
anyone and everyone may see the information in it. Whatever thing is developed on
the blockchain is by its natural character clear, and all entities participating in it are
responsible for their actions. Originally meant for the digital currency, Bitcoin, many
other applications of blockchain are coming up in today’s world [5].
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3 ANN Model for Medical Diagnosis

Healthcare systems in today’s world are transforming into a value oriented, patient-
centric system of healthcare operation. As such, we visage new challenges involv-
ing the improvement of the configuration and supervision of healthcare delivery,
viz. enhancing incorporation of methods used for patient-oriented continual disease
supervision [6]. Complex decision making across different industries can be accom-
plished by the rapid use of Artificial Intelligence (AI). However, there is a lack of path
on selecting suitable methods or technologies customized to the healthcare industry
[7].

Patient care and operations management require the involvement and interpro-
cess communication between various stakeholders, viz. doctors, middle managers,
senior level officers to make decisions on a medical data including disease analysis,
treatment, etc., and non-medical information including budget and resources.

In this paper, we have used ANN model for classification of four different types
of cardiovascular diseases as shown in Fig. 2. ANNs require large training sets
for estimation of numerous weights involved in calculation. We have used medical
datasets of cardiovascular diseases from UCI Machine Learning Repository [8].

4 APDRChain

ANN Based Predictive Analysis of Diseases and Report Sharing Through
Blockchain (APDRChain) is an ANN based medical disease diagnosis system
that classifies four different types of cardiovascular diseases based on the datasets
obtained from UCI Machine Learning Repository [8] and subsequently sharing
the report to the concerned persons like doctor, patients, etc., securely by using
blockchain technology.

4.1 ANN Model for Disease Classification

The ANN model for the classification of diseases as shown in Fig. 2 has been simu-
lated in MATLAB 2019a [9]. It consists of one input layer, one hidden layer and one
output layer. The input layer consists of 14 numbers of inputs towhich 14 attributes of
cardiovascular feature vectors are fed as shown in Table 1. The output layer consists
of four numbers of outputs that are capable of detecting four different types of cardio-
vascular diseases, viz. (1) Heart failure, (2) Aortic aneurysm, (3) Cardiomyopathy,
and (4) Cerebrovascular disease. These outputs show a logic 1 for the presence of
the disease and logic 0 for its absence.

Figure 3 shows the flowchart of APDRChain. At the beginning of the process,
cardiovascular dataset obtained fromUCIMachine Learning Repository is acquired,
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Table 1 Cardiovascular disease attributes

Attribute name Attribute number Attribute details

A1 #3 age (years)

A2 #4 sex (male/female)

A3 #9 cp (type of chest pain)

A4 #10 trestbps (blood pressure during resting in mm Hg)

A5 #12 Chol (serum cholesterol in mg/dl)

A6 #16 fbs (fasting blood sugar >120 mg/dl)

A7 #19 Restecg (electrocardiographic results during resting)

A8 #32 thalach (maximum heart rate achieved)

A9 #38 exang (exercise-induced angina)

A10 #40 oldpeak (ST depression induced by exercise relative to
rest)

A11 #41 slope (the slope of the peak exercise ST segment)

A12 #44 ca (number of major vessels)

A13 #51 thal

A14 #58 num (diagnosis of heart disease)

and data pre-processing is done to make the data compatible with MATLAB 2019a.
At the next stage, training of ANN is done with the dataset. We have used 200,000
samples of data to train the ANN, and 250,000 samples were used as test data
for validation. Next, the actual patient data was fed to the trained ANN model for
matching and classification of diseases. If the result shows positive output, then
report was generated and shared to doctor and/or patient by using blockchain model
described later in Sect. 4.2.

The MATLAB Simulink ANN model for cardiovascular diseases classification
which consists of 14 feature input vectors as per Table 1 and four outputs for classi-
fying four different types of cardiovascular diseases with one hidden layer consisting
of 12 neurons is given in Fig. 4. The number of hidden layers and number of neurons
in the hidden layer has been fixed to make a trade-off between the accuracy and time
complexity calculations during simulation process. Figure 5 shows the least mean
squared error during training and validation. The confusion matrix obtained from the
simulation results shows 92% accuracy with 3% false negatives and about 4% false
positives. The result seemed to be encouraging.

4.2 Ethereum Blockchain Model for Report Sharing

Although in today date the most popular application of blockchain is in Bitcoin,
however, blockchain has its enormous usage in building any non-financial decentral-
ized application. Whenever medical data of patients are shared on a public domain,
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Fig. 4 MATLAB Simulink ANN model for cardiovascular disease classification

Fig. 5 Least mean squared error

there is a great possibility of these being misused by malevolent users causing huge
financial loss as well as reputation damage to the stakeholders. The harms of distri-
bution of health diagnosis reports are identified in [10]. Azaria et al. [11] proposed a
decentralized record management system using Ethereum blockchain and named it
as MedRec where patients would have an easy access to their medical information
by ensuring verification, privacy, responsibility, etc. Xia et al. [12] gave the proposal
for another data sharing architecture based on blockchain which uses the immutable
and built-in autonomy attributes of blockchain and has used cryptographic keys to
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Legend: 1 Document Storage; 2 Smart Contract; 3 Document Hash; 4  Encryption 
Keys

Blockchain

Cryptography

Peer-to-peer Network 
(IPFS)
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Validation 1 2

4

3

Sender       Receiver

Fig. 6 Blockchain model on Ethereum platform

ensure identity verification of different entities. Xia et al. [13] proposed another sys-
tem based on blockchain that takes care of sharing of clinical data in a less-trusted
situation called MeDShare.

The blockchain-based distributed immutable ledger is well suited for publish-
ing. We have created Ethereum blockchain environment where medical diagnosis
reports can be transferred securely without the need of any third-party mediator. The
proposed concept consists of two key units: document storage and a smart contracts
journal. We have used a private network called the InterPlanetary File System (IPFS)
for storage. IPFS is a peer-to-peer distributed file system. The files can be uploaded
by the stakeholders with an IPFS client into the IPFS and shared among the peers.We
have used cryptographic technique to encrypt the secret key with the public key of
the receiver so that only the receiver can decrypt it with his/her private key to ensure
singing by the report issuing authority for auditing purpose and also token-based
assets to the reports for patients. The encryption keys are sent through the Ethereum
blockchain with the help of smart contracts that contain the link to the stored docu-
ment, a secret key and sender’s and receiver’s addresses as well. The smart contracts
journal used contains all the transactions as well as their attributes and is an interface
for confidential use. The patients can further share their report to anyone by using
a self-sovereign identity [14]. We propose to use the pairwise-pseudonymous iden-
tifiers, a separate Distributed Identifier (DID) for every relationship [14, 15]. The
block diagram representation Ethereum blockchain is shown in Fig. 6 [16].

5 Conclusion

This paper has proposed an ANN based cardiovascular disease classification and
detection model with subsequent report sharing by using blockchain to patients and
doctors securely. Implementation results onMATLAB for the ANN based classifica-
tion part showed 92% accuracy as given by the confusion matrix with about 3% false
negatives and around 4% false positives. The Ethereum-based blockchain for model
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for report sharing proved to be efficient with respect to breaking the code. In future,
we intend to make the systemmuch more secure and efficient by the use of improved
consensus algorithms. Moreover, real-time health monitoring of the patients is also
to in the pipeline.
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Study on S-box Properties of Convolution
Coder

S. RoyChatterjee, K. Sur and M. Chakraborty

Abstract The substitution box (S-box) is an essential component in cryptography.
The desirable cryptographic properties of the S-box are bijective, non-linearity, strict
avalanche, bit independence, and resiliency. The analyses of these properties deter-
mine the quality of S-box. This paper provides mathematical analysis of crypto-
graphic properties of the convolution coder. Simulation results show that it satisfies
most of the properties and robustness increases with the number of iteration.

Keywords Cryptography · S-box · Convolution code

1 Introduction

Cryptography plays a key role in information security. Among the different part
of cryptography, substitution box plays a pivotal role in case of encryption. There
are different techniques or algorithms used in substitution box to make a strong
encryption [1, 2]. In [3], the authors utilize a chaotic system to generate S-box to
make it more sensitive in randomness of the primary condition. In [4], the authors
discussed the analogy between the design of S-box and traveling salesman problem.
There the entities in the sequence of S-box are analog with the cities. They proposed
genetic algorithm for designing of S-box. In [5], the authors proposed design of S-box
with Boolean function considering each component of the input vector to Boolean
function that is independent and identically distributed Bernoulli variates with the
parameter. In [3], the look-up tables based static S-box has been designed. However,
the results show that itmay not suitable for high-speed applications. In [6], the authors
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designed the S-box circuit utilizing truth table representing the value of output with
the changes of input values andmade the circuit with computational logic units. Other
methodology includesmultiplicative reversal inGalois Field utilizing composite field
[7]. However, it requires high delay, and it has high equipment complexities.

Though there are different algorithms for S-box, all techniques are supposed to
be abided by the desirable properties of S-box which include bijective property,
non-linearity property, strict avalanche criterion, bit independence, and resiliency
property [8, 9].

On the other hand, there is well-known encoder called convolution coder [10]. It
is widely accepted for the error detection in wireless transmission. It produces new
output bit with the variation of the input bit pattern. At the same time, it utilizes
one to many mapping and easy to implement in hardware. Because of these natures
of convolution coding technique, it may be suitable for designing non-linear S-box
This paper analyzes cryptographic properties of convolutional coder to testify its
efficiency in designing S-box.

After introduction, desirable properties of S-box are discussed inSect. 2. In Sect. 3,
convolutional coder is represented by Boolean function, and analytical analysis is
performed to testify properties of the S-box. Section 4 provides simulation results
followed by the conclusion in Sect. 5.

2 Features of S-box

Different methods are employed to measure the strength of the S-box. In paper [11],
the authors established selection process which helps to evaluate the quality of the
S-box. The guideline is provided by National Security Agency [12] to assess the
cryptographic properties of S-box. They are bijective property, the non-linearity,
the strict avalanche criterion (SAC), the bits independence criterion (BIC), and the
resiliency property.

Bijective Property:. Mathematically, a bijective function f: Xn → Yn is injective
(one-to-one) and surjective (onto mapping) of a set Xn to a set Yn.

Non-LinearityProperty:Non-linearity for a binary stream is givenbynon-linearity
value, and Nf must be less than or equal 2n−1 − 2

n
2 −1, where n is the bit length and

N f = 2n−1 − 1

2
max W f (u),where uε f n2 ,W f (u)

=
∑

xε f n2
f (x)(−1)〈x,u〉 is a Walsh Spectrum of f & c ∈ {0, 1}n.

Strict AvalancheCriterion (SAC): It reflects the probability of the change of output
bit with the changes of the input bit. Non-linear functions satisfy higher order SAC
[13].

Bit Independence Criterion (BIC): It is another parameter used to test the security
of S-boxes in term of robustness against various attacks.
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Resiliency Property: Resiliency property suggests that Boolean functions are
balanced and correlation immune, i.e., their Walsh Spectrums satisfy W f (u) =
0, where 1 ≤ wt(u) ≤ m.

3 Analytical Description of Convolution Coder

Convolutional coder is a memory-based circuit, and it utilizes Mod 2 addition oper-
ation between present and previous value of input bit stream to generate output bit
pattern. Figure 1 shows that output bits

(
o′
n

)
and (on) generate from the input bit

stream (in). As a result, the substitution operation produces double number of bit
than that of the input bit stream.

The Boolean function of the Convolution Coder is

fH (x) =
n=m−3∑

n=0

{
(Hn ⊕ Hn+1 ⊕ Hn+2)x

2(m−1−n)

+(Hn ⊕ Hn+2)x
2(m−1−n)+1

}

+ (Hm−2 ⊕ Hm−1 ⊕ b1)x
3 + (Hm−2 ⊕ b1)x

2

+ (Hm−1 ⊕ b1 ⊕ b0)x + Hm−1 ⊕ b0

The even function of the Convolution Coder is

feH(x) =
n=m−3∑

n=0

{(Hn ⊕ Hn+1 ⊕ Hn+2)x
m−1−n}

+ (Hm−2 ⊕ Hm−1 ⊕ b1)x + Hm−1 ⊕ b1 ⊕ b0

The odd function of the Convolution Coder is

Fig. 1 (2, 1, 2) convolutional coder
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foH(x) =
n=m−3∑

n=0

{
(Hn ⊕ Hn+2)x

m−1−n
}

+ (Hm−2 ⊕ b1)x + Hm−1 ⊕ b0

wherem is the number of input bits b0 and b1 which are the initials of the registers of
the coder, and {Am−1, Am−2… A1, A0} are the coefficients of the input binary string.
The generated bit stream is subdivided into odd bit stream and even bit stream.

Theorem 1 A Boolean function satisfies bijective property if both injective property,
which is one-to-one correspondence between domain and co-domain, and surjective
property, which demonstrates about same co-domain for different domains, are sat-
isfied.

Proof Let two different input strings B and C. B = {B0, B1, . . . , Bm−2, Bm−1},
Q = {C0,C1, . . . ,Cm−2,Cm−1} are as domains. Since the degrees of coefficients
are 1, different combinations of strings produce its own respective expressions until
they are equal as in any Boolean expression, odd degree of any term in the expression
yields different results for different domains, and even degree of any term in the
expression may yield same results for different domains. Hence, both the functions
satisfy injective property.

feH(x) =
{

H0 ⊕ b0,∀xε I & x mod 2 = 1
Hm−1⊕b1 ⊕ b0,∀xε I & x mod 2 = 0

foH(x) =
{
Hm−1⊕H1⊕b1 ⊕ b0,∀xε I & x mod 2 = 1

Hm−1 ⊕ b0,∀xε I & x mod 2 = 0

For different odd domains of x , the co-domains or output for even function :
feH(1) = H0 ⊕ b0 & for odd function, foH(1) = Hm−1 ⊕ H1 ⊕ b1 ⊕ b0,
for even different domains of x, for even function: feH(0) = Hm−1 ⊕ b1 ⊕
b0& for odd function foA(0) = Hm−1⊕b0 are similar, thus satisfying surjective prop-
erty.Hence, both even function andodd function of the expansion box satisfy bijective
property as both injective property and surjective are satisfied.

Theorem 2 For satisfaction of non-linearity property, non-linearity Nf must lesser
than or equal to 2n−1 − 2

n
2 −1.

Proof Considering the even function and applying the con-
ditions of non-linearity property on it, N f ≤ 2n−1 −
2

n
2 −1,where N f = 2n−1 − 1

2maxW f (u),where u ε f n2 , W f (u) =∑
xε f n2

f (x)(−1)〈x, u〉is a Walsh Spectrum of f& c ∈ {0, 1}n with respect

of which Walsh Spectrum of f is to obtain. We get, N feH = 2n−1 −
1
2maxW feH(u),whereWalsh Spectrum of feH W feH(u) = ∑

xε f n2
feH(x)(−1)〈x,u〉

. As the field has various combinations of 0’s and 1’s, the expression must contain
even number of bits, and coefficients must be 1, W feH(u) = 2m/2.
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∵ N f = 2m−1 − 1

2
maxW f (u) = 2m−1 − 2

m
2 −1,wherem is the number of bits

So, maximum value of Nf is 2m−1 − 2
m
2 −1. Again for odd function also, the

maximum value of Nf is 2m−1 −2
m
2 −1. Form = 2, maximum Nf = 22−1 −2

2
2 −1 = 1.

Hence, for both the even and odd functions, non-linearity property is satisfied. For
the non-linearity property, the relation of the decimal values for the corresponding
output binary streams with its non-linearity values has been depicted.

Theorem 3 Any Boolean function satisfies strict avalanche criterion or SAC if
f (x + α)− f (x) = 0, i.e., f(x) is a balanced function of any order n and α ∈ GF(2n)
for that value of n and its wt (α) = 1.

Proof For the even function for achieving the conditions satisfy-
ing SAC, feH(x + α) = feH(x) So, the satisfied condition is∑n=m−3

n=0 Hn ⊕ Hn+1 ⊕ Hn+2 + Hm−2 ⊕ Hm−1 ⊕ b1 = 0. For the odd function
for achieving the conditions satisfying SAC, foH(x + α) = foH(x) So, the satisfied
condition is

∑n=m−3
n=0 Hn ⊕ Hn+2 + Hm−2 ⊕ b1 = 0.

Theorem 4 Bit independence criterion or BIC is satisfied if fc(x + α)− fc(x) = 0,
where f(x) is a Boolean function of any order n and satisfies SAC, α ∈ GF(2n) for
that value of n and its wt (α) = 1, and c is any combination where c ∈ {0, 1}n of
any order n and wt(c) ≥ 1.

Proof Let us consider a string R satisfying SAC. For even function for achiev-
ing the conditions satisfying BIC, feR(x + α) = feR(x) So, the satisfied condi-
tion is

∑n=m−3
n=0 Rn ⊕ Rn+1 ⊕ Rn+2 + Rm−2 ⊕ Rm−1 ⊕ b1 = 0. For odd function for

achieving the conditions satisfying BIC, foR(x + α) = foR(x) So, the satisfied con-
dition is

∑n=m−3
n=0 Rn ⊕ Rn+2 + Rm−2 ⊕ b1 = 0. The bit independence criterion is

satisfied as both the even and odd functions are balanced function.

Theorem 5 The odd and even function of order m satisfy resiliency property if they
are balanced & correlation immune, i.e.,. their Walsh Spectrums satisfy W f (u) =
0, where 1 ≤ wt(u) ≤ m. Here, the function is balanced if W f (0) = 0.

Proof Considering the even function and it’s Walsh Transform is
W feH(u) = ∑

xε f n2
feH(x)(−1)〈x,u〉. Hence, for the function to be balanced,

∑n=m−3
n=0 Hn ⊕ Hn+1 ⊕ Hn+2 + Hm−2 ⊕ Hm−1 ⊕ b1 = 0 . For correlation immune,

W feH(u) =(1 + 2 + · · · + m − 1)
n=m−3∑

n=0

Hn ⊕ Hn+1 ⊕ Hn+2

+ m(Hm−2 ⊕ Hm−1 ⊕ b1)

−
(

(1 + 2 + · · · + m − 1)
n=m−3∑

n=0

Hn ⊕ Hn+1 ⊕ Hn+2

+m(Hm−2 ⊕ Hm−1 ⊕ b1)) = 0
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Considering the odd function and it’s Walsh Transform is W foH(u) =∑
xε f n2

foH(x)(−1)〈x,u〉. Hence, for the function to be balanced,
∑n=m−3

n=0 Hn ⊕ Hn+2 + Hm−2 ⊕ b1 = 0 . For correlation immune,

W feH(u) = (1 + 2 + · · · + m − 1)
n=m−3∑

n=0

Hn ⊕ Hn+2 + m(Hm−2 ⊕ b1)

−
(

(1 + 2 + · · · + m − 1)
n=m−3∑

n=0

Hn ⊕ Hn+2 + m(Hm−2 ⊕ b1)

)
= 0

Since for a given condition for balance property & proof of correlation immune,
resiliency is proved for both even & odd functions. Since the resiliency property
suggests zeroes of the Walsh Transform of the binary stream, the number of zeroes
of the Walsh Transform of the output bit stream of the decimal values is determined.

4 Simulation and Result Analysis

We consider two scenarios where the initial values of the registers as 1, 0 and in
second case 0, 1. Figure 1 shows the behavior of bijective property for all the decimal
numbers corresponding to output binary streams with its frequency of occurrences.
Here, in Fig. 2, at 1st Iteration, very few of the decimal numbers have its frequency of
occurrences as 1. So, in all the stages, the system is not satisfying bijective property.
In Fig. 3, here also like the previous one, in all the four stages, only one value is
having frequency of occurrence as 1, and the rest are having it different from 1. So,in
all the stages, the system is not satisfying bijective property. Here, the behavior of

Fig. 2 Behavior of the bijective property with initial values of 1st and 2nd Registers as 1 and 0
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Fig. 3 Behavior of the bijective property with initial values of 1st and 2nd Registers as 1 and 0

bijective property is independent of initial values of 1st and 2nd Registers as the
behavior for the above cases produces the same result, though the position the value
having frequency of occurrence as 1 gets shifted with the initial values. In Fig. 4, it is
seen that in the case of registers with initial value 1 and 0, respectively, the behavior
of decimal values with its non-linearity values for 8-bit length. Here, the maximum
non-linearity value is 120. In this case, only 4th iteration is preferred than the previous
three as it produces the number of values with non-linearity much greater than the
previous three. In Fig. 5, it is seen that in the case of registers with initial value 1
and 0, respectively, in the 1st iteration, the behavior of the Hamming weights with
the frequency of the occurrences of Hamming weights shows monotonic, in the 2nd

Fig. 4 The relation of the values with non-linearity values with the initial values of 1st and 2nd
Registers as 1 and 0. N.B: The dark line represents the maximum non-linearity value
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Fig. 5 Behavior of the Hamming weights with the frequency of occurrences of Hamming weights
with initial values of 1st and 2nd Registers as 1 and 0

iteration, the behavior shifts from monotonic, and in the 3rd and 4th iterations, the
behavior shows non-monotonic. 1st iteration is preferred than the next three as the
behavior is monotonic. In Fig. 6, it is seen that in the case of registers with initial
value 0 and 1, respectively, all the iteration shows monotonic. Also, 1st condition
with initial values of 1st and 2nd Registers as 1 and 0 and key elements as 11111111
are preferred as it, only, produces the behavior to be monotonic. In Fig. 7, it is seen
that in the case of registers with initial value 1 and 0, respectively, 1st iteration is
preferred than the three iterations as it produces more resilient values than others. In
Fig. 8, it is seen that in the case of registers with initial value 0 and 1, respectively,

Fig. 6 Behavior of the Hamming weights with the frequency of occurrences of Hamming weights
with initial values of 1st and 2nd Registers as 0 and 1
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Fig. 7 Decimal values with number of zeroes with initial values of 1st and 2nd Registers as 1 and
0

Fig. 8 Decimal values with number of zeroes with initial values of 1st and 2nd Registers as 0 and
1

4th iteration is preferred than the other three iterations as it produces more resilient
values than the three. For circuit implementation, 1st condition with initial values of
1st and 2nd Registers as 1 and 0 is preferred as 1st condition requires only one box
as 1st iteration is more resilient than the three, and 2nd condition requires four boxes
as the 4th iteration is more resilient than the three.
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5 Conclusion

This paper provides comprehensive mathematical analysis of cryptographic proper-
ties of convolutional coder. It is represented by the Boolean odd and even function,
and mathematical study justifies that it satisfies most of the properties. Simulations
with different initial conditions are performed to examine the nature of the changes
of the properties with number of iterations. Results show that robustness increases
with the number of iteration. So, this may be effective in designing dynamic S-box
for encryption algorithms.
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Smart Healthcare Assistance Toward
On-road Medical Emergency

Debajyoti Basu, Sukanya Mukherjee, Anupam Bhattacharyya,
Swapnaneel Dey and Ajanta Das

Abstract The advancement of mobile computing as a technology together with the
advancement of network communications has led to the foundation of exhaustive
usage of mobile devices and corresponding mobile apps embedded in them. These
apps provide value-added services in different domains like transport, entertain-
ment, education, business, economics, and a variety of subjects. The current paper
focuses on the healthcare domain and attempts to enlist a few basic functionalities
and transform them as a user-friendly app for availing medical help and facilities
on the move. Some apps provide chat communication facilities while others help in
search location attempts. The currently proposed app, MedTravel, includes novelties
like integrating the channel of communication between healthcare professionals and
patients/users, searching for medical facilities like hospitals, medicines, and doctors
besides providing opportunities for medical practitioners, pharmacies, and hospitals
to register. Besides providing a comparative study with other medical app providers,
it enhances the scope and features and formulates into a robust app with more oppor-
tunities of integrating with other facilities besides increasing existing features and
functionalities.
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Keywords Healthcare · Medical emergency · MedTravel

1 Introduction

Efficient clinical communication and ease of access tomedical facilities are becoming
increasingly important in the healthcare domain for mobile apps. Some mobile apps
connect patients to providers; some provide access to medical health records to
patients and doctors, while others provide performance monitoring mechanisms.
Some apps even help if providing diagnostic help to medical practitioners. However,
one of the challenges which the user and patient community still suffer from is lack of
proper information onmedical facilitieswhile on themove.The source of information
has to be authentic and should be provided at the time of necessity and emergency.
The current research paper attempts to identify such areas of requirement which
patients and users need very frequently and convert them into a tangible solution in
the form of a mobile medical app.

The objective of this paper is to present the functionalities of the proposedmedical
app (MedTravel) consisting of three modules: doctors, hospitals, and medical shops,
as mentioned in the following:

i. The app is integrated with Google Maps and is able to search and locate nearby
medical facilities for the user.

ii. The user will have an opportunity to access this information, execute subsequent
searches to avail this information.

iii. The healthcare service providers and medical practitioners will have the oppor-
tunity to register themselves to provide their services to the end users.

Organization of the paper is as follows: Related work is presented in Sect. 2.
Section 3 presents importance of the medical app and its novelties and benefits.
Evaluation of the developed app is explained in Sects. 4 and 5 concludes the paper.

2 Related Work

This section presents a study of a few existing research papers based onmedical apps.
Guanling Chen et al. in their paper MPCS: Mobile Phone-Based Patient Compliance
System for Chronic Illness Care, discuss a mobile phone-based patient compliance
system [1].

They achieve to integrate social behavior theories to ensure that patients suffering
from chronic illness for example diabetes follow compliance norms to take care and
of themselves and ensure proper monitoring of their health.

Kaushal Modi and Radha Baran Mohanty from Infosys, in their white paper on
mHealth: Challenges, benefits, and keys to successful implementation, discuss vari-
ous mHealth apps and providers, challenges and the scope of implementing mHealth
[2]. The paper discusses the keys to successful implementation: user adoption of
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apps, measurement of user satisfaction, access of app from various devices, and
identification of user needs.

On A Provably-Secure-Cross-Domain Handshake Scheme with Symptoms-
Matching for Mobile Healthcare Social network that allows greater security scheme
to register in two different healthcare centres to execute cross domain handshake
through symptoms matching [3].

Darell M West in his paper on Improving Health Care through Mobile Medical
Devices and Sensors a part of theirMobile Economyproject inCenter for Technology
Innovation at Brookings discusses innovations in Mobile Healthcare. Difficulties in
this sector are physical distance between doctors and patients and lack of health care
equipment and infrastructure at the right time [4].

In their paper “Provisioning of Medical Analysis in Cloud,” Ajanta Das et al.
propose a mobile app integrated with Big Data and uses analytics as a service to
provide users with required medical information while on the move [5].

In their paper “Big Data computing and clouds: Trends and future directions”
Marcos D. Assuncao et al. discuss approaches and environments for carrying out
analytics on clouds for Big Data apps and how businesses can benefit from usage of
Big Data [6]. Wei-Tek Tsai, Xin Sun, JanakaBalasooriyain in their paper discuss the
Service-Oriented Cloud Computing architecture to overcome problems of existing
cloud architectures [7].

Mobile technologies provide theopportunity to connect patientswith their doctors,
medical shops and enable timely health monitoring which suggests improved patient
engagement and better health outcomes. The proposed solution attempts to bridge
this gap as a healthcare app but as novelty, it will integrate both users and medical
practitioners and provide search facilities for medical logistics. The proposed app
provides services along with registration opportunities to augment services further to
both the static and mobile users. It means if the users are far away of his or her own
destination, still they get the medical support through this app. More specifically,
it will search for medicines in an emergency and check their availability in nearby
shops. Also, it readily proposes to display the numbers of beds available in a specific
hospital at a point of time. The app enables quick search of medical provisions
and also gives a snapshot hospitals, doctors, and pharmacies around the user in any
geographic location, which the user/patient can use to access the information and
reach out for medical help immediately.

3 Proposed Mobile Medical Apps

With increased network connectivity and development of robust hardware for mobile
devices, the growing importance and benefits of mobile app in all domains continue
to increase. Healthcare being one such domain is assuming immense significance
which continues to reap benefits from this technological advancement.
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3.1 Proposal Study

A study was conducted to understand the scope of the app and the requirements the
app would cater to. The requirement analysis conducted is based on the following
broad proposals promulgated. The app,MedTravel, should have three broadmodules,
doctors, medical shops, and hospitals. It is required that the following requirements
are met by the app

1. The doctor module should provide opportunities for new doctors to register.
2. The users should be able to search for doctors in emergency in nearby locations.
3. The medical shop module should provide users to search for medical shops and

also to search for availability of specific medicines.
4. The hospital module should provide users to search for hospitals and also check

for the availability of bed in the respective hospital.

The search functionality is proposed to be on distance and the results will be
returned in ascending order of proximity to the user’s location.

3.2 Architectural Analysis

A. On the basis of requirement study, an architecture of this proposed app, Med-
Travel, is presented in Fig. 1.

Fig. 1 Architecture of healthcare mobile app
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The basic components are outlined here along with examples of their interactions.
The app has been conceptualized on the basic client–server architecture of mobile
apps.

User Interface → this forms the Graphical User Interface (GUI) of the app and
is the main window of communication between all consumers of the app enabling
users to get access to the core functionalities of the app.

User Client → this is the App Control Logic Layer. This layer forms the control
logic and regulates the flow of the app; for example, if the user clicks on the doctor
module, the control logic accepts the user input and accordingly displays the list of
doctors.

Client-Server Layer → this is the App Networking Layer. It is through this layer
that we interact with standard Google API’s and along with other third-party API’s.
An app program interface (API) is a set of standards with which technical interfac-
ing is possible to build software apps. To enable location-based search of doctors,
hospitals, and healthcare facilities, we have integrated our app with Google Map
APIs.

ClientDomain→ the technical componentswhich are hosted in the users’ handset
defines the boundary of the Client Domain.

In the context of our app, the Persistence Data Storage/App Data Storage stores
local data in the users mobile and constitutes the Client Domain. This can be referred
to as local data storage which comes in play when there are connectivity issues. This
is local persistence storage and is synced up with the main server database at regular
intervals.

Server Domain → The Server Domain of the architecture constitutes the compo-
nents hosted in the Server and is in principle in accordance with the Client–Server
Architecture. In the Server Domain, in our app, we propose to use the Cloud API
Server. The Cloud API Server—this is the main server where the app is proposed to
be hosted. When any user downloads the app, the download takes place from here.

Server Data → the data persistence layer at the Server end is referred to as the
Server Data layer. Here this constitutes the Cloud Database which is SQL Lite in
our case.This interacts with Cloud Server and serves as the main Server persistence
store of the app.

In order to illustrate how these architectural components interact, we take the
example of the new doctor registration process.

(1) The new data is entered using the User Interface by the doctor.
(2) The User–Client Layer persists this data in the Client Domain.
(3) As soon as network connectivity is restored, the Client–Server Layer synchro-

nizes this data with the Server Domain.
(4) The Server Domain finally pushes this data into the Server Data (SQL Lite).
(5) This data then becomes available and is cached back to the Client Domain from

the Server Domain via the synchronization process, so the next time a user
accesses the app via the User Interface, the User Client Layer pulls this data
from Client Domain and makes the newly registered doctor’s data available.



134 D. Basu et al.

3.3 Functionalities of MedTravel

The app, MedTravel, has the following major functionalities:

1. It allows the user to conduct specialized search for medicine, doctors, and
hospitals.

2. It allows doctors, hospitals, and medical shops to register to make their services
available.

3. It utilizes third-party Google APIs to provide search and locate functionalities of
registered medical facilities and practitioners.

Figure 2 explains the Use Case Diagram focusing on the functionalities and the
principal actors of the app.

The Use Case Diagram enlists the following actors:

1. User: These are the general users of the app and includ patients and any person
downloading and using the app.

2. Doctors: The doctors can register in the app and provide healthcare services.
3. Medical shops: The pharmacies are enlisted as actors and the app enables them to

enlist via the registration process and also to enlist the availability of medicines
4. Hospitals: The hospitals are actors and post-registration are proposed to be dis-

played when the user searches for them.

Fig. 2 Use case diagram of healthcare app
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5. Third-party Google APIs: These API’s are actors that augment the core func-
tionalities of the map by providing location facilities.

6. MedTravel Server: The hosting facilities of the app are provided by the app server
hosted in the cloud.

These actors interact with the User Client and the Client Domains of the above
architecture via the User Interface Layer.

The basic flow of the app and can be enlisted as follows:

1. The user searches for a doctor and the app displays the distance-based list of
the same. The user can then call the doctor to contact and receive treatment. The
search functionality sorts out the list based on distance for all healthcare facilities
that it provides.

Figure 3 explains the workflow diagram explaining the flow of the app and the
subsequent data flow.

1. The user searches for medical shops and medicines. If medicines are available,
then the list of shops that have the stock of that medicine is displayed. If not, then
the flowmoves to search for the doctor to suggest for his advice on the prescribed
medicine.

2. The user can directly dial the contact as the phone number is provided and
captured during the registration process.

Fig. 3 Workflow diagram
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4 Evaluation

The app makes use of Google Maps for displaying the current location of the user as
well as locations of all medical shops, hospitals, and doctors. The OS target version
used to compile the project is API Level 23 (OS Version 6.0 Marshmallow). The
minimum Android OS version required for this project is API Level 16 (OS Version
4.1.1 JellyBean). TheAndroid studio version used is 2.1. The app has been developed
and the following section evaluates the work along with appropriate screenshots. The
next section discusses the app screenshots for evaluation.

In our proposed app to enable integration with maps and show location of doctors
and healthcare facilities, we have integratedwithGoogleMapsAPI to enable location
advantages for the users. This has enabled lesser development time and is highly
recommended for its reusability

Figure 4 displays the App Home Page with the modules.
On clicking the ‘doctor module,’ the doctor search results are shown. Figure 5

displays the search results of the doctor search when the user invokes the search in
ascending order of distance. For example, the closest doctor Dr Ghosh is displayed
first, followed by the next doctor, Doctor Banerji, and so on. The list also displays
their timing, address, and specialization

On clicking the Plus icon on the remote right side, the Doctor Registration Page
opens up. In this screen, the doctor can register with the app by submitting details
about his chamber location, specialization, availability, slot timing, etc. On clicking
the medical shops module, the links for shops and medicines open up.

Figure 6 shows the links for searching medicine shops and medicines.

Fig. 4 App home page



Smart Healthcare Assistance Toward On-road Medical Emergency 137

Fig. 5 Search results of
nearby doctors

Fig. 6 Search medical shops
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Fig. 7 Search results of
nearby hospitals

On clicking the hospitals module, the hospital search results are displayed.
Figure 7 shows the search results of the nearby hospitals. On clicking the Plus icon
on the remote right side, the Hospital Registration Page opens up.

Figure 8 screenshot on hospital registration fields displays the interfaces for hos-
pital registration. The hospital is allowed to register with relevant details like time of
operation, number of beds available, address, contact numbers, and specializations
(in app, it is displayed as Spec.) available, etc. Time of operation is displayed for
ease of access for specific doctor on the basis of particular situation, although this
research handles emergency situation mostly. Figure 9 displays the message received
upon successful registration with the app.

Besides providing information on the move and enabling patients and doctors to
access, analyze, and utilize this data, this also gives opportunities to provide a social
platform to the healthcare professionals. Higher end apps even go further for data
collection and analytics to yield greater benefits for examplemonitoring of healthcare
metrics—a large numbers of apps monitor biometrics and provide relevant data for
analysis.

5 Conclusion

The paper researches on the effect and influence of mobile technology in healthcare.
It formulates the basic and urgent healthcare needs into tangible requirements of the
end user and patients. These requirements extend into medical amenities including
doctors, medical shops, and medicines. The requirements form the basis on which
the prototype healthcare mobile app has been developed. The app utilizes Google
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Fig. 8 Hospital registration

Fig. 9 Succesful registration
notification
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Maps and associated mobile technologies to provide basic functionalities including
search and access for medical facilities.

In future, with today’s advanced technology, mobile healthcare support to mobile
people will be definitely established. Further, the present research shall be extended
for accessing the ambulances in the particular required zone or location in remote
area, through the MedTravel app, where the user needs sudden medical care on road.
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A Study on Various Database Models:
Relational, Graph, and Hybrid Databases

Shubham Gupta, Sovan Pal and Maumita Chakraborty

Abstract Relational database is a popular database for storing various types of infor-
mation. But due to the ever-increasing growth of data, it becomes hard to maintain
and process the database. So, the graph model is becoming more and more pop-
ular since it can store and handle big data more efficiently compared to relational
database. But both relational database and graph database have their own advantages
and disadvantages. To overcome their limitations, they are combined tomake a hybrid
model. This paper discusses relational database, graph database, their advantages,
their applications and also talks about hybrid model.

Keywords Relational database · Graph database · Big data · Hybrid model

1 Introduction

Relational databases (DBs) have been in use since the 1970s. The data produced then
was much less. Ninety percent of the data that was ever created was created in the
last 2 years alone. That is how fast the amount of data is growing. Today’s data can be
characterized as densely connected, semi-structured, and with a high degree of data
model volatility. Earlier most of the data was structured. Now, it is a combination of
structured as well as unstructured data. Unstructured data includes audio files, video
files, pictures, etc.

As we all know, relational DBs are ideal for structured data: the data which
follows a schema and order and can be easily placed inside the tables consisting
of rows and columns. But of unstructured data, relational database management
system (RDBMS) does not perform well enough. Thus, not only SQL (NoSQL) was
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introduced to tackle this problem. It is mainly of four types: key value, document
based, column-based, and graph based. Among these, graph-based DBs have shown
enormous potential. Big companies have adopted graph DBs like Twitter (FlockDB)
and Facebook (TAO Graph Data Store).

Since both graph databases (DBs) and relational databases (DBs) have their own
advantages and disadvantages, it is not the goal to absolutely drop out one of the DBs
from the plan, but to integrate both of them such that they enhance their strengths
and compensate their weaknesses. In other words, we need to create a hybrid model
(suggested to be a combination of both relational and graph models) based on the
requirements. Some such hybrid models have already been proposed by researchers
round the globe.

2 Models

A database model provides the logical structure of a database and also determines
how data may be stored or organized. The most common one is the relational model.
In this section, we are going to talk about two well-known database models, namely
relational and graph models.

2.1 Basic Understanding of Relational Model

The relational model was invented by Edgar F. Codd as a general model of data and
subsequently promoted by Chris Date and Hugh Darwen among others. It first came
to the force in the 1970s with Codd’s relational model of data [1].

A relational database consists of tables that are linked to each other in ameaningful
way. A table consists of several rows and columns. Each column is called an attribute,
and each row is called a record. Every row has a key to uniquely identify it. Every
column and every row in a table are unique. Tables can be connected by making
joins [2] and using foreign keys [3]. Relational model has got its name from the
close correspondence between table and mathematical concept of relation.

This type of database generally uses Structured Query Language (SQL) as the
query language. Transactions with these databases follow the ACID properties [4].
They include:

1. Atomicity: Either none or all operations of a transaction are executed.
2. Consistency: A database should be consistent before and after a transaction.
3. Isolation: No transaction should affect the existence of any other transaction.
4. Durability: All latest updates should be present in the database even if system

fails.

There is another very important and commonly used concept in database man-
agement system, named normalization. It is a process of organizing the data in the



A Study on Various Database Models … 143

Fig. 1 Fully normalized
relation related to students
participating in different
activities. There are three
tables without any
redundancy

database and is used to minimize redundancy from a relation or set of relations. In
this process, the larger table is often divided into smaller tables and they are linked
up using relationships [5].

Figure 1 shows a fully normalized relation [6] with no redundancy. As we can see
here, ID and activity act as foreign key to connect two different tables.

2.2 Basic Understanding of Graph Model

Graph database is a type of NoSQL database [7]. Graph database consists of nodes
and edges like a graph. Node is an entity, and sometimes, it also represents a purpose.
Edges are used to represent the relationship. Nodes are connected using relationship.
Graph model has a path through which we can traverse from one node to another
node. There are two properties of graph database, namely graph storage and graph
processing.

GraphStorage: This is required for storing andmanaginggraphs. Specific storage
options need to be designed specifically, as the storage required for relational or
object-oriented databases is slower.

GraphProcessingEngine:Asgraphdatabases need todealwith billions of nodes,
the capability of fast data exploration and distributed parallel computing is required.
It should support both low-latency online query processing and high-throughput
offline analytics [8].

Figure 2 shows an example of graph databasemodel consisting of different entities
and the relationships between them.
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Person: 1
Name: Ram
Age: 30

Company 1

TCS

Person: 2
Name: Ravi
Age: 35

City

Mumbai

Company 2

Infosys

Is_Friend_With

Lives_In

Lives_In
Works_At

Works_At

Fig. 2 A graph database model where different vertices of the graph represent different entities
and relationships are represented by edges

There are various use cases of graph database, like it is used in fraud detection,
master data management, identity, and access management. Companies likeWalmart
created a recommendation engine with the help of graph database.

Graph database is used in route finding, i.e., going from one point to another.
Tech giants Facebook and Google built a search engine with the help of

graph database. In 2012, Google launched ‘Knowledge Graph’ [9], and in 2013,
Facebook introduced ‘Graph Search’ [10] to generate relevant information.

Knowledge graph puts the information together to create interconnected search
results in more efficient manner. Using the knowledge graph, users can get more
relevant information [9].

Facebook has many users worldwide, so it has to maintain big data. Now to
retrieve proper information from large database and give relevant results to the user
are challenging. So Facebook takes the help of graph-based searches, which allows
to filter the result using some criteria [10].

For different advantages of graph database, many organizations focus on this area.
In the next section, we will be discussing the relative advantages of graph DB

over relational DB and vice versa.

2.3 Advantages of RDBMS Over NoSQL/Graph-Based
NoSQL

In this section, we have mentioned some of the important properties of RDBMS
which are considered to be advantageous over graph database system [11].
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1. Normalized data: No anomalies, less redundancy, every data is stored only once.
2. Relational schema: We always know what columns exist in a row.
3. Fixed data types:Well-defined data types for each column to clearly define which

type of data is expected.
4. Authentication and security: Much better in RDBMS than NoSQL.
5. Dominant in the market: Most companies still use RDBMS, and there are more

professionals available in this field.
6. ACID: Atomicity, consistency, integrity, and durability properties are maintained

which may not be maintained in NoSQL.

2.4 Advantages of Graph DBs Over RDBMS

Here, we have discussed the advantages of graph DBs over that of relational DBs
[11].

1. Relationships (edges) between data items (vertices) are given much more impor-
tance here.

2. The query is 10 to 100 times shorter than average SQL queries.
3. Data representation through graphs is much more intuitive. Whatever the man-

agement plans with a use-case diagram can be easily implemented in exactly the
same way in the graph.

4. It is easier to horizontally scale than RDBMS. Horizontal scaling is done by
adding more machines into the pool of resources.

5. In contrast to relational databases, where the query performance on data relations
decreases as the dataset grows, the performance of graph databases remains
relatively constant.

6. Since graph model is used to store the data, maintaining the database is easier
compared to relational database and it will also allow us to expand the model in
the future.

7. In terms of searching, graph-based search is faster than basic search.
8. Graph-based search returns more relevant information compared to basic search

which involves only pattern recognition.

3 Sample Use Cases of Graph Databases

3.1 Graph DB in Networks

Networks are nothing but graphs. To explain this further, we can always visualize any
network as a group of nodes/vertices and the interconnections/edges between them.
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Thus, graph databases are becoming obvious standards for telecommunications, net-
work, data center, as well as cloud management applications. Graph databases not
only store network configurations, they can also generate real-time alerts during
possibilities of infrastructure failures. As a result, the time to resolve these problems
gets reduced from almost hours to seconds. Hence, we can obviously say that graph
databases stand out at storing, querying, and also modeling network data [12].

It has been well-observed that by using a Neo4j graph database, a cohesive view
of all computers, network devices, connections, services, applications, and users can
be easily created. Neo4j not only maps and manages a network proactively (lists the
assets and their deployment in a network, picturize dependencies among various net-
work components, identify bottleneck and risk factors in a network, estimate latency
between network nodes), but also increases network visibility (identifying network
elements specific to customer needs, identifying applications and services affected
because of failures of network devices, identifying paths that may lead to bottle-
necks, identifying points where faster connections or devices may be introduced,
and also the overall sustainability of the network equipments and topology) as well
as controls network growth (graph properties can be easily modified to reflect new
network characteristics introduced while upgrading and replacing devices).

3.2 Graph DB in Big Data

Bigdata generally relied onStructuredQueryLanguage (SQL), languageofRDBMS,
to communicate with a database. This communication between tables slows down
when huge and irregular datasets are used. As data keeps on growing, SQL model
becomes insufficient in dealing with relationships between different datasets. The
graph database model focuses on the relationships of different nodes. Instead of just
finding out the value of specific data, the value of relationship between data needs to
be understood for any organization. The NoSQL database model can be much more
efficient in terms of finding these data connections [13, 14].

4 Previous Work on Hybrid Models of Database

Silvescu et al. [15] introduced the concept of graph databases. In his paper [16],
Jaroslav Pokorny has explained the drawbacks of graph database including lack
of maturity, functionality restrictions, need for proper benchmarking, big analyt-
ics requirements, restrictions during designing, etc. Researches also tried migrating
whole relational DBs into graph databases which had many technical hurdles, such
as developing algorithms to optimally and accurately transfer data [17, 18]. So,
researchers focused on optimally including both databases into hybrid databases
which have the best of both worlds (graph and relational).
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Jeff Shute has worked on a hybrid database called F1which has the scalability and
availability of a NoSQL database, and also consistency and usability of relational
databases [19].

Another hybrid database system approach is designed by Blessing E. James and
P. O. Asagba for the storage and management of big data. Big data contains a lot
of unstructured data which cannot be put inside a pre-defined schema. Hence, they
built a hybrid model consisting of MongoDB and MySQL to help in storing the big
data [20].

J. O. Little developed Grapht which provides an intermediate query processing
layer between RDBMS and in-memory graph store. When user hits query, the query
processor divides it into row centric sub-queries for relational DBs and graph-centric
sub-queries for the graph handler [21].

Since SQL is a standard query language, it has several benefits. To reap the
benefits, Luis Ferreira tried to build layer between SQL code and the interpreter and
the actual NoSQL database underneath them. This model used SQL queries to query
on a NoSQL system [22].

5 A Sample Hybrid Model

The relational databases cannot be completely migrated to a NoSQL platform or a
graph-based platform because it will be very tedious and time consuming to do so.
Most of the data that is stored today is in relational format. Moreover, the relational
model has too many advantages to completely remove it from proposed models. So,
it is better to come up with a hybrid system [23, 24] involving both relational and
NoSQL models which can cancel out each other’s flaws and enhance each other’s
strength in the required areas.

As SQL (query language used in RDBMS) is much more common than Cypher
(a declarative graph query language used in graphDB) or another graph-based query-
ing language, it would be easier and more practical if a model is made so that users
can query in SQL rather than Cypher. Also, SQL will be required to query the rela-
tional part of the database and Cypher code will be required to query the graph-based
database. So, the SQL queries may be converted into Cypher by using certain algo-
rithms for accessing graph-based databases. The SQL queries are generally large
and take more space to store and read. So, Cypher codes will reduce the size of the
queries too.

To store the data, we know graph-based models are better for unstructured data
and relational models are better for structured data. So, a classifier algorithm may
be used to classify the structured and unstructured data and store them in relational
database and graph database, respectively.

A sample hybrid model which combines the concepts of both relational DB and
graph DB has been shown in Fig. 3. It has the scope of selecting any one model based
on the type of data.
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Fig. 3 A sample hybrid model showing the scope of selecting both relational DB and graph DB
based on the type of data to be stored

6 Conclusion

In this paper, we have discussed relational as well as graph-based database mod-
els. Relational databases have a lot of strengths. There is a good reason that most
databases even in the modern times are relational and not NoSQL databases. Still,
graph databases are evolving. The relative advantages of one over the other have been
discussed along with their applications. We can conclude by stating that relational
models will always be relevant in modern DBMS. This paper also talks about hybrid
DBs, which are considered to be the future where certain elements of NoSQL can
improve the usability and storability of the databases. Many such hybrid database
models do exist andmany others will come to existence with more andmore research
and development in this field.
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Microcontroller-Based Automotive
Control System Employing Real-Time
Health Monitoring of Drivers to Avoid
Road Accidents

Mohuya Chakraborty and Arup Kumar Chattopadhyay

Abstract This paper is aimed at preventing car accidents by managing four signifi-
cant aspects related to car drivers. Firstly, it has been observed that 10–30% of road
accidents are related to drowsiness of the drivers mainly at night or at drunken state.
Detecting the drowsiness in drivers and alerting him can improve the safety on roads.
The system could also measure alcohol molecules in driver’s breath and automati-
cally halt the car if the legal drinking limit is exceeded. Secondly, accidents occur due
to medical emergency conditions of the drivers. A system that continuously monitors
the health of drivers can effectively reduce accidents. Thirdly, the designed system
would continuously monitor the distance of the vehicle from obstacle by the use of
Light Detection and Ranging (LIDAR). The LIDAR upon detection of the obstacle
would warn the driver as well as decrease the speed of the vehicle and will stop
the vehicle when reaches a certain distance of the obstacle by actuating the braking
system and ignition system. Fourthly, the system would also monitor lane changing
to assist drivers to ensure that their vehicles are within lane constraints when driving,
so as to make sure traffic is smooth and minimize chances of collisions with other
cars in nearby lanes. We propose to implement the system using microcontroller and
a few numbers of desired heartbeat, ultrasonic and breathe-based sensors to detect
irregular heartbeat in case of medical emergency of the driver, alcohol content of the
driver and distance of the vehicle from the obstacle, respectively. For brain activity,
we have designed an artificial neural network model on field-programmable gate
array (FPGA) to detect drowsiness of the driver. The initial phase of the research
work has been conducted in the laboratory environment where all the electronics cir-
cuit with sensors and microcontroller have been built up and tested at the laboratory
environment on human subjects. In the second phase, the electronic circuits were
integrated into the car. The testing of the project has been performed in a controlled
environment at workshop. Results show the efficiency and benefit of the proposed
research work.
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Keywords Microcontroller · Automotive · Control · Artificial neural network ·
Heart rate · Drowsiness · Vehicle safety · Alcohol detection · Smart vehicle

1 Introduction

One of the major causes of road accidents is deterioration in physical and mental
condition of the driver. A safety system based on biosensors can be very vital to
prevent road accidents. Current research works used wearable sensors and cameras
to detect different physical health conditions. But the mental health condition is
mostly ignored. Different research works use different kinds of sensors for real-time
health monitoring of driver. This real-time data are analyzed such that the action
can be taken to trigger some emergency system to alert the driver. For detecting
the alcohol consumption, the traditional approach is to use MQ3 sensor to detect
alcohol concentration on breath. But the sensor may also catch the input from co-
passengers. So, a specific measure has to be taken by the system. Further, the effect
of alcohol on the driver can be identified by driver’s head movement. In the previous
works, drowsiness of drivers has been normally identified by the eye blink and head
movement. The eye blink and head movements are detected by the camera installed
in front of the driver. But, it requires image processing which is time consuming and
ineffective in real-time situation. We rather propose to use simple motion sensors to
capture head movement data above threshold level and analyze brain waves from a
brain–computer interface (BCI) systemmounted on the head of the driver, to identify
the eye blink rate.

The use of BCI system proposed here is most important to monitor the drowsiness
in the driver. Intelligent software, a subsystem of BCI will be trained to classify
different mental state of the driver. A trained system can find out the drowsiness in
the driver very effectively in real time. We have proposed four different prevention
mechanisms to build the smart car. Firstly, in case of alcohol consumption by the
driver, the car will be locked until and unless the former is replaced by some sober
driver. Secondly, in case of abnormal heart rate or heart rate not detected for a
stipulated time, the car will be slowly stopped and SMS will be sent to the registered
mobile numbers giving location by GPS for help. Thirdly, in case of drowsiness, the
driver will be alerted by activating the emergency system. Fourthly, by using either
ultrasonic or LIDAR sensor, detection of any obstacle in the proximity of the vehicle
would warn the driver as well as decrease the speed of the vehicle.

In today’s world, the major cause of road accidents can be attributed to alcohol
consumption and physical and mental health condition of the driver. The main aim
is to integrate the automobile parts of the car with a bio-system-based structure
to alter the driver’s mental and physical state in those situations and start accident
preventionmechanisms. Our proposed project is aimed at preventing car accidents by
managing three significant aspects related to car drivers. Firstly, it has been observed
that 10–30% of road accidents are related to drowsiness of the drivers mainly at
night or at drunken state. Detecting the drowsiness in drivers and alerting them can
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improve the safety on roads. The system could also measure alcohol molecules in
driver’s breath and automatically halt the car if the legal drinking limit is exceeded.
Secondly, accidents occur due to medical emergency conditions of the drivers. A
system that continuously monitors health of drivers can effectively reduce accidents.
Thirdly, the designed system would continuously monitor the distance of the vehicle
from obstacle by the use of ultrasonic sensor.

The ultrasonic sensor upon detection of the obstacle would warn the driver as
well as decrease the speed of the vehicle and will stop the vehicle when reaches a
certain distance of the obstacle by actuating the braking system and ignition system.
We propose to implement the project using microcontroller and a few numbers of
desired heartbeat, ultrasonic and breath-based sensors to detect irregular heartbeat in
case of medical emergency of the driver, alcohol content of the driver and distance
of the vehicle from the obstacle, respectively. For brain activity, we would design an
artificial neural network model on field-programmable gate array (FPGA) to detect
drowsiness of the driver. A lightweight headgear consisting of a number of brain
wave sensors can be mounted on driver’s head. The brain signal transmitted to FPGA
would analyze different types of brain waves (such as Alpha, Beta, Theta, Gamma
and Delta) to identify the drowsiness/sleepiness of the car driver. The sensors on
headgear can also detect variation in eye blink to help to detect the same. The state of
autonomous nervous system also has its reflection on heart rate variability (HRV). A
number of heart rate sensors mounted at specific positions at driver’s body can also
help to detect fatigue and drowsy conditions in the driver. Whenever drowsiness is
detected by the system, themicrocontroller activates a buzzer to alert the driver. If the
buzzer is not interrupted by the driver within 30 s, it activates the hazard lights on the
car and starts slowing down the car to entire halt. Sensors mounted on driver’s body
would continuously monitor heart rate and ECG signals to identify heart attack and
other health-related problems of driver during the state of driving. Upon detection
and analysis of these signals, information in the form of SMS would be sent to
predefined five mobile numbers of relatives or friends by using GSM module and
bring the car to stop entirely.

If the drowsiness is caused by alcohol consumption, it can be detected by alcohol
gas sensor, and the car will not start until the drunken driver is changed with a sober
driver or his alcohol effect reduces to RTO allowed level. The systemwill incorporate
different sensors with the vehicle and will use different electromechanical actuator
to get the desired results as per the sensors and processor requirements.

The organization of the paper is as follows. After the introduction in Sect. 1, the
background study of the research work is given in Sect. 2. Section 3 presents the
overview of the proposed system. Section 4 concludes the paper with glimpses of
future work.
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2 Background Study to Conduct the Research Work

2.1 International Status

Biofeedback headsets measure heart rate, blood pressure and body temperature, and
the most important parameters of human body may be detected by using Arduino
microcontrollers and sensors [1]. In [2], the designers used heart rate sensor module
to detect heart rate. The sensor module contains an IR pair which actually detects
heartbeat from blood.

In a similar way, we can record andmeasure brain activities by using tiny, low-cost
and easy-to-use wearable equipment [3]. Measurement of brain waves for different
types of activities occurring in the human brain may be accomplished by using EEG,
which can have too much complexity depending upon the region of the brain where
the sensors are placed [4]. The different brain waves that are generated at different
frequencies and for different activities are as follows:

• Delta (0.1–3.9 Hz)—during deep and dreamless sleep
• Theta (4–7.9 Hz)—during intense dream sleep (REM)
• Alpha (8–13.0 Hz)—during tranquil state, listening to music
• Beta (14–30 Hz)—during awake state, talking
• Gamma (31 Hz+)—very much attentive.

If the alcohol content of the drivers exceeds the legal limit, cars may be caused to
stop by using blood alcohol sensor technology [4]. In [5], researchers used human
sweat to design a biochemical sensor platform suitable for biosensing of ethyl glu-
curonide (EtG) present in the sweat.

Vehicle automation features are becoming more and more important in the field
of sophisticated driver support systems in order to increase the safety and comfort of
the vehicle [6–8]. Different sensors and network structure are being used to make the
vehicle autonomous and smart; numbers of different works are reported in the liter-
ature using broad sensing methodology including tracking of gaze, blink behavior,
facial tracking, eye closure, EEG measures, lane tracking, vehicle lateral position,
steeringwheel input, pupillometrymeasures, mayo pupillometry system, ECG, EOG
skin, pulse and oxygen saturation in blood and steering grip change. Similarly, traffic
accidents throughout the world mainly occur due to drunk driving.

A drive bywiremechanismwas also studied to understand the safety of the vehicle
by Bergmiller [9]. A behavioral-based control system of an autonomous vehicle was
developed by Pack et al. [10].While operating autonomously, the vehicle will be alert
of its environment, particularly the site and character of terrain features that may be
an obstacle. Because these terrain features can represent hazards to the vehicle,
the vehicle preferably compensates by altering its trajectory or movement. Driver
inattention is another factor in most traffic accidents.

A highly efficient system was developed by Seshadri et al. [11] for early detec-
tion and warning of dangerous automobile driving particularly associated with
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drunk driving by the use of a mobile phone, accelerometer and orientation sen-
sor. Driver sleepiness is another problem and causes most of the road accidents.
Researchers have tried to detect driver sleepiness by using vehicle-based mea-
sures, physiological measures and behavioral measures [12]. A blink detection-
based camera system was studied and showed a good percentage of detection of
drowsiness in real road trials. However, problems persist with poor light conditions
and for spectacled persons [13, 14].

Over the past few decades, researches using several methodologies have been
undertaken to accurately determine the state of mind of the driver. Some of these
measures are driver biological measures, subjective report measures, driver physical
measures, driving performance measures and hybrid measures. The hybrid measures
give more consistent solutions compared with single driver physical measures or
driving performance measures, because the hybrid measures reduce the number of
false alarms and maintain a high detection rate, which encourage the acceptance of
the system [15].

2.2 National Status

Sleepiness of drivers is the major reason of road accidents causing casualties and
financial loss in recent years. Researchers have developed image processing-based
drowsiness detection system. Image processing techniques are used to process the
images of the driver’s facial and headmovement for identifying driver’s current state,
viz. drowsiness. Sensors are used for detection of driver’s alcohol consumption. The
number of road accidents might then be avoided if an alert is sent to a driver that is
deemed drowsy. Camera-based drowsiness measure has a major contribution in this
field [16].

In one project, researchers have also developed a means that can detect driver
tiredness and set off an alarm in the form of a flashing light or siren on the dashboard
or even anorder to shut down the engine andbring the car to a halt.Driver performance
is detected based on many factors like brain and muscle activities as well as body
pressure distribution [17]. In yet another project, researchers have developed a system
to keep the vehicle secure and protect it by the occupation of the intruders.

This project involvesmeasurement of the eye blink using IR sensor and controlling
accident due to unconsciousness through eye blink.Here, one eye blink sensor is fixed
in vehicle where if anybody loses consciousness, it is indicated through alarm [18].
Kodi andManimozhi [19] developed a customized lane detection algorithm to detect
the curvature of the lane for autonomous vehicle.

A ground truth labeling toolbox for deep learning is used to detect the curved
path. A non-intrusive system which can detect fatigue of the driver and give a timely
warning was developed by Sing et al. [20]. Driver fatigue detection based on track-
ing the mouth and monitoring and recognizing yawning was proposed by Saradadevi
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and Bajaj [21]. A system for onboard monitoring the loss of attention of an automo-
tive driver, based on PERcentage of eye CLOSure (PERCLOS) was developed by
Dasgupta et al. [22].

3 Proposed System

The proposed system consists of sensors that collect the driver’s physical conditions
and different information about the car itself. Then, the collected information will be
processed on the processing units like Arduino and FPGA module. After processing
and decision making, the actuation will be performed on the car’s braking system
and other parts to control the car. The block diagram and flowchart of the system are
shown in Figs. 1 and 2, respectively.

Once the driver tries to start the ignition process of the car at first, the alcohol
detectionmodule would be activated. The positioning of the sensormodules is shown
in Fig. 1. If it detects alcohol consumption beyond the legal limit, then the ignition
process will stop immediately. Otherwise, the car would get started. The alcohol
detection module will be still active. The tilt sensors module can detect the tilting
of the head which is also considered along with alcohol consumption. The heart

Fig. 1 Block diagram of the proposed system
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Fig. 2 Flowchart of the system

rate/pulse rate sensors are mounted onto the steering which will measure the BPM
of the driver (as shown in Fig. 3). If the BPM is more than the threshold or no pulse
is detected for a stipulated time, it activates the alert system and slowly stops the
car. It also sends SMS to three registered mobile numbers informing the emergency
situation of the driver.

When the car is running, the brain gear mounted over the head of driver (as shown
in Fig. 4) sends the brain wave signal to the intelligence system. In our scheme, we

Fig. 3 Positioning of
alcohol detection and
pulse/heart rate measuring
sensor
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Fig. 4 Positioning of brain
gear to capture brain signals

proposed implementation of our intelligent system with FPGA module. The system
would analyze and detect rate of eye blink and drowsiness pattern in the driver. If
drowsiness is detected, the driver alert system would be first activated. If the driver
does not respond in the stipulated time, the system will bring the car to a halt.

The LIDAR sensors at different positions (the positioning is shown in Fig. 5)
continuously monitor car’s distance from the neighboring cars and other obstacles. It
activates the alert system if the distance is below the threshold. The camera mounted
on the car helps to detect the lane change.

With reference to Fig. 1, various types of sensors and devices that have been used
for experimental purpose are given in Table 1.

Fig. 5 Positioning of brain
gear to capture brain signals

Table 1 Sensors and devices
used in the experimental
environment

Sensor Utilization

Pulse sensor (heart rate
detector)

To measure BPM (pulse rate)

NeuroSky brain wave kit To measure drowsiness
To measure eye block rate

Tilt sensor Head movement

Alcohol detector sensor
(MQ3)

To measure alcohol particles
in breath

LIDAR sensor To measure distance of any
obstacle

PI camera To identify lean change
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4 Conclusion

This paper has discussed about a novel idea of integrating an automobile with
microcontroller-based bio-based system structure for real-time health monitoring
of drivers to avoid road accidents to ultimately produce a smart car. The proposed
system has been implemented in controlled environment in the workshop and has
been built up and tested at the laboratory environment on human subjects. The results
proved to be successful in terms of four different prevention mechanisms built on
the smart car like (1) alcohol consumption detection of the driver wherein the car
would not move, (2) abnormal heart rate detection of the driver in which case the car
would come to a halt slowly and SMS would be sent to registered mobile numbers
giving location by GPS for help, (3) drowsiness detection of the driver in which
case the emergency system would be activated alerting the driver and (4) obstacle
detection in the proximity of the car and lane change detection to warn the driver
for speed decrease. In future, we would like to test the smart car on the road by
taking into account actual road traffic, obstacle and other related factors for real-time
implementation.
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Surface Potential Profile of Nano Scaled
Work Function Engineered Gate
Recessed IR Silicon on Insulator
MOSFET

Tiya Dey Malakar, Moutushi Singh and Subir Kumar Sarkar

Abstract In this present analysis, we represent the surface potential profile of hor-
izontally graded binary metal alloy gate (work function engineered gate) recessed
source/drain (Re S/D) SOI/SON MOSFET with additional insulator region (I-SOI).
The proposed structure is akin to that of the recessed S/D SOI MOSFET with the
exception that there is an insulator region of high-k dielectric in between the chan-
nel and drain region. The analytical surface potential model has been developed
by solving two-dimensional Poisson’s equation in the channel region considering
appropriate boundary condition with a parabolic potential profile.

Keywords High-k dielectric · Short channel effects (SCEs) · Recessed
source/drain (Re S/D) · Work function engineered gate (WFEG)

1 Introduction

With the continuous downsizing of the device configuration into the nanometer region
introduces numerous short channel effects (SCEs) such as drain-induced barrier low-
ering (DIBL), hot-carrier effect (HCE), and high gate current, etc. [1, 2]. To abolish
the shortcomings that arise from downsizing the MOS technology, researchers have
found fully depleted silicon on insulator (FD SOI) MOSFET as a potential candidate
for their superior electrical characteristics such as lower parasitic capacitances, better
immunity against radiation, and higher speed of operation [3–5]. However, FD SOI
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is not fully immune to various short channel effects so the researcher has invented
another unique device structure by a littlemodification of this SOI technology, named
as silicon on nothing (SON) [6–8]. Still this SOI/SON structure suffers from thresh-
old voltage instability and DIBL at higher drain bias which can be overcome with
work function engineered gate (WFEG) SOI MOSFETs as reported by Deb et al. [9,
10]. To increase the channel conductivity of the conventional MOSFET structure,
the recessed SOI structure has been investigated and fabricated by Zhang et al. and
Long et al. [11].

2 Analytical Modeling

Figure 1 shows the schematic diagram of layeredWFEGRe S/D IR SOI/SONMOS-
FET structure. The thicknesses of front gate oxide, buried layer, silicon substrate,
and channel silicon film are represented by tf, tbox/air, tsub, and tsi, respectively. Here,
L represents the device channel length; source/drain recessed thickness and length of
the source/drain overlap region over buried layer are described by the trsd and dbox/air,
respectively.

The overall work function of the Pt–Ta the binary alloy system associated system
with horizontally varying mole fraction can be expressed as follows:

φmeff(x) = (x/L)φb + (1 − x/L)φa (1)

Here, φa and φb represent the work functions of Pt and Ta, respectively, so that
φmeff(x) = φb at the drain end (x = L) and φmeff(x)= φa at source end (x = 0) [10].

Surface Potential Distribution
To obtain the surface potential distribution of our proposed model, two-dimensional

Fig. 1 Cross-sectional view
of layered WFEG Re S/D IR
SOI/SON MOSFET
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Poisson’s equation has been solved assuming uniform charge distribution in the thin
silicon film region [12].

∂2φi (x, y)

∂x2
+ ∂2φi (x, y)

∂y2
= qNa

εSi
i = 1, 2 (2)

Equation (2) can be resolved by using parabolic potential approximation [13], and
the 2D potential profile in the channel region can be expressed as follows:

φ1(x, y) = φs1(x) + m11(x)y + m12(x)y
2 For (0 ≤ x ≤ L − LCIR, 0 ≤ y ≤ tSi)

(3)

φ2(x, y) = φS2(x) + m21(x)y + m22(x)y
2 For (0 ≤ x ≤ LCIR, 0 ≤ y ≤ tSi) (4)

Here, front interface surface potential in the region I and region II represented by
φs1(x)& φs2(x), respectively, andm11(x),m12(x),m21(x), andm22(x) are the arbitrary
coefficient which are function of x only.

(i) At the front gate, oxide–Silicon channel interface electric field is continuous:
Therefore, we have,

dφ1(x, y)

dy

∣
∣
∣
∣
y=0

= εox

ε−si

φs1(x) − (Vgs − Vff(x))

tf
for region I (5)

dφ2(x, y)

dy

∣
∣
∣
∣
y=0

= εox

ε−effective

φs2(x) − (Vgs − Vff(x))

tf
for region II (6)

where front channel interface flat band voltage is represented by V ff(x)= φmeff

− φS, and relative permittivity of silicon and silicon dioxide is denoted by εox
and ε_Si, respectively. ε_effective is the effective dielectric constant of the region
II.

(ii) At the silicon channel–buried layer interface in region I and region II, electric
field is continuous:

dφ1(x, y)

dy

∣
∣
∣
∣
y=tsi

= Cbox1(VSub_eff − φb1(x))

ε−si
+ Crsd1(VS_eff − φb1(x))

εsi

+ Crsd2(VD_eff − φb1(x))

εsi
(7)

dφ2(x, y)

dy

∣
∣
∣
∣
y=tsi

= Cbox2(VSub_eff − φb2(x))

ε−effective
+ Crsd3(VS_eff − φb2(x))

ε−effective

+ Crsd4(VD_eff − φb2(x))

ε−effective
(8)

Here, effective substrate, drain and source biases are represented by VSub_eff

= V sub- − V t ln(N sub/ni), VD_eff = VD − V t ln (NAND/n2i ), and VS_eff = VS
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− V t ln(NAND/n2i ), respectively. Cbox1 = Cbox2 is the buried layer capacitance
and other four capacitances arise due to the recessed source/drain regions as
proposed by [14] and calculated according to the proposed device structure.

(iii) Source side potential is given by

φ1(0, 0) = φs1(0) = Vblt (9)

(iv) Drain side potential is given by

φ2(L , y) = φs2(L) = Vblt + Vds (10)

(v) Surface potential at the interface of the two dissimilar channel materials is
continuous:

dφ1(x, y)

dx

∣
∣
∣
∣
x=L−LCIR

= dφ2(x, y)

dy

∣
∣
∣
∣
x=L−LCIR

(11)

The junction built-in potential is defined byV blt. Using parabolic potential approx-
imation in Eq. (3), the 2D Poisson’s equation can be solved and then the first two
boundary conditions have been used to calculate the values of coefficient.

Now, substituting the values of these coefficients in Eqs. (3) and (4) and then in
Eq. (2), we get the differential equation for front and back surface potentials.

3 Simulation and Result

Analytical modeling of the work function engineered gate (WFEG) recessed S/D IR
SOI and SON MOSFETs structures has been proposed. For both the structures, a
Ta–Pt binary alloy system is considered as gate electrode with linearly varying work
function from 100% Pt (from source side) to 100% Ta (at drain side). The parameters
used for the simulations are given in Table 1.

Figure 2 depicts the front surface potential distribution of the proposed structure
along the channel lengths. This figure shows that there is a change of surface potential
behavior in the IR region, as inserted HfO2 in the channel region creates depletion
region under the gate causing lower trap density there by reducing HCE, and hence,
surface potential is modified in this region. Also, the presence of insulator region
with a dielectric constant of 22 which is 4–6 times greater than the dielectric constant
of SiO2 causes the potential minima to shift upward resulting reduction in the device
threshold voltage. Again, due to the lower value of source to drain potential barrier for
electrons in SON structure as compared to SOI structure implies marginally higher
potential minima and thereby lower threshold voltage.

In Fig. 3, front surface potential distribution along the channel for various values
of drain to source voltages V ds has been depicted. It shows that the surface potential
minima independent on the variation of drain bias, demonstrating its better immunity
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Table 1 Value of parameters
used for simulation

Parameters Values

NA 1021 m−3

NSUB 1021 m−3

NS/D 1026 m−3

tSi 20 nm

tf 1.5

tbox/air 100 nm

LIR 20 nm

LCIR 4 nm

dbox/air 3 nm

tsub 200 nm

Fig. 2 Front surface
potential variation along the
channel length of WFEG RE
S/D IR SOI/SON structures
for Vgs = Vds = 0.1 V with
the parameters values of
Table 1

Fig. 3 Surface potential
distribution along the
channel position of WFEG
Re S/D IRSOI/SON
MOSFETs for different
values of Vds(0.1, 0.5,
0.75 V) and VGS = 0.1 V
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Fig. 4 Variation of surface
potential for different
channel length, all other
parameters value listed in
Table 1

against drain bias variation or drain-induced barrier lowering (DIBL) effect. The
figure also reveals that SON structure poses relatively higher immunity against this
V ds variation compared to its SOI counter parts.

Continuous reduction in the device dimension increases the charge sharing effect
which results in gradual shifts of potential minima toward the source side. Although
from Fig. 4, it is established that the proposed structure reinstates the symmetry
of the potential profile, revealing its immunity against DIBL and other SCEs. Fur-
ther, the presence of IR region reduces the potential at the drain side, thereby sup-
pressing the effects of HCEs. Again from Fig. 4, it is evident that SON structure
provides slight higher potential minima as compared to SOI and reveals its lower
parasitic effects.

4 Conclusion

In this paper, a unique structure of work function engineered gate (WFEG) recessed
S/D SOI MOSFETs with high-k dielectric region in between channel and drain
end has been developed. Due to the combined benefits of both WFEG recessed S/D
structure and high-k dielectricmaterial in IR region, the proposed structure confirmed
a better device performance in terms drain-induced barrier lowering (DIBL) and
hot-carrier effects (HCE). Comparative performance analysis of SOI and SON in
terms of surface potential distribution reveals that SON has better immunity against
various SCEs than its counterpart. Therefore, the proposed recessed S/D IRSOI/SON
structure may be used in the nanometer regime to optimize the desired performance
of the device parameter.
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AMobile User Authentication Technique
in Global Mobility Network

Sudip Kumar Palit and Mohuya Chakraborty

Abstract Anonymous user authentication always is a paramount job in global
mobility network (GLOMONET). In GLOMONET, a mobile user can move from
one place to another place causes changes of mobile network from one to another. As
authentication server can authenticate only its registered users, it cannot verify other
mobile users. Furthermore, in global mobility network, communication channel is
public. An adversary of the network can get access of all transmitted messages over
the channel. In such a situation, several network security attacks can be initiated by
an adversary to decrypt the messages. Therefore, mobile users as well as network
provider’s information may come in risk. A robust anonymous user authentication
and key agreement technique required to ensure the protection of such information.
Several authentication protocols have been designed inGLOMONET in recent years.
Unfortunately,most of themare unprotected against various network security attacks.
Therefore, in this paper, we proposed a rigid authentication protocol in GLOMONET
to overcome all the deficiencies of the previous work. Performance analysis of our
protocol shows that it is reliable and even more effective compared to other existing
protocols.

Keywords Global mobility network · Authentication · Network security · AVISPA

1 Introduction

GLOMONET makes roaming service be available at everywhere. Mobile users can
get the network service from the home network. But whenever they transit from the
coverage of the home network, they can avail the same service from any available
foreign network, with the condition that the foreign network has roaming agreement
with the home network. However, the mobile users do register themselves under the
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home network. Therefore, foreign network has no authentication information about
the mobile users who want roaming service in its network area. In this scenario,
foreign network depends on the home network of such mobile users for the authenti-
cation purpose. As the communication takes place in the network is in open channel,
anyone if want can get access of the transmitted messages. Therefore, different net-
work security attacks, including replay attack, man in middle attack, impersonation
attack, etc. may possible in GLOMONET to break the solidness of the network.

Various user authentication protocols [1–22] for GLOMONET have been
designed over the last few years. The securities of these protocols were based on
symmetric encryption/decryption function, secure hash function, elliptic curve cryp-
tography (ECC), modular exponent operation, etc. The asymmetric key operations
like ECC, modular exponent operation takes more time than secure hash function
and symmetric key operations like encryption/decryption function. As the mobile
phone always does not contain powerful processor, the cryptographic operation
which takes less time is more suitable. However, the protocols [1–22] designed in the
GLOMONET; some of these have some deficiencies and cannot resist certain kinds
of network security attacks. Therefore, a powerful protocol required which can pre-
vent all known network security attacks as well as suitable for low power processor
of mobile device. In this paper, we have proposed a powerful protocol which can not
only resist all kind of known attacks but also take less processing time compare to
other protocols of recent time.

Our contribution to this paper can be described as follows. Literature survey of
different research journals in GLOMONET has performed at first. This segment of
our paper described the deficiencies of the previous papers. Then we formulate our
own protocol where we have eliminated the specified deficiencies of the previous
papers. Thereafter, the soundness of our protocol has been proved with the help of
formal and informal security analysis. Finally, we compare our protocol with some
other protocols of same topic. The organization of the paper is as follows. Section 2
contains literature survey of some papers [1–22]. Section 3 describes our proposed
protocol. Section 4 portrays formal and informal security exploration. A relative
performance analysis of different protocols is depicted in Sect. 5. Finally, Sect. 6
concludes our paper.

2 Literature Survey

In 2008, Wu et al. [1] designed a protocol on anonymity in wireless network. They
used symmetric encryption, decryption function in their proposed protocol. However,
in 2009, Zeng et al. [2] showed that the protocol of Wu et al. [1] does not withstand
user anonymity attack. Again, in 2009, Chang et al. [3] proposed an authentication
scheme in GLOMONET where they used simple hash function and exclusive OR
function to reduce operating cost for mobile users.

However, in 2011, Zhou and Xu suggested a protocol [4] based on the Decisional
Diffie–Hellman (DDH) notion. Anyway, due to uses of exponential function, the
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protocol took higher computational time and cost. In 2012, Mun et al. [5] provedWu
et al. [1] protocol fails to resist user anonymity attack and also fails to assure forward
secrecy. Then they presented an authentication protocol where they apply Elliptic
Curve Diffie–Hellman[ECDH] notion to solve the pitfalls of Wu et al. [1] protocol.

However, in 2012, Hsieh and Leu [6] designed a scheme depend on ECDH notion.
Again in the same year, Kim and Kwak [7] showed that Mun et al. [5] protocol has
weakness against man in middle attack and replay attack. In 2013, Jiang et al. [8]
suggested an enhanced authentication scheme inGLOMONET.However, in the same
year, Lee [9] showed that Chang et al. [3] schemes do not resist against impersonation
attack and contravene the session key security. In his proposed scheme, Lee [9] used
a temporary identity of mobile user MU so that identification of MU is not revealed
to the adversary during dispatch of messages in open channel. Again, in 2013, He
et al. [10] showed that the protocol proposed by Hsieh and Leu [6] has weakness
against user anonymity attack. Afterward, they offered a scheme on ECDH problem
to ensure security against user anonymity attack. In 2013, Wen et al. [11] proved
that the scheme offered by Jiang et al. [8] is not secure against replay attack, stolen
verifier attacks, and denial-of-service attacks.

In 2013, an authentication protocol was designed by Zhao et al. [12] on
GLOMONET. They showed thatMun’s [5] protocol is not only unsafe against offline
password guessing attack, impersonation attack, insider attack but also was not able
to produce user’s anonymity and proper mutual authentication. They designed a new
protocol based on ECDH notion where they overpower the weakness of Mun’s [5]
protocol. In 2014, Kuo et al. [13] designed a protocol based on the authorization
of mobile user in GLOMONET using ECDH notion. However, in 2015, Gope and
Hwang [14] proposed a protocol where they eliminate the security deficiencies of
Wen et al. [11] like offline guessing attack, forgery attack, and unfair key agreement.
In this protocol, authors used modular operation, symmetric encryption, decryption
operation. Furthermore in 2016,Gope andHwang [15] proved that the schemeoffered
by Zhou and Xu [4] has weakness in replay attack, insider attack, and forgery attack.
Then they proposed a lightweight authentication protocol in GLOMONET. In this
protocol, authors used simple one-way hash function to overcome the deficiencies
of Zhou and Xu’s [4] scheme. As execution time of hash function is much less com-
pare to symmetric and asymmetric key operation, the protocol they [15] proposed
took immensely fewer time compare to other protocols [4, 5, 8]. In 2016, Karuppiah
et al. [16] proposed a lightweight authentication scheme. In the same year, Gope and
Hwang [17] proposed aprotocol ofmutual authentication andkey agreement in global
mobility network. They used symmetric key operation and one-way hash function in
the protocol. Again in 2016, Xu andWu [18] introduced a three-factor user authenti-
cation key agreement protocol inGLOMONET.Although, session key renewal phase
has not designed in this scheme. However, in 2017, Arshad and Rasoolzadegan [19]
proved the protocol of Karuppiah et al. [16] fails to resist offline password guess-
ing attack and it also does not provide perfect forward secrecy property. In the same
year, Madhusudhan and Suvidha [20] showed that Gope and Hwang’s [17] scheme is
vulnerable to stolen smart card attack, replay attack, forgery attack, and offline pass-
word guessing attack. Moreover, their scheme does not maintain user anonymity. To
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overcome the security inadequacy, they proposed another user authentication scheme
which can preserve the user anonymity property in GLOMONETs.

Later, in 2017, Lee et al. [21] designed a scheme where they provedMun et al. [5]
protocol has weakness against masquerade attack, user impersonation attack, man in
themiddle attack and does not provide perfect forward secrecy. Then they proposed a
scheme using simple hash function and exclusive OR function to overcome the flaws
ofMun et al. [5] but inNov 2017, Park et al. [22] proved that the protocol presented by
Lee et al. [21] is unsafe against User impersonation attack, offline password guessing
attack and flaws in proper mutual authentication, perfect forward secrecy. Then they
[22] proposed a scheme in GLOMONET where they eliminated the deficiencies of
Lee et al.’s [21] scheme.

3 The Proposed Protocol

Our protocol consists of three entities namely MU, FA, HA, and five phases. The
phases are 1. Mobile user registration phase, 2. Foreign agent registration phase,
3. Mutual authentication and session key agreement phase, 4. Session key renewal
phase, 5. Password altered phase. Table 1 described the different notations used in
our protocol. The descriptions of phases are given below one by one.

Table 1 Symbol table Notation Description

MU Mobile user

FA Foreign agent

HA Home agent

IDx Identity of an entity x

m, m1, Nm Random numbers generated by MU

F, Nf, Nf2 Random numbers generated by FA

Nh Random numbers generated by HA

Ki, Ski, SKha Secret values of HA

SKmf Shared secret session key between MU and
FA

H() One-way hash function

x||y Concatenation operation between x and y

x ⊕ y Exclusive OR operation between x and y
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3.1 Mobile User Registration Phase

In this phase, a new mobile user at first registered under a suitable mobile network
(home agent). The steps are as follows.

Step1. MU chooses an identity IDmu, a password PWmu and a nonce m. Computes
PIDmu = H(IDmu||m), MPW = H(PWmu||IDmu)
Then send <PIDmu> to HA in a secure channel.
Step2. HA maintain a small database of triplet [(Si,Ki,Ski), 1 <= i <= n: n is a small
number, may be taken as one unit for each 1000 subscriber] in its server in a very
secure manner. After receiving PIDmu, HA randomly chooses a number i from 1 to
n. Then get Si, Ki, SKi corresponding to i from the secret table.
Computes AMU = H(PIDmu||H(Ki)), EMU = H(Ski||H(PIDmu)).
Then sends <AMU, EMU, Si> to MU in a secure channel.
Step3. After receiving <AMU, EMU, Si> MU computes
BMU = Si⊕ H(IDmu||PWmu), LMU = H(MPW||Si),
CMU = (AMU + EMU) ⊕ H(IDmu || MPW)
Then stores <PIDmu,BMU,LMU,CMU> in the smartcard.

3.2 Foreign Agent Registration Phase

In this phase, a mobile network (foreign agent) at first register under any other mobile
network (home agent). The steps are as follows

Step1. FA chooses an identity IDfa and a nonce f.
Computes Kfa = H(IDfa || f)
Then sends <IDFa,Kfa> to HA in a secure channel.
Step2. After receiving <IDfa,Kfa> from FA, HA computes
SKfa = H(IDfa||SKha).
Then stores <Kfa,SKfa> in it’s database and sends <SKfa> to FA in a secure channel.
Step3. After receiving <SKfa> rom HA, FA stores <Kfa,SKfa> in its database.

3.3 Mutual Authentication and Session Key Agreement Phase

In this phase, a registered mobile user MU can avail network service from a foreign
agent FA. At first, MU sends authentication request to FA. After receiving request
from MU, FA does communicate with respective HA. If the MU is genuine, then a
session key is generated between MU and FA. The steps are as follows.

Step1. MU Inputs IDmu, PWmu and computes
MPW = H(PWmu||IDmu), Si = BMU ⊕ H(IDmu||PWmu),
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Then Checks LMU ? = H(MPW||Si). If it is true then MU is genuine and then MU
computes (AMU + EMU) = CMU ⊕ H(IDmu|| MPW)
Then MU Select two random nonces m1, Nm.
Computes PIDnew = H(IDmu||m1), DMU = (Nm||PIDnew)⊕ H(AMU||Si)
Qm = H(Nm||EMU), FMU = EMU ⊕ H(AMU||Nm), FMS = FMU ⊕ Si. Then
sends MSG1 = <DMU,Qm,IDha,PIDmu,FMU,FMS> to FA in a public channel.
Step2. After receiving <DMU,Qm,IDha,PIDmu,FMU,FMS> fromMU, FAChooses
a random number Nf, then computes Qf=H(Qm ||Nf||SKfa), AFA=H(SKfa||Kfa)⊕
Nf.
Finally sends <MSG,Qf,AFA,IDfa> to the respective HA.
Step3. After receiving <MSG,Qf,AFA,IDfa> from FA, HA Computes
Si = FMU ⊕ FMS, find Ki, SKi corresponding to Si, then
Compute AMU = H(PIDmu||H(Ki)), EMU = H(SKi||H(PIDmu))
SKfa = H(IDfa||SKha), find Kfa,
Compute Nf = AFA ⊕ H(SKfa||Kfa), (Nm||PIDnew) = DMU ⊕ H(AMU||Si)
EMU’ = FMU ⊕ H(AMU||Nm).
Then checks EMU ? = EMU’ and Qf ? = H(Qm||Nf||SKfa), if so, then HA authen-
ticates MU and FA.
After that, HA Computes AMUnew = H(PIDnew||H(Ki)), EMUnew =
H(SKi||PIDnew)
AMU1 = AMUnew ⊕ AMU, EMU1 = EMUnew ⊕ AMU
Then, generate a random nonce Nh, compute
AHA = (AMU1||EMU1||EMU||Nm)⊕ H(SKfa||Kfa||Nh).
Finally sends <AHA,Nh> to FA in a public channel.
Step4. After receiving <AHA,Nh> from HA, FA Retrieves
(AMU1||EMU1||EMU||Nm) = AHA ⊕ H(SKfa||Kfa||Nh)
Then checks Qm ? = H(Nm||EMU), if so then FA authenticates HA and MU.
Chooses a random number Nf2, compute
BFA = (AMU1||EMU1||Nf2)⊕ H(EMU||Nm),
Qf1 = H(DMU||AMU1||Nf2)
Finally sends <BFA,Qf1> to MU.
Step5. After receiving <BFA,Qf1> from FA, MU retrieves
(AMU1||EMU1||Nf2) = BFA ⊕ H(EMU||Nm)
Checks Qf1 ? = H(DMU||AMU1||Nf2). If so then MU authenticates FA and HA.
Compute AMUnew = AMU1 ⊕ AMU, EMUnew = EMU1 ⊕ AMU
CMUnew = (AMUnew + EMUnew)⊕ H(IDmu||MPW)
Then replace CMU,PIDmu with CMUnew,PIDnew in the smart card.
Compute session key SKmf = H(Nm||Nf2||EMU)
Store the session key for future reference.
Also compute Qm1 = H(Nm||Nf2)
Finally sends <Qm1> to FA.
Step6. After receiving <Qm1> from MU, FA
Checks Qm1 ? = H(Nm||Nf2). If so then compute session key
SKmf = H(Nm||Nf2||EMU)
Store the session key for future reference.
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3.4 Session Key Renewal Phase

In this phase, MU and FA can renew their session if they want and they do this
without any interaction with HA. The steps are as follows.

Step1. MU chooses new random number Nm1 and computes
FMU = Nm1 ⊕ H(Nm||Nf2||EMU), Qm” = H(Nm1||EMU).
Then MU sends <FMU, Qm”> to FA in a public channel.
Step2. After receiving <FMU, Qm”>, FA Computes
Nm1 = FMU ⊕ H(Nm||Nf2||EMU)
Checks Qm” ? = H(Nm1||EMU), if so then chooses new random nonce Nf1, com-
putes CFA = Nf1 ⊕ H(Nm||Nf2||EMU), Qf” = H(Nf1||EMU).
Finally sends <CFA,Qf”> to MU in public channel.
Step3. After receiving <CFA,Qf”> from FA, MU computes
Nf1 = Qf”⊕ H(Nm||Nf2||EMU)
Checks Qf” ? = H(Nf1 ⊕ EMU), if so then update new session key
SKmf’ = H(Nm1||Nf1), Qm2 = H(Nm1||Nf1||EMU||EMU’).
Finally sends <Qm2> to FA in public channel.
Step4. After receiving <Qm2> from MU, FA
Checks Qm2 ? = H(Nm1||Nf1||EMU||EMU’), if so then
Update session key SKmf’ = H(Nm1||Nf1)

3.5 Password Altered Phase

In this phase, MU can change his/her password without any interaction with HA.
The steps are as follows.

MU inputs IDmu, PWmu, computeMPW=H(PWmu||IDmu), Si=BMU⊕H(IDmu
|| PWmu)
Checks LMU? = H(MPW||Si), if so then compute
(AMU + EMU) = CMU ⊕ H(IDmu || MPW), choose a new password
PWmu’, compute MPWnew = H(PWmu’||IDmu), CMUnew = (AMU + EMU)
⊕ H(IDmu||MPWnew)
BMUnew = Si ⊕ H(IDmu||PWmu’)
Finally replace BMU,CMU with BMUnew, CMUnew in the smart card.
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4 Formal and Informal Security Analysis

4.1 Informal

In this section, we illustrate how our protocol can resist different network security
attacks.

User Anonymity and Untraceability
The communication takes place between MU, HA, and FA in the public channel all
are change every time hence the communications are anonymous and untraceable.
For example, MU sends (DMU,Qm,IDha,PIDmu,FMU,FMS) to FA during mutual
authentication and session key agreement phase. MU’s identity IDmu is included in
PIDmu where PIDmu=H(IDmu||m). Here, m is a random number which changes at
everymutual authentication and session key agreement phase. Therefore, PIDmualso
changes in every phase making identity ofMU anonymous. All other parameters like
DMU, Qm, FMU, FMS are computed with the help of random numbers Nm, m, m1.
This dynamic structure of the parameters made them anonymous and untraceable.
All the parameters in our protocol transferred betweenMU,HA, FA are formed in the
sameway. Therefore, all communication takes place are anonymous and untraceable.
Furthermore, the real identity IDmu ofMU keeps concealed even to HA. This feature
helps to protect the identities of mobile user from being misused.

Perfect Mutual Authentication
In this protocol, all the entities mutually authenticate each other in pair as described
below.

HA confirms the authenticity of MU by examining EMU’ ? = EMU. Here, EMU
= H(SKi || H(PIDmu)), EMU’ = FMU ⊕ H(AMU||Nm) and FMU = EMU ⊕
H(AMU||Nm). HA computes EMU with its secret value SKi. AMU also calculated
byHAwith its secret valueKi.BesidesHAget FMU,NmfromMUviaFA.Therefore,
if the above condition became true, it would be possible if and only if valid MU and
HA compute these parameters. Therefore, the above relation shows that there exists
a mutual authentication between MU and HA.

Similarly, the mutual authentication between FA and HA can be verified by the
relation Qf ? = H(Qm||Nf||SKfa). Here, Qf and Qm received by HA from FA. SKfa
is a secret key shared between FA and HA. Therefore, above relation hold well for
genuine HA, FA pair.

On the other hand, FA can verify the genuineness of MU and HA by verifying
Qm ? = H(Nm||EMU). Here, FA obtained Qm from MU whereas Nm, EMU are
obtained by decrypting AHA by computing (AMU1||EMU1||EMU||Nm) = AHA ⊕
H(SKfa|| Kfa||Nh). The key SKfa is shared between FA and HA. As AHA received
from HA, so if the relation is true, then FA can verify the genuineness for both HA
and MU. Therefore, mutual authentication between FA and MU, FA and HA also
preserved in our scheme.
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Lastly, MU verifies the genuineness of FA and HA by verifying Qf1 =
H(DMU ||AMU1||Nf2). Here, AMU1 = AMUnew ⊕ AMU. Here, AMU is only
known to HA and MU. Again Nf2 is obtained by decrypting BFA by computing
(AMU1||EMU1||Nf2) = BFA ⊕ H(EMU||Nm). Here, EMU is shared secret between
MU and FA. Therefore, if the above relation is true, then we can say MU,FA pair
and MU, HA pair mutually authenticate each other.

As every participant mutually authenticates rest entities, we can say that our
scheme follows a perfect mutual authentication.

Replay Attack
In our protocol, if an intruder Æ accumulates all the messages that have been trans-
mitted in the earlier phases and wants to execute a replay attack by sending the same
message to extract information from the system, it will be unsuccessful because all
the parameters of the said messages are computed with random nonces m, m1, Nm,
Nf, Nf2, Nh which are altered in every phase. Therefore, repeating messages is not
feasible which obstructs Æ to perform a replay attack.

Man in Middle Attack
In our protocol, there are five messages are transmitted during mutual authentication
and session key agreement phase. First, MU send message to FA. Second, FA send
message to HA. Third, HA send message to FA. Fourth, FA send message to MU.
Fifth, MU send message to FA. Among these five cases, no man in middle attack
possible in second to fifth. Because in second case, each of FA and HA can check
the genuineness of other by their secret key Kfa and SKfa. Similarly in third case,
the genuineness is being checked by the secret key Kfa, SKfa. So, no intruder from
middle can break the security of the protocol without knowing the secret keys. In
fourth and fifth cases, FA and MU authenticate each other by the shared secret
EMU between them. Without knowing the value of EMU, no intruder can break the
secrecy of our protocol. Although there is no way to know the value of EMU as it
is transmitted in encrypted form with the key values AMU, SKfa. Here, AMU is
shared secret between MU and HA, whereas SKfa is a shared secret between FA and
HA. Only possibility of man in middle attack exists in first case as there is no way to
check the genuineness of an unknownMU for an FA. But this possibility will loss as
HA can check the legitimacy of the attacker by the secret shared key AMU between
MU and HA. Therefore, no man in middle attack is possible in our protocol.

Stolen Smartcard Attack
If Æ can anyway manage to get or stole smartcard of MU, then he/she has to input
identity and password of the legitimate user which is not possible in normal cases.
Thus, local password verification of MU obstructs Æ from illegal access.

Insider Attack
In our protocol, the identity IDmu of a mobile user MU is encrypted with a nonce M
by one-way hash function to generate PIDmu. Therefore, an insider in HA cannot
obtain real identity IDmu of MU from PIDmu. Again, as we have seen in stolen
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smartcard attack that MU can access his/her smartcard after unlocking it with his/her
identity and password. Therefore, no insider in-home agent can get an advantage from
our protocol without knowing this personal information. Again, no insider in FA can
get the real identity of MU. The useful information that an FA can get is EMU for
the current session. But this value also changed for subsequent mutual authentication
and session key agreement phase. Therefore, no insider in FA can get advantage from
our protocol. Lastly, an insider may come from MU’s side by registered his/herself
under a home agent and may try to break the system. In that case, the insider will
has (PIDmu,BMU,LMU,CMU) along with identity IDmu and password PWmu of
his/her. Then the insider may try to extract information about the secret key Ski, Ki
or Si of HA or try to manage identity or password of another valid mobile user from
these stored values in smartcard. Anyway, if he/she can manage to extract AMU,
EMU, Si from the stored data in the smart card, then also it is not possible to manage
the secrets of HA and other MUs. Here, AMU=H(PIDmu || H(Ki)), EMU=H(SKi
|| H(PIDmu)). From this relation, if insider knows the value of PIDmu, then it is not
possible to extract value of Ki and SKi. Again as each MU has a different PIDmu,
the AMU and EMU values are also different for each MU. Therefore, AMU, EMU
pair of particular insider cannot help him/her to extract information about other MU.
Therefore, in our protocol, no insider attack is possible.

Impersonation Attack
If an adversary wants to impersonate MU, then he/she has to send a valid message
MSG = (DMU,Qm,IDha,PIDmu,FMU,FMS) to FA. The parameters DMU, Qm,
FMU, FMS are encrypted with either by AMU or by EMU. PIDmu is encrypted by
IDmu.Now(AMU+EMU)=CMU⊕H(IDmu ||MPW),MPW=H(PWmu||IDmu).
The adversary may collect the smart card information PIDmu,BMU,LMU,CMU of
the targetedMU. Now to extract AMU and EMU, the adversary has to produce IDmu
andMPWof the victimMU. But as the identity IDmu or password PWmu of thatMU
is not known to the adversary. Therefore, mobile user impersonation is not possible
in our scheme.

Again an adversary can impersonate FA by sending the message
(MSG,Qf,AFA,IDfa) to HA. Here, AFA = H(SKfa||Kfa)⊕ Nf, Qf = H(Qm ||
Nf || SKfa). Therefore, to impersonate as genuine FA, the adversary has to pro-
duce the original value of SKfa, Kfa. As these values are secret between FA
and HA, impersonation as FA is not possible in our scheme. There is another
possibility of impersonate as FA when FA sends (BFA,Qf1) to MU. Here, BFA
= (AMU1||EMU1||Nf2) ⊕ H(EMU||Nm), Qf1 = H(DMU||AMU1||Nf2). Further
AMU1 = AMUnew ⊕ AMU, EMU1 = EMUnew ⊕ AMU. Here, all data other
than Nf2 is precalculated. To cheat MU, the adversary has to produce a valid value
for AMU, EMU to compute these parameters. As these values are known only to
MU and HA, the forgery of the adversary will be identified in the MU side.

Lastly, adversary can impersonate as MU by sending (AHA,Nh) to FA. Here,
AHA = (AMU1||EMU1||EMU||Nm) ⊕ H(SKfa||Kfa||Nh). As the values of SKfa,
Kfa are secret, valid message cannot be produced by the adversary in that case too.
Therefore, an impersonation attack is not possible in our protocol.
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Offline Password Guessing Attack
In the suggested protocol, if the smartcard ofMU is stolen, then extracting the loaded
information in the smart card is possible by power analysis attack [23, 24]. Hence,
MU’s personal information is no safer due to power analysis attack. In case of stolen
smartcard, if intruder Æ is somehow managed to take out necessary information
PIDmu,BMU,LMU,CMU from smartcard, he/she has to proceed local password
verification of MU where Æ has to input PWmu, IDmu of genuine MU. To predict
correctly, idMU and pwMU is very difficult. Therefore, our protocol gives depend-
ability against offline password guessing attack.

Perfect forward Secrecy
Let adversaryÆ in some way has managed to collect all the communication between
MU, FA, and HA of the former sessions. He/she also by any way compromised
SKha the long-term key of HA. Therefore, Æ can calculate SKfa = H(IDfa||SKha)
where IDfa is available from previous message. Although SKfa is available for Æ,
another key attribute Kfa is not available to Æ. Therefore, the session key SKmf =
H(Nm||Nf2||EMU) between FA and MU could not be calculated by the Æ because
none of the information to compute session key is available for the adversary Æ.
Therefore, our protocol provides perfect forward secrecy.

Local Password Verification
Our protocol provides safety against illegitimate access of MU’s smartcard by
obstructing Æ in the local password verification. If the intruder Æ has somehow
managed smartcard of other MU, he/she has to pass local password verification
phase by inputting identity IDmu and password PWmu of the legitimate user. This
information is not available to Æ. This feature gives safety against unauthorized
access.

4.2 AVISPA Simulation Tool for Formal Security Analysis

In this segment, we have conducted a formal security verification of our protocol with
the help of widely familiar Automated Validation of Internet Security Protocols and
Applications (AVISPA) simulation tool [25]. This simulation tool has a great number
of uses as formal security verification to justify whether the authentication schemes
are stable against replay attack and man in middle attack. AVISPA implements a
role-based language, which is known as high-level protocol simulation language
(HLPSL) [26]. The translator of HLPSL, HLPSLIF translates the hlpsl source lan-
guage to intermediate format (IF). Ultimately, the intermediate format converted to
the output format (OF) with the help of any of the four back-ends tools: On-the-
fly Model-Checker (OFMC), the CL-based Attack Searcher (CLAtSe), SAT-based
Model-Checker (SATMC), or Tree Automata-based Protocol Analyzer (TA4SP).



182 S. K. Palit and M. Chakraborty

HLPSL specification:
As per the notation of AVISPA, our protocol has three basic roles: mobileuser

means Mobile User (MU), foreignagent means Foreign Agent (FA), and homeagent
means Home Agent (HA). Besides these roles, two more roles session and environ-
ment represent the session and environment of our source code. The roles of MU,
HA, and FA have demonstrated in Figs. 1, 2, and 3, respectively. The roles of ses-
sion and environment have demonstrated in Fig. 4. Here, environment role describes
the secrecy and authentication goal of our protocol to verify whether our scheme is
secure or not. The role of MU can be described in the following way:

When MU receives the start signal, MU moves from state 0 to 3. Thereafter,
MU sends the registration request PIDmu to HA via a secure channel. During this
time, MU retains PIDmu as a secret shared between MU and HA whereas retains

Fig. 1 Role specification for mobile user
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Fig. 2 Role specification for home agent

IDmu,PWmu and a randomly generated nonce M as secret to himself. After that,
MU accepts registration reply fromHA and then changes the state from 3 to 5 during
mutual authentication and session key agreement phase. Thereafter, MU despatches
the message DMU,Qm,idHA,pidMU,FMU,FMS to FA via public channel. During
this time, MU announces witness of the event that MU has generated a fresh random
numbers Nm and M1 for FA.

Thereafter, MU accepts the message BFA, Qf1, Nf2 from FA in a public channel
and moves from state from 5 to 9. Lastly, MU despatches Qm1 to FA through a
public channel. Likewise, the role specification of HA and FA is also demonstrated
in Figs. 2 and 3, respectively.
Analysis of AVISPA simulation result:

Here, we described the results of the AVISPA analysis using On-the-fly Model-
Checker (OFMC) and the CL-based Attack Searcher (CLAtSe) back ends to confirm
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Fig. 3 Role specification for foreign agent
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Fig. 4 Role specification for session and environment

the safety of our scheme, as depicted inFig. 5, Fig. 6 respectively.Weused the security
protocol animator SPAN [27] to simulate our protocol for AVISPA. The OFMC and
CLAtSe back ends can be executed for replay attack checking to verify whether a
legal entity can execute the protocol by searching for a passive intruder. To do this, the
passive intruder (denoted by notation i) is allowed in the role environment to execute
some sessions with other legal entities. Furthermore, the OFMC and CLAtSe back
ends verify whether our suggested scheme is sound against the man-in-the-middle
attack by the intruder (i) in the DY model checking. To do this, the intruder is
allowed to know all useful public parameters of our protocol and then allowed to
execute some sessions with other legal entities. Figures 5 and 6 show the simulation
results for CLAtSe and OFMC back end, respectively. The result shows that our
scheme is safe against main in middle attack and replay attack under CLAtSe and
OFMC back end. Other two back-ends SAT-based Model-Checker (SATMC) and
Tree Automata-based Protocol Analyzer (TA4SP) are not used for execution in our
scheme as exclusive OR (XOR) operation is not executable under these.
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Fig. 5 Result of AVISPA simulation using CL-Atse as backend

Fig. 6 Result of AVISPA simulation using OFMC as backend

5 Performance Analysis and Comparison

In this segment, we compare the goodness of the proposed protocol with respect to
other existing related protocols, such as the schemes of Mun et al. [5], Gope et al.
[17] and Lee et al. [21].
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Table 2 Security parameters comparison of our protocol with [5, 17, 21]

Security parameters Mun et al. [5] Gope et al. [17] Lee et al. [21] Proposed

SP1 No No Yes Yes

SP2 No Yes No Yes

SP3 No Yes Yes Yes

SP4 No No Yes Yes

SP5 No Yes Yes Yes

SP6 Yes No Yes Yes

SP7 No No No Yes

SP8 No No No Yes

SP9 No Yes No Yes

SP10 No No No Yes

5.1 Security Parameters Comparison

We have examined the protocols of Mun [5], Gope [17], Lee [21] for several security
parameters (SP). We realized that all these protocols have certain demerits under dif-
ferent network security attacks like offline password guessing attack, impersonation
attack, replay attack, etc. and even do not produce perfect mutual authentication,
user anonymity, untraceability, etc. Our proposed protocol is resisting all this attack
as depicted in Table 2.

SP1: user anonymity and untraceability, SP2: perfect mutual authentication, SP3:
man in middle attack, SP4: replay attack, SP5: insider attack, SP6: stolen smart-
card attack, SP7: impersonation attack, SP8: offline password guessing attack, SP9:
perfect forward secrecy, SP10: local password verification.

Yes: Maintains security parameters; No: Does not maintain security parameters.

5.2 Computational Overhead Comparison

In this section, we analyze and compare computation time of our protocol with
[5, 17, 21]. The different cryptographic functions used in [5, 17, 21] and our pro-
tocols are one-way hash function, symmetric key encryption–decryption, message
authentication code, and ECC curve multiplication. The execution time for these
functions is represented by the notations TH,TSYM, TMAC,TECC, respectively. We
used the experimental results recorded in [28] to obtain the total computation time
for the cryptographic functions required in this section. The estimated computation
times reported in [28] are given in Table 3.

Table 4 depicted the comparison of computational overhead between our scheme
and Mun [5], Gope [17] and Lee [21] protocol. From Table 4, we can conclude that
our scheme takes comparatively less time thanMun et al., and Gope et al. but slightly
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Table 3 The estimated computation time of cryptographic functions

Description Notation Rough execution time (in millisecond)

One-way hash function TH 0.5

Symmetric encryption–decryption
function

TSYM 8.7

ECC point multiplication TECC 63.075

Message authentication code TMAC 0.5

Table 4 Computational overhead comparison of our protocol with [5, 17, 21]

Mun et al. [5] Gope et al. [17] Lee et al. [21] Proposed

MU 4TH + 2TECC +
1TMAC

4TH + 1TSYM 10TH 12TH

FA 3TH + 2TECC +
1TMAC

2TH + 2TSYM 8TH 8TH

HA 3 TH 7TH + 3TSYM 10TH 12TH

Total 10TH + 4TECC +
2TMAC

13TH + 6TSYM 28TH 32TH

Rough estimation (in
millisecond)

258.3 58.7 14 16

more time than Lee et al. If we consider the security parameters SP2, SP7 to SP10 as
shown in Table 2, then we realized that although Lee’s scheme takes less time than
our scheme, it has weakness under different security attacks whereas our scheme
successfully defend all these attacks.

6 Conclusions

In this paper, we perform literature survey of several research papers that werewritten
based on mobile user authentication in GLOMONET. But we realized none of these
papers have withstood under numerous network security attacks. Then we designed
our own protocol. Our protocol not only withstands all kinds of known attacks, but
also takes less time compare to other protocols of recent time. Furthermore, we use
one-way hash function and exclusive OR operation for designing the scheme. One-
way hash function takes very small time to execute and it is also far less than the
other cryptographic operations. Therefore, our scheme can be useful for low power
mobile device in GLOMONET.
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Efficient Entity Authentication Using
Modified Guillou–Quisquater
Zero-Knowledge Protocol

Debasmita Dey and G. P. Biswas

Abstract Fiat and Shamir were the first ones to come up with the idea of proving a
zero-knowledge scheme with the concept of knowledge about knowledge. However,
their scheme required to be run for a considerable amount of time, so that the proba-
bility of a false claimant being correct is less. This meant greater computation cost.
Taking inspirations and motivations from Fiat and Shamir, Guillou and Quisquater
developed a scheme based on the same concept of knowledge about knowledge.
Their scheme was based on the working of RSA, and it required to be run fewer
number of times for attaining the same probability of a false claimant being correct.
However, some shortcomings have been observed in Guillou–Quisquater’s scheme.
In this work, we pointed out those shortcomings and tried to modify their scheme.
The modified scheme is developed on the difficulty of Diffie–Hellman key exchange
protocol. The proposed scheme also requires to be run for lesser number of rounds.
We also performed the security analysis and performance analysis for the proposed
scheme.

Keywords Zero-knowledge protocol · Fiat–Shamir protocol · Guillou–Quisquater
protocol · Diffie–Hellman key exchange

1 Introduction

Zero-knowledge proof holds an important position in public-key cryptography. It is
generally considered to be a refined technique to restrict the extent of data sent from
one party to another in a cryptographic scheme. This protocol is used in many situa-
tions like authorization for accessing a server, exchange of communication between
clients and banks, digital signatures, and a lot more. A recent article showed that
zero-knowledge protocol has been very useful in providing secure communication,
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privacy, and authentication. In recent days, where cryptocurrencies are gaining much
popularity, Zerocoin, Monero, Zcash, and PIVX are some of the platforms related to
cryptocurrencies that call for the involvement of this scheme. Identity verification like
authenticating a PIN by a security component can hold private information without
factorizing or revealing them. Remote-control systems and other microprocessor-
based devices generally use this scheme.

The definition of zero-knowledge protocol is often stated as, there lie two groups
the claimant and the verifier, where the claimant claims that he knows a value but
without actually revealing the value to the verifier. We will discuss the details of
these two entities (claimant and verifier) in later sections. Zero-knowledge-based
smart cards developed by Burmester et al. help in securing identification to avoid
fraudulent actions [1]. In 2016, a unique approach of inspecting whether an object
is a nuclear weapon without any kind of internal investigation which may reveal
secret information about the object; this innovative discovery was performed by the
Princeton Plasma Physics Laboratory and Princeton University.

Goldwasser et al. [2] first introduced the concept of zero-knowledge proof of
identity in 1985, theirworkdepicted proofs basedon the querywhether any input x is a
member of a languageL, the idea thatwasmainly used by the authorswas of revealing
a single bit of informationby the claimant.An ample amount of research related to this
scheme and interactive proof of identity has been done byGoldwasser and Sipser [3];
Brassard andCrepeau [4]worked on the non-transitive transfer of confidence to name
a few. Later, in 1986 Feige, Fiat, and Shamir [2] introduced a practical scheme based
on the difficulty of factoring and computing the square root modulo a large composite
number, here they adopted a new concept, where the claimant does not reveal any
information whatsoever but proves to the verifier that he has knowledge about the
information. Guillou and Quisquater [5] published an RSA-based zero-knowledge
protocol in 1988, where they proved of requiring less storage that is performing
the operations lesser number of times than that of Feige et al. [2] however, they
mentioned that each operation requires a greater number of calculations. Later on, in
1989, Schnorr [6] found out a way of proving the knowledge about discrete logarithm
using zero-knowledge protocol. Over the few decades, zero-knowledge protocol has
been used in a considerable amount of work [7–13] in various applications. For years,
this methodology has been used in various cryptographic methods like encryption
schemes secured against chosen ciphertext attack by Naor and Yung [14] in 1990.
Fujisaki et al. [15] used zero-knowledge protocol for modular polynomial relations
in 1997. Bangerter et al. [16] performed a zero-knowledge proof for exponentiation-
based discreet logarithm. Fiat and Shamir scheme’s security was discussed by Kalai
et al. [17], whereas Ezziri et al. [18] provided a variation of Guillou–Quisquater
scheme. Peikert [19] provided for the non-interactive zero-knowledge for the NP
hard problem using learning with errors in 2019.

With this paper, we bring out a variation of Guillou and Quisquater [5] protocol,
where unlike running the algorithm several times for confirming the authenticity of
the claimant, the same assurance can be achieved by running the algorithm lesser
number of times. However, some shortcomings have been noticed in the scheme,
we will point out that precisely and perform the required modification. In a world,
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where time and computation hold high cost executing complex computation for
several times increases the overhead, hence the need for more efficient schemes.

1.1 Objective of the Paper

In the introduction, given above, we see that considerable amount of work has been
done based on zero-knowledge protocol; however, very few works have been pro-
posed for improving the zero-knowledge protocol.Guillou–Quisquater took initiative
in providing efficient scheme, which requires fewer number of steps; however, there
exist some flaws. Through this paper, we achieve the following goals:

• We have discussed some existing schemes and performed their cryptanalysis. We
laid out the ways in which the security or soundness of these schemes may be
jeopardized.

• We proposed our new scheme for zero-knowledge proof of identity, which uses
the concept of knowledge about knowledge.

• The three paradigms namely completeness, soundness, and zero-knowledge for
proving a scheme to be zero-knowledge secure is provided.

2 Background and Definitions

We lay out the commonly usedmethods in this section that is being used in our paper.
The topics included here are zero-knowledge protocol, claimant, and verifier.

2.1 Zero-Knowledge Protocol

According to Fiege, Fiat, and Shamir, the concept of knowledge about knowledge is
more important than mere knowledge. So, the new definition suggests the condition
where a prover or claimant claims that he has knowledge about an identity for which
he first sends a witness. The verifier in turn sends a challenge, which is needed to be
answered by the claimant. The verifier then verifies whether the response is valid or
not. Mathematically, f (c, r) = 1, where c is the challenge and r is the response, f is
the function that computes the validity of c and r, if f is 1, the claimant is accepted
otherwise not.
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2.2 Claimant

The party that aims to prove its knowledge as well as identity is referred to as the
claimant (C hereinafter). C varies from being a person, server, client, or process.

2.3 Verifier

The party that verifies the claims of C in any communication is referred to as the
Verifier (V hereinafter). V can create some proof by himself for C.

3 Discussion of Previous Scheme

In this section, we would like to bring out the discussion of previously existing
schemes about zero-knowledge protocol. We brief out Fiat–Shamir [2] protocol and
Guillou and Quisquater [5] protocol, describing each computation elaborately.

3.1 Fiat–Shamir Scheme

Asmentioned earlier, it was Fiat and Shamir [2] first who came upwith the concept of
knowledge about knowledge. They considered the challenge value between 0 and 1,
thusmaking the probability of a false claimant being correct 1/2. This value decreases
with each subsequent round. Therefore, this scheme calls for greater number of
rounds for reliable results.

3.1.1 Primary Considerations

Trusted authority (TA hereinafter) chooses two large prime numbers p and q and
calculates the modulus value N = p × q. Here, TA announces N to be public and p
and q are kept secret.

C selects a secret integer s, such that s ∈R {1, . . . , N − 2} and computes a value

v ≡ s2 mod N (3.1.1)

keeping r as secret key and v as public key is shared with TA.



Efficient Entity Authentication Using Modified … 195

3.1.2 Verification

Verification is done by V in four exchanges, which includes witness, challenge,
response, and verification.

C chooses a random number referred to as the commitment r, whose range varies
from 0 to N − 1. C then calculates the witness

w = r2 mod N (3.1.2)

and sends w to V.
V in turn sends C a challenge ch such that ch is either 0 or 1. C responds to V by

multiplication of the random r and the exponentiation of the secret key s with the
challenge ch. Therefore, we get a response

R ≡ r × sch mod N (3.1.3)

The verifier checks whether the two values of R2 are congruent to wvch with
respect to the modulus of N. Computations of congruency checking are given below,

From Eq. 3.1.3, R2 = (r × sch)2.
Expanding we get, R2 = r2 × s2ch mod N = r2 × (s2)ch mod N .
Substituting values from Eqs. 3.1.1 and 3.1.2, we get,
R2 = wvch mod N ; hence, the verifier is convinced that claimant knows the

secret key for this particular round. This verification is performed several times with
the challenge value being 1 or 0.

3.2 Guillou–Quisquater Scheme

Fiat–Shamir’s [2] work has been extended by Guillou and Quisquater [5]. Unlike [2]
they attempted to increase the range of the challenge which decreases the probability
of C being correct. As mentioned earlier, they adopted the methodologies of RSA
public-key cryptosystem. In this protocol, C attempts to prove his knowledge about
the private value z, where z holds a relation with the public value v and the public
key e as

ze × v ≡ 1 mod N (3.2.1)

here, N is the modulus value of RSA.

3.2.1 Preliminary Considerations

Primarily, two prime integers of larger number of bits p and q are chosen. It is taken
care of that p �= q. N is calculated as the product of the two prime values p and q as
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N = p× q. p and q are kept secret, whereas N is made public by a trusted authority
(TA hereinafter).

The Euler totient function is calculated as ϕ(N ) = (p − 1) × (q − 1); this value
is also kept secret by the TA.

TA decides on two integer values z and v forC and V respectively, and the relation
is mentioned in Eq. (3.2.1). It must be noted here that v is the multiplicative inverse
of ze with respect to N.

The procedure consists of several rounds, where each round includes three
exchanges between C and V. C must be accurate in every round for him to be
authenticated otherwise the whole process is terminated.

3.2.2 Round

For the first exchange, C chooses a random number r and raises it to the power of e
yielding the witness value

w = re mod N to V (3.2.2)

V in turn sends a challenge ch (an integer value) randomly, such that ch ranges
from 1 to e.

C then prepares a response R by exponentiating the private value z with the
challenge ch and multiplying the result with the random value r, which gives

R = r × zch (3.2.3)

The verification procedure is performed by the verifierV. Here,V tries to calculate
w from the information available to him that is R, e, ch, and v. He first starts with
multiplication of the exponentiation of the response Rwith the public value e and the
exponentiation of the public value v with the challenge ch. Giving out the detailed
calculation, we have,

Re × vch mod N (3.2.4)

Putting the value of R from Eq. (3.2.3) in Eq. (3.2.4), we have

(
r × zch

)e × vch mod N (3.2.5)

which leads to

re × zche × vch mod N (3.2.6)

Now, from Eq. (3.2.1), we get v ≡ z−emod N , putting this in Eq. (3.2.6), we have
re × zche × z−che, finally giving re mod N = w.
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4 Security Analysis of the Above Schemes

In this section of the paper, we need to discuss that under what circumstances may
Fiat–Shamir andGuillou–Quiaquater schemes fail and not provide acceptable results.
We also provide the shortcomings and lack of clarity of Guillou–Quisquater scheme
security analysis of Fiat–Shamir Scheme.

4.1 Fiat–Shamir Protocol

The challenge value here can be either 0 or 1. So, there may arise few cases, where
C is deceitful but still can qualify each round like,

• If C guesses ch = 1, the value of witness, w is calculated as w = r2v−1 mod N
and sends w as the witness.

• Suppose the guess of ch = 1 is correct, C sends the response R = r to the verifier.
Where it can be noticed that the verifier accepts the claimant as R2 = wvch .

• If C guesses ch = 0, he calculates the value of witness w = r2 mod N and sends
this witness value w to the verifier.

• Suppose the guess of ch = 0 is correct, then C sends the response R = r to the
verifier and the verifier in turn accepts as R2 = wvch .

It is seen here that each time, the probability of acceptance of the claims of
the claimant is 1/2; when the guess becomes incorrect, then the whole process is
discarded. Therefore, due to this reason, this scheme needs to be run for several
rounds for decreasing the probability of a false claimant being incorrect.

4.2 Guillou–Quisquater Protocol

In Fiat–Shamir scheme, we have observed that the claimant selects a private key and
a public key, where he keeps the private key with him and gives the public key to the
verifier and the TA. However, in Guillou–Quisquater scheme, this public and private
value is computed by the TA, but how the claimant is getting to know the secret value
is not mentioned. Secret values cannot be openly provided to any party, it must be
sent as a function, so, that calculation of a function is not performed anywhere in [5].

5 Proposed Modified Scheme

With this section, we define out our proposed scheme, which like [2] needs to be run
fewer number of times. We utilized Diffie–Hellman key exchange protocol and the
use of large prime numberswill be evident. Our scheme also requires the involvement
of any trusted authority.
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5.1 Primary Consideration

A large prime integer P, whose size is greater than 512 bits is taken by the trusted
authority; TA also takes a generator of the prime number P as g. TA announces both
the values public.

The claimant chooses a secret value x from the range of {1, . . . , P − 1} and a
public value is calculated by him as an exponentiation of the generator g with the
chosen secret value x, with modulus P. The secret value is not published and kept
with the claimant, whereas the public value is published to the verifier and the TA.
Therefore, summing up, we have

Private: x ∈R {1, . . . , P − 1}
Public: e = gx mod P (5.1.1)

5.2 Verification

As a first step, the claimant chooses a random number r within the range of 1 to
P − 1, mathematically, r ∈R {1, . . . , P − 1}.

Next, C computes the witness by modular exponentiation of the generator g and
the random integer r with respect to P. Denoting this mathematically, we have,

w = gr mod P (5.1.2)

Now, the verifier V sends a challenge, whose value lies in the range of
{1, . . . , P − 1}, such that

ch ∈R {1, . . . , P − 2}.

C now provides a response to V, where C first performs a modular multiplication
of the challenge ch and the private key xwith respect to P−1. Thenmodular addition
is performed with the previously obtained value, that is ch × x mod P − 1 and the
random value, r chosen by C with respect to P − 1. Therefore, the response is given
as,

R = r + (ch × x) mod P − 1 (5.1.3)

The verifier V, now, checks for whether the response provided is correct or not,
and the claimant is true and has knowledge about the secret key x.

V starts by the modular exponentiation of the generator and the response with
respect to the prime P; this would result into a product of witness and a value, v,
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which is the modular exponentiation of the public key and the challenge with respect
to P. Thus, mathematically denoting,

Computes gR mod P
= gr+chx mod P−1 mod P , according to Eq. (5.1.3)
= gr mod P−1gchx mod P−1 mod P
= w × ech mod P , from Eq. (5.1.2) and Eq. (5.1.1)

Now, here all the values are known by the verifier.

6 Security Analysis of the Proposed Scheme

In this section, we discuss the security analysis of our proposed scheme.Wewill pro-
vide the zero-knowledge proof, based on the three paradigms, namely completeness,
soundness, and zero knowledge.

6.1 Completeness

Completeness refers to the condition, where the unbiased verifier will be convinced
by an honest claimant that the statement or proposal made by the claimant is true.

In our case, we see that the verifier retrievesw×ech mod P , all the values known
to him from the response R, given to him by the claimant. The public key obtained
in the above case could only have been possible if the claimant knew the private key
x.

Obtaining the value of the private key from the public key involves solving the
discreet logarithm problem, which is not possible. Moreover, the witness that has
been given by the claimant to the verifier included the usage of some random value,
known only to the claimant. So, the ultimate result would not have included witness
if the claimant did not have knowledge about the correct random value r.

6.2 Soundness

For soundness, we need to prove that any dishonest claimant cannot prove his identity
to the verifier except with negligible probability.

The claimant might try guessing the value of the challenge, and as mentioned
above, the range of the challenge is generally taken from 1 to P − 2, where P is
of large size (>512 bits). Therefore, the probability of guessing the bit correctly is
approximately around 1/2512. Thus, it is evident that the probability is excessively
negligible.
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The private key x that is being used is generated only by the honest claimant. So,
guessing that value also involves a negligible probability. Same goes for guessing
the random value r chosen for generating the witness.

6.3 Zero Knowledge

In this proof system, we need to show that the verifier is only provided with the
knowledge about the knowledge. The actual knowledge that the claimant holds is
not given to the verifier.

We see in ourmentioned scheme, that though the claimant is providing thewitness
w as well as response R to the verifier, the actual information or knowledge is not
given out to the verifier. Neither the private key x nor the random number r can be
extracted from the public values, due to discreet logarithm problem.

Finally, it is clear to the verifier that the claimant trying to prove his identity is
honest and he has knowledge about the confidential information.

7 Performance Analysis

Measuring the performance of our mentioned scheme with the Fiat–Shamir and
Guillou–Quisquater scheme, we can derive the result of the following Table 1.

From the above table, it is clear that the probability of each round of Fiat–Shamir
scheme is 1/2 as the verifier has only two options for choosing the challenge, either
0 or 1. So, to achieve a probability of 3 × 10−8, there must be 25 rounds.

For the Guillou–Quisquater scheme, the value of e is taken as 3 most of the times;
however, those schemes include padding. Therefore, considering the highest and a
safe value of e, we get a probability of 1/65537, which is an approximate value.
The number of rounds required to be run for making the scheme secure is around
1; however, the probability can be decreased and hence the performance can be
increased, if we increase the number of rounds.

Coming to our proposed scheme, we would like to mention here, that we have
taken a value of the challenge, whose range is from 1 to 2512, thus resulting in an

Table 1 Performance
analysis of two schemes and
the proposed modified
scheme

Schemes Probability of one
round

Number of rounds
required

Fiat–Shamir 1/2 25

Guillou–
Quisquater

≈1/65537 ≈1

Proposed scheme 1/2512 1



Efficient Entity Authentication Using Modified … 201

approximate probability of 1/2512 and this small value of probability in a single
round calls for fewer number of rounds for obtaining security.

8 Conclusion

In concluding, we would like to point out our contribution to developing a Guillou–
Quisquater modified protocol related to the zero-knowledge proof of identity. We
maintained the concept of Fiat–Shamir on developing schemes that give knowledge
about knowledge andwe also adopted the idea of Guillou andQuisquater of perform-
ing the round fewer number of times.UnlikeGuillou andQuisquater,we concentrated
on applying discreet logarithm problem and Diffie–Hellman key exchange protocol
instead of RSA. Few works have mentioned that increasing the number of rounds
in Guillou–Quisquater may decrease the probability and also using 2e instead of e,
however, it has not been brought to anyone’s attention that the details of exchange of
the secret information from the trusted authority to the claimant have not been men-
tioned. We also performed a security analysis of our proposed modified scheme and
a performance analysis of the three schemes has been provided with the probabilities
of each round.
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Abstract On defining the severe status of information security in the present world,
we come across a very renowned technical term known as ‘ethical hacking’. Ethical
hacking refers to the art of unmasking the vulnerabilities and the weakness in a
computer or an information system. The process involves duplication of intents and
actions of othermalevolent hackers. Ethical hacking can be also called as ‘penetration
testing’, ‘intrusion testing’, or ‘red teaming’. Talking about the term ‘hacking’, it is
basically a challenging and an invigorating procedure to steal information from an
unknown computer system or may be a device without the prior knowledge of the
owner of that system.Nowby the term ‘ethical’,we understand the process of hacking
is done for an ethical purpose which will result in a boon for the society. An ethical
hacker tries to recover or destroy the stolen information or data by the non-ethical
hackers. The process of hacking can thus become a boon as well as a curse for the
society, and it depends upon the intention of a hacker. This is no doubt that a very
strong procedure and severely based on what way it is used. This paper elicits the
variousmethodologies and concepts related to ethical hacking aswell as the tools and
software used in the process along with the future aspects and emerging technologies
at this field.

Keywords Ethical · Security · Vulnerabilities · Hacker · Intrusion
S. Saha (B) · A. Das · A. Kumar
Haldia Institute of Technology, Haldia, India
e-mail: sanchita.cse2007@gmail.com

A. Das
e-mail: abhijeetd720@gmail.com

A. Kumar
e-mail: ashwinikumaredu@gmail.com

D. Biswas
South Calcutta Polytechnic College, Kolkata, India
e-mail: bisdhi24@gmail.com

S. Saha
Institute of Engineering and Management, Kolkata, India
e-mail: subindu.saha@iemcal.com

© Springer Nature Singapore Pte Ltd. 2020
M. Chakraborty et al. (eds.), Proceedings of International
Ethical Hacking Conference 2019, Advances in Intelligent
Systems and Computing 1065, https://doi.org/10.1007/978-981-15-0361-0_16

203

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0361-0_16&domain=pdf
mailto:sanchita.cse2007@gmail.com
mailto:abhijeetd720@gmail.com
mailto:ashwinikumaredu@gmail.com
mailto:bisdhi24@gmail.com
mailto:subindu.saha@iemcal.com
https://doi.org/10.1007/978-981-15-0361-0_16


204 S. Saha et al.

1 Introduction

Ethical hacking can be defined as an ultimate security professional work commonly
termed as ‘white hat hacking’. Ethical hackers are well known to detect and exploit
vulnerabilities and weakness out of various systems. An ethical hacker uses those
skills in a legitimate and a lawful manner to find out the vulnerabilities existing in a
system and fix them before the malicious activists try to break in through.

An ethical hacker role is similar to a penetration tester, but it involves bigger
duties. They break into systems legally and ethically. This is the primary difference
of legality between ethical hackers and non-ethical hackers.

Apart from testing processes, ethical hackers are associated with several other
responsibilities. The main idea is to imitate a malicious hacker [1] at work, and rather
than exploiting the susceptibilities formalicious purposes, they seek countermeasures
to shore up the systems’ defence. An ethical hacker might employ all or some of
these strategies to enter into a system:

• Scanning Ports and Seeking Vulnerabilities: An ethical hacker uses port scanning
tools like Nmap or Nessus to scan one’s system and locate the open ports. The
vulnerabilities with each of the ports can be studied and remedial actions can be
taken.

• An ethical hacker examines the patch installations and creates prevention to save
them getting exploited.

• The ethical hacker may get involved in social engineering concepts like dumpster
diving rummaging through trash bins for passwords, sticky notes, charts, or other
things with vital information [2] that can generate an attack (Fig. 1).

Fig. 1 A real-time image of threat model
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Fig. 2 Threat model of ethical hacking

• An ethical hacker may also employ other social engineering techniques like shoul-
der surfing to gain access to crucial information or play the kindness card to trick
employees to part with their password.

• An ethical hacker will attempt to evade intrusion prevention systems (IPS), intru-
sion detection systems (IDS), honeypots, and firewalls.

• Bypassing and cracking wireless encryption, sniffing networks and capture Web
servers and Web applications.

• Ethical hackersmay also handle issues related to device theft and employee fraud as
well as solving the problems with locating the lost devices and unlocking through
bypassing the password-protected devices and help the cyber units (Fig. 2).

A real-time image has taken for just to show that each and every second our
personal information is compromised and how can we detect that well, by knowing
the threats.

Therefore, we must be aware of the threat modelling.
Threat modelling helps us to know about the attacks and which appropriate steps

can be taken in order to protect our information.

2 Types of Hacking

We can separate out hacking into different categories, based on what is being hacked.
Here, it contains a set of examples:

• Website Hacking: Hacking a website means enchanting unauthorized control over
a Web server and its related software such as databases and other interfaces.
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• Network Hacking: Hacking a network means gathering information about a net-
work by using different tools like Telnet, nslookup, ping, TRACERT, and netstat,
with the resolved to harm the network system and hamper its operation.

• Email Hacking: This contains getting unauthorized access on an email account to
using it.

• Password Hacking: This is the process of recuperating secret passwords from data
that has been stored in or diffused by a computer system.

• Computer Hacking: This is the process of stealing computer ID and password
[3] by applying hacking methods and getting unauthorized access to a computer
system.

• Ethical Hacking: Ethical hacking involves finding weaknesses in a computer or
network system for testing purpose and finally getting them fixed on it. It is very
much comparable to penetration testing.

2.1 Penetration Testing

This is basically a replicated cyber-attack against your computer system to check for
the exploitable susceptibilities present in the system. In the context ofWebapplication
security, penetration testing is commonly used to enhance aWeb application firewall
(WAF).

Penetration testing comprises the attempted piercing of any number of application
systems, (e.g. application protocol interfaces (APIs), front-end/back-end servers)
to uncover vulnerabilities, such as unsensitized inputs that are susceptible to code
injection attacks (Fig 3).

The pen testing process can be broken down into the following five stages:

Fig. 3 Penetration testing stages of ethical hacking
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2.1.1 Planning and Reconnaissance

• The scope and goals of a test, including the systems to be addressed and the testing
methods to be used, are significant.

• Intelligence (e.g. network and domain names, mail server) is required to better
understand how a target works and its probable vulnerabilities.

2.1.2 Scanning

The next is to understand how the goal application will respond to various invasion
attempts. This is characteristically done using:

• Static analysis: Reviewing an application’s code to estimate the way it performs
while running. Tools can scan the whole of the code in a single pass.

• Dynamic analysis: Reviewing an application’s code in a running state. This is a
more real way of scanning [4], as it delivers a real-time view into an application’s
performance.

2.1.3 Gaining Access

This phase uses Web application attacks, such as cross-site scripting, SQL injection,
and back doors, to uncover a target’s vulnerabilities. Testers then try and exploit these
vulnerabilities, stealing data, intercepting track, etc., to understand the damage they
can cause.

2.1.4 Maintaining Access

The target of this stage is to see if the vulnerability can be used to achieve a tenacious
presence in the exploited system long enough for a bad actor to gain in-depth access.
This concept is to imitate unconventional persistent threats, which often remain in a
system for months in order to steal an organization’s most crucial data.

2.1.5 Analysis

The results of the penetration test are then assembled into a report listing:

• Precise susceptibilities that were exploited.
• Delicate data that was accessed.
• The certain amount of time the pen tester was able to remain undetected in the
system.
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The above information is scrutinized by security personnel to help configure an
enterprise’s WAF settings and other application security solutions to patch suscepti-
bilities and protect against future attacks.

3 Tools Used for Ethical Hacking

3.1 Nmap

Nmap or a Network Mapper is a free open-source tool which widely used in the
purpose of network detection and security checking. It was originally built to scan
large networks, but it can work equally for single hosts as well. It makes it easy for
the network administrators for the tasks such as network inventory, monitoring host,
or service up-time and upgrade schedules managing service. Nmap [5] works well
in the well-known operating systems such as the Windows, Mac OS X, as well as it
is already installed in Kali Linux platform and BackTrack.

Nmap basically uses the raw IP packets to determine these various terminologies
used in cybersecurity.

• The hosts which are available on the network.
• The operating systems they are running on.
• The services offered by those hosts.
• The type of firewalls in use and other such characteristics.

3.2 Burp Suite

ABurp Suite is a popular platform that is widely used for performing security testing
of Web applications. It has several tools that works with the collaboration of whole
testing process support, from initial mapping and analysis of an application’s attack
surface, to finding and manipulating security vulnerabilities. Burp Suite [6] can be
easily operated on and it provides the administrators full control to combine advanced
manual techniques with automation for effectual testing. Burp Suite can be simply
configured, and it contains specific features to assist even themost experienced testers
with their work (Fig. 4).

This is an original screenshot of the working tool Burp Suite along with the
XAMPP control panel opened on the window.

Step 1: Go to proxy tab and then select Intercept → click on Intercept and make it
enable.
Step 2: Open Web browser and open any website to capture its traffic and vulnera-
bilities.
Step 3: The vulnerabilities are detected in the Burp Suite Panel.
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Fig. 4 Working tool of Burp Suite along with XAMPP control panel

3.3 Maltego

Maltego [7] is an interactive data mining tool which extracts directed graphs for link
analysis. For online investigations, this tool verdicts the relationship between pieces
of information from numerous sources which are located on Internet (Fig. 5).

Fig. 5 Vulnerability detection in Burp Suite panel
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Fig. 6 A directed graph of Maltego for link analysis

• It uses the idea of transmutes to automate the process of interrogating different
data sources, and this information is then displayed on a node-based graph suited
for performing link analysis.

• Presently, there are three versions of the Maltego client namely Maltego CE,
Maltego Classic, Maltego XL.

• All these Maltego clients come with access to a library of standard transforms for
the discovery of data from an eclectic range of public sources that are usually used
in online digital forensics and online investigations (Fig. 6).

• Because Maltego can effortlessly integrate with nearly any data source, many
data vendors have chosen to use Maltego as a delivery platform for their private
data. This also means Maltego can be adapted to someone’s own, unique supplies
(Fig. 7).

3.3.1 What Does Maltego Do?

The focus of using Maltego is evaluating real-world relationships between infor-
mation and knowledge which is publicly accessible on the Internet. This includes
footprinting Internet infrastructure as well as information gathering about the people
and the corresponding organization.
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Fig. 7 A node-based graph suited for performing link analysis

Maltego can determine the relationships between the following things:

a. People:

• Names.
• Email addresses.
• Aliases.

b. Social networks (groups of people).
c. Organizations.

• Websites.
• Domain.
• DNS names.
• Net blocks.
• IP addresses.

d. Affiliations.
e. Documents and files.

3.4 Metasploit

Metasploit [8] gives information about security susceptibilities, and it is mainly used
as a tool for developing and executing exploit code against a remote target machine.
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Fig. 8 Metasploit framework for exploitation and testing

• First, open theMetasploit Console inKali. Thenmove toApplications→Exploita-
tion Tools → Metasploit.

• Then, the following screen appears (Fig. 8). If we want to find out the exploits
related to Microsoft, the command can be msf → search name: Microsoft type:
exploit (Fig. 9), where search is the command, name denotes the name of the object
that we are looking for, and type denotes the particular kind of script we are in
search of.

• Module or platform provides the information regarding the author name, vulner-
ability reference, and the payload restriction.

This is an example of how to see exploits related to Microsoft, and there are
many commands in Metasploit framework for exploitation and testing, which can be
checked using help command.

3.5 Armitage

Armitage [9] GUI for Metasploit is an accompaniment tool for Metasploit. It envi-
sions targets, recommends exploits, and exposes the advanced post-exploitation fea-
tures (Fig. 10).
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Fig. 9 Metasploit framework for exploitation and testing using help command

Fig. 10 An Armitage GUI for Metasploit
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• Connect to Armitage, and it will list all the discovered machines to be exploited.
Hacked target is shown in red colour with a storm with it.

• After having to target hack, just right-click on it and continue the exploration.

3.6 Hydra [10]

Login cracker tools that supports numerous protocols (Cisco auth, CVS, FTP, Cisco
enable, HTTP(S)-FORM-GET, HTTP(S)-FORM-POST, HTTP(S)- GET, HTTP(S)-
HEAD, HTTP-Proxy, ICQ, IMAP, IRC, LDAP, MS-SQL, MySQL, NNTP, Oracle
SID, PC Anywhere, PC-NFS, POP3, PostgreSQL, RDP, Rexec, Rlogin, Rsh, SIP,
SMB(NT), SMTP, SMTP Enum, SOCKS5, SSH (v1 and v2), SSHKEY, Subversion,
Telnet, VMware-Auth, VNC, and XMPP) to attack.

• It will open terminal console (Fig. 11). In this case, we will brute force FTP
service ofMetasploitable machine, which hasMACAddress CA: 01:17: A8:00:08
(Fig. 12).

• We have created in Kali a word list with extension first in the path user (Fig 13).

Fig. 11 Hacking router password using HYDRA

Fig. 12 Hacking MAC address using HYDRA
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Fig. 13 A word list generation in Kali with extension

• The command is as follows: hydra-l/user/share/word lists/Metasploit/user-
P/user/share/word lists/Metasploit/passwords ftp://192.168.2.58 V where V is the
user name and password while trying (Fig. 14 and Table 1).

• As shown in the following, the user name and password are new local admin and
$uP3r5ekrItpass, respectively.

Fig. 14 Track username and password

ftp://192.168.2.58
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Table 1 Features of the tools used are shown as follows

Tools Features

Nmap • It is a network scanner tool which is free and open source
• It is connected to a network/host and discovers open ports (responding to TCP
and ICMP requests)

• It points out hosts answering to network requests
• It gives the host details (like network and OS details)
• It can discover application running and its details
• It is used to scan huge networks consisting of thousands of machines

Burp Suite • It is a Java-based Web penetration testing framework
• It helps to identify vulnerabilities and verify attack vectors that are affecting
Web applications

• It acts as ‘man in the middle’, capturing and analysing requests to and from the
target Web application to be analysed

• It can be paused, manipulated, and replay individual HTTP requests in order to
analyse potential parameters or injection points. Those can be specified for
manual as well as automated fuzzing attacks to discover potentially unintended
application behaviours, crashes, and error messages

Maltego • It is generally used for open-source intelligence and forensics
• It helps to discover data in visual formats using built-in libraries of transforms
• It permits creating custom entities apart from the entities that it provides
• It analyses social, computer, or any real-world relationships from data sources,
DNS records, search engines, API, social network, and various meta-data

Metasploit • It is used to check security vulnerabilities and also for penetration testing IDS
signature development

• It includes anti-forensic and evasion tools, which are built on its framework
• To choose an exploit and payload, some information about the target system is
needed, such as operating system version and installed network services

• It can be gleaned with port scanning and OS fingerprint tools such as Nmap
• It can import vulnerability scanner data and compare the identified
vulnerabilities to existing exploit modules for accurate exploitation

Armitage • It is a graphical cyber-attack management tool under Metasploit framework
• It visualizes the potential exploits and recommends too
• It is used to access the advanced features of Metasploit
• A user may launch scans and exploits, get exploit recommendations, and use the
advanced features of the Metasploit Framework’s metaoperator

Hydra • It includes many login protocols like FTP, SMB, POP3, IMAP, VNC, and SSH
• It is known as paralyzed network logon cracker
• It is used for brute-force attack on any protocol like password and username
guessing if any field is provided, cracking login credentials, etc.

• A very well-known and respected network logon cracker (password cracking
tool) which can support many different services
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4 Advantages of Ethical Hacking

Millions of systems are hacked every second for the monetary as well as economic
benefits resulting in a slowdown in the growthof a country.Hacking is a processwhich
requires high profile techniques to catch the data theft and fraud. These techniques
may or may not be within the permissions of the cyber laws. Benefits of ethical
hacking are noticeable, but many are overlooked. The benefits include:

• National security breaches and fighting against terrorism.
• To prevent malicious hackers from gaining access to the computer system.
• Having acceptable pre-emptive measures in place to prevent security breaches.

5 Limitations of Ethical Hacking

An ethical hacker should know the consequences of illegal hacking into a system.
Ethical hacking is usually conducted in a systematized manner, usually as part of a
penetration test or security audit. The ethical hacker uses the knowledge they have
when they are involved inmalevolent hacking activities. This also referred to as intru-
sion testing, penetration testing, and red teaming. The ethical hacker generally sends
and place spiteful code, viruses, malware, and other harmful things on a computer
system.

6 Conclusion

Information is the most valuable strength of any organization. Hacking is the activ-
ity through which intruders are trying to gain access to the system to steal per-
sonal/corporate data. Everyone should pay much attention so that security measures
can be strong to protect the confidentiality and integrity. Ethical hacking identifies
and rectifiesweaknesses of the computer system by describing the process of hacking
in a decent manner. It protects the privacy of the organization and informs the hard-
ware and software vendors of the identified weakness. Ethical hacking thus improves
the security of the network or system.
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Internal Organizational Security

Rehan Aziz, Sohang Sengupta and Avijit Bose

Abstract The triad of CIA, i.e., confidentiality, integrity and availability, are the
key principles that are essential for any security system. It deals with confidentiality,
which makes sure that no unauthorized person can access the system, integrity,
which keeps the track of data such that it does not change in any manner and that its
authenticity is maintained, and availability, such that it is readily accessible to those
it is intended to. The most endangered areas of a given system are the location of the
server and the places fromwhere it can be accessed, the virtually secured region of an
organization like the workplace where all the data available to its employees are kept
and the last is the mind of the employees which, however limited, can be crucial. It
may happen that an employee having limited data at his/her disposal becomes amajor
security threat. The tally and threat of the attacks of this nature are increasing with
every new security measure being placed into action. The attackers are deploying
new methods to break into the institutional structure. Therefore, it is necessary to
look into all the possible threats so that the attacker has very limited to no access to
the internal physical infrastructure. The aim of the following paper is to help new
and existing organizations in developing a physical security system which will look
into the internal security from all angles.

Keywords Surveillance · Internal threat · Code of conduct

1 Introduction

In a survey done by ‘Cybersecurity Insiders’ titled ‘Insider Threat 2018Report’ [1], it
was found that ‘two-thirds of organizations (66%) consider malicious insider attacks
or accidental breaches more likely than external attacks.’ So when an organization
prepares its annual plan for security, it is important that extensive care should be taken
while dealing with the internal threat. If we look into the number of attacks, at least
50% experienced some internal attack, with 12% experiencing more than 10 attacks.
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This is highly awakening as these attacks are carried out by individuals who are a
part of the organization and also the fact that these figures are rising continuously. It
not just exposes the company to various security threats but also has a direct effect
on the financial status and public image. So in this paper, we will look into various
aspects when it comes to internal security with extra focus on employee surveillance
and the importance of code of conduct.

1.1 Surveillance Method

As Justice Mathew put it, ‘The right to privacy will, therefore, necessarily, have to
go through a process of case by case development’ [2] (Govind v. State of Madhya
Pradesh, AIR 1975 SC 1378). The given observation will hold for each and every
instance where the term ‘privacy’ is applied. Be it the case of individual versus
government or in the current context of workplace surveillance versus an employee’s
right to privacy.

If we take an overview of implementation of privacy laws in our country, in the
report prepared by the planning commission [3], two contrasting cases are discussed
where the observation of the first case was ‘the right of privacy is not a guaranteed
right under our constitution, and therefore the attempt to ascertain the movements of
an individual is merely a manner in which privacy is invaded and is not an infringe-
ment of a fundamental right guaranteed in Part III.’ And the observation of latter
one was ‘rights and freedoms of citizens are set forth in the constitution in order
to guarantee that the individual, his personality and those things stamped with his
personality shall be free from official interference except where a reasonable basis
for intrusion exists’ even though both the cases share similar appeals. It may be an
out of context case, but it does give us a widespread picture of how the privacy laws
are implemented. So one has to ask the very question, how far are we allowed to go
when it comes to protecting our interests? There cannot be and, in our country, is not
any single law which governs the power that an organization has over its employee.
Many a times, a constitutional provision is weighted against another to find that in
the current context which should be upheld.

From various landmark judgments like the USA vs Hamilton [4], it can be said
that it is reasonable that any activity done in companies’ device is subjected to
surveillance and does not interfere with an individual’s fundamental right. In another
case, Bărbulescu v Romania [5], it can be noted that the employee was fired after the
company intercepted some personal email he had sent, the court upheld the decision,
and only one of the judges presiding over the case was opposed to the verdict, stating
that employers must make their rules regarding Internet usage clear to employees.
Various similar cases show that monitoring of online activities of employees, like on
social media platforms, is allowed as long as clear instructions have been laid down
regarding it. Apart from online activity surveillance, camera monitoring is allowed
and background check is a common policy. Further surveillance is always subjected
to the relevance.
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1.2 Hierarchy and Related Threats

When we talk of data and information security in the workplace, it is necessary to
look into the different sets of people available at an organization and also a different
nature of threats each set possesses. A different set of people poses a different set of
threats according to accessibility to the data and information of the organization and
also the nature of them.

If we will look into the hierarchy of an organization, we will get the availability of
information at different levels. The highest level of information or data is available
with the board or the president itself. The level of threat there is negligible as they
are the people with personal interest directly linked to the organization itself, and so
any harm to the organization will result in their personal loss.

Next comes the VP with the most information and with accessibility to nearly all
sensitive data. They possess a great threat to an organization if gone rogue, but these
are countered by the fact that a person is generally given such a role after being a
part of the organization for a long period, so attributes like loyalty counter the threat.
Also, as these people are smaller in number, so the seniors take a direct interest in
their day-to-day activities. So if the given individual gets in any undesirable situation,
it would be solved with personal interest from the top. Nonetheless, a small level of
surveillance would be more than enough to counter this level of threat.

Next come the department heads. This is a crucial level, as even though they do not
have data of the complete organization, they have complete control of the information
flowing through their department. For example, the sales head of an organization can
sell their sales technique. The things stopping them from doing things which are not
in the interest of the organization, apart from obvious reasons like morality, are that
they are the ones answerable for any wrongdoing in their department and also like
vps they have a personal interest to the organization as most of them are a longtime
employee.

Next are the employees. Even though the information available at this stage is
much less compared to other levels, they can be easily persuaded into getting involved
in activities undesirable for the organization. There are quite a few reasons why
someone at this level will go rogue. It may be a better pay raise and can be extortion
as people here generally have less influence to counter it on their own. There are
various other reasons.

Then comes the support staff. They are often neglected as they do not have access
to any confidential data, but they do have full information of an employee’s day-to-
day life. They know everyone’s behavior, their routines, their social networks, or in
short they are the best surveillance tools for anyone trying to infiltrate an organization.
They can easily be persuaded to do a job. Any information can be extracted from
them without even them noticing.

We also have to look into a class of IT professionals. As recent studies [1] have
shown that apart from regular employees, IT people are the biggest security risks
for the organization. The second and third levels, i.e., vps and department heads, are
referred to as managerial posts, as they are the ones managing the day-to-day work



222 R. Aziz et al.

of the organization. Surveillance in this category poses a different problem, that of
prestige as these are generally high-end jobs and people involved here are generally
long-term employees as well as have higher respect in the society. The last two sets,
i.e., the employees and the support staffs, need to be severely monitored with extra
focus on employees. But the problem arises when the surveillance methods interfere
with an individual’s privacy. So, it is necessary to find just the right balance.

1.3 Summary

While drafting a conclusion on how the security practices should be, one has to be
ready to face many more cases like the above-mentioned one. One should know that
even small things like the style of writing of the organization’s law can be a big
game changer when an unwanted lawsuit comes. One can always argue that a certain
provision is applied so as the interest of the organization is upheld, but has to make
sure that it is in no way legally or ethically wrong.

So coming back to the problem at hand, it can be dealt with proper interaction
of two separate groups. The first one is IT professionals and the management which
will decide on the extent of surveillance to be done on employees and various other
methods applied which are discussed in Sect. 2. The other one is the Human Rights
Department which with the help of the code of conduct will look over them so as the
interest of the organization is not compromised in any way.

1.4 Other Threats

When we are looking into the possible threats, it is necessary to look into the reasons
why an individual will be involved in an activity which is not only harming the
interest of the organization they are a part of but at the same time illegal.

Such activity can only be brought about by a few reasons. One is that the person is
forced by someone or something which is not in their power, or it could be personal
enmity or just a notorious activity. If it is the case of unwanted wrongdoing, some
consideration can be taken while dealing with it as the said person does not have the
intention but at the same time is ethically and legally wrong. If such an activity is
carried by a trained professional, it would be even difficult to detect with the surveil-
lancemeans at hand. Generally, in these cases, the personwould join the organization
with the wrongful intent. It is the job of the hiring staff, or as in most of the cases,
the HR Department to avoid such an individual or mark them so as extra precaution
could be taken while dealing with them. Many times, it becomes unavoidable. In
that case, one can only depend on a better secured internal infrastructure, which is
discussed in Sect. 2.

Then, there comes a category where security lapse occurs due to accident and/or
negligence of the person involved. According to a survey [1], around half of the
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internal security threat is because of these errors. Upgrading the security according
to this case is quite a hectic task, as the person in question is generally unaware
of the consequence of the mistake. The problem will solve itself if the employees
are properly trained to handle the infrastructure available to them. Therefore, proper
hiring of the staff, regular workshops and training regarding the new and upcoming
technologies are essential.

2 Safety Measures

When it comes to surveillance, we have to first establish who the target is and whom
it is to be reported to. When it comes to monitoring, will there be a completely
autonomous algorithm at work which will do uniform surveillance of every member
of the organization, or will there be an algorithm monitored by a set of people dedi-
cated to keep an eye on the people working there, be in the form of HR Department
or the IT Department.

2.1 Machine and Human Error

Having a dedicated team to carry on the surveillance processwouldmeandealingwith
an unavoidable human error. It may be in the form of mismanagement of personal
data, negligence of duty or addressing of wrong suspect.

Employee surveillance in the picture of user entity behavior analytics: User
entity behavior analytics when combined with machine learning develops a standard
of normal human behavior by gathering information about an individual’s daily
lifestyle which includes parameters like social media presence, type of mail received,
call frequency and similar things. It may be argued that a given baseline of behavior
may not be common to every individual. In these cases, a different image can be
developed for everyone under purview.

When implemented in an organization for the employee surveillance, it will raise
an alarm when unusual behavior is detected. During the initial learning stages, there
is a high probability that an alarm is raised even if the work is legitimate. That is the
learning stage; we have to feed it to the system that it is normal behavior. Therefore,
it can be argued that more the false alarm raised during the learning period, the better
will be the accuracy after the initial learning period. It is also recommended to update
the model regularly by inputting new data and classifying it as normal behavior or
not.
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2.2 Products Available to Increase Security

Data loss prevention: Data loss prevention, or DLP, is a set of technologies, products
and techniques that are designed to stop any sensitive information from leaving an
organization. Any data in the wrong hands can severely threaten the security and
damage the infrastructure. It is generally a set of rules which detect unwanted data
transfers or sensitive information flowing through the electronic medium.

Identity and access management: It is a framework of policies and technologies
for ensuring that the proper people in an enterprise have the appropriate access to
technology resources [6]. It identifies, authenticates and authorizes individuals who
will be utilizing IT resources, hardware and applications employees need to access.
It addresses the need to ensure that only the person authorized accesses the resources
of the organization.

Security information and event management (SIEM): SIEM technology sup-
ports threat detection and security incident response through the real-time collection
and historical analysis of security events from a wide variety of event and contextual
data sources [7]. It also investigates incidents and does compliance reporting by ana-
lyzing existing data from these sources. The main work of SIEM technology is event
collection and the ability to correlate and analyze events across different sources.

Cloud access security brokers (CASBs): CASBs are on premises, or cloud-
based security policy enforcement points, placed between cloud service consumers
and cloud service providers to combine and interject enterprise security policies
as the cloud-based resources are accessed [8]. CASBs consolidate multiple types
of security policy enforcement. Example: Security policies include authentication,
single sign-in from an account, authorization, logging malware detection/prevention
alerting, encryption, tokenization and so on.

3 Code of Conduct

3.1 Importance

A code of conduct is the set of guidelines provided to the employees so one can
look over it to keep their day-to-day conduct within the rules and regulations of the
organization. A well-written code of conduct is a salient feature of any company’s
policy as it affirms its objectives and principles, and at the same time disclosing what
values they expect from leadership as well as their whole workforce. It also guides
them to the significant point that needs to be kept in mind while making important
decisions that may affect the interest of the organization in any way.

Many a time, other organizations tend to look over the code of conduct of the
institution they are getting in business with. It gives them a broader perspective of
the schemes of others, meanwhile giving them an overview of the individuals they
will be working with. Accordingly, they will be making their plan of action.
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For the employees of the firm, it will be a rule they have to follow to avoid
any consequences or in some cases termination, because of failure to abide by the
companies’ policy. Furthermore, acknowledgment of the ethical part of the code will
to some extent keep them from getting involved in any activity which is not in the
interest of their working area, or as in ongoing discussion prevent them from being
rogue.

So here, we will look into some of the points given by ECI [9] in detail that should
be exclusively added into the code of conduct, apart from the usual ones, to avoid
the case discussed above.

3.2 Principal Points

Handling of company data and information

• Maintaining record—any flow of data through an individual should be recorded
in a personal capacity, or reported, as per the policy.

• Privacy and confidentiality—generally, there are clear instructions on which data
have to be confidential and are out of bound.

• Disclosure of information—there is some informationwhich has to bemade public
or disclosed to a given set of individuals to maintain transparency.

Conflict of interest

• Disclosure of financial interest—an important disclosure, as any unaccountable
growth may refer to individuals’ involvement in unwanted activities.

• Gifts and gratuities—any gifts received in professional capacity need to be
reported, or their record to be kept.

• Outside employment—an important point, any outsider has a comparatively high
chance of a conflict of interest with the place of employment as it puts them in a
security risk.

Ethics and compliance resources. This is one of the most important points when it
comes to ethics as it states the protection available for those who report the wrong-
doings as well as consequence for the wrongdoing.

• Ethics advice helpline
• Reporting procedures
• Anonymous reporting helpline
• Summary of the investigation procedure
• Anti-retaliation policy and protection for reporters
• Accountability and discipline for violators.
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Internet and social media

• Use of Internet using company devices—accessing social media through company
devices may put them under the scanner, so it is generally recommended not to
access personal accounts with it.

• Blocked sites—some contents are blocked by the organizations, or it is recom-
mended not to access them due to various reasons.

• Posts about the organization—generally any and all the posts regarding the orga-
nization are kept under surveillance even if it is in personal capacity.

3.3 Summary

A code of conduct is not the ultimate resource when it comes to dealing with the
problem at hand, but it is a resource that will at least reduce the risk to a significantly
small number. Many individuals will be forced to rethink their daily activities. It does
notmean that therewill be any restraint, but theywill be prioritizing the organization’s
interest over others. As mentioned in Sect. 2.2, the last two steps of hierarchy, i.e.,
employees and support staff, will be most influenced by the code, but the managerial
post will also look into it as whatever the limited threat they pose can be countered.
They will be more careful in taking any important decisions as not only their job, but
their career as a whole depends on it and also all the respect they have gained over
the years.

4 Conclusion

The aim of the paper is to find a way to prevent and detect any rogue element which
may be present in an organization. To find that, we have to get the right balance
between discussions in Sects. 2 and 3.

The first step while securing is to develop a system that will prevent any individual
from getting into a place from where they can access confidential information and
carry on an attack. The next step is detecting the attack and stopping it before any
valuable data are leaked. This also involves segregating data in such away that even if
someone can get access to some data, other valuable ones are secured, i.e., minimize
the data leakage. The last thing is damage control, i.e., what should be done after an
attack took place.

The first step is to investigate how the attack took place, was an alarm raised, have
IDS (intrusion detection system) detected anything or was it simply a false positive.
The next step is determining the nature of the attack, was it attempted ransomware,
was it an attempt to hack into the internal organizational architecture, was it a [10]
spear-specific file or if there is any other reason involved. The next step is auditing
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the security practices in place. A detailed report should be made for it. The last step
is upgrading the security practices so any future attacks can be avoided.

So, in conclusion, a good surveillance system supported by different security
practices, a dedicated team that can stop any ongoing attack and a very strong incident
response team with a tried and tested damage control in place can minimize the risk
pertaining to any organization.
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Securing Air-Gapped Systems
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Abstract A security measure which involves isolation of a computer or a network in
order to prevent it from establishing an external connection, such a security measure
is called air gapping. If we are able to physically segregate a computer in such a
way that it becomes incapable of connecting wirelessly or physically with other
computers network or devices, then that computer is an example of an air-gapped
computer. Since air-gapped computers are neither connected to the Internet nor other
networks that are connected to the Internet, this makes hacking such computers quite
difficult. If we are able to cut off any connection to the computer, then only we can
guarantee that no third party would be able to access the client. The object of this
paper is to verify the feasibility of air gapping.

Keywords Air gapping · Covert channels · Security · HVAC · Attack model ·
Data exploitation

1 Introduction

A true air gap denotes that the computer or the network must be physically separated
from the Internet and data transfer can occur only with the help of USB flash drives,
other removable media or even a firewall which directly connects two computers.
However, there are a lot of companies which consider a network or system as suf-
ficiently air gapped even if it is isolated from other computers or networks through
a software firewall. Though the presence of security holes or even if the firewalls
is configured insecurely they can be breached. Earlier, we used to believe that air-
gapped systems require an attacker to have physical access to breach them. However,
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this strategy is not completely secure or foolproof. Attackers have developed sev-
eral models to infiltrate the gap between these networks and hence attack the secure
systems.

One of the most well-known attacks occurred when the virus “Stuxnet” was used
to target the Iranian nuclear program. The virus was used to intrude upon a computer
network that was isolated as it controlled one of the centrifuges of the nuclear power
plant and hence effectively causing a meltdown. Another example of such an attack
would be “agent.btz”, which is essentially a malware that was targeted against the
USA military. This was the first effective breach of USA military sensitive assets
which were air gapped for enhanced security.

2 Related Works

The hidden channels are usually discussed in the professional literature using several
methods [1–3]. On the other hand, in this document, we focus on secret channels that
can connect laptops, or physically separate. This subgroup in the hidden channels
uses some physical phenomena, using inaudible audio channels, optical channels and
electromagnetic emissions.Madhavapeddy [4] and others argue over audio networks,
while Hanspach and Goetz [5] discover the secret method of networking near ultra-
sound. Loughry and Umphress [6] discuss the flow of information optical secretions.
Transfer of hidden data based on data, use of electromagnetic emission, discussed
by Kuhn and Anderson [7]. Guri et al. [8] feature “AirHopper”, malware using FM
emissions to clean the data of an airplane. Note that the channels mentioned above
are and they do not allow you to create an input channel in an isolated network.
Technically, thermal radiation is a form of electromagnetic emanation; in fact, the
old Murdoch was proposed [9] to be used as a hidden channel.

The general topic of hidden channels used by malware was intensively studied
for more than twenty years. In order to avoid the detection of firewalls and IDS
and IPS systems, attackers can hide leaked data on legitimate Internet traffic. Many
protocols have been studied over the years in the context of the desired channels,
including TCP/IP, HTTPS, SMTP,VOIP,DNSqueries and others [10]. Other types of
hidden channels include a time channel where the attacker encodes data using packet
synchronisation [11] and image steganography [12], where the attacker inserts data
existing image. The hidden channel subproject focuses on leakage of hidden data
from airless computers, where Internet connection is not available to the attacker.
Air opening hidden channels that can be classified as electromagnetic, the subject
was acoustic, thermal and optical channels scientific research for twenty years.

In hidden electromagnetic channels, electromagnetic emissions generated by var-
ious hardware components below the computer are used to perform information
leakage. Kuhn and Anderson [7] introduced the attack (“soft-tempest”) with partic-
ipation transfer of hidden data using electromagnetic waves coming from a video
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cable. Emissions are generated when the created images are sent to the screen. 2014,
Guri et al. introduced AirHopper [8, 13], the type of malware to close the air gap
between computers and a mobile phone nearby with FM radio signals from short.
In 2015, Guri et al. presented GSM [14], malware it can generate electromagnetic
emissions on cell frequencies (GSM, UMTS and LTE) in the PC memory bus. The
study showed that modulated emission data can be selected by rootkit, which is in
the baseband program mobile phone nearby. USBee [15], presented in 2016 by Guri
et al. used a USB data bus to generate electromagnetic signals and modulate digital
data using these signals.
Advanced Persistent Threats
An APT or advanced persistent threat is essentially a form of obfuscated computer
network attack in which the attacker gains unauthorised access to the network, esca-
lates the privileges of the system, and creates a persistent backdoor for leaking out
sensitive data from the victimised system. The term “advanced” refers to the sophis-
ticated exploitation techniques used, the “persistent” refers to the creation of the
backdoor and the “threat” refers to the attacker or the process of attacking the sys-
tem. The following section gives a deeper insight into the stages of an advanced
persistent threat.

2.1 Attack Cycle

In almost every case having a persistent backdoor channel to the attacked system
is essential, so that the attacker can derive information from the malware that the
system has been infected with. The attacker can even modify the malware signature
or make it metamorphose to prevent detection. Gaining persistent access occurs in
three stages. In stage 1 is the reconnaissance, where the attacker researches about the
system to be targeted in order to obtain as much data as possible so that the best fit
pathway to intrusion can be determined. In stage 2 is the method of initial intrusion
is accomplished via methods of social engineering, phishing or USB plug and play
device. One of the targeted machines are infected then begins the next stage (Fig. 1).

In stage 3, the malware begins searching for sensitive data such as server, subsys-
tem, database, etc. It breaks into these resources and sends the information back to
the attacker or mutates the attack resource as per the code written into it. In the next
stage, the malware begins execution of its code by replicating itself and infecting
other host machines and in the last stage it deletes all its record logs and self destructs
itself.

2.2 Proposed Exploitable Vulnerability

In this paper, we would like to propose a new model which can essentially exploit
and enable a remote hacker to be able to send commands to hosts that are infected,
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Fig. 1 Stages of an APT on a victim’s network

even over the air gap. The attacker would have to penetrate a heating ventilation
and air conditioning system (HVAC) network which is placed in the same network
as the infected host and then modulate the air temperature to send signals to the
malware inside the host. The infected host’s internal thermal sensor picks up these
thermal signals, which is relayed to the malware it is infected with and hence, the
malware executes the commands as commanded. The purpose of this model is to
establish a covert broadcast channel which is unidirectional to infected hosts within
the air-gapped network. Such kind of a model can be used by the attacker to manage
persistent attacks remotely and can also lead to initiate a denial of service (DoS)
attack to interrupt daily work or to distract from an ongoing attack.

3 Attack Scenario

In this particular part, we have detailed out a feasible attack scenario in which our
proposed model can be used to the hacker’s advantage.

3.1 Attack Motivation

Assuming the target organisation is based on a contained Ethernet environment
which is essentially disconnected from the World Wide Web and from any other
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Table 1 Examples of attacks that can be performed on target network

Task Description

Search and delete a file The removal of sensitive files for the advantage of
some cause. For instance, military intelligence
documents or digital evidence that supports a certain
case. This can be done by searching for keywords

Search and edit a file The changing of files or data entries found by a
keyword similarity search. For instance, replacing
names of people or locations or other string swaps
that violate a file’s integrity

Temporarily disable a system Disabling a host, server or subsystem by means of an
internal DoS attack or the direct intervention of some
infected host

Temporarily disable a security protocol Disabling the security measures of a host, subsystem
or even a security authentication waypoint for
personnel

Move collected data to a staging area In the case, where sensitive information has been
gathered by the infected hosts, the data can be copied
to a common extraction point. For instance, an
insider whose presence within the isolated network is
only temporary

Self-destruct Covering tracks. All evidence of the infection and log
files that may indicate the existence of the APT are
deleted

Encryption key change The changing of the encryption key is used in the
communication between infected hosts or their
encrypted log files

physical LAN networks. Nevertheless, the encompassing building in parallel to the
organisation’s network and it is a HVAC system which is connected to the Internet.

In this particular scenario, if the attacker intends to perform an advanced persistent
threat attack on the organisation, he attacks the random hosts behind the air gap using
any kind of social engineering or phishing attacks.

The attacker in this scenario needs flexibility to control the attack by activating
the operations in Table 1 when necessary. For example, the attacker may want to
search and modify the file online several years later (other examples can be found in
Table 1). To achieve this, the attacker needs the ability to cover commands to prevent
infected machines from being left behind the air space. Therefore, the attacker plans
this forward and uses the resistance model in this article.

3.2 Proposed Model of Attack

A general description of the proposed model of an attack is visible in the use case
(Fig. 2) and is performed as follows. Step 1: Attacker attacks are sent to the command
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Fig. 2 Use case of the proposed attack model

and control server on the Internet. Add the degree of separation between the attacker
and the attack to protect the identity of the attacker. Steps 2–3: The server sends
commands through the system’s onlineWeb interface to the central management unit
of the infected HVAC system (for legitimate remote control of the HVAC system).
Steps 4–5: The HVAC system transmits commands through the air by changing the
heat environment according to a predefined protocol.

This attack model can be called an APT attack in the following way. In the time of
the reconnaissance stages, the attacker determines the type ofHVACand its protocols
that are running in the building management. After gaining control over the HVAC
system, the attacker then creates a malware client which is tasked to receive and
interpret the thermal changes in the form of signals from the environment.

Since most computers use thermal sensors to activate cooling systems inside the
CPU, these client-side receiver systems are not difficult to build and can use the
BIOS’s in built interpreter to interpret these signals. Once the malware takes over
the control from the host, it can exploit these sensors in turn to sense the changes in
the temperature of the surrounding environment.

After the malware has completed interpreting these signals, it then goes on to
infect the targeted host networks using the methods discussed in the attack cycle.
The last stage of the attack comes in as the malware replicates itself and attacks other
neighbouring systems, autonomously gaining various assets on its way.

At this particular point, the attacker has a unidirectional covert path of signal
exchange from the malware-infected source to the attackers system by the infected
HVAC system and can continuously issue commands to the malware to make the
necessary changes and to deploy the designated attacks that the attacker wishes to
impose. Moreover, now that attacker can also perform a DoS or denial of service
attacks to create a distraction while the malware completes its designated task of
corrupting or leaking information.

4 Experimental Results

In this particular section, we have presented the results of the experiments to prove
the concreteness of the formation of a covert thermal channel from an HVAC system
to a nearby computer is possible. The results show the changes caused by the infected
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Table 2 Air conditioning
unit’s impact on the
motherboard’s sensor

The air conditioning unit’s impact on the motherboard’s sensor
after noise mitigation

Lowest recorded temperature (°C) 22

Highest recorded temperature (°C) 30

Maximum temperature difference (°C) 8

Distance from transmitter (m) 3

Dimensions of the office room (m3) 4 × 4 × 5

Linear rate of ascent (°C/min) 1.23

Linear rate of descent (°C/min) −1.24

HVAC system in the room temperature, that are detectable by a common desktop
computer and that can easily be converted into signal by any form of line encoding
techniques.

To test our hypothesis, we created a probable frame which an attacker might
broadcast to all receiving computers within the same HVAC system. The frame
comprises a “Change Encryption Key” which is used for internal communication
which is an OP Code and a payload of 128 bit key, and therefore, we assumed that
internal cooperation is present between infected hosts and therefore on receiving this
command all infected hosts will update their channel encryption keys.

We have found that the motherboard thermal sensor had a faster response to the
changes in the external environment and therefore we have used the motherboard’s
thermal sensor for testing the model. On analysing the first step of the response
from the infected air conditioner, we see that there is a dip in temperature from H
to L on the sensor, i.e. 26–23 °C (Table 2). Therefore, we decided to test the model
for 1.5 min and hence calibrated the other parameters accordingly (Table 3). In this
particular setting, we could transmit a frame of 134 bits within three hours and thirty

Table 3 Parameters taken for
testing the attack scenario

Parameters taken for testing the protocol

Parameter Value

C Small office room

T Centralised AC system

R Closed chassis desktop computer

H 26 °C

L 23 °C

D 3 °C

γ 1 °C

μ 0.01 °C

MAF window 1 min of samples

Sample rate 3.3 Hz
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minutes with a constant bit rate of 40 bph and then again a frame of 134 bits but this
time the receiver was sampling the inputs from the sensor and demodulating the bits.

Therefore, we came to the conclusion that 40 bph is more than enough for any
hacker to be able to trigger any task from the list given in Table 1 and hence we
conclude that our attack model is actually feasible.

5 Forensics and Countermeasures

There are numerousways inwhich the thermal convert channel attackmodel opposed
in this paper can be detected and even prevented. These are represented in the attack
model diagram Fig. 2 shown above.

5.1 Security Through Obfuscation of HVAC Web Interfaces

The most direct way of preventing this attack is to increase security in the HVAC
systems. These systems should not be allowed to have direct internet access, and
if that is necessary then it should be protected by a strong firewall. Moreover, the
maintenance personnel incharge of these HVAC devices should be made cyber threat
aware and should be trained to not divulge their passwords. They should also be
trained in deleting irregular and anomalous activities in the network which can lead
to a possible breach and should be instructed to report any such activities immediately.

5.2 Monitoring Symptoms of Possible Backdoors

If disconnecting theHVAC systems from the Internet portal is not possible, then there
is another way of detecting covert thermal channels. This can be done by placing
thermal sensors in the room of the air-gapped systems. In the case of abrupt and
sudden sharp changes in the room temperature, these sensors can pick up and log
the changes and hence can send a report of suspicious activity as it might signify
the presence of covert thermal channels in the room. However, this theory is yet to
put into use and the significant development of an effective algorithm to detect and
analyse these changes in temperature and needs to be worked on.

5.3 Searching for Malware Signatures

For an infected host, in order to detect and receive commands over covert thermal
channels, it is required to continuously sample the thermal sensor readings. Then,



Securing Air-Gapped Systems 237

it is expected to have any noise mitigation process to be processed on the samples.
This particular kind of behaviour can be detected with the help of dynamic analysis
of the code. This kind of signature will essentially involve access of high frequency
to the thermal sensor APIs of the operating system. If by the dynamic analysis of
the code, such kinds of signatures are found then it can be confirmed that there is a
presence of covert thermal channels.

6 Conclusion

Therefore, we see that the popular method of enhancing security of networks by
separating them or rather having a gap of air between them is not secure enough and
is susceptible to outside attacks. In this paper, we have shown an attack model which
could be used by an attacker to breach into the air-gapped networks by the low-
security HVAC systems. We have also put forward ways of prevention and detection
of this attack model and these measures can be carried onto other attack models
as well. Hence, we conclude that air gapping of systems does not ensure foolproof
security and also acknowledge the necessity of further research on the security of
air-gapped systems.
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Abstract Security of the digital data is one of the major concerns of the today’s
world. There are several methods for digital data security that can be found in the
literature. Biological sequences have some features that make it worthy for the digital
data security processes. In this work, DNA encryption and its different approaches
are discussed to give a brief overview on the data security methods based on DNA
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1 Introduction

Modern generation cannot be imagined without the blessings of Internet. With the
technological advancement, most of the data are transmitted over the network for
different purposes and very low-cost communication is possible. This domain ever
growing and load on the network is ever increasing. With the growing interest of
Internet in this world, the most concerned thing is security of information.

Apart fromvarious advantages, the data communication is suffering from the secu-
rity threats that make the data vulnerable. Several persons are continuously trying to
intercept the data traffic and steal sensitive information or hamper the integrity of the
data. Everyday a lot of information flows around the globe through Internet [1]; at the
same time, security threat is increasing exponentially. There are various adversaries
or hackers who try to break integrity of data or steal the data. Nowadays, privacy or
data breach evoked a lot of attention. It has havoc impact concerning individual or an
organization. Everyone wants their data to be secured and strictly avoid unauthorized
access. This motivated the emergence of Cryptography. Transforming a plain text
into something unrecognizable by a human is a process known as cryptography [2].
Data security which is also termed as cryptography is most essential in data trans-
mission. It is a challenge to provide complete data security. Various cryptography
techniques and schemes have been proposed in the past decade and evolved day by
day till the date such as DES, AES, and RSA. Conventional cryptographic techniques
are not powerful enough to provide effective security of information or data [3]. So
the security of the data is one of the prime objectives of the data communication
and it is a necessary module of any kind of remote data communication systems.
Several organizations communicate sensitive data that must be protected from any
kind of unauthorized access. The technique of secret writing has been investigated
from the ancient age. Modern-day data communication methods rely on cryptogra-
phy, steganography, and some other techniques for the secured transmission of data
[4, 5]. Cryptography focuses on the encryption of the data, and steganography deals
with data hiding, i.e., hiding actual message in some other data. Both of the methods
depend on complex mathematical operations for higher security. Different types of
data with various features [6–8] make the encryption process challenging.

In recent years, another field of cryptography called DNA encryption is emerged
and applied in several areas. In this approach, the actual data is hidden in the form of
digital DNA codes. DNA encoding helps to preserve higher confidentiality compared
tomany traditional systems. It is believed that a huge amount of data can be efficiently
stored usingDNAencryptionwith better security. It is one of the powerful andwidely
used algorithms for data security [9].

DNA encryption is one of the emerging techniques in the area of data security in
the twenty-first century. In this novel, scheme DNA used as information career and
plain text is encoded in nucleotide sequence [10]. It is believed that DNA encryption
provides higher confidentiality and can work with larger data due to its high storage
capacity.One gramofDNAcan contain 108 terabytes of data. DNAcomputingwhich
is also known as molecular computing enhances the capability of parallel processing
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inmolecular level, introducing a newdata structure and a different calculation scheme
[3]. The research in the field of DNA computation and application is still at its
primitive level. This new emerging technology is far from being mature both in
theory and practical implementation [11]. There are a few technologies in the area
of DNA research which are accepted in the past decade such as polymerase chain
reaction (PCR), DNA digital coding, and DNA synthesis and its implementation
in cryptography [12]. Researchers are working in the direction to use the power
of DNA computation to strengthen the existing security systems. DNA encryption
is hybridized with conventional methods of encryption and some other methods
like chaos theory, metaheuristic optimizations which have various applications in
different fields [13–24]. It can be useful to secure several types of data. Moreover,
some specific regionswithin an image can be hiddenwith the help of some interactive
environments [25] which is helpful in various domains like military applications and
medical applications [26–31].

2 DNA

DNA is the abbreviation for deoxyribonucleic acid which is considered as the basic
building block for every living organism. It contains some vital information about
life. It constitutes long chains of nucleotides. Nucleotides consist of a basemadewith
nitrogen, carbon, and phosphate. There are four bases that explain and preserve vital
information about an organism. These bases are adenine (A), thymine (T), cytosine
(C), and guanine (G). These bases are arranged in a double-helical structure that
forms a DNA, and it is shown in Fig. 1 [32].

3 DNA Computing

DNA computation is one of the recent trends in computation which is first described
in [33]. It has been applied in solving various combinatorial problems. One of the
oldest applications of DNA computing was in the Hamiltonian path problem. The
digital DNA encoding scheme is given in Fig. 2. This problem was solved by using
DNA computation with brute-force method. This approach was modified in [34]
and applied on a NP-complete problem. The concept of the above two methods
was merged in [35]. It was applied to break the security of one of the most popular
cryptographic algorithms called DES. It has been found that the DES method can be
broken in near about four months. It explains the power of the DNA computing. In
[36], DNA computing is applied to solve the maximal clique problem. It is one of the
well-known NP-complete problems. DNA computing proves its efficiency in several
instances. It can solve some difficult problems which are not solvable by traditional
methods due to its parallelism.
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Fig. 1 Structure of DNA

Fig. 2 DNA digital coding
scheme
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4 Application of DNA Computing in Cryptography

DNA computation is one of the powerful computational tools which is being widely
used in different applications. Data security is one of the domains where the DNA
computing is frequently used. In this section, a brief reviewondifferent cryptographic
approaches based onDNA computing is presented. In [37], author proposed a crypto-
graphicmethod based onDNA computing. In this work, an image encryptionmethod
is proposed that uses the molecular behavior of DNA beside some traditional meth-
ods like one-time pad. It is a simple approach that was applied on a two-dimensional
image. This concept was applied in [38] with some modifications. This method pro-
vides high data security. In this work, a DNA chip was used along with a one-time
pad. Authors proved that the encoded message was very difficult to find by a third-
party entity. In [12], authors proposed a one-way encryption method which is based
on DNA cryptography and public key. In this work, author suggested the use of
two public keys. Authors have explained the creation process of the two public keys
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and their application phases. To decode the encoded data, PCR amplification is used
with the help of some secret sequences. In [39], authors developed a symmetric key
encryption system. In this work, a genetic database is used to retrieve the keys and
it remains the same for both the ends. In [40], authors proposed a new data security
method based on DNA computing. In this work, pseudo DNA cryptographic method
is used in MANET. Its prime objective is to secure the ad hoc networks. These kinds
of network suffer from the lack of the centralized control. It is a significant security
threat that makes the transmitted data vulnerable. The approach uses pseudo DNA
cryptography method which is based on the central dogma principle. The biological
process is mimicked to encrypt the data and make the data secure for transmission.
Here, one-time pad is used and it is a symmetric encryption process. The DNA
synthesis process is used in a public-key cryptography system which is explained in
[11]. Besides the DNA synthesis process, the proposedmethod uses DNA coding and
polymerize chain reaction (PCR). This method provides a high degree of security.

5 Literature Review

Although it is not as mature as other fields in cryptography, researchers have done
a lot of work instead of its practical limitations. In [37], author has proposed a new
DNA-based cryptographic approach to perform encryption and decryption of a two-
dimensional image using one-pad technique. Ashish Gehani et al. [38] worked on
the molecular theory and established the foundation of DNA cryptography. Authors
extend the work of Vernam and Shannon’s one-time pad techniques and proved it
has perfect secrecy. They argued the present application of one-time pad-based cryp-
tographic system is limited to confines of conventional electronic media, whereas
DNA has high information density. Khalifa et al. [41] have shown a method to trans-
form normal message into collection of amino acids and encrypted usingDNA-based
play-fair cipher. Afterward, to make the quality better, DNA complementary substi-
tution is used. In [42], authors have proposed a new hybridized algorithm to transfer
message securely using RSA combined with DNA computing. In [43], authors have
demonstrated a new method of encryption based on DNA sequencing. Tanaka et al.
[12] have proposed a new approach based on public key using DNA. It is a one-
way method. Messages are encoded with DNA sequence with public key and further
processed using few processes [44]. Menaka [45] demonstrated a new approach for
message encryption using DNA sequencing based on Watson-Crick DNA strand
complementary rule. In [46], Kang Ning proposed a symmetric key algorithm which
creates fake DNA sequences for cryptographic techniques using complementary
rule. It is very useful for network security. Lai et al. [47] proposed a new asymmetric
encryptionmethod. It comprises of genetic engineering and cryptography.Najaf et al.
[48] proposed an innovative way to make the hybrid cryptography better using DNA
steganography and public key. It aims to reduce the usage of public key. Authors also
proposed a protocol based upon DNA coding and complementary rules. Verma et al.
[40] proposed to secure routing in mobile ad hoc networks that uses pseudo DNA
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cryptography. This approach is based on central dogma of molecular theory. Tornea
et al. [49] proposed a DNA-based cipher which is based on indexing characteristic of
DNA. Authors used a random DNA sequence and use it as one-time pad key which
is transferred securely to receiver. The encryption mechanism follows this step by
converting a plain text into its equivalent ASCII code and then converted into binary
code then it is mapped to DNA sequence and the index number is stored. This array
of integers is the ciphertext, and it is decrypted by the receiver with the help of key
and index pointer. A brief summary of different works is presented in Table 1.

6 Conclusion

DNA encryption exploits several methods and concepts of biology. It is beneficial in
terms of security to exploit the advantages of the difficult biological phenomenon.
Different biological concepts and methods like DNA substitution, central dogma,
PCR amplification, and DNA synthesis are successfully used with traditional cryp-
tographic techniques. It provides better security that the traditional systems because
molecular computations are inherent in it. Hybridization provides better security
and makes the method robust against various cryptographic attacks. Moreover, it
is helpful in gaining higher confidentiality and information density compared to
conventional cryptographic systems. The advantages of this domain attract many
researchers to work in this domain, but still some problems like environmental influ-
ences and quantum attacks are major challenges that are to be overcome. This work
can be certainly helpful in further research in this domain. Several new techniques
are evolving and performing better. DNA computation can be hybridized with new
methods like chaos theory to make it more robust and resilient against different
attacks.
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