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Preface

The first international conference on “Intelligent Computing Techniques for Smart
Energy Systems 2018” (ICTSES 2018) was organized at Manipal University Jaipur,
Rajasthan, India, during 22–23 December 2018, in collaboration with Department of
Electrical Engineering, Malaviya National Institute of Technology, Jaipur, India.
The research papers included in the book were presented at ICTSES 2018. The
purpose of organizing this conference is to bring together practising engineers,
scientists, academicians and students on a common platform in the field of electrical,
electronics and computing. The major topics of aforementioned fields covered in the
conference are power systems, VLSI design and cloud computing, which have
always enriched the engineering and science from the application viewpoint.

The book covers three domains, viz. electrical, electronics and computing that
are interdisciplinary and find their applicability ranging from nano to macro in
almost all physical systems. It includes high-quality chapters in power system
dynamics, electricity markets, innovations in renewable energy, solar PV material
and VLSI design. The chapter also contains cutting-edge research outcomes in
antenna, image processing, machine learning, artificial intelligence applications in
various engineering fields, cloud computing, etc.

We are thankful to the contributors to the conference as authors for publishing
their valuable findings and bringing forth their significant research. The editors also
express their sincere thanks to all the organizing committee members of ICTSES
2018. We also express our gratitude to patrons, plenary speakers, program com-
mittee members, advisory committee, sponsors and student volunteers without
whose support the successful organization of the conference with high standards
could not be possible.

We mention our deep sense of appreciation to all the reviewers from different
academic institutes and industries, who have provided high level of support and
help in making the review process smooth. Editors acknowledge that without their
support and help, publishing this book would have been difficult.
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We would like to convey special thanks to chief guest Prof. Rajendra Kumar
Pandey, Director General, NPTI, Faridabad, India, and invited speakers,
Prof. Saikat Chakrabarty, Mr. Sanjeev Kumar Dhal and Prof. Majid Jamil, for
delivering keynotes.

Finally, we would extend our sincere thanks to Team Springer for accepting our
proposal and providing valuable support to publish the conference proceedings in
Lecture Notes in Electrical Engineering of Springer.

Footscray, Australia Akhtar Kalam
Jaipur, India Khaleequr Rehman Niazi
Jaipur, India Amit Soni
Jaipur, India Shahbaz Ahmed Siddiqui
Jaipur, India Ankit Mundra
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LED Driver Design and Thermal
Management

Aniruddha Mukherjee, Amit Soni and Mukesh Gupta

Abstract The lighting industry has been ushered to a new lighting revolution with
the advent of light emitting diode (LED). During the last decade, research work
carried out extensively in material science has completely eradicated the optical
shortcomings in LEDs by and large. However, one important aspect still remains
a challenge for engineers worldwide—LED thermal management. It has been well
established by now that LEDs are prone to degradation in terms of light output with
a rise in junction temperature. This paper investigates the aspect of thermal issues
pertaining to (a) LED solder point temperature and (b) ambient temperature for
5 mm high-brightness LEDs. 5 mm high-brightness LEDs are selected. The LEDs
are subjected to stress environmental conditions and the light output with change in
solder point temperature is evaluated. Further, a driver circuit design using LM3464
IC is proposed to arrest the change in light output with solder point temperature. A
plot suggesting a correlation is derived to suggest the change in light output with
change in solder point temperature. Finally, it also explores the heat dissipation in
the solder pad of the LED. The software tool for execution of the plots is carried out
using Origin 7 and driver design along with the thermal distribution of the heat sink,
with the aid of WEBENCH design tool and Heat Sink Calculator, respectively.

Keywords Solder point temperature · Ambient temperature · Light output

1 Introduction

With the inception of LEDs as an artificial light source, the concept of lighting has
undergone a drastic change, particularly because of its varying optical properties
attributed to the source—(a) directional (b) distributed light output. LEDs are pre-
dominantly current-controlled devices; hence, it is well comprehended that increase
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in driving current will always correspond to higher luminous flux output. This par-
ticular attribute has consequently posed a lot of challenges to the lighting engineers.
Any considerable change in the driving current will also contribute to the rise in the
junction temperature thereby disturbing its optical properties and finally degrading
the LED lifetime [1–5]. This in fact has opened up new challenges in LED light-
ing—maintaining a steady light output while also keeping a check on the junction
temperature [6]. Liu and Yang demonstrated different driver topologies for LEDs.
The work was aimed at improved performance of the device by choosing proper
driver topology. In fact, it defined the inherent aspect of compatibility issues of LED
driver circuits with respect to the device characteristics [7].

Researchers further designed an LED driver with buck–boost topology and inher-
ent power factor correction which was the significant aspect of the driver circuit as it
was able to improve the input power factor close to unity. The biggest disadvantages
of this topology are—(a) the LED driver current is modulated at twice the utility
frequency and (b) in the discontinuous mode of operation (DCM), the operation
increases component stress levels thus affecting the life of the device [8, 9]. In the
successive years, a non-isolated buck converter with power factor correction was
investigated to overcome the shortcomings of the earlier proposed circuit both for
continuous current and discontinuous current mode of operation. However, it also
increased the switching stress thus affecting the life of the LED lighting system [10].
Then it was finally the work done by Hu, Huber, and Jovanovic in 2012 on a single-
stage flyback power factor correction (PFC) circuit with a variable boost inductance
for high-brightness LED applications for the universal input voltage 90–270Vwhich
addressed the limitations of the conventional single-stage PFC flyback with a con-
stant boost inductance.According to the proposedmethod, the IEC61000-3-2 class C
and corresponding Japanese standard JIS C 61000-3-2 class C line-current harmonic
limits were satisfied [11, 12].

In the subsequent section, we shall investigate the 5 mm LEDs for the changes
in solder point to ambient temperature with a rise in ambient temperature and the
corresponding heat distribution alongside the heat sink. The corrective designs are
incorporated and analyzed.

1.1 Experimental Setup

The 5 mm LEDs are initially tested in a test chamber comprising thermocouple and
a provision for blowing hot air to resemble high ambient temperature. The setup
and the results hence obtained from the experiment are observed and concluded that
the light output degrades with a change in ambient temperature conditions [13, 14].
From the current set of results, plots are obtained as shown in Fig. 1. The relation
between ambient temperature and solder point temperature can be understood from
the plot of the selected sample L2 as shown in Fig. 2with the driver circuit as obtained
commercially. Themathematical relation depicting an empirical relation between the
two parameters is derived as follows in Eq. (1) and from Fig. 1:
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Fig. 1 Plot depicting the change in solder point temperature with change in ambient temperature
for 5 mm LEDs
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Fig. 2 Plot for sample L2 against rise in solder point temperature with change in ambient temper-
ature depicting maximum temperature rise

y = A1e
(

x
t1

)
+ y0 (1)

where “y” represents the percentage light output and “x” represents the ambient
temperature. TheR-square from the above relation is 99.45%with the values of “A1”,
t1, and y0 being 0.56446± 0.35762, 15.68693± 2.38355, and 41.77225± 1.76618,
respectively. In the above relation, “A1” is referred to as a constant for the relation
implying the rise in solder point temperature per unit rise of ambient temperature,
“x/t1” implies the time constant, and “y0” signifies the base temperature rise for the
lamp driver combination.

The heat sink temperature profile considering the sample L2 is as shown in Fig. 3.
The temperature profile is evident that the solder point temperature is raised to around
107 °C with a rise in ambient temperature. The results are persistent with the use of
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Fig. 3 Temperature profile
of LED heat sink for pure
aluminum for junction to
case thermal resistance of 73
degree K/W which is the
solder point temperature

drivers available. It further records the temperature of the junction to case thermal
resistance of 73 degree K/W. This aggravates further and degrades the light output
of the LEDs. In the subsequent discussion, a new driver is proposed and the same
experiment is carried out to validate the aspect of arresting the abrupt temperature
rise.

From Fig. 4, it is understood that the LED reaches 70% of the initial light output
as the temperature is raised which implies that the device reaches the end of life with
the rise in solder point temperature. This further justifies that the rise in solder point
temperature depreciates the light output of the LED under test.

1.1.1 Proposed Driver Circuit and Device Analysis

The proposed driver circuit for the experiment is implemented on sample L2 using
LM3464 IC.TheLM3464 is a 28-pin high-voltage current regulator having individual
current channels to provide the necessary power to LED strings. It is capable of
enhancing the overall efficiency of the LED system by adjusting the output voltage
of the power source dynamically. It is further capable of controlling the current input



LED Driver Design and Thermal Management 5

20 40 60 80 100 120

75

80

85

90

95

100

Pe
rc

en
ta

ge
 li

gh
t o

ut
pu

t

Solder point temperature deg. C

 L 2

Fig. 4 Degradation of percentage light output with change in solder point temperature for L2

to the LEDs thereby controlling the temperature of the LED heat sink simply by the
use of the inbuilt NTC. Figure 5 depicts the driver design incorporating the same.

The plot of voltage across NTC and system temperature is as shown in Fig. 6.
As evident from the circuit diagram, the drop in LED temperature is independent
of the voltage level. This also shows that the circuit is auto-cut enabled beyond a
specific voltage level. These characteristics make it a suitable choice for lighting
applications where the ambient temperature is greater than 25 °C. Further, in Fig. 7,
the plot of decay in percentage light output with solder point temperature shows that
the percentage drop in light output is less than 70% in temperatures as high as 80 °C.

Fig. 5 Driver design using LM3464 IC
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Fig. 6 Voltage versus LED temperature for three different voltage levels
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Fig. 7 Degradation in light output with LM3464 is evident that the solder point temperature does
not exceed 80 °C

In Fig. 8, the heat distribution is evident that the solder point temperature does not
exceed the range of 85 °C.

From Figs. 7 and 8, it is shown that the degradation in light output does not
exceed 80% of its initial value and that the rise in junction to case thermal resistance
is 50 degree K/W. These results justify that the proposed driver is able to control the
unwarranted temperature rise and the light output substantially.
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Fig. 8 Temperature profile
of LED heat sink for pure
aluminum for junction to
case thermal resistance of
50 degree K/W which is the
solder point temperature
using LM3464 IC

2 Conclusion

From the above set of experiments, it is well understood that it becomes imperative
to manage the heat generation of the LED device and this becomes all the more
essential for a hot and humid country. The above simulations have been carried out
with the objective to minimizing the solder point temperature rise beyond limits and
thus extending the lifetime of the LED resource. The introduction of new driver for
LED substantially provides ample relief from the rise in solder point temperature
beyond a certain limit. The abnormal rise can hence be controlled and the decay in
light output remains within the permissible limits.
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Automatic Generation Control
of Interconnected Power Systems Using
Elephant Herding Optimization

S. S. Dhillon, Surabhi Agarwal, Gai-Ge Wang and J. S. Lather

Abstract This paper presents load frequency control and dynamic modelling of an
interconnected grid of three power system areas, where area-1 consists of a single
non-reheat synchronous generator and DFIG wind turbine based hybrid generation,
second is synchronous generator power plant with reheat, and the last one consists of
hydro turbine based generation unit. The automatic generation control of an intercon-
nected power system is studied by usingMATLAB/Simulink for uncertain variations
in load demands. A nature-inspired algorithm, i.e. Elephant Herding Optimization
(EHO) is applied tomitigate frequencydeviations under suddenvariations in demand.
An objective function based on frequency deviations, tie-line powers is defined for
the study. The outcomes of the proposed EHO-based AGC (Automatic Generation
Control) are validated and compared with PSO (Particle SwarmOptimization)-based
AGC via simulation results on the basis of magnitude of normalized error.

Keywords Automatic Generation Control · Optimization techniques · Power
system

1 Introduction

The ever-increasing need for interconnected modern power systems makes it a very
complex and difficult task for the conventional control measures to maintain stabil-
ity and reliability. Nowadays, modern power systems contain large share of grid-
connected renewable (Wind, Solar, Biogas and Geothermal) operated generators [1,
2]. Hence, due to the complex integrity of power flow under sudden load demand,
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situations call for emergency alarming events and malfunctioning of generator trips.
Most of the times, voltage unbalance is raised due to fault current/ load demand.
But at the same power angle, swing of the alternators causes deviations in system
frequency [3]. The control system thus actuates the reactive power compensation
and to keep voltage from unbalanced to balanced by providing VAR (voltage ampere
reactive) as a contingency. This voltage control loop is fast responding and widely
used to track voltage level at generator bus bar so as to provide reliable supply. But
frequency control is totally related to the speed of the alternator which requires gov-
ernor control of steam supply to the turbine. So, frequency control loop involves
the actuation of mechanical parts and hence takes longer time span as compared to
voltage control loop [4]. Frequency control had become so popular during the past
two decades due to active power control as well as constant frequency demand of
production industries [2]. There are various control schemes which were proposed
to mitigate frequency deviations still available in the market such as conventional
PID controllers tuned on the basis of hit and trail and Ziegler–Nichols heuristic
approaches [5, 6]. Conventional PI, PID tuning methods are particularly suited for
simple systems in a few cases where fuzzy control may even lead to uncontrollable
and unreliable solutions [7–10]. Some other direct methods such as direct self, direct
torque and dual torque controls are reported in [11–13]. Zhixin et al. had proposed
inter-area oscillations control of DFIG-based wind turbine [14]. Ekanayake et al.
had proposed primary and secondary frequency control loop of DFIG-based wind
turbine connected to grid [15, 16]. With the advent of new nature-based optimiza-
tion methods and models, frequency control techniques have become more efficient.
These heuristic-based techniques, e.g. particle swarm optimization (PSO), have been
used for frequency control in steady-state stability in both regulated and de-regulated
environments [17–19]. LFC problem has reported a two-area interconnected system
bacterial foraging optimization (BFOA) technique which was implemented to con-
trol system frequency including non-linearities [20]. Some advanced metaheuristic
approaches such as TLBO [21], hybrid LUS–TLBO [22] and a hybrid BFOA–PSO
[23] have been reported for multi-area LFC. In this paper, Elephant Herd Optimiza-
tion [24] is applied on a MATLAB/Simulink model of a realistic interconnected
multi-area power system to study load frequency control and the strategy for LFC is
proposed. A doubly-fed induction generator [25] and gas turbine based micro power
system is incorporated with steam power plant to have centralized configuration.

2 Modelling of Interconnected Three-Area Power System

The example three-area sample power system consists of a DFIG-based wind turbine
modelled in [17], gas power unit [20–22] and steam power unit as modelled in [24,
26, 27]. The LFCmodel incorporates various constraints and features like generation
rate constraint, droop characteristic and tie-line interchange dynamics. The dynamic
models of various constituents like steam non-reheat, reheat and hydropower systems
have been represented as state-space models as described below: For steam power
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unit [1, 20–23, 25]:
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For hydropower unit [20–23, 25]:
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The coupling of the dynamics of governor and dynamics of tie-line power inter-
change are as [1, 24, 26, 27]:

[
�Pgi

�Ptie, i

]
=

[
1
Tgi

−1
RiTgi

−1
Tgi 0

0 2πTij 0 −2πTij

]⎡
⎢⎢⎣

�Pci
�fi

�Pgi
�fj

⎤
⎥⎥⎦ (3)

The considered three-area sample test model considered for the present study is
as shown in Fig. 1.

Fig. 1 Three-area
interconnected power system
model
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3 Proposed Elephant Herding Optimization (EHO) Based
Strategy for LFC

Elephant Herd Optimization is a swarm optimization with one distinct feature from
bird swarm that separation of male elephants from the clan or swarm. It follows
mainly three rules for optimization as follows.

(1) The entire test elephant population consists of certain clans with every clan
comprising a fixed number of elephants.

(2) A pre-fixed number of male elephants out of the entire population shall abandon
their family group to solitarilywhich stay far away from themain elephant group
during each generation.

(3) Within a clan, the member elephants stay together and follow/work under lead-
ership known as the matriarch.

(4) The procedure follows until the objectives are met.

3.1 Clan Updating Operator

Since there is a leadership of a matriarch and all the member elephants stay together
under it, for every member elephant in clan Ki, the very next position is affected by
the particular matriarch Ki. For every member elephant j in clan Ki, the same can be
updated as

XKi+1(Ki, j) = XKi(Ki, j) + α(Xbest(Ki) − X (Ki, j)) × r (4)

where XK+1(i, j) and XKi(Ki, j) are freshly recomputed and the existing positions
of the member elephant j in clan Ki, respectively. The scalar α ∈ [0, 1] is a factor
that decides the influence of the matriarch Ki on clan member XKi(Ki, j). Xbest(Ki)
represents matriarch Ki, which is the fittest elephant individual in the clan Ki. r ∈
[0, 1]. Here, uniformdistribution is used. The dynamics of thefittestmember elephant
in each clan are not dictated by dynamics (4), i.e. XKi(Ki, j) = Xbest(Ki), and thus
can be updated as

XK+1(Ki, j) = γ × Xcentre,Ki (5)

here, the scalar γ ∈ [0, 1] dictates the influence/domination of the Xcentre,Ki on
XK+1(Ki, j). The Ki clan centre and that for the d-th dimension can be calculated as

Xcentre,Ki,d = 1

nKi
×

nki∑
j=1

xKi,j,d (6)
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where the dimension lies between 1 ≤ d ≤ DwithD representing the total dimension
and the number nKi is the representative of the number of member elephants in each
clan Ki.

3.2 Separating Operator

With an objective to continuously improve upon the searching ability of EHO, sep-
arating operator of male elephants as they leave their families is required to be
modelled properly. It is assumed that the separating operation shall be implemented
by an individual member elephant in the clan with the worst fitness as below:

Xworst,Ki = Xmin + (Xmax − Xmin + 1) × rand (7)

here,Xmax andXmin are upper and lower bounds on the position coordinate of every
elephant in the clan. Xworst,Ki represents the worst member in the respective clan Ki.
rand ∈ [0, 1] is a uniformly distributed random scalar closely bounded on both sides
within a range of [0, 1] for our current work. The execution of the algorithm results
in heuristically optimized PID controller gains which are obtained pertaining to the
fittest value of Ki in the clan for minimized objective function as

objective function = min(ISE) (8)

PIDbest = Kibest{f (MinISE)} (9)

where ISE is the integral squared error as a function of tie-line and mechanical
powers.

4 Control Strategy

The presentwork concerns the frequency control problem in sample three-area power
systems and it is assumed that each area shall have its individual PID control element.
The objective function based on the integral squared error (ISE) is analysed as given
by Eq. (8) (Fig. 2).

At the end of execution of the EHO algorithm, the converged values of PID control
gains are obtained best matching towards the value of the objective function.
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Fig. 2 PID controller control scheme

5 Results and Discussions

In this section, various uncertain conditions have been inflicted on area-1 and area-2
at time t = 20 s and t = 70 s, respectively, for step change of load demand 0.01 pu.
The simulated results are reported as follows.

6 Conclusion

In this study, an interconnected power grid is modelled in MATLAB/Simulink envi-
ronment which consists of three control areas. An integral squared error based objec-
tive function is defined for the optimization strategy. TheElephantHerdOptimization
strategy is implemented to mitigate frequency deviations which were caused by step
change of 0.01 pu in load demand from area-1 and area-2. From the simulation
results as shown in Fig. 3a–c for frequency deviations, it is concluded that the set-
tling time for the EHO-based strategy is found to be very less as 10 s whereas, with
PSO (Particle Swarm Optimization), it is 20 s as shown in Tables 1 and 2. Simi-
larly, for mechanical power deviations as shown in Fig. 4a–c, again EHO gives more
promising results (Table 3).
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Fig. 3 a Frequency deviations of area-1. b Frequency deviations of area-2. c Frequency deviations
of area-3

Table 1 Optimized values of
PID controller gains

Parameters PSO [23] EHO

P1 0.846 1

P2 0.889 0.333

P3 1 0.889

I1 1 0.222

I2 0.778 0.889

I3 0.222 0.222

D1 0.574 0.667

D2 0.333 0.556

D3 0.667 0.444
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Table 2 Frequency
deviations and settling time at
t = 20 s

Parameters EHO PSO

fr_1 (pu) 0.021 0.21

fr_2 (pu) 0.014 0.015

fr_3 (pu) 0.021 0.023

Ts (s) 12 30
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Fig. 4 a Mechanical power deviations of area-1. b Mechanical power deviations of area-2.
c Mechanical power deviations of area-3

Table 3 Frequency
deviations and settling time at
t = 70 s

Parameters EHO PSO

fr_1 (pu) 0.017 0.013

fr_2 (pu) 0.013 0.013

fr_3 (pu) 0.017 0.014

Ts (s) 10 30
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Use of Ti-Doped Hafnia in Photovoltaic
Devices: Ab Initio Calculations

Ushma Ahuja, Deepika Mali, Kishor Kumar and Amit Soni

Abstract Optical response of Ti-doped (50%) hafnia (HfO2) has been studied, using
first-principles calculations within the framework of density functional theory, to
explore the feasibility of doped hafnia in photovoltaics. Density of states (DOS)
of hafnia and doped hafnia are also presented to understand the role of Ti doping
in reducing the bandgap of the base material from 5.77 to 2.33 eV leading to its
applications in photovoltaic devices andUVdetectors. Various optical properties like
frequency-dependent dielectric constants and absorption coefficients are explained.

Keywords Photovoltaics · Density functional theory · Hafnia

1 Introduction

Hafnia (HfO2) is currently among themost studied high-dielectric constantmaterials.
It has a wide range of technological uses like that in the electronics industry [1].
HfO2-basedmaterials are currently being used as excellent high-κ gate dielectrics and
in resistive-switching memory devices [1]. Using density functional theory (DFT),
the total energy and equation of states of the monoclinic, tetragonal, cubic, Pbca
orthorhombic and cotunnite orthorhombic zirconia, andhafnia have been investigated
by Jaffe et al. [2] within the local density approximation (LDA) and generalized-
gradient approximation (GGA). These authors found that the ionicity decreases from
the monoclinic to the cotunnite phase. The bandgap and heat of formation are also
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larger for monoclinic HfO2 than that for ZrO2 by 0.60 eV and 0.60 eV/formula unit,
respectively.

A first-principles study related to native point defects in HfO2 and ZrO2 has
been carried out by Zheng et al. [3] to rectify dominant defects under different
oxygen chemical potentials and Fermi parameters. It is reported that HfO2 is less
prone to the formation of oxygen point defects than ZrO2. Nakhmedov et al. [4] have
calculated the bandgaps, bowingparameters, and internal stresses in the pseudobinary
ZrxSi1−xO2 and HfxSi1−xO2. Authors have applied the cluster expansion approach
and the generalized quasi-chemical approximation and have computed dependence
of the physical characteristics on the molar fraction x by the DFT–LDA. Caravaca
et al. [5] have studied the elastic properties of the orthorhombic (Pnma) high-pressure
phase of IV-Bgroupoxides: titania, zirconia, andhafnia using self-consistent SIESTA
code, pseudopotentials, and DFT with LDA and GGA approximations. The total
energies, hydrostatic pressures, stress tensor components, and elastic constant have
been reported using stress–strain relationships in the linear regime. The electronic
response of ZrO2 and HfO2 in the cubic, tetragonal, and monoclinic phases has
been investigated by Jiang et al. [6] using many-body perturbation theory in the
GW approach based on DFT–LDA calculations. Using first-principles simulations,
Zhang et al. [7] have investigated phase stability in the Hf–O system at pressure up
to 120 GPa.

We feel that the optical behavior of doped hafnia is still unexplored using the DFT
calculations. In the present paper, we present the optical response of Ti-doped (50%)
hafnia using the full potential linearized augmented plane wave method (FP-LAPW)
method [8] with PBEsol approximation [9]. Total and partial density of states are
also presented to examine the reduction of bandgap in doped hafnia.

2 FP-LAPW Theory

FP-LAPWmethod which is employed in the present work is known to be one of the
most accurate methods to calculate the electronic and optical response of a variety
of materials [8]. In the present FP-LAPW computations, the lattice parameters were
taken to be a = 5.1284, b = 5.1914, and c = 5.2969 Å (β = 99.71°) for P21c HfO2

[2]. It is known that HfO2 crystallizes inP21c structure (space groupNo. 14) which is
the most stable phase at room temperature. For Ti-doped hafnia, we have substituted
two Hf atoms by Ti atoms leading to doping of 50% of Ti in the hafnia. The radii of
MT sphere (RMT) in Ti0.5Hf0.5O2 were taken to be 1.96, 2.01, and 1.73 a.u. for Ti,
Hf, and O, respectively. To achieve convergence of basic sets, the value of kmax was
kept equal to 7/RMT (where kmax is the magnitude of the largest wave vector). The
cut-off parameters for charge density and maximum radial expansion (lmax) were set
to 12 a.u.−1 and 10, respectively. In the SCF iterations, the tolerance in total energies
was within 10−5 Ry. The BZ integrations were performed using 868 k points. For
the stability of the system, the structure was volume optimized using Murnaghan
equation which led to minimum stable energy of − 64986.47085 Ry for the cell
volume 862.99128 a.u.3.
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3 Results and Discussion

Total and partial DOS of HfO2 and Ti0.5Hf0.5O2 are shown in Fig. 1a and b, respec-
tively. The energy bandgap of hafnia (HfO2) is observed to be 5.77 eV. From Fig. 1a,
it is seen that 5d states of Hf are more dominant for forming the wide bandgap of
hafnia. Below the Fermi energy (Fig. 1a), a hybridization between 5d and 2p states of
Hf and O, respectively, is observed. To reduce the wide bandgap of hafnia to enable
its use in photovoltaics, we have doped 50% Ti in HfO2 leading to its composition
formula as Ti0.5Hf0.5O2. From the DOS (Fig. 1b), it is found that the 3d states of Ti
lead to new allowed states in the conduction region from 2 to 5 eV. It is observed that
the interaction of these Ti-3d states is responsible for reducing the bandgap of doped
hafnia (Ti0.5Hf0.5O2). It is also observed that Ti-3d states have small contribution in
valence band region. The reduced bandgap of doped hafnia is found to be 2.33 eV.

To understand the optical behavior of the Ti-doped hafnia, we have computed the
frequency-dependent dielectric constant (ε1) and absorption coefficients (Fig. 2a, b)
using FP-LAPW-PBEsol method.

The values of static dielectric constant, ε1(0), are found to be 5.93, 5.99, and 5.23
for xx, yy, and zz components, respectively. From Fig. 2a, we observed zero value
of dielectric constant (ε1(ω) = 0) at 8.84 eV for xx, 6.28, 10.10, and 10.59 eV for
yy, and 10.27 eV for zz components which show that the electromagnetic wave of
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included in part (b) for a quick comparison

particular energy values may propagate through the Ti-doped HfO2 in the corre-
sponding direction. The negative values of ε1(ω) show that the electromagnetic wave
is totally reflected by the Ti-doped HfO2 for corresponding energies. In the present
computation, we have not included the phonon contributions to dielectric screening
which are expected to give only a small contribution to ε(ω).

The integrated absorption coefficients (Fig. 2b) in the energy range 0–4 eV of the
compound are listed in Table 1. To compare α(ω) with a standard sample, we have
also computed the α(ω) of bulk Si using a similar FP-LAPW-PBEsol scheme. The
average integrated absorption intensity of Ti0.5Hf0.5O2 (Table 1) is found to be 37.53
× 104 eV/cm in themajor energy range of solar spectrum (0–4 eV). The value of α(ω)
of Ti0.5Hf0.5O2 is found to be lower than that of Si (51.26× 104 eV/cm). Therefore,
we predict that more doping of Ti in hafnia may lead to use of this material in the
photovoltaics. Further, significant amplitude of absorption coefficients in the energy
range 5–8 eV shows that Ti0.5Hf0.5O2 can also be used as a detection material for
ultraviolet spectra.

Table 1 Integrated absorption intensities of Ti0.5Hf0.5O2 along the xx, yy, and zz components
computed using FP-LAPW-PBEsol

Sample Integrated absorption intensities (×104 eV/cm)

αxx αyy αzz αaverage

Ti0.5Hf0.5O2 39.33 44.77 28.47 37.53

Bulk Si – – – 51.26
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4 Conclusions

Wehave reported the optical behavior of Ti-doped (50%) hafnia using first-principles
calculations within the framework of density functional theory. Density of states
(DOS) of hafnia and Ti-doped hafnia are also derived using the FP-LAPW-PBEsol
method. Frequency-dependent dielectric constants and absorption coefficients are
analyzed. It is seen that doping of Ti in HfO2 reduces the bandgap from 5.77 to
2.33 eV which makes it a useful compound for photovoltaic applications. Further,
significant contribution of absorption coefficient in the energy range just above the
solar spectra shows the usefulness of the Ti-doped HfO2 in UV detectors.

Acknowledgements Authors are grateful to Prof. P. Blaha for providing the WIEN2k codes to our
group.
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Electronic and Optical Response
of Photovoltaic Semiconductor ZrSxTe2-x

Deepika Mali, Kishor Kumar and B. L. Ahuja

Abstract We have investigated the role of Te doping in ZrSxTe2-x using the most
accurate modified Becke–Johnson (mBJ) potential within full potential linearized
augmented plane wave method (FP-LAPW). It is found that more concentration of
Te reduces the bandgap and thereby semiconductor behavior ofZrSxTe2-x. The optical
properties, namely, dielectric constants and absorption coefficients are also deduced
using FP-LAPW-mBJ method. The optical properties are explained to highlight role
of ZrSxTe2-x in photovoltaic applications.

Keywords Photovoltaics · Density functional theory · Transition metal
dichalcogenides

1 Introduction

Hexagonal transition metal dichalcogenides (TMDs) are very attractive in materials
sciences because of their applications in switching devices, photoelectrochemical
solar energy converts and as catalysts. Regarding earlier work on such MX2 materi-
als (where M is transition metal atom and X is chalcogen atom), Agrawal et al. [1]
have grown the single crystal of ZrS2, ZrSe2, and ZrSSe and also studied the change
in resistance with pressure. Authors have prepared and characterized the compounds
using energy dispersive analysis of X-rays (EDAX) and X-ray diffraction (XRD)
methods. Reshak et al. [2] have investigated electronics and optical properties of
1T-ZrX2 (X = S, Se, and Te) using full potential linearized augmented plane wave
(FP-LAPW) method. Authors have reported that 1T-ZrS2/Se2 are semiconductors
with indirect gap of 1.4 eV. Dasadia et al. [3] have reported growth of new ternary
phase ZrSTe single crystals by chemical vapor transport method. To our knowledge,
electronic and optical response of TMD materials like ZrSxTe2-x are still undiscov-
ered.
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In the present manuscript, we present the density of states (DOS) and optical
properties (like dielectric constants, absorption coefficient) of ZrSxTe2-x (x = 2, 1.5
and 1) using FP-LAPWmethod, to explore the feasibility of its use in photovoltaics.

2 FP-LAPW Method

FP-LAPW method as embodied in Wien2k code [4, 5] is known to be very accurate
method for computation of electronic and optical behavior of materials. ZrSxTe2-x
crystallize in P3̄m1 structure (space group number 164). In present FP-LAPW cal-
culations, the experimental lattice parameters for ZrS2 were taken to be a= b= 3.66
and c = 5.82 Å [2]. For Te doped ZrS2, we have constituted a supercell of size (1 ×
1 × 2) leading to six atoms. One S atom is replaced by Te atom leading to doping of
25% of Te (ZrS1.5Te0.5) and for ZrSTe two sites of S atoms are replaced by Te atoms.
The radii of MT sphere (RMT) in ZrSTe were taken to be 2.32, 2.20, and 2.44 a.u. for
Zr, S, and Te, respectively, while these are 2.26, 2.15, and 2.38 a.u. for ZrS1.5Te0.5.
To converge the basis sets, the value of Kmax was kept equal to 7/RMT (where Kmax

is magnitude of the largest wave vector K). The cutoff for charge density (Gmax) and
maximum radial expansion (lmax) were fixed to 12 a.u−1 and 10, respectively. In the
SCF iterations, the accuracy in total energies was within 10−5 Ry and integrations
in BZ were performed using 100 k points.

3 Results and Discussion

3.1 Electronic Structure

Total and partial DOS of ZrS2, ZrS1.5Te0.5, and ZrSTe computed using FP-LAPW-
mBJ method are shown in Fig. 1a–c. From Fig. 1a, bandgap of ZrS2 is found to
be 1.47 eV. In Fig. 1a, it is observed that 4d states of Zr majorly contributing in
conduction band (CB) while S-3p states mainly dominate in valence band (VB).
After doping of 25% Te in ZrS2 (Fig. 1b), the bandgap is reduced to 0.56 eV due
to appearance of 4d and 5p states of Te in CB. A hybridization between S-3p and
Te-5p states (Fig. 1b) in VB is observed. As we increase the concentration of Te up to
50% (Fig. 1c), new 4d states of Zr near Fermi level are formed which lead to narrow
bandgap (0.028 eV) in ZrSTe. From Fig. 1a–c, it is found that more concentration
of Te leads to the metallic character of ZrSxTe2-x system. We also observed that
ZrS1.5Te0.5 compound may be useful in photovoltaics. Therefore, we have computed
the optical behavior of ZrS1.5Te0.5 using FP-LAPW-mBJ method.

Real part of frequency-dependent dielectric function ε1 of ZrS1.5Te0.5 computed
using FP-LAPW-mBJmethod (Fig. 2a) shows the values of static dielectric constant,
ε1(0), as 11.1 and 7.3 for perpendicular and parallel component, respectively.
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Fig. 2 a Frequency-dependent dielectric function ε1(ω) and b absorption spectra α(ω) of
ZrS1.5Te0.5 deduced from FP-LAPW-mBJ calculations. Absorption spectra of bulk Si and solar
spectra are also included in part (b) for comparison

Table 1 Integrated
absorption coefficients α(ω)
of ZrS1.5Te0.5 for
perpendicular and parallel
components computed using
FP-LAPW-mBJ method

Sample Integrated absorption intensities (× 104 eV/cm)

α⊥ α‖ αaverage

ZrS1.5Te0.5 104.77 51.26 78.02

Bulk Si 51.26

Positive values of ε1(ω) show that the material shows an intrinsically capacitative
optical response,while negative values of ε1(ω) depict that the electromagneticwaves
for corresponding energies are reflected by the material. There are zero values in
ε1(ω) spectra which show that the electromagnetic waves of corresponding energies
do not interact with the reported material. Present computations are not performed
for the phonon contributions to dielectric screening because it gives only a small
contribution to ε(ω).

The integrated values of absorption spectra, α(ω), of ZrS1.5Te0.5 (Fig. 2b) in the
energy range 0–4 eV are listed in Table 1. The average integrated absorption intensity
of ZrS1.5Te0.5 (Table 1) is found to be 78.02 × 104 eV/cm in the dominant energy
range of solar spectrum (0–4 eV). Higher value of α(ω) for ZrS1.5Te0.5 than that
of Si (51.26 × 104 eV/cm, computed using FP-LAPW-mBJ) shows usefulness of
ZrS1.5Te0.5 in photovoltaic devices.

4 Conclusions

Full potential linearized augmented plane wave method has been employed to inves-
tigate the role of Te doping in ZrS2. It is observed that 25% doping of Te decreases the
bandgap from 1.47 to 0.56 eV which enable the use of ZrS1.5Te0.5 in photovoltaics.
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Frequency-dependent dielectric constants and absorption coefficients of ZrS1.5Te0.5
are also explained. It is found that ZrS1.5Te0.5 has higher value of α(ω) than that of
bulk Si.
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Investigation of Optical Response
of Silver Molybdate for Photovoltaic

Seema Kumari Meena and B. L. Ahuja

Abstract Feasibility of using β-Ag2MoO4 in photovoltaic devices has been inves-
tigated using full potential linearized augmented plane wave method. The computed
band gap (1.64 eV) of Ag2MoO4 and integrated absorption coefficient show that the
material can be used in photovoltaic. Density of states is explained to understand
the hybridization and interband transitions from valence to conduction bands. Fur-
ther, electron momentum density (EMD) is also measured using Cs-137 Compton
spectrometer. The experimental EMD is compared with those computed using lin-
ear combination of atomic orbitals method with local density approximation and
Hartree–Fock free-atom approximation. A good agreement between theoretical and
experimental profiles confirms applicability of density functional theory, as used in
present investigations of optical properties.

Keywords Photovoltaic · Density functional theory · Electron momentum density

1 Introduction

Ag2MoO4 (silver molybdate) has attracted much attention due to its chemical sta-
bility at higher temperature and lubricating properties as well as its uses in various
devices such as those based on solar energy conversion, photocatalysis, energy stor-
age, antibacterial agents, and optoelectronics [1–5].

It is well-known that Compton scattering (CS) is a unique and powerful tech-
nique to study electronic properties of compounds [6, 7]. The measured quantity in
CS is the Compton profile (CP), J(pz), which is taken as a projection of electron lin-
ear momentum density (EMD), ρ(p), along the scattering vector direction (z-axis).
Mathematically,
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J (pz) =
¨

ρ(p) dpxdpy . (1)

In Eq. (1), ρ(p) can be derived from real-space wave functions [8, 9]. To the best
of our knowledge, EMDs of Ag2MoO4 have not been studied so far.

In present work, we report the density of states (DOS) and optical parameters
like absorption coefficients, dielectric constants, and reflectivity of the Ag2MoO4

to discuss its utility in photovoltaic. The full potential linearized augmented plane
wave (FP-LAPW)method was used to compute the electronic and optical properties.
We present the experimental EMD of Ag2MoO4 measured using Cs-137 Compton
spectrometer. In addition, we also present the theoretical EMD derived using linear
combination of atomic orbitals (LCAO) method and compare it with the experiment.

2 Methodology

2.1 Experiment

The experimental CP of Ag2MoO4 has been deduced using 20 Ci Cs-137 Compton
spectrometer [10]. The sample was suspended in form of pellet in sample chamber
with diameter and thickness of 2.41 cm and 0.24 cm, respectively. The photons
scattered at an angle 160° ± 06° were detected using a HPGe detector (GL0510P,
USA). Raw data were accumulated for a period of about 401 h, and to eliminate the
background contribution the background spectra were recorded for about 201 h. The
raw Compton data were processed for background, effect of detector tail response
function, absorption and Compton scattering cross section, and multiple scattering,
etc., to obtain a true CP [11]. Lastly, the CP data were normalized to number of
electrons equal to area of free-atom CP in the pz range 0–7 a.u. (70.61 e−) [12].

2.2 Theory

(a) LCAO

To compare the experimental CP with theory, we have computed the theoretical CP
employing LCAO prescription [13] with local density approximation (LDA) scheme
within the DFT approach. We have used the experimental lattice parameters a = b
= c = 9.26 Å [14] in present computations. The all-electron Gaussian-type basis
sets for Ag, Mo, and O were taken from www.tcm.phy.cam.ac.uk and these basis
sets were optimized for the lowest energy of system using BILLY program [13]. The
energy convergence criteria, which governs the accuracy of computations, were set
to 10−6 Hartree.

(b) FP-LAPW

For computation of bandgap, DOS, absorption coefficients, dielectric constants, and
reflectivity, we have also used FP-LAPWmethod (which is known as one of reliable

http://www.tcm.phy.cam.ac.uk
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methods for electronic and optical properties of materials) as embodied in WIEN2k
code [15, 16]. In the present FP-LAPWcalculations, the radii ofMT spheres (RMT) in
Ag2MoO4 were taken to be 2.46, 1.81, and 1.64 a.u. for Ag, Mo, and O, respectively.
To achieve convergence of basic sets for Ag2MoO4, the Kmax value, the cut-off value
for charge density and highest value of radial expansion were fixed to 7/RMT, 12
a.u−1 and 10, respectively. In SCF iterations, the tolerance in total energies (within
10−5 Ry) was quite acceptable. 47 k points in irreducible BZ were considered for
SCF cycles.

3 Results and Discussion

3.1 Electronic Response

In Fig. 1, we have shown the total and partial DOS of Ag2MoO4 computed using
FP-LAPW method. From Fig. 1, it is observed that there is negligible contribution
of 5s states of Ag and Mo and 2s states of O in valence band (VB) and conduction
band (CB). The CB is majorly formed by 4d states of Mo while the VB is dominated
by Ag-4d and O-2p states. The bandgap of Ag2MoO4 as deduced using FP-LAPW
method is found to be 1.64 eV. Since the topology of energy bands and DOS deduced
from LCAO calculations is similar (except few fine structures and energy values),
we have not shown the LCAO calculations based bands and DOS.

Fig. 1 Total and partial
(projected) density of states
(DOS) of Ag2MoO4
computed using FP-LAPW
method
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Fig. 2 Deviations between
the isotropic convoluted
theoretical (LCAO-LDA and
free-atom based) and
experimental Compton
profiles of Ag2MoO4
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3.2 Compton Profile

Tocompare the experimentalCPwith theoretical profiles, the theoreticalCPs, derived
using LCAO-LDA and Hartree-Fock free-atom model [12], were convoluted with
the spectrometer resolution 0.34 a.u. (fwhm) and normalized to free-atom CP area
(70.61 e−) [12]. In Fig. 2, we have plotted differences between the isotropically
averaged experimental and convoluted theoretical CPs. We observe significance dif-
ferences in the lowmomentum side (pz < 4 a.u.) of difference CPs between theory and
experiment, which can be explained on the basis of nonrelativistic nature of LCAO
calculations and also the quality of basis sets as adopted in present LCAO calcula-
tions. Since wave functions of core electrons are well approximated by free-atom
model, the experimental and theoretical CPs in the region pz > 5 a.u. agree well.

It is seen that LCAO-LDA-based CP is in better agreement than the free-atom
profile, which is understandable because of simplicity of free-atom model.

3.3 Optical Response

In Fig. 3a, real part of frequency-dependent dielectric function (ε1) of Ag2MoO4

computed using FP-LAPW method is shown. The static dielectric constant ε1(0)
is observed to be 6.02. After 8.5 eV, the ε1 spectra show negative trend which
show that the electromagnetic waves having energy in this range are reflected by
the Ag2MoO4. In the inset of Fig. 3a, we have plotted the imaginary component
ε2(ω) of frequency-dependent dielectric constant. The peaks in ε2(ω) spectra are
in accordance to interband transitions from the VB to CB. Observing ε2(ω) spectra
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Fig. 3 a Real part of frequency-dependent dielectric function ε1(ω). Inset of this figure consists of
imaginary component of frequency-dependent dielectric function ε2(ω) and b absorption spectra
α(ω) of Ag2MoO4 deduced from FP-LAPW calculations. Further, absorption spectra of bulk Si are
also included in the part (b) for a relative comparison

(inset of Fig. 3a) and DOS (Fig. 1), it is found that peaks in ε2(ω) are governed by
various possible interband transitions from O-2p to Mo-4d states.

In Fig. 3b, we have included the absorption spectra, α(ω), of Ag2MoO4 to explore
its usefulness in photovoltaic along with α(ω) spectra of bulk Si. Within the solar
energy spectrum (0–4 eV), the values of integrated absorption coefficients are collated
in Table 1. From Table 1 and Fig. 3b, it is found that Ag2MoO4 has higher integrated
absorption intensity (55.45×104 eV/cm) than theSi (51.26×104 eV/cm).Therefore,
the reasonable integrated absorption intensity of Ag2MoO4 shows its applicability
in photovoltaic devices.

Table 1 Integrated
absorption coefficients α(ω)
of Ag2MoO4 computed using
FP-LAPW method

Sample Integrated absorption intensities (×104 eV/cm)

αaverage

Ag2MoO4 55.45

Bulk Si 51.26
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4 Conclusions

Electronic and optical response of Ag2MoO4 has been reported using FP-LAPW
method. Absorption coefficients, dielectric constants, and density of states are dis-
cussed to explore feasibility of the Ag2MoO4 in solar cell. The bandgap from FP-
LAPW method comes out to be 1.64 eV. Experimental CP of Ag2MoO4 measured
using Cs-137 Compton spectrometer reconciles well with LCAO-LDA-based CP.
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Comparative Analysis of Conventional
and Meta-heuristic Algorithm Based
Control Schemes for Single Link Robotic
Manipulator

Aishwarya Varma, Shailu Sachan, Pankaj Swarnkar and Savita Nema

Abstract Position control of an actuator, i.e., dc servo due to increase in the demand
of robots in industry automation has been proliferated in the recent past. Here, time-
domain optimal tuning of Proportional–Integral–Derivative (PID) and Fractional
Order PID (FOPID) controller has been carried out for single link manipulator. The
gain parameters were tuned using Genetic Algorithm (GA) where an objective func-
tion based on the Integral Time Absolute Error (ITAE) as the performance measure
was minimized. Being one of the best tuning criteria, ITAE is opted as performance
measure to obtain optimized controller parameters. The motivation behind this paper
is to apply GA for ITAEminimization on single linkmanipulator to trace the set point
which improves the overall efficiency of the system. So, FOPID control using GA
is the best and optimum solution to deal with nonlinearities. In the end, the position
tracking problem has been carried out which demonstrates the successful design of
controller. The results obtained show the effectiveness of the proposed method.

Keywords Single link manipulator · PID controller · FOPID controller · ITAE ·
GA

1 Introduction

Inmodern robotic system, flexibility andprecision have been turned out exceptionally
essential for industrial automation, space station, military, and medical applications.
So, application of robots is expanding rapidly.
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A robot is a machine that can substitute humans and imitate their actions. A
robotic arm resembles closer to a human arm but is an electromechanical device that
can be controlled and reprogrammed. It is also known as robotic manipulator. Robot
manipulators consist of a number of links connected with various joints to perform
various tasks such as picking, grasping, moving, putting the objects, etc. For these
and many more applications, the speed and position should be precisely controlled
with the help of servomotors.

A servomotor or servo is a rotary actuator or linear actuator that allows for precise
control of angular or linear position, velocity, acceleration, and torque. It is a closed-
loop servomechanism that uses position feedback to control its motion and final
position. The input to its control is a signal (either analog or digital) representing the
position commanded for the output shaft. It will move as per command signal, i.e.,
the motor acts as slave hence, the name servo [1].

A servo is used at every joint of the robot to actuate movements and give its
precise angle [2]. Servo is just a small dc motor having low inertia, low power, and
high acceleration with gears. They are used in robots to effectuate the movements to
definite/particular angle with low battery consumption.

Closed-loop controllers have several pros over open-loop like rejecting distur-
bance, improving tracking performance, and providing stabilization. So, the position
feedback is employed in order to minimize the error and achieve effective control
[3].

In this paper, position control [4] of servo is done using PID controller [5], FOPID
controller [6], and further optimum tuning of PID gains have been done using genetic
algorithm [7, 8]. Model reference adaptive control technique can also be one of the
suggestive schemes to control the plant response and in turn tune the gain parameters
of PID and FOPID controller [9, 10].

The prevalence of using PID or PID type controllers is that they have a sim-
ple structure and provide satisfactory results when requirements are reasonable and
process parameters are restricted. In order to overcome the limitations of conven-
tional PID controller, FOPID controller is used having the proportional, integral, and
derivative parameters (KP, K I, and KD) and two additional parameters, the order
of fractional integration λ and the order of fractional derivative μ. Therefore, more
number of parameters of FOPID increases flexibility.

The conventional method of tuning is poor and time-consuming. To overcome it,
thePIDcontroller andFOPIDcontroller gains are optimizedusingGeneticAlgorithm
(GA) that enhances the flexibility and provides robustness.

2 Control of a Single Link Manipulator

Let’s consider [11], single link robotic manipulator driven by an electric
actuator (Fig. 1) alongwith reduction in inertia link of gear ratio, i.e., link speed/motor
speed = 1/n where n > 1. The actuator inertia gets multiplied by factor n2 due to
reduction in gearing. The effective link inertia can be expressed as
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Fig. 1 Electric actuator for
single link robotic
manipulator

ACTUATOR

Mg
J, F

LINK

J = D + n2 Ja (1)

where Ja = Actuator inertia
D = Effective link inertia (excluding actuator inertia)
J = total (link plus actuator) inertia (on the link side of gearing).

It can be seen from Eq. (1) that actuator inertia is a constant tending to reduce any
variation in D.

A dc servo is specified by an actuator gain and effective viscous friction expressed
in terms of link variables. Figure 2 represents the block diagram of electric actuator
for robotic manipulator. In this paper, the disturbance torque “TD(s)” which arises
at the output shaft has been considered to be zero.

The open-loop transfer function of this position control system is given by Eq. (2)

G(s) = KeKm

s(s J + (F + KVKm))
(2)

The closed-loop position control transfer function is given by Eq. (3)

G ′(s) =
Θ(s)

ΘI (s)
= KeKm

s2 J + s(F + KVKm) + KeKm
(3)

where F = Effective viscous friction in Nm/rad/s
Km = Motor torque constant in Nm/V
Kv = Velocity feedback constant in V/rad/s
Ke = Error amplification in V/°.

Fig. 2 Block diagram of
electric actuator for robotic
manipulator Ke Km

1
Js+F

1
s

Kv

TD(s)
Θ(s)Θ(s)Θe(s)

ΘI(s)
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3 Conventional Control Techniques

3.1 PID Control

PID (Proportional–Integral–Derivative) control is one of the classical and easiest
control methods. The effect of parameter variations is given in Table 1. The control
function of PID controller is given by Eq. (4),

GC(s) = KP + KI

s
+ KDs (4)

3.2 FOPID Control

FOPID satisfies at most five robustness criteria as compared to the conventional PID
controller which has three parameters to be tuned for three robustness criteria. FOPID
control enhances the flexibility with increase in number of gain parameters that are
KP, K I, λ, KD, and μ [12, 13]. It is defined in Eq. (5),

GFOC(s) = KP + KI

sλ
+ KD sμ (5)

3.3 Tuning of Controller Using GA

If the PID controller is not properly tuned, the controlled process input can be unsta-
ble, i.e., its output diverges, with or without oscillation and is limited only by sat-
uration or mechanical breakage. Tuning a control loop is adjustment of its control
parameters to the optimum values for the desired control response which is carried
out through a meta-heuristic process in this paper.

GA (Genetic algorithm) is a stochastic global and heuristic search that reflects
the process of natural selection. It is an iterative process that provides an optimum
solution. Table 2 showed the value of parameters used in GA.

Table 1 Effect of increasing gain parameters on response parameters

Parameters Rise time Overshoot Settling time Error

KP Decreases Increases Small change Decreases

K I Decreases Increases Increases Eliminates

KD Indefinite Decreases Decreases None
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Table 2 Value of parameters
used in GA

Parameter Type/value

Max generation 75

Population size 200

Selection Uniform

Crossover 0.8

Mutation 0.2

The tuning of controller parameters is optimized using GA while keeping ITAE
as our objective function. ITAE (Integral Time Absolute Error) is one of the most
commonly preferred performance indices tominimize the system error. The objective
function is given as in Eq. (6).

J = ∞∫
0
t |e(t)|dt (6)

where e(t) is the error signal.
Optimum values of PID parameters namely, KP, K I, and KD [14–16] and those

of FOPID namely, KP, K I, λ, KD, and μ are obtained through GA [17].
Figure 3 represents the block diagram of robotic manipulator with various control

schemes adopted in this paper.

4 Results

In this paper, the best possible selection of controller parameters for the control of
single link manipulator [11] modeled in Eqs. (1–3) is done. Here, a comparative
analysis is carried out between the conventional techniques and meta-heuristic algo-
rithms. The meta-heuristic algorithm used here is genetic algorithm, which is one of
the most primitive algorithm of its type. It searches the optimal value of controller
parameters (PID and FOPID) while minimizing the Integral Time Absolute Error
(ITAE) Performance Index [18].

Figure 4 shows the step response of the system under varied conditions. Table 3
displays the values of time response parameters for step input to the plant model
with different control methodologies. It can be clearly deciphered that the best per-
formance has been obtained by tuning the FOPID parameters through GA. The value
of parameters for all the control techniques has been summarized in Table 4.
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GA tuned PID
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Fig. 3 Block diagram of electric actuator for robotic manipulator with controllers

Fig. 4 Step response of system for no control, conventional control, and meta-heuristic based
control methods
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Table 3 Time response specifications with different control methodologies

Rise time (s) Settling time (s) Overshoot (%) Peak time (s)

Uncontrolled 0.4395 3.4787 31.1471 1.046

PID 0.0341 0.2590 29.9623 0.086

FOPID 0.0434 0.3283 28.7752 0.109

GA-PID 0.0299 0.1683 17.7307 0.075

GA-FOPID 0.0181 0.1351 10.6814 0.052

Table 4 Controller parameters for different control techniques

KP K I KD λ μ

Minimum limit 0 0 0 0 0

Maximum limit 100 100 100 2 2

PID 87 50 2.6 – –

FOPID 65 20 1.5 0.9 1.1

GA-PID 87.6681 8.8252 4.1580 – –

GA-FOPID 99.8903 75.6775 8.7928 0.0621 0.9964

5 Conclusion

This paper has focused on the design of an optimum controller for the control of a
single linkmanipulator. In due course, various control techniques havebeendiscussed
for the position control of servo which shows that conventional methods have limited
capabilities. For the purpose of controlling the position of SLM, an optimum FOPID
is designedwhereminimisation of integral time absolute errorwas themain objective.
The gain parameters of PID and FOPID were optimized using GA. The proposed
controller, GA tuned FOPID performance was compared with an optimally designed
PIDcontroller usingGA for the sameobjective function. The time-domain simulation
results show the effectiveness and the robustness of GA tuned FOPID as compared
to the classical PID.
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Synthesis of Antenna Array Pattern
Using Ant Lion Optimization Algorithm
for Wide Null Placement and Low
Dynamic Range Ratio

Prerna Saxena, Ashwin Kothari and Saurabh Saxena

Abstract This paper proposes pattern synthesis for wide null placement using Ant
Lion Optimization. The synthesis is modeled as a current amplitude-only optimiza-
tion. In addition, the Dynamic Range Ratio (DRR) constraint-based optimization
is proposed so as to minimize the complexity of array feed network and to reduce
the inter-element coupling in the antenna array. For the synthesis of pattern with
wide nulls and reduced Side Lobe Level (SLL), the proposed method offers 3 dB
improvement in peak SLL minimization and 4 dB improvement in wide null depth.
For DRR constraint-based array pattern synthesis, the proposed method yields supe-
rior performance in suppressing the SLL while reducing the DRR from 21.44 to
15.42.

Keywords Pattern synthesis · Wide null placement · Dynamic Range Ratio
(DRR) · Linear antenna array · Nature-inspired metaheuristics · Ant Lion
Optimization (ALO)

1 Introduction

Pattern synthesis is the procedure of deriving the antenna structure from a predefined
set of specifications on the radiation pattern. These specifications include Side Lobe
Level (SLL) reduction, close-in SLLminimization, and placement of single/multiple
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nulls. Traditionally, antenna array design has been based on closed-form solutions
obtained by analytical/semi-analytical, and gradient-basedmethods. Currently, novel
optimization techniques based on nature-inspired metaheuristics, characterized by
their ability to provide quick, robust, and economically viable global optimum solu-
tions, are emerging as alternatives to the classical methods of pattern synthesis.

The earliest metaheuristics applied for synthesizing the radiation pattern of linear
antenna arrays are genetic algorithm [1], simulated annealing [2], particle swarm
optimization [3], and ant colony optimization [4]. Of late, several newnature-inspired
metaheuristics have been applied to the optimization problemof antenna array pattern
synthesis. These include firefly algorithm [5], bacteria foraging optimization [6],
cuckoo search [7], cat swarm optimization [8], and spider monkey optimization [9].
The robustness of these algorithms is significantly reduced due to the need for tuning
of several parameters for optimization.

Recently, Ant Lion Optimization (ALO) [10] algorithm was proposed for array
pattern synthesiswhich exhibited enhanced exploratory search power and robustness.
In [10], ALO was used for unconstrained array pattern synthesis for SLL suppres-
sion and placement of sharp nulls. This results in an individual null in the specific
direction to cancel interference, which is possible only if the interference direction
is known. However, in cases where the arrival direction of interference signal is not
known exactly or it slowly varies with time, placement of a sharp null would need
continuous steering to maintain a desired signal-to-interference ratio. In such cases,
placement of wide nulls on the array pattern is required. Hence, in this paper, the
versatility of ALO algorithm is exploited by using it for wide null placement with
reduced SLL. In addition, ALO was proposed for unconstrained pattern synthesis in
[10] for amplitude-only optimization. However, if there is a large difference between
maximum and minimum current values, it leads to complexity in the implementation
of array feed network. To enable simplicity and ease in the design of array feed net-
work and also tominimize the inter-element coupling in the array, this paper proposes
the incorporation of Dynamic Range Ratio (DRR) constraint into the optimization
process for pattern synthesis.

Section 2 discusses the optimization problem formulation and the proposed
approach. Wide null placement in the array pattern by maintaining low SLL and
DRR constraint-based pattern synthesis is illustratedwith design examples in Sect. 3.
The proposed approach is validated by comparing with state-of-the-art methods. The
work is concluded in Sect. 4.

2 Problem Formulation

The geometry of the linear antenna array is illustrated in Fig. 1. The array factor is
given by (1) [3]

AF = 2
N∑

n=1

In cos(kxn cos θ + ψn) (1)
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Fig. 1 Array geometry

where In is the current excitation amplitude, xn is the position, and ψn is the current
excitation phase for nth element in the linear antenna array. k denotes the wave
number and θ represents the azimuth angle.

In this paper, the antenna array is designed to radiate in broadside. Thus,

(kxn cos θ + ψn)|θ=90◦ = 0 (2)

⇒ ψn = 0 (3)

Uniform phase excitation, i.e., ψn = 0 as given by (3) and uniform inter-element
spacing of λ/2 is maintained in the array. The array patterns are synthesized by
optimizing the amplitude of the excitation currents. Thus, the array factor is given
by (4).

AF(θ) = 2
N∑

n=1

In cos (kx (n) cos(θ)) (4)

where x (n) is given by,

x (n) = λ

4
+ (n − 1)

λ

2
(5)

2.1 Wide Null Placement with Reduced SLL

The fitness function F
(
Ī
)
for placement of wide null is given as

F
(
Ī
) = max

{∣∣∣AF Ī (θ)

∣∣∣
}∣∣∣

θ∈SLL
+ max

{∣∣∣AF Ī (θ)

∣∣∣
}∣∣∣

θ∈wide null
(6)
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Ī is the element current amplitude vector, θ ∈ SLL is the side lobe spatial region,
and θ ∈ wide null is the spatial region of the wide null.

2.2 Dynamic Range Ratio (DRR) Constraint-Based Peak
Side Lobe Level (PSLL) Minimization

The Dynamic Range Ratio (DRR) is defined as follows:

DRR = Imax
Imin

(7)

In addition to the ease of implementation of array feed network, a lowDRR facilitates
the reduction of inter-element coupling. F

(
Ī
)
denotes the fitness function and is

formulated as follows:

F
(
Ī
) =

∑

i

1

�θi

θui∫

θli

∣∣∣AF Ī (θ)

∣∣∣
2
dθ + wd DRR (8)

where θli and θui are, respectively, the lower and upper limits of azimuth angle for
the spatial region in which SLL is to be suppressed and �θi = θui − θli . wd is the
weighting coefficient and is given by

wd =
{
0 if DRR < desired value
1 elsewhere

(9)

In this paper, ALO algorithm [10, 11] is used for optimization and subsequent
array synthesis. ALO is inspired by the foraging behavior of net-winged insects
called ant lions. The steps of the algorithm are given below:

1. Building ant lion pit/trap
2. Movement of ants in the search space
3. Trapping of ants in the pits of ant lions
4. Sliding of ants inside the pit when they try to escape
5. Catching ants and rebuilding the trap
6. Elitism

The analogy of ALO with linear antenna array is illustrated in Table 1.
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Table 1 Analogy of ALO with linear antenna array

Ant lion optimization Linear antenna array

Aim: catching of prey (preferably ants) by ant
lion

Aim: optimization of antenna array radiation
pattern by using appropriate fitness function

Ant lions Antenna current amplitudes

Population of ant lions (n) No. of vectors of antenna current amplitudes
(n)

Step of random walk Iteration

Number of variables Number of antenna elements in array

Elite ant lion Antenna current amplitude vector for which
value of fitness function is minimum (best or
fittest solution)

Prey Optimum

Shooting of sand toward the top of the pit by
ant lion

Adaptive shrinking of radius of random walk
hypersphere

3 Results and Discussion

This section presents design examples for wide null placement with reduced SLL and
synthesis of array pattern while maintaining low value of DRR. The array synthesis
is achieved by optimizing the antenna current amplitudes.

3.1 Wide Null Placement with Reduced SLL

Design example 1 illustrates a 20-element array for array pattern synthesis with wide
null placement and minimization of SLL. Wide null placement is desired between
θ = 50° and θ = 60°. The optimization employs fitness function given by (6). The
optimized current amplitudes are shown in Table 2.

Unlike SMO [9], the proposed approach (ALO) gives a smooth and tapering cur-
rent distribution which is preferred for the ease of implementation. The ALO opti-
mized array pattern is depicted in Fig. 2. Figure 3 shows the array pattern comparison
between SMO- and ALO-based designs.

Table 2 Optimized current amplitudes for wide null placement with reduced SLL

Method Optimized current amplitudes

SMO [9] 0.9987 0.9974 1.0000 0.8344 0.6417

0.6533 0.4761 0.5964 0.2574 0.2147

Proposed (ALO) 1.0000 0.9950 0.9685 0.8247 0.6928

0.6067 0.5031 0.4781 0.2427 0.1570
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Fig. 2 Optimized array
pattern

Fig. 3 Array pattern
comparison between
ALO-based and SMO-based
designs

The peak SLL and null depth of the wide null obtained by SMO [9] and the
proposed approach are summarized in Table 3. It shows that using the proposed
approach (ALO), the depth of the wide null is below −59 dB and the side lobe
level is below −27 dB. As compared to SMO [9], the proposed method offers 3 dB
improvement in peak SLL minimization and 4 dB improvement in wide null depth
control.
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Table 3 Peak SLL and wide
null depth

Peak SLL (dB) Wide null depth (dB)

SMO [9] −24 <−55

Proposed (ALO) −27 <−59

3.2 Dynamic Range Ratio (DRR) Constraint-Based Peak
Side Lobe Level (PSLL) Minimization

Design example 2 comprising of 30-element array is illustrated for minimizing the
PSLL. The inter-element spacing is λ/2. The side lobe region is defined as θ = [0°,
82°] and θ = [98°, 180°]. In the first case, the fitness functionwithout DRR constraint
is used for the optimization. Table 4 shows the ALO optimized excitation amplitudes
along with those obtained by the Taguchi method [12].

The ALO optimized array pattern with PSLL of −47.35 dB is shown in Fig. 4.
Unlike the equal side lobe pattern of Dolph–Chebyshev array, the obtained array is
characterized by a decaying nature of side lobes which results in minimizing the
radiation energy loss in undesired directions. However, the DRR is 31.4485 which is
unacceptable at the implementation stage. The DRR for Dolph–Chebyshev array for
the same SLL is only 15.4245. This problem is overcome by including the constraint
for DRR in the optimization process. In the second case, the fitness function with
DRR control given by (8) is used. Figure 5 shows the obtained array pattern. The
optimized excitation amplitudes are given in Table 4 along with the amplitudes
obtained by TM [12].

The current amplitude distribution obtained by the proposed approach without
and with DRR constraint is shown in Fig. 6.

Table 4 Optimized normalized excitation amplitudes without and with DRR constraint

Method Without DRR constraint

TM [12] 1.0000 0.9763 0.9302 0.8641 0.7824

0.6886 0.5894 0.4887 0.3918 0.3021

0.2214 0.1541 0.0991 0.0581 0.0257

Proposed (ALO) 1.0000 0.9758 0.9290 0.8625 0.7800

0.6865 0.5866 0.4860 0.3886 0.3000

0.2193 0.1529 0.0981 0.0603 0.0318

With DRR constraint

TM [12] 1.0000 0.9785 0.9353 0.8728 0.7943

0.7063 0.6093 0.5119 0.4176 0.3269

0.2461 0.1773 0.1170 0.0778 0.0466

Proposed (ALO) 1.0000 0.9796 0.9367 0.8759 0.7991

0.7126 0.6174 0.5223 0.4266 0.3396

0.2573 0.1893 0.1263 0.0886 0.0648
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Fig. 4 Array pattern without DRR constraint for design example 2

Fig. 5 Array pattern with DRR constraint for design example 2
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Fig. 6 Current distribution without and with DRR constraint

Table 5 PSLL and DRR PSLL (dB) DRR

Without DRR
constraint

TM [12] −44.65 38.1

Proposed (ALO) −47.35 31.4485

With DRR
constraint

TM [12] −46.21 21.44

Proposed (ALO) −47.38 15.4245

The obtained PSLL is −47.38 dB and the array is constrained to have DRR same
asDolph–Chebyshev array (DRR= 15.4245). Table 5 shows that as compared to TM
[12], ALO yields superior performance in suppressing the SLL while maintaining a
much lower DRR.

4 Conclusion

This paper proposed antennapattern synthesiswithwidenull placement and lowDRR
using ALO. For wide null positioning with reduced SLL, the proposed method offers
3 dB improvement in peak SLL minimization and 4 dB improvement in wide null
depth. For DRR constraint-based array pattern synthesis, the proposedmethod yields
superior performance in suppressing the SLL while reducing the DRR from 21.44 to
15.42. The proposed approach provides state-of-the-art performance demonstrating
its suitability for constrained real-time antenna pattern synthesis.
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Design and Analysis of a Hybrid
Non-volatile SRAM Cell for Energy
Autonomous IoT

Kanika, Nitin Chaturvedi and S. Gurunarayanan

Abstract Powering billions of devices is one of the most challenging barriers in
achieving the future vision of IoT. Most of the IoT based systems depend on the
battery for power supply. However, the battery’s limited power budget shortens the
lifetime, whereas their frequent replacement increases the cost. In addition, their dis-
posal can create several environmental and health issues. Energy autonomy emerges
as a solution to address these problems offering the advantage of a theoretically infi-
nite lifetime and low cost. However, there are many challenges in realizing them.
In this paper, we outline the challenges involved with the intermittent power supply
causing the power outage in energy autonomous systems. To address these chal-
lenges emerging magnetic memory has been explored as an efficient way to ensures
reliable operation under frequent power failure. Moreover, IoT nodes have a short
period of computation followed by a large period of inactivity such that they suffer
from large leakage power dissipation. Ultralow power IoT node is achieved through
normally-off computing which offers zero leakage power dissipation during standby
mode by turning off the components when not in use. Therefore, we propose a non-
volatile SRAM cell with STT-MTJ for normally-off applications which retain the
state on-chip during power failure/power off and quickly resume the operation from
the point of interruption. Also, two writing schemes for the proposed cell are pre-
sented as single-phase and two-phase where two-phase writing scheme consumes
86% less power than the single-phase writing scheme.
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1 Introduction

IoT has gained the interest of many researchers all over the world. It is defined as
network of things with internet connectivity to enable exchange of information and
data [1]. Things, in IoT sense, can refer to any physical device, people, building,
heart monitoring implants, vehicles, weapons assisting firefighters in search, and
rescue operation, etc. They are anywhere anytime employable small sensor-based
system which collects data from the surrounding and have decision making capa-
bility [2]. The end devices in IoT network are also referred as IoT nodes. Today,
their count reaches to a few billion and it is expected to grow to 50 billion in 2020
[3], which would be 6× the world’s current population. Futuristic Gaudin [4] and
Sparks [5] predicts a faster rate with number of IoT nodes reaching trillions creat-
ing great opportunities for society, industry, and economy. However, there are many
challenging barriers in achieving this goal which arises due to stringent requirement
of low power, low cost, and small size of IoT node. One of the biggest challenges
faced by the IoT network is powering countless nodes. They cannot be powered
by a cord because that would populate the earth with web of cords. Also, it will
increase the expense of employing them. Sometimes it is even infeasible to wire
them [6]. With batteries devices become bulky as well as post-deployment mainte-
nance cost increases due to frequent replacements [7]. In addition to the cost of new
batteries, there is cost incurred during system downtime. Also, battery disposal has
hazardous effect on environment as well as on human. To address these problems,
energy autonomy seems to be an attractive and feasible solution. It offers a low cost
and eco-friendly solution to battery problem. Energy autonomous or self-powered
devices are powered by sources such as thermal, radiant, and mechanical energy [7].
However, there are many challenges in realizing them. Renewable power sources
used for harvesting have low conversion efficiency and they are not reliable. Most
of the IoT nodes suffer from performance degradation due to frequent power fail-
ures occurring due to unstable nature of ambient sources. System initialization after
power failure requires energy-intensive boot process. Also, completion of task may
take longer time since intermediate results could not be saved [8]. These problems
have attracted researchers both from the industry and academia to propose some
techniques that can be augmented with energy autonomous system to ensure con-
tinuous forward progress even with frequent power failures. Non-volatile Memory
(NVM) architecture opens the possibility to compute continuously with the inter-
mittent power. By incorporating emerging non-volatile technologies, it can maintain
the temporary state and resume the computation once the power is recovered. IoT
node based on normally-on computing suffers from large leakages due to low duty
cycle (active period ismuch smaller than standby period) operationalmode. Address-
ing this problem, normally-off computing achieves complete elimination of leakage
power by turning off the system when it is idle. Emerging non-volatile memories
which can be incorporated with the CMOS are PCM, FRAM, RRAM, and MTJ.
Among all magnetic memories, STT-MTJ is reported as one possible candidate for
low power IoT nodes due to low switching current, fast switching times, and high
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endurance. Therefore, we propose non-volatile hybrid SRAM cell which is robust to
sudden power failure. The data in proposed NV-SRAM cell is held by both internal
storage nodes (q & qc) and the MTJs. Now since the MTJ stores the most recent
value it does require any backup operation before power failure or power down.

The main contributions of the paper are:

1. We explore various previously proposed techniques addressing the issue of unsta-
ble power supply in energy autonomous/self-powered systems

2. Wedesign anormally-off computing-basednon-volatile hybridSRAMcellwhich
is turned OFF when not in use and is robust to power failures.

3. To demonstrate the advantage of non-volatility the proposed NV-SRAM cell is
evaluated by simulating all the memory operation.

4. The proposed NV-SRAM cell is presented with two writing schemes. The two-
phase write operation reduces the power consumption by approximately 86%
when compared with single-phase write operation.

The rest of the paper is organized as follows: Sect. 2 describe various techniques
to address the challenges due to inefficient power supply. Section 3 presents the
proposed NV-SRAM cell with all its operation. In Sect. 4 simulation setup and
results are presented and Sect. 5 finally concludes the paper.

2 Background

This section focuses on various techniques proposed by researchers all over theworld
to address the problem of intermittent power supply.

Periodic/On-Demand Backup In this technique, the state of the system is peri-
odically checkpointed to off-chip non-volatile storage. To retrieve the complete state
of processor, status of register file, program counter, instruction cache, data cache,
and memory is required. Therefore, all of them should be preserved before power
loss [9]. The periodic backup method has an advantage of simplicity but it lacks
flexibility to adjust the backup interval according to power profile [7]. Whereas in
on-demand backup technique state is saved whenever required, saving the energy
wasted in unnecessary backups. This method requires early prediction of power fail-
ure which can be done by constantly monitoring the power level and once the power
is below a threshold value, it triggers the backup operation [10].

Hybrid Non-volatile Memory (NVM) The technique which is highly robust in
case of sudden power failure is hybrid non-volatile memory architecture [11, 12].
NVM architecture consists of embedded non-volatile flip-flop (NVFF) and non-
volatile memory (NVM) components that can retain the state during power failure
without requiring any backup operation [13]. Processors with embedded NVFF and
NVM are termed as Non-Volatile Processor (NVP) to differentiate it with the con-
ventional volatile processor. The storing and restoring operation are transparent to
the user resulting in 1000× faster wake up times compared to conventional check-
pointing technique [14]. Emerging non-volatile memories such as FeRAM, PCM,
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RRAM, and STT-MRAM are the possible candidate for hybrid memories. Quick
recall [14] is one such system using FeRAM for in situ checkpointing of systems
state. Among all emerging non-volatile memories, STT-MRAM shows promising
results as it offers faster read/write times, high endurance, better scalability, and
compatibility with CMOS logic. Also, it can be incorporated at any level of memory
hierarchy [15–19]. Therefore, we propose MTJ based hybrid non-volatile SRAM
cell which is resilient to sudden power outage.

3 Proposed NV-SRAM Cell

This section presents the proposed normally-off and instant-on computing-based
hybrid non-volatile SRAM cell with all its operation. Non-volatile SRAM has been
proposed to preserve the state during power failure while providing faster wake up
times. Additionally, normally off and instant-on architecture allows SRAM cell to
normally turn off when not in use and instantly turn on with full performance when
needed eliminating large standby mode power dissipation.

3.1 Cell Design Concept

The proposed NV-SRAM cell as shown in Fig. 1 consist of conventional 6T SRAM
cell modified usingMTJ to incorporate non-volatility. TwoMTJs are used per SRAM
cell. MTJ1a is connected to bitline BL and similarly, MTJ1b is connected to bitline
BL_bar. In addition to 6T SRAM core, an equalization transistor is also added which
is connected between the nodes q and qc. The data written into the SRAM cell is
held by cross-coupled inverter as well asMTJs. Since theMTJ stores the current data
there is no need to run a backup operation before turning OFF the memory. The main
advantage of proposed non-volatile SRAM cell is retention of status of intermediate
computation before sudden power failure.

Fig. 1 Proposed NV-SRAM cell
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Fig. 2 Writing logic ‘1’ into the proposed NV-SRAM cell

The proposed NV-SRAM cell works in three operational modes: Write, Read,
and Restore. Write operation refers to writing into the MTJ as well as cell internal
nodes q and qc. Similar to conventional SRAM cell, read operation in NV-SRAM
cell refers to reading the value stored by the cell nodes q and qc. Whereas, restore
operation is performed after power restoration to resume the execution from the point
of interruption.

Write operation: In this mode of operation, value is written into the nodes as well
as MTJs through the bitlines. Let us assume that cell initially stores a logic ‘0’ where
node q stores logic ‘0’ and node qc stores logic ‘1’. For Writing logic ‘1’ bitline BL
is charged to Vdd while BL_bar is pulled to ground. Now asserting control signal
WL and EQ high provides a path for current to flow from MTJ1a → q → qc →
MTJ1b switching MTJ1a from LRS to HRS and MTJ1b from HRS to LRS as shown
in Fig. 2. Thus, write operation is completed in a single step.

However, two-phase backup scheme can be employedwhich result in lower power
consumption compared to single-phase backup operation. The two-phase backup
operation is performed in the following steps:

Phase I: During this phase, value is written onto the MTJs. Similar to single-
phase write operation let us assume that the cell initially stores a logic ‘0’ where
node q stores logic ‘0’ and node qc stores logic ‘1’. For Writing logic ‘1’ bitline
BL is charged to Vdd while BL_bar is pulled to ground. Meanwhile wordline WL is
asserted high which allow current to flow from bitline BL to node q through MTJ1a
and from node qc to bitline BL_bar through MTJ1b. The cell is sized in such a way
that opposite value on bitlines will not flip the data held by internal node. At the
completion of this step, MTJ1a is switched from LRS to HRS, conversely MTJ1b is
switched from HRS to LRS.

Phase II: In this phase, the data value is transferred to the cell internal nodes
q & qc. The control signal EQ is asserted high to trigger this phase. Meanwhile
both the bitlines are discharged to ground. After attaining equal voltages at nodes
q & qc control signal EQ is asserted low. Now asserting WL causes current to flow
from nodes to bitlines through MTJ. The potential drop at the node depends on
the resistance state of the MTJ. MJT with LRS (low resistance state) will cause
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corresponding node to fall very quickly. The differential potential at the node is
pulled to full swing by cross-coupled action.

The main advantage of two-phase write operation is power saving while writing
the same bit. During phase I, bitline and node are at same potential if same bit is to
be written. Therefore, no current flows in the circuit for complete phase I duration
resulting in lower power consumption.

Read operation: During read mode, the value stored by cell internal nodes q and
qc are transferred onto bitlines BL and BL_bar. The operation starts with precharging
the bitlines to Vdd. After precharging bitlines, wordline WL is asserted high which
causes one of the bitline to discharge as shown in Fig. 3.

Restore operation: After the power restoration, restore operation is performed
to retrieve the data stored in the MTJ into the cell nodes q & qc. During the restore
operation, the control signal EQ is asserted high to equalize the nodes q & qc.
Meanwhile, both the bitlines are discharged to ground. After attaining equal voltages
at nodes q & qc control signal EQ is asserted low. Now asserting WL causes current
to flow from nodes to bitlines through MTJ as shown in Fig. 4. The potential drop at
the node depends on the resistance state of the MTJ. MJT with LRS (low resistance
state) will cause corresponding node to fall very quickly. The differential potential
at the nodes is converted to full voltage level by cross-coupled action.

Fig. 3 Reading logic ‘1’

Fig. 4 Restore operation
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4 Results

In this section experimental methodology is presented followed by an evaluation of
proposed NV-SRAM cell using obtained simulation results. The simulations were
carried out using the HSPICE circuit simulator from Synopsys. By using PTM20 nm
FinFETmodel, STT-MTJ HSPICEmodel [20] and power supply of 0.9 V simulation
has been performed. Figure 5 plots the simulatedwaveformwith all the basicmemory
operation.

The simulation begins with two-phase write operation followed by read operation.
Then power supply is disconnected to represent power down or power failure. After
power outage restore operation is performed to retrieve the previously saved state.

The energy consumption by proposed NV-SRAM cell during write, read, and
restore operationalmodes are tabulated inTable 1. The simulation results demonstrate
that energy consumption during write operation is reduced by approximately 86%
compared to single-phase write operation when two-phase writing approach is used.
During single-phase write operation the equalization transistor is turned ON for
complete duration which results in the formation of short circuit path from bitlines
to ground. Therefore, large amount of current flows which increases the energy
consumption during single-phase write operation.

Fig. 5 Simulated waveform of proposed NV-SRAM cell
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Table 1 Energy consumption by proposed NV-SRAM cell

Single-phase write
(fJ)

Two-phase write (fJ) Read (fJ) Restore (fJ)

Energy consumed
during writing of
same bit

1720 1.2 7.9 109

Energy consumed
during writing of
opposite bit

1720 478 7.9 109

5 Conclusion

In this paper, we address the challenges involved with batteryless system using ambi-
ent sources for power supply. The unreliable nature of these ambient sources causes
loss of current state. To overcomes this problem many approaches were proposed.
While non-volatile processor with energy harvesting shows a promising future in
IoT to guarantee the perpetual operation, other approaches are not efficient under
intermittent power supply. The proposed NV-SRAM cell is immune to power failure
as state is retained before the power failure without performing any backup oper-
ation. IoT nodes have small power budget, therefore, lower power consumption in
proposed NV-SRAM is achieved through normally-off computing. Furthermore, use
of two-phase write operation lowers the power consumption by 86% compared to
single-phase write operation.
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Bandgap Engineering of AgGaS2
for Optoelectronic Devices:
First-Principles Computational
Technique

Maneesha Purohit, Seema Kumari Meena, Alpa Dashora and B. L. Ahuja

Abstract Electronic and optical properties of pristine and doped (with Al and In)
AgGaS2 have been computed using full potential linearized augmented plane wave
method within density functional theory. Effect of Al and In doping on bandgap,
energy bands, and density of states has been studied. Change in real and imaginary
part of dielectric constant have also been analyzed to check the effect of doping and
applicability of these materials for optoelectronics.

Keywords Ternary chalcopyrite · Electronic properties · Optical properties ·
Bandgap tuning

1 Introduction

In the current environmental scenario, search for high power, small-size, low-cost,
and environmental friendly optoelectronic devices are highly required. The continu-
ous drive is going on in optoelectronic industry to design reasonably good materials.
The ternary semiconductor chalcopyrites are one of the most studied materials for
optoelectronic and photovoltaic applications in past few decades due to their direct
bandgap [1, 2]. Among chalcopyrites, AgGaS2 has attracted much attention, because
of its direct bandgap of 2.51 eV, which is in the range desirable for applications in
light-emitting diodes (LEDs) and high-efficiency tandem solar cells [3–5]. LEDs
play important role in computer hardware. It can be used in monitoring technology,
optical mouse, status indicator on monitor, keyboard, motherboard, printer, speaker,
and CD drive, etc.
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In previous studies, Tell andKesper [6] and Tell et al. [7] have studied the lumines-
cence, reflectivity, electroreflectance, and absorption edge of AgGaS2 and AgGaSe2
compounds andmeasured the electronic andoptical properties.Grimsditch andHolah
[8] have determined elastic moduli of AgGaS2 for the first time at room temperature
using laser Brillouin scattering. Artus and Bertrand [9] have proven the splitting
of AgGaS2 uppermost valence bands experimentally by crystal-field and spin-orbit
interaction. Tang et al. [10] have reported tuning of bandgap on substituting S by Se
in AgGaS2. Electronic and optical properties of AgGaS2 and AgGaSe2 and CuGaS2
have been studied using full potential linearized augmented plane wave (FP-LAPW)
method [11, 12]. The other first-principles studies to study electronic and optical
properties are also available for AgGaS2, AgGaSe2, CuGaS2, CuGaSe2, CuInS2, etc.
[13–15]. Further, AgGa1-xInxS2 (for x = 0 − 1) have also been experimentally
studied in terms of bandgap tailoring and its application for photovoltaics [16, 17].
Recently, AgGa0.5In0.5S2 single crystals were synthesized and the value of bandgap
is obtained as 2.0 eV [18]. However, there is no experimental and theoretical reports
available on electronic response of AgGa0.5Al0.5S2.

In this paper, we present the electronic and optical properties of AgGaS2,
AgGa0.5Al0.5S2, and AgGa0.5In0.5S2 using first-principles technique.

2 Computational Details

For the computation of electronic and optical properties, we have used FP-LAPW
method which is embodied into WIEN2 K package [19, 20]. In this method, the unit
cell is divided into nonoverlapping atomic spheres called muffin-tin (MT) spheres
and interstitial region. In theMTsphere electrons can be approximated by atomic-like
wave functions, whereas in the interstitial region they can be approximated by plane
waves. For exchange-correlation, we have applied PBEsol functional [21] based on
generalized gradient approximation (GGA).

In our work, we have used k points from 10× 10× 10Monkhorst–Pack sampling
in the irreducible Brillouin zone (BZ), for the self-consistent field calculation. The
MT radii were taken to be 2.50, 2.32, and 2.00 Å for Ag, Ga, and S, respectively
for the AgGaS2. For AgGa0.5Al0.5S2 MT radii were taken to be 2.50, 2.32, 2.22, and
2.20 Å for Ag, Ga, Al. and S, respectively. In case of AgGa0.5In0.5S2, MT radii were
considered as 2.50, 2.37, 2.42, and 1.98 Å for Ag, Ga, In, and S, respectively. The
wave functions in the interstitial regions were expanded in plane waves with cutoff
RMTkmax = 7.0 to converge the energy eigenvalues. Here RMT and kmax represent MT
sphere radius andmagnitude of largest k vector in planewave expansion, respectively.
Thewave function inside theMT spherewas expanded up to lmax = 10 and the Fourier
expansion of the charge density was up to the value Gmax = 12. Optical properties
are also calculated using WIEN2 k code [22].
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3 Structural Information

The base compoundAgGaS2 crystallizes in the chalcopyrite structure having tetrago-
nal space group I42d (a= b �= c, α = β = γ = 90°), which is typically formed by two
zinc blende structures with the same arrangement of anions and different arrange-
ments of cations. In Fig. 1a–c we have shown the crystal structure of AgGaS2,
AgGa0.5Al0.5S2, and AgGa0.5In0.5S2 using XCRYSDEN visualization programme
[23]. To develop the Al/In doped system, we have replaced half of the Ga atom
with Al/In. Using the FP-LAPW method, we have performed volume optimization
and calculated the optimized lattice parameters. Our optimized lattice parameters
along with available experimental and theoretical data are compiled in Table 1. The
calculated values are in good agreement with the available data in case of AgGaS2.

Fig. 1 Crystal Structure of a AgGaS2 b AgGa0.5Al0.5S2 c AgGa0.5In0.5S2

Table 1 The calculated lattice parameters a (inÅ) and the c/a ratio ofAgGaS2 andAgGa0.5Al0.5S2
and AgGa0.5In0.5S2 along with available experimental and other theoretical values

Parameters AgGaS2 AgGa0.5Al0.5S2 AgGa0.5In0.5S2

This work Experiment Theory This work This work

a (in Å) 5.609 5.755a 5.587b, 5.722c,
5.756d

5.572 5.838

c/a 1.929 1.786a 1.863b, 1.857c,
1.852d

1.968 1.814

aReference [6], bReference [11], cReference [13], dReference [14]
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4 Results and Discussion

4.1 Electronic Properties

Electronic properties of pure and doped compounds are discussed using energy bands
and density of states (DOS),which are shown in Figs. 2a–c and 3a–c. In Fig. 2 (Fig. 3),
the solid horizontal (vertical) line in energy bands (DOS) shows the position of Fermi
energy (EF) which is scaled to 0.0 eV reference level. Further by the observation of
energy bands and DOS, it is seen that the energy bands in energy ranges −13.8 to
−12.0, −13.6 to −12.0, and −13.6 to −11.6 eV for AgGaS2, AgGa0.5Al0.5S2, and
AgGa0.5In0.5S2, respectively, are mainly dominated by 3 s states of S atoms. Further,
there is major contribution of Ga-3d and In-4d states in AgGaS2 and AgGa0.5In0.5S2,
respectively. Further in energy range −7.5 to −5.4, −7.0 to −5.0 and −7.1 to −
5.1 eV for AgGaS2, AgGa0.5Al0.5S2, and AgGa0.5In0.5S2, respectively, bands are
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Table 2 Energy bandgaps
derived from
FP-LAPW-PBEsol
calculations along with earlier
reported data for AgGaS2,
AgGa0.5Al0.5S2, and
AgGa0.5In0.5S2

Sample Reference Eg (in eV)

AgGaS2 This work 0.86

Experiment 2.51a

Other calculations 0.95b, 1.005c, 1.00d

AgGa0.5Al0.5S2 This work 1.23

AgGa0.5In0.5S2 This work 0.73

Experiment 2.00f

aReference [6], bReference [11], cReference [14], dReference [15],
fReference [18]

mainly formed due to Ga-4 s states in AgGaS2, Al-3 s states in AgGa0.5Al0.5S2 and
In-5 s states in AgGa0.5In0.5S2. Energy bands in range −5.1 to 0.0, −4.9 to 0.0, and
−4.8 to 0.0 eV for AgGaS2, AgGa0.5Al0.5S2, and AgGa0.5In0.5S2, respectively, are
dominated due to 4d states of Ag atoms, 3p states of S atoms. A small contribution of
Ga-4p states in AgGaS2, Ga-3d, and Al-3p states in AgGa0.5Al0.5S2, Ga-3d, and In-
5p states in AgGa0.5In0.5S2 is observed. Further, the formation of lower conduction
bands are originated due to 4s and 4p states of Ga; 3s and 3p states of Al and 4s, 4p
states of In.

From the inspection of the valence band maxima and conduction band minima,
it is seen that all the studied compounds have direct bandgap (Eg) at � point of BZ.
The calculated Eg of AgGaS2, AgGa0.5Al0.5S2, and AgGa0.5In0.5S2 using PBEsol are
0.86, 1.23, and 0.73 eV, respectively. These values are also collated in Table 2 along
with the available experimental and theoretical values. It is seen that the present value
of bandgap for AgGaS2 is not in accordance with the experimental value; however,
few theoretical values are close to the present calculated value for AgGaS2. There
are no experimental data available for doped AgGaS2. We have seen that the value
of bandgap increases (decreases) on substitution of Al (In) in AgGaS2.

In absence of experimental bandgap for Al and In doped AgGaS2, we have esti-
mated the bandgap using well-known virtual crystal approximation which employs
the experimental bandgap of end-compounds, AgGaS2, AgAlS2, and AgInS2 (2.51,
3.13, and 1.87 eV, respectively) [24] using the following relations:

Eg
(
AgGa0.5Al0.5S2

) = Eg
(
AgGaS2

) ∗ 0.5 + Eg
(
AgAlS2

) ∗ 0.5, (1)

Eg
(
AgGa0.5In0.5S2

) = Eg
(
AgGaS2

) ∗ 0.5 + Eg
(
AgInS2

) ∗ 0.5 (2)

The estimated bandgaps of AgGa0.5Al0.5S2 and AgGa0.5In0.5S2 using Eqs. 1 and
2 are found to be 2.82 and 2.19 eV, respectively. Therefore, it is seen that the value of
bandgap increases (decreases) on doping of Al (In) in AgGaS2. The trend of bandgap
is in tune with our calculated values.
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4.2 Optical Properties

It is known that optical properties of solids play important role in deciding appli-
cations of materials. Dielectric function ε(ω) is one of the most important optical
parameter of a solid, which is composed by two components: real 21 and imaginary
22 [ 2(ω) = 21(ω) + i 22(ω)]. It is known that the optical properties reflect the fine
structures of the energy distribution of the electron states in the valence and con-
duction bands. 21 and 22 are calculated for perpendicular ( 2⊥c) and parallel ( 2||c)
directions of compounds. It is worth mentioning that the crystal structure with tetrag-
onal symmetry can be resolved into two nonzero components, which are parallel (||)
and perpendicular (⊥) to c crystallographic axis. These components are

εxx(ω) = ε⊥(ω) and εzz(ω) = ε||(ω). (3)

We have presented the average of both polarization for imaginary parts of the
dielectric function in Fig. 4. The peaks in the imaginary part of dielectric function
[ε2(ω)] are originated due to electric dipole transitions between the occupied and
unoccupied states and their origin can be explained using the energy bands.

In Fig. 4, it is seen that there is negligible absorption in the energy range up to
0.83 eV forAgGaS2 and this energy range increases forAgGa0.5Al0.5S2 (1.20 eV) and
decreases for AgGa0.5In0.5S2 (0.72 eV). After this threshold energy we found the first
peak (A) at 2.79, 2.90, and 2.73 eV for AgGaS2, AgGa0.5Al0.5S2, and AgGa0.5In0.5S2,
respectively. It is originated due to direct band transitions at N point of BZ. The next
peak (B) is found to be at 3.4, 3.2, and 3.8 eV for AgGaS2, AgGa0.5Al0.5S2, and
AgGa0.5In0.5S2, respectively.

From the real part of dielectric function, ε1(ω), the value of dielectric con-
stants from present PBEsol calculations are 7.67, 6.98, and 7.29 for AgGaS2,
AgGa0.5Al0.5S2, andAgGa0.5In0.5S2, respectively.Therefore, it is seen that the present
optical properties are good enough to employ the presently studiedmaterials inLEDs.

Fig. 4 Imaginary part of
Dielectric function for
AgGaS2, AgGa0.5Al0.5S2,
and AgGa0.5In0.5S2
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5 Conclusion

The theoretical study of ternary chalcopyrite compound AgGaS2 and doped com-
pounds AgGa0.5Al0.5S2 and AgGa0.5In0.5S2 using FP-LAPW method within DFT is
presented. On the doping of Al and In in AgGaS2 band gap increases and decreases
from 0.86 eV to 1.23 and 0.73 eV, respectively. Therefore, In and Al doping can tune
the bandgap to the desired value, which is useful in designing new optoelectronic
materials working at desired wavelengths.
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Intelligent Power Sharing Control
for Hybrid System

Preeti Gupta and Pankaj Swarnkar

Abstract Interest in the hybrid system is rapidly increasing with the improvement
of battery energy storage system. The hybrid system comprising AC and DC sources
connected to the grid is ofmore interest. For interconnection of the sources, interlink-
ing converters are required to maintain the power balance between source and load.
An intelligent, simple and effective power-sharing control for hybrid system is pro-
posed in this paper. The controllermanages the active power sharing alongwithmain-
taining constant DC voltage while accounting battery energy storage system (BESS).
To verify the proposed method, a test system is developed in MATLAB/Simulink
environmentwhere photovoltaic (PV), fuel cell, and battery are elected as the primary
distributed sources.

Keywords PV · Fuel cell · Hybrid system · Grid connected

1 Introduction

The hybrid power system is emerging as a flexible solution that integrates renewable
energy sources in the distribution systemwhich has advantages concerning reliability
and power quality. The distributed energy resources like photovoltaic, wind turbines,
BESS, and fuel cell are regarded as flexible power sources and are connected directly
to the low voltage network. Intelligent control and power management system is the
heart of the hybrid system operation, which has to face issues like coordination
among different distributed sources, BESS, and loads. A control strategy should
be designed in such a manner to make the system stable under any disorder and
constraint variations. In this paper, fuel cells andPVare considered asDGsources.An
intelligent control should share dynamic power in the hybrid system [1]. PV system
in compliance with power quality standards is given by [2]. Neuro-fuzzy strategywas
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used as a part of the supervisory controller which deals with the working methods
of the system. A grid adaptive power management control is scheduled for abnormal
conditions, priority-based load shedding with the assurance of power quality [3].
However, the operating algorithm excludes battery to improve the performance of
the system.

Different authors proposed various topologies for power management based on
droop control. However, to get better system performance, DC-link voltage stabi-
lization, fuzzy logic, and neural network is used by different authors [4]. Different
energy management control methods and their performance were discussed in [5–7].
Grid-connected system control is simple and widely used. Two control strategies can
be adopted for grid-connected system, grid following, and grid forming [8]. Power
electronic converters play an important role in the hybrid system, and its control
design is very sensitive to any disturbance [9, 10]. Tomake coordination betweenDG
and grid, coordinated control schemes are used [11]. AC-coupled and DC-coupled
grid-connected hybrid systems are in existence and depending on the availability of
resources different schemes can be used [12]. Motivated by the previous research
on the aforementioned issues, this paper presents an intelligent control strategy for a
hybrid system, which enables a smooth transient performance during sudden impact
of loadwith objectives (i) To achieve intelligent control coordination among different
sources like PV, FC, battery, Grid, and load (ii) To manage the voltage at PCC (iii)
To manage the power flow under different conditions, e.g., fault, sudden change in
load, etc. The overall control scheme has been tested in MATLAB.

2 System Description and Modeling

The proposed grid-connected hybrid system which incorporates 50-kW PV, 50-kW
fuel cell, and battery as sustainable power sources is shown in Fig. 1. Primary gen-
eration is accomplished through PV array, and SOFC is utilized as reinforcement
because of the intermittent nature of solar insolation. The battery is associated with
the DC bus through a bidirectional converter to make smooth charging and discharg-
ing operations. In a grid-connected hybrid system with DC loads, the momentary
power relationship is given by

Pbst = Pb(t) + PDC(t) + Pinv(t) + PL(t) (1)

where Pbst is the output power of the boost converter, Pb is the power delivered by
the battery management control, PDC is the power to the DC-link capacitor, Pinv is
the power extracted by the inverter, and PL is the power consumed by the DC load,
the instantaneous AC power can be written as

Pac = Vm Im
2

− Vm Im
2

cos 2ωt (2)
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Fig. 1 Intelligent power-sharing hybrid controller (IPSC)

Table 1 Actions of the
intelligent controllers for
different operating modes

Case Battery voltage Mode

1 Vb < VU1 Mode 2

2 VU1 < Vb < VU2 Mode 1

3 Vb > VU2 Mode 3

4 VL1 < Vb < VU2 Mode 3

5 VL1 < Vb < VU1 Mode 1

where Vm and Im are the amplitude of the phase voltage and phase current of grid and
ω is the angular frequency, respectively. Table 1 explains the action of the intelligent
controller with different operating modes.

3 Control Strategy

In this paper, constant current control and constant power control are used for the
grid-connected inverters. In grid-connected mode, PQ control is utilized for inverter-
interfaced energy sources. In constant current control, to obtain current references,
the inverter output currents are regulated while, in constant power control the active
power is proportional to the d-axis components, and the reactive power is proportional
to the q-axis components. The overall vector for voltage or current is dependent on d
and q axes parameters. Change in the angle consequently changes the frequency. The
power set points and measured powers are utilized to calculate power errors which
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are the command signal to PI controller given to the PWM to generate firing pulses.
The current references are calculated as

Idref =
(
kp + ki

s

)
(Pref − Pmeas) (4)

Iqref =
(
kp + ki

s

)
(Qref − Qmeas) (5)

The control methodology of the grid-connected inverter includes a voltage loop
which maintains the constant DC-link voltage which in turn provides the reference
for the inner current control loop. The control strategy involves the transformation
of three-phase AC current into d and q-axis components, in the synchronous rotating
frame.

The vector relationship among inverter voltage V, hybrid system voltage E, and
inductor reactance X governs the active and reactive power flow between the hybrid
system and grid.

P = 3

2

V E

X
sin δP (6)

Q = 3

2

V

X
(V − E cos δP) (7)

δP = δv − δE (8)

Under small perturbations dependency of active power is on power angle δp
and reactive power on the magnitude of inverter voltage. Proper coordination of
converters in the hybrid system ensures reliable supply under diverse conditions.

4 Proposed Intelligent Control

Controlling parameters for power management strategies include power provided
by the renewable energy system and the state of charge (SOC) of the battery bank.
Hybrid power system algorithm for power management is shown in Fig. 2. In case of
long-term low insolation condition, battery alone will not be able to fulfill the load
demand; the fuel cell is integrated to counter affect the intermittency. The intelligent
control strategy defines the switching of circuit breakers to fulfill the requirements
of the load. In case of high load demand, if alone PV is not sufficient to meet
requirements, then the logic controller activates the control of fuel cell inverter to
feed shortfall power from the PV array. The deficit power that should be fed into the
load and grid can be calculated as

Pdef = Pload − Ppv (11)
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The intelligent controller works in two strategies: on-grid hybrid system and off-
grid hybrid system. The state of charge of battery and Pdef defines the operating mode
of the system.

5 Results and Discussion

The hybrid system is tested under different operating conditions in MATLAB. Volt-
age and current of load, solar PV, fuel cell and battery are to be sensed by intelligent
controller. The system comprises 50 kW PV array, 50 kW fuel cell, and battery. In
the case of grid-connected system, if load demand is higher than the generation, rest
of the power will be supplied by grid. The performance of the hybrid system under
steady state and transient conditions such as step change in load is analyzed. The
control strategy of the IPSC is verified for different modes of operation by varying
the load.

5.1 Steady-State Response

It can be observed from Fig. 3 that under an initial value of load, i.e., 130 kW, the
power provided by PV system 50 kW, Fuel Cell 50 kW, while grid provides rest of
the power. This case assesses the operation of the hybrid system in steady state. The
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steady-state response clearly shows the validation of the proposed algorithm based
on the power management strategy

5.2 Dynamic Response

To validate the effectiveness of the system, two dynamic cases, namely, a step change
in load and unbalance in load are carried out. In case of step change in load, state-I
illustrates applied load to the system is 30 kW, in state-II load increases from 60 to
140 kW between 0.3 and 0.5 s, and in state-III load decreases from 140 to 80 kW.
Figure 4 shows the load power, generated power, and grid power under the change in
load demand. Under these dynamic changes, controller senses the change in the load
current and provides the control signals to generate reference current accordingly.

Consequently control signal to converter manages the power between various
sources and grid. In the case of excess power generation by renewable energy sources,
rest of the power is supplied to the grid. Figure 5 shows the direct and quadrature axis
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current under variable load. From Fig. 6 it is to be noticed that the sudden increase
in power demand from 60 to 140 kW is associated to the fast electrical response
of the fuel cell while the sudden decrease in power is expected to receive power
from renewable energy sources. The output power increases slowly in starting then it
reaches the demand power. As the demand power is greater than the power generated
by the fuel cell, rest power is supplied by another renewable energy source. Under
the condition where load changes suddenly, the controller manages the voltage and
power.

It is clearly observed from Fig. 7 that under the sudden change in load demand,
the load current changes accordingly but the controller manages the voltage constant
irrespective of change in load. From 0.3 to 0.5 s load current increases suddenlywhile
it decreases from 0.5 to 1 s but the controller maintains constant voltage during the
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Fig. 8 Load voltage and current for unbalanced load condition

whole operation which assures the safety of the equipment connected in load side.
Figure 8 clearly shows the variation in load voltage and current for unbalanced load.

In the case of unbalancing in state-I from 0 to 0.3 s the load is 80 kW, in state-II
from 0.3 to 0.5 load changes from 80 to 140 kW, in state-III load changes from 140
to 60 kW, while in state-IV from 0.5 to 0.7 s, phase A is faulted, from 0.7 to 0.75
phase B and C faulted and from 0.75 to 0.8 all three-phases faulted, in state-V load
regain from faulted to normal condition. The controller senses the unbalancing and
accordingly generates the reference current which drives the controller tomanage the
power and maintain the voltage during the unbalance. The transition from state-IV
to V leads constant voltage under unbalance which validates the proposed scheme.

6 Conclusion

An intelligent control strategy for power flow management in grid-connected hybrid
power system is presented in this paper with the aim of managing the power balance
between DGs and loads. The importance of the scheme has been brought out by
simulation results. Operational issues of typical grid-associated hybrid system are
explored. The steady state and transient performance of the system for step changes
in load have been also illustrated. It is obvious that the controller maintains the
voltage and guarantees smooth power exchange between sources, grid, and load
under various conditions. The proposed configuration has been proved to be attractive
from the perspective of providing uninterrupted power to loads while ensuring the
evacuation of excess generating power of high quality into the grid.
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Comparative Analysis of Various
Classifiers for Gesture Recognition

Rahul Gupta, Sarthak Rana, Swapnil Gupta, Kavita Pandey
and Chetna Dabas

Abstract Communication plays a very important role in human life. The ease of text-
based communication in the form of emails and text-chats has increased nowadays
due to the interaction of system and hardware devices. The research discussed in
the present paper proposes to work upon a human–computer interaction system so
that human and machine can communicate with each other without the actual use
of any hardware input device like keyboards. Gesture keyboard is one such method
by which we can achieve this goal of interacting with the computer using our hand
gestures. The present research paper is a comparative study of sevenmachine earning
classifiers aiming to increase the accuracy of prediction. The two main aims of this
innovative research are to develop a gesture keyboard device which can be used to
aid those people who have some kind of disability in vision so that they can use this
device to interact with the computer and to increase the performance of the model
by using methods like Bagging and Boosting.

Keywords Arduino · Classifiers · Gesture keyboard · Gesture recognition · Hand
gesture-based AI · Human–computer interaction ·Machine learning
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1 Introduction

From past few years, with the development of human–computer interaction (HCI)
[1] technology like image processing and gesture recognition technology, the area
of computational research have been extended and now the attention of people is
not limited to the development of traditional input hardware devices for HCI. Till
date in most of the research, the biological characteristic [2] of a human being is
used to interact with the system or computer which sometimes led to uncertainty.
Therefore, a much more simple way of interacting with the system has been used
which uses mathematical data which increases the accuracy in predicting the output
or recognizing the gesture. Many disabled people have some kind of difficulty in
speaking or hearing and these people communicate through hand gestures and body
language. By this research work, we can help such disabled people so that they
can also use computer and can operate it using their hand gestures instead of using
hardware devices like keyboards [3].

With the help of this small, lightweight, and portable hardware device having
MPU, we can achieve our goal of gesture recognition by noticing the change in the
readings of rotational velocities and forces while making any gesture. The change
in the rotational velocities and forces by moving our hand and making gesture will
act as mathematical data and it will be used to train the computer to recognize the
gesture.

Our aim is to compare seven different classification methods based on their pre-
dictions. For that purpose, methods like confusion matrix and cross-validation have
been used to compare the accuracies of different classifiers. Also, the model is based
on bagging technique [4], which is using different classifiers to train as well as test
the dataset and taking the majority of the predicted values as the final output. This
is done to increase the accuracy of the model. The method of increasing the weight
of falsely predicted gestures and decreasing the weight or number of samples of
correctly predicted gestures have been used to further increase the accuracy of the
model. This process is very much similar to boosting [5].

2 Related Work

The considerable work till now has been done in the fields related to the voice-based
system, vision-based systems, andmany such fields. The vision-based system is used
to detect eye blink and detect a pattern of human–computer interaction (HCI) [1].
Sign language has been developed for deaf and dumb and impaired people. This ini-
tiated the advancements in gesture-based interaction systems [6] which target home
and gaming entertainment. Real-time gesture recognition [7] uses gesture modeling
techniques for giving prompt response to interaction system.
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In present times in spite of lot of achievement and progresses made in the field
of gesture recognition [8], the area is still facing many challenges. Several technical
difficulties which are still challenging [9] in this area are as follows:

2.1 Detection of Target

The target detection is identifying and capturing of a target from a complex back-
ground (extraction of object or target of interest). It is a difficult task to divide human
hand or background areas due to variation in background and other environmental
factors.

2.2 Recognition of Target

Hand gesture [10] is used to tackle implications according to the posture and change
in angle processing of hands. Various invariant features in recognition of target are
as follows:

1. Hands act as an elastic object; therefore, there can be big variations between like
gestures and high similarities between various different gestures because human
hand has about 20 degrees of freedom, making hand movement very complex.
Therefore, same gestures made by different people may vary, and gestures made
by the same person at different time or place may also be different.

2. Our palm contains lot of redundant information, the key is to identify gestures
of fingers but palm features become one of redundant information. Therefore, a
point in the hand should be the object of interest to tackle different movements
of different parts of the hand.

3. Formation of shadow due to rough smooth surface of hands.

In order to solve such problems, some gesture control schemes should be intro-
duced with extra features on portable devices. A gesture is more accurate easy than
the traditional method of serial tapping on a keyboard The gesture-based HCI system
developed here follows three key principals of efficiency: real-time, reliable, and low
cost. In order to remove background detection complexity, Arduino is used along
with MPU to get more accurate readings. Therefore, it solves the problem of tar-
get detection as a button has been accentuated to regulate start of readings and also
removes the redundancy obtained in using hands as a tool for gesture recognition.
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3 Proposed Work

This work deals with gesture recognition as device movement analyzing and recog-
nizing English alphabets. Components like Arduino-Uno and MPU6050 have been
used to make a remote like device. Figure 1 depicts the remote like device using
Arduino which with the help of MPU sends the mathematical data to the system.

The developed gesture-based HCI works on the principle of changing six MPU
readings of accelerometer [11] and gyroscope as the device is moved. The readings
vary due to changing values of rotational velocity and acceleration due to gravity
which acts as amathematical data corresponding to the gesture. Thedataset comprises
approximately 50 samples each of every English alphabet and also 50 each of new
line and space characters. The training dataset is of the form:

(x1, y1) . . . . . . . . . ..(xn, yn). (1)

where yi is every English alphabet, carriage return and space, and xi readings are the
features in which yi is dependent. Each xi is a 300-dimensional vector containing the
readings of rotational velocities and forces in the three axes. 70% of the dataset has
been used to train the model and 30% has been used to test it.

Seven classification methods like KNN, Linear SVM, Kernel SVM, Logistic
Regression, Decision tree, Naïve Bayes, and Random Forest in the field of machine
learning have been used to build this model. The training and testing sets have been
used to check the accuracies of individual classification methods. Accuracies of
different methods have been compared using cross-validation and confusion matrix
methods. Also, grid search has been applied to check for appropriate values of param-
eters of SVM. To increase the accuracy of the system, a combination of four best
accuracy models have been proposed and the majority predicted value is taken.

The model has been proposed in a real-time running mode and does require only a
start and stop and no other intermediate action. Hence, it is possible to continuously

Fig. 1 Device containing Arduino and MPU module
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Fig. 2 Block diagram of gesture recognition

form gestures and the system will continuously keep predicting it and storing it in a
text file. Figure 2 depicts the functionality graph of gesture recognition model that is
reading or sensing of input gesture, then processing, and then predicting the gesture.

The following functionality graph has been used:
Every time a new gesture is made, then the working of the system is as follows:

1. The captured MPU readings, due to hand movement, are converted into a text
file, replacing the old data.

2. The captured data is then preprocessed to filter out the unnecessary data and
converted it into a readable form so that it matches with the trained data and the
model can read the captured data.

3. Combination of four classifiers is employed to recognize the gesture from the
processed data.

4 Result

In this work, seven different classifiers like Logistic Regression, KNN, SVM, Deci-
sion Tree, Random Forest, and Naïve Bayes have been used to train a model which
includes a dataset of 28 different gestures and analyze the performance of each classi-
fier by calculating accuracies using a confusionmatrix and cross-validationmethods.
Initially, around 1500 samples were collected with the help of four different people.
Initially, each gesture had 50 samples. For testing around 350 samples were used,
while the remaining ones were used for training the model.

Figure 3 shows the classification of seven different classifiers. These figures depict
the clustering of the data points and how the different classifiers classify them into 28
classes. Now to further analyze the accuracy of the different classifiers, accuracies
were calculated with the help of confusion matrix. Figure 4 shows the confusion
matrix of a linear SVM classifier. The confusion matrix for each of the above classi-
fiers is a 28 by 28 matrix consisting of nonnegative integers representing the contrast
between actual values and predicted values for the training and testing sets of data.
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Fig. 3 Classification of 28 different gestures using a random forest, b decision tree, cNaïve Bayes,
d KNN, e linear SVM, f logistic regression, and g Kernel SVM classifiers

Fig. 4 Confusion matrix of linear SVM

The correct predictions are observed through the diagonal elements and other ele-
ments having nonzero value represent incorrect predictions. Hence, the accuracy of
a particular classifier can be calculated as follows:

Accuracy = (sum of diagonal elements/sum of all elements)× 100% (2)

It has been found that out of the 7 classifiers, Linear SVMhas the highest accuracy
of 96.58%. In Fig. 5 category 1 shows a bar plot of the accuracies of the seven used
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Fig. 5 Comparison of accuracies of seven different models

classifiers calculated with the help of confusion matrix before increasing the number
of samples in the dataset.

To increase the performance of the model, the weight of those samples which
were not properly recognized by the model were increased resulting in increasing
the accuracies of the different classifiers. Table 1 shows the comparison of accuracies
before and after increasing the weights of the falsely predicted gestures.

Figure 5 category 2 shows the bar plot of the accuracies of the seven classifiers after
increasing the weights of the falsely recognized gestures. It is seen that the accuracy
got increasedwith significant amount after increasing samples. SVMmodel is trained
using samples, a text file consisting of MPU readings, combined with various values
of c, the penalty factor, kernel, and gamma and it is found that a model using c = 1,
kernel = “linear” and gamma = 0.1 provides the best performance.

Figure 6 shows the output of randomly tested gestures as predicted by all the
seven classifiers. Figure 6a, b, f gives accurate predictions and Fig. 6c–e shows
variant results for different classifiers. Hence, the combination of best four models

Table 1 Comparison of
accuracies of seven classifiers
with dataset of 1500 samples
and 3200 sample

Classifiers Accuracy with
dataset = 1500
samples (%)

Accuracy with
dataset = 3200
samples (%)

Linear SVM 96.58 97.8

KNN 94.58 96.8

Kernel SVM 96.58 97.13

Logistic regression 93.16 94.81

Naïve Bayes 91.73 90.95

Decision tree 73.78 84.57

Random forest 90.59 94.94
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Fig. 6 Sample output of tested gestures

(Linear SVM, KNN, Logistic Regression, random forest) has been used collectively
to further analyze the performance. It has been found that instead of using only one
classifier, using a combination of best four classifiers gives better results.

It is concluded that sometimes themodel predicts the false output, but the proposed
model’s accuracy can be increased by increasing the number of samples in the dataset
or increasing theweight of the falsely recognized gestures. But increasing the number
of samples is not only the solution to increase the accuracy; it can even lead to the
problem of overfitting of certain samples. So the weight of the samples was increased
in a very appropriate manner and even the weight of overfitted samples has been
reduced so that the model can predict the gesture accurately. Hence, the majority
output from best four classifiers has been considered as the final one.

5 Conclusion and Future Development

In this work, a real-time gesture recognition-based system has been developed which
recognizes gestures using a hardware device consisting of Arduino and MPU via
serial communication between the device and the system. In this paper, seven differ-
ent classifiers have been reviewed to compare their accuracies and the best parameter
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for the chosen classifier has been discussed. The developed system relies on a com-
bination of different classifiers to train the gestures and to recognize or predict them
as it was deduced that the developed model has the highest accuracy in this gesture
recognition problem. In order to improve the performance of the model, Boosting
technique have been used that is increasing the samples of falsely recognized ges-
tures and Bagging technique have been used to predict the majority as the output of
the gesture. It is seen that the model in real time recognizes the gestures with a very
high accuracy after applying the above-mentioned techniques. Although SVM gives
the best results in most of the cases, four best classifiers have been used to derive the
final output. This has been done to increase the probability of correct output. Hence,
the model has been successful in achieving its aim.

All the methods mentioned above are existing methods and have their ownmerits.
Based on this research, the future innovative developments could concentrate on:

1. Ease of handling: The Arduino device used to make the gestures could be made
wireless using a Bluetooth module.

2. Increasing domain of gestures: The domain of gestures can be extended by intro-
ducing small letters, numerals, and user defined gestures.

3. Hyperparameter tuning: Hyperparameter optimization or tuning can be used to
choose the set of optimal hyperparameters for the classification algorithms.
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Artificial Intelligence Based
Optimization Techniques: A Review

Agrani Swarnkar and Anil Swarnkar

Abstract Many artificial intelligence based optimization techniques have been
introduced since the early 60s. This paper provides a brief review of some of the
well-known optimization techniques, e.g., Genetic Algorithm, Particle SwarmAlgo-
rithm, and Ant Colony Optimization and recently developed techniques, e.g., BAT
Algorithm and Elephant Herding Optimization. All these techniques are population-
based search algorithms, in which the initial population is created randomly initial-
izing input parameters within the specified range. They approach toward the best
solution inspired by the behavior of natural entities. All of these techniques have a
potential to provide optimal or near-optimal solutions.

Keywords Ant colony optimization · BAT algorithm · Elephant herding
optimization · Genetic algorithm · Particle swarm algorithm

1 Introduction

In the real world, many mixed-integer, complex, combinatorial optimization prob-
lems exist which cannot be solved by simple, step-by-step methods to get the optimal
solution. To solve such problems, in the literature, many artificial intelligence based
methods are suggested. Artificial intelligence (AI) is also known as swarm intelli-
gence (SI). Bonabeau et al. [1] defined SI as “The emergent collective intelligence
of groups of simple agents”. When these simple agents work in a group, they can
perform difficult tasks easily. Self-organization and division of labor are the two fun-
damental concepts considered as necessary properties of SI. All these techniques are
population-based techniques. The initial population is created by randomly assign-
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ing values to input parameters within the prespecified range. These ranges define the
search space. Larger the search space, more difficult is the problem and hence more
population is required to solve it. Each individual represents a possible solution. The
fitness of each solution is evaluated based on the objective function to be optimized.
After initialization, each algorithm modifies the population during the evolutionary
process based on the behavior of nature-inspired agents. The approach of each algo-
rithm is different but all are approaching toward the best possible solution to the
problem based on fitness.

In this paper, somewell-establishedAI-based techniques, e.g., Genetic Algorithm
(GA), Particle Swarm Optimization (PSO), and Ant Colony Optimization (ACO)
and some recently developed techniques, e.g., BAT Algorithm (BA) and Elephant
HerdingOptimization (EHO) are selected for review.All these algorithms are capable
of solving complex optimization problems. In the following sections, each of these
techniques is briefly discussed.

2 Genetic Algorithm

TheGenetic Algorithmwas introduced byHolland [2] in 1975 and further elaborated
by DeJong [3] and Goldberg [4]. GAs, basically stimulated from the concept of
natural selection and evolutionary process, are derivative-free stochastic optimization
methods. Since their inception, GAs have evolved and become a promising tool for
solving complex optimization problems. In a natural system, it is observed that the
strong tend to adapt and survive but on the other hand, theweak tend to die and perish.
GA works on a similar concept. Initially, a random population of general solutions
is generated. Each solution is then encoded as a chromosome (or genotype) and the
chromosomes get a measure of fitness through a fitness function which determines
the capacity to produce offsprings. Higher the fitness value, better is the solution
for maximization process whereas lower the value, better is the solution for the
minimization process. Two main operators of GA are crossover and mutation. For
crossover, two parents of better fitness are selected and their genes are interchanged
to form two offsprings. While in mutation, some genes in a chromosome are altered
to form new offspring. When all individuals are changed through crossover and
mutation, the new population is known as new generation. The best individual of the
previous generation is preserved in the next generation and the process is known as
elitism. The same process is repeated until the termination criteria are achieved. The
natural termination criteria occur when all individual acquire the same fitness. But
depending on the problem, the termination criteria may be limited by specified time,
maximum generation, or stalled fitness. Since its inception, manymodifications have
been suggested in the literature [5–11].
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3 Particle Swarm Optimization

Particle SwarmOptimization (PSO)was introducedbyKennedy andEberhart in 1995
[12]. This optimization technique is a mathematical representation of fish schooling
and bird flocking to guide the particles for searching of global optimal solutions.
Initially, a population of random solutions is created similar to GA. During the
search process, the position of each particle is modified based on its cognitive and
social behavior.

The coordinates of each particle corresponding to the best solution that has been
achieved by the particle so far based on its fitness is defined as pbest. Similarly,
the best solution among all particles in the current iteration is defined as gbest. In
particle swarm optimization, the velocity of each particle is modified based on its
pbest and gbest locations in each step. Two separate random numbers are generated
as acceleration toward pbest and gbest locations.

Among the different variants of the PSO algorithm proposed, the most standard
one was introduced by Shi and Eberhart [13]. In PSO, a possible solution associated
with two vectors, i.e., position vector (sj) and velocity vector (vj) are represented by
the coordinates of each particle. The size of vectors sj and vj is equal to the number
of particles. A swarm consists of the number of particles “or possible solutions” that
fly through the search space to explore optimal solutions.

The new velocity and position vectors of the particle based on its ownmomentum,
cognitive, and social influence are mathematically given by the following model:

vk+1
j = Wvk

j + C1 × rand1() × pbest j − skj
�t

+ C2 × rand2() × gbest j − skj
�t

(1)

sk+1
j = skj + vk+1

j × �t (2)

where vk
j is the velocity of the particle j at iteration k, rand1() and rand2() are random

numbers between 0 and 1, skj is the position of particle j at iteration k, C1, C2 are
the acceleration coefficients, pbestj is the best position of particle j achieved based
on its own experience, gbestj is the best particle position based on overall swarm
experience, �t is the time step, usually set to 1 s and W is the inertia weight.

In Eq. (1), “inertia” of the particle is represented by the first term, “personal
influence” is represented by the second termwhereas “social influence” of the particle
is represented by the third term. The new position of the particle can be found out
by Eq. (2) according to the new velocity calculated by Eq. (1). Global search is
facilitated by a large inertia weight while a local search is facilitated by small weight
inertia. Through the course of the PSO run, the inertia weight is linearly decreased
from a relatively large value to a smaller value [14]. Therefore, the value of W is
considered as decreasing linearly during the simulation period from Wmax to Wmin

according to
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W (k) =
(
Wmin − Wmax

itermax − 1

)
(k − 1) + Wmax (3)

where W (k) is the inertia weight at iteration k, Wmin is the minimum inertia weight
(final),Wmax is the maximum inertia weight (initial), itermax is the predefined maxi-
mum iterations.

Manyvariants ofPSOhavebeen successfully applied to solvevarious optimization
problems [15–18].

4 Ant Colony Optimization (ACO)

Ant Colony Optimization (ACO) is an approach inspired by the foraging behavior of
real ants developed byMarcoDorigo in 1992 [19]. The search technique is stimulated
by the ants’ behavior in finding paths from the nest to the food and then back again
to the nest without any visual aid. Dorigo and Gambardella [20] first implemented it
to solve the traveling salesman problem (TSP). Later, the max–min ant system was
developed by Stutzle andHoos [21] to solve TSP and quadratic assignment problems.
Then the basic ACO was further improved and a model-based search algorithm was
introduced by Blum and Dorigo [22]. Das et al. [23] attempted ant colony approach
to computing minimum Steiner tree.

The four main components of the algorithm are ant, pheromone, daemon action,
and decentralized control. Ants are the imaginary agents that mimic the exploration
and exploitation of the search space whereas pheromone is a chemical material
spread by ants over the path that they travel and its intensity decreases over time due
to evaporation. In ACO, pheromones are dropped by the ants when traveling in the
search space and the intensity of the trail is determined by the quantities of these
pheromones. The path marked by high intensity of the trail is chosen as the direction
by the ants. The intensity of the trail can be considered as the global memory of the
system.

Random proportional state transition rule [8] is used to determine the probability
with which the kth ant will move from node i to node j as given by

Prki, j = (τi, j )
α(ηi, j )

β∑
(τi, j )α(ηi, j )β

(4)

where τ i,j is the amount of the pheromone on the edge i-j, α is the parameter to
regulate the impact of τi,j, ηi,j is the interest of the ant to move from node i to node j
based on a prior knowledge, typically 1/di,j, (where dij is the distance between node
i and node j), and β is the parameter to regulate the impact of ηi,j.

While moving from node i to node j, the kth ant updates the pheromone on the
edge i-j. To escape local minima, the pheromone evaporation is used. The pheromone
update is given by
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τi, j = (1 − ρ)τi, j + �τ k
i, j (5)

where τ i,j is the amount of pheromone on a given edge i-j, ρ is the pheromone
evaporation rate and �τ k

i, j is the amount of pheromone deposited by the kth ant,
typically given by

�τ k
i, j =

{
1/Ck, if ant k travels on the edge i- j
0, otherwise

(6)

where Ck is the cost of the kth ant’s tour (typically the length).
ACO has been successfully implemented to solve many complex optimization

problems [24–28].

5 BAT Algorithm

Bats are unique animals having the advanced capability of echolocation. The Bat
Algorithm (BA) is developed by Xin-She Yang in 2010 [29] based on the behavior
of bats. In BA, the velocity and position of each bat are updated with iterations as in
PSO.

However, an intensive local search, similar to simulated annealing, is also com-
bined. The loudness and pulse emission rate assigned to each bat govern the algorithm
and are allowed to vary with iterations. The different phases used in standard BA can
be summarized as below [29, 30].

5.1 Random Fly

For each bat, its position xi(t), velocity vi(t), frequency f i, loudness Ai(t), and the
pulse emission rate ri(t) are defined at the time step t in a d-dimensional problem
search space as given below.

fi = fmin + ( fmax− fmin) × β (7)

vi (t) = vi (t−1) + (xi (t)−x∗) × fi (8)

xi (t) = xi (t−1) + vi (t) (9)

where β is a random number in the range [0, 1].
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5.2 Local Random Walk

Once a solution is selected among the current best solutions x* for the local search, a
new solution for each bat is generated locally using a random walk as defined below.

xnew,i = xold,i + ε〈A(t)〉 rand > ri (t) (10)

where ε is a scaling factor in the range [−1, 1] and rand is a random number in the
range [0, 1]. 〈A(t)〉 is the average loudness of all bats. In each iteration, the pulse
emission rate and the loudness of each bat are updated using the following relations.

Ai (t + 1) = α · Ai (t) (11)

Ri (t + 1) = ri (0)[1− e−γ t ] (12)

where α and γ are constant, each of them is usually taken as 0.9 [29].
A modified version of the BAT algorithm has been used in a recent work to solve

power system optimization problems [31].

6 Elephant Herding Optimization

Inspired by the behavior of an elephant herd, the Elephant Herding Optimization
(EHO) has recently been developed byWang et al. [32] which is also a swarm-based
meta-heuristic searchmethod. In a herd, under the leadership of amatriarch, elephants
belonging to different clans live together. When male elephants grow up, they leave
their family group and remain solitary, but communicate through infrasound. The
behavior of elephants’ herd in nature is idealized into a clan updating operator and
a separating operator.

6.1 Clan Updating Operator

All the elephants live together under the leadership of a matriarch in each clan.
Therefore, for each elephant in clan ci, its next position is influenced by its matriarch.
For the elephant j in clan ci, it can be updated as

xnew,ci, j = xci, j + α × (xbest,ci − xci, j ) × r (13)

where xnew, ci, j and xci, j are newly updated and the old position for elephant j in clan
ci, respectively. α ∈ [0, 1] is a scale factor that determines the influence of matriarch
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ci on xci, j, xbest, ci represents matriarch ci, which is the fittest elephant individual in
clan ci. r ∈ [0, 1].

The fittest elephant in each clan cannot be updated by Eq. (13), i.e., xci, j = xbest, ci.
For the fittest one, it can be updated as

xnew,ci, j = β × xcenter,ci (14)

where β ∈ [0,1] is a factor that determines the influence of the xcenter, ci on xnew, ci, j.
It may be observed in Eq. (14) that the new individual xnew, ci,j is generated by the
information obtained by all the elephants in clan ci. xcenter, ci is the center of clan ci,
and for the dth dimension, it can be calculated as

xcenter,ci, j =
⎡
⎣ 1

nci
×

nci∑
j=1

xci, j

⎤
⎦

d

(15)

where 1 ≤ d ≤ D indicates the d-th dimension, and D is its total dimension. nci is
the number of elephants in clan ci. xci, j is the position of j-th elephant of the clan ci.
The center of clan ci, xcenter, ci, can be calculated through D calculations by Eq. (15).

6.2 Separating Operator

In an elephants’ herd, the male elephants will leave their family group and live alone
when they reach puberty. While solving the optimization problems, this separating
process can be modeled into a separating operator. In order to further improve the
searching ability of the EHO method, it is assumed that in each generation the
separating operator is implemented on the elephant individuals with the worst fitness
as shown in Eq. (16).

xworst,ci = xmin + (xmax − xmin + 1) × rand (16)

where xmax and xmin are respectively upper and lower boundof the position of elephant
individual. xworst,ci is the worst elephant individual in clan ci. rand ∈ [0, 1] is a kind
of stochastic distribution and uniform distribution in the range [0, 1] is used in our
current work.

Modified EHO is recently implemented in one of the research papers of the coau-
thor [33].
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7 Conclusion

In this paper, a review of five population-based nature-inspired artificial intelligence
techniques are discussed in brief. Out of which three are well established and two
are recently developed. These algorithms may be used to solve various complex
optimization engineering problems.
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Optimal Location and Sizing
of Microgrid for Radial Distribution
Systems

Shalaka N. Chaphekar, Anandkumar Nale, Anjali A. Dharme
and Nitant Mate

Abstract Proper location and sizing of a distributed generator improve the perfor-
mance of a Radial Distribution System. A Microgrid is a small-scale version of a
conventional power system. However, it is different from distributed generator with
respect to the philosophy of operation. This paper presents an algorithm to assess
the performance of a Radial Distribution System by integration of a Microgrid using
Particle Swarm Optimization (PSO). The algorithm is verified on two Radial Distri-
bution Systems, viz, 9-bus system and 34-bus system. It is proved that proper size of a
Microgrid at appropriate location improves the performance of a Radial Distribution
System.

Keywords Radial Distribution System (RDS) · Microgrid · Power flow · Particle
Swarm Optimization (PSO)

Nomenclature

m Number of the sections
Ii Current flowing through ith section
Ri Resistance of ith section
PG Total active power from Maingrid and Microgrid
QG Total reactive power from Maingrid and Microgrid
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PD Total active power demand of Feeder including Microgrid demand
QD Total reactive power demand of feeder including Microgrid demand
Ploss Total loss in the system
−P in

μG Power supplied to Microgrid from Maingrid
+P in

μG Power supplied from Microgrid to Maingrid
Qin

μG Reactive power exchanged between Microgrid and Maingrid
Vi ith bus voltage
Vimin Minimum bus voltage
Vimax Maximum bus voltage
PG_μG(min) Minimum active power generated by the Microgrid
PG_μG(max) Maximum active power generated by the Microgrid

1 Introduction

Introduction ofDistributedGenerators (DG) in a distribution system hasmodified the
power flow of the distribution network. This has raised issues like reverse power flow,
voltage rise, increased fault levels, and instability. It is proved that a DG of random
size at a nonoptimal location leads to increased system losses thereby deteriorating
the performance of the system [1]. Importance of Microgrid is increasing day by
day against distributed generators. This is because DG can work only as a source.
However,Microgrid can have flexible operation in nature, i.e., as a source or as a load.
This adjustable mode of Microgrid is supportive specially during the peak demand
of the radial distribution system compared to DG. A Microgrid is composed of
conventional sources (like diesel generator) and Hybrid Renewable Energy Sources
(HRES) to supply the customers demand [2].

Plug & play capability of Microgrid influences the operation of a distribution
system in a constructive and destructive manner. It has promoted a critical analysis
of various aspects in studies of RDS performance for Microgrid integration [3].
Determination of the location and the size of a Microgrid in a distribution system is
a complex combinatorial optimization problem. Some optimization techniques like
Simulated Annealing (SA), Genetic Algorithm (GA), Tabu Search (TS), Artificial
BeeColony (ABC), and Particle SwarmOptimization (PSO) are applied toMicrogrid
management [4–6].

Demand supply balance in the Microgrid increases complexity in operation and
control of distribution networks. This problem is not created while integrating DG in
the distribution systems. This underlines the importance of optimal location and size
of a Microgrid. Availability of optimum size of a Microgrid at an appropriate place
in the distribution system is helpful in voltage profile improvement and power loss
reduction of aRadialDistributionSystem.An inappropriate placement of aMicrogrid
in the utility network can lead to reverse power flow having the negative effect
especially during peak demand of the utility. Utilities already facing the problem of
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high power loss and poor voltage profile, especially in the developing countries may
offer reluctance to the deployment of Microgrids.

An algorithm is developed to determine the location and size of a Microgrid for
its integration in RDS using PSO technique. The rest of the paper is organized as
follows: Problem formulation is described in Sect. 2. Section 3 presents the proposed
methodology for determining location and size of a Microgrid. Location and size of
a Microgrid are evaluated by considering two Radial Distribution Systems in Sect. 4.
Section 5 outlines the conclusion.

2 Problem Formulation

The problem of optimal placement and size of a Microgrid is formulated as the
minimization problem. The objective is formulated subject to various constraints.

2.1 Objective Function

The main objective of the optimization problem is to determine the best location
and optimum size of a Microgrid in the Radial Distribution System under study
subject to various constraints. The active power losses in the system are obtained by
incorporating Microgrid as PQ load in it (positive if Microgrid is working as a load
and negative whenMicrogrid is working as a source) using power flow analysis. The
expression for total real power loss is as follows [7]:

Power Loss =
m∑

i=1

(Ii )
2Ri (1)

2.2 Constraints

Constraints imposed in this optimization problem are as follows:

Demand supply balance constraints—The demand supply constraints are consid-
ered as (2) and (3).

T∑

t=1

(PG(t))�t ±
T∑

t=1

P in
μG(t)�t =

T∑

t=1

(PD(t))�t +
T∑

t=1

(Ploss(t))�t (2)

T∑

t=1

(QG(t))�t ±
T∑

t=1

Qin
μG(t)�t =

T∑

t=1

(QD(t))�t +
T∑

t=1

(Qloss(t))�t (3)
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Qin
μG is assumed to be zero as reactive power requirement in the Microgrid is

satisfied by its sources.

Voltage constraints—To ensure that voltage at each bus in the system should be
within predefined limits, the following constraint is considered:

Vimin ≤ Vi ≤ Vimax (4)

Voltage limits of the system are considered to be ± 6% of the nominal voltage value.

Microgrid generation constraints—To have a significant effect of Microgrid on
a system and to avoid the voltage rise problem in the Radial Distribution System,
constraints are imposed on the Microgrid generation.

The Microgrid is assumed to generate the active power within limits given below:

PG_μG (min) ≤ PG_μG ≤ PG_μG(max) (5)

PG_µG(min) is set as 25% of total active power on the feeder.
PG_µG(max) is set as 55% of total active power on the feeder.

3 Methodology

Integration of a Microgrid in a distribution network can have a positive impact on
the performance of Radial Distribution System by determining size and location of
a Microgrid. Particle Swarm Optimization (PSO) is an intelligence-based technique
that is not largely affected by the size and nonlinearity of the problem. Advantages of
PSO over similar population-based evolutionary algorithmGA are as follows [8–10]:

• PSO is easier to implement with fewer parameters to adjust.
• In PSO, every particle remembers its own previous best value as well as the neigh-
borhood best; therefore, it has more effective memory capability than GA.

• PSO is more efficient in maintaining the diversity of the swarm, since all the
particles use the information related to the most successful particle in order to
improve them, whereas in GA, the worse solutions are discarded and only the
good ones are saved; therefore, in GA the population revolves around a subset of
the best individuals.

The algorithm is developed to analyze the positive impact of a Microgrid on the
Radial Distribution System.

3.1 Proposed Algorithm

The developed algorithm for optimal location and size of a Microgrid with constant
Microgrid load for one snapshot has the following steps.
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1. Read the line data and bus data of a Radial Distribution system. Read the
Microgrid data.

2. Initialize a population array of the particleswith randompositions and velocities
(for location and size of Microgrid).

3. Set the iteration count “N” and execute the power flow of the system by using
Forward Backward Sweep method for each particle.

4. If the voltage constraints are satisfied, compute the power loss and save pbest
and gbest; else, regenerate the particles and repeat Step 3.

5. Update the position and velocity of each particle and again compute the power
loss.

6. Compare the pbest particles of location and size of Microgrid for which the
power losses are minimum and record the current pbest and gbest value.

7. Identify the particle with best success so far and assign it as gbest.
8. Increment the iteration count and repeat Step 5–7 until the final iteration.
9. Identify the best global particle (gbest) for optimum location and size of Micro-

grid.
10. Print the results for optimal location and size of Microgrid

The flowchart is shown in Fig. 1which explains the logic of the optimization problem.

4 Case Study

The optimal location and size of a Microgrid in 9-bus and 34-bus Radial Distribution
System is computed using Particle Swarm Optimization (PSO). The system data
is taken from [11, 12]. The voltages and system losses of the system are obtained
using Backward Forward Sweep method of the power flow analysis. The algorithm
is developed using the following assumptions:

• The Microgrid is considered with an internal demand of 500 kW.
• The Microgrid is assumed to be supplying only active power and the reactive
power is balanced internally.

It is observed that the voltages are violated from bus number 5 to bus number 9
in 9-bus system. Table 1 depicts the voltages at the remote buses of all the laterals in
34-bus system. The voltage at bus number 27 is found to be the lowest. Hence, by
analysis it can be concluded that the lateral originating from bus number 6 (i.e., bus
number 17 to bus number 27) is to be focused as the voltage constraints are violated
for lateral from bus number 17–27.

The solution of the optimization problem, i.e., optimal location and size ofMicro-
grid is shown in Table 2.

Incorporation of the Microgrid results in reduction of the total system losses.
The power losses are reduced by 48.16–51.46% in 9-bus system and 34-bus system,
respectively. Voltage profile of 9-bus and 34-bus system is shown in Fig. 2 and Fig. 3,
respectively.
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Fig. 1 Flowchart for location and size of Microgrid
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Table 1 Voltages at remote ends of 34-bus system

Bus number Voltage (p. u.)

12 0.9506

16 0.9882

27 0.9274

30 0.9563

34 0.9502

Table 2 Optimum location and size of Microgrid for 9-bus and 34-bus RDS

Type of
radial
distribution
system

Microgrid
location
(bus no)

Microgrid
generation
(MW)

Bus voltage at remote
end

Total distribution losses

Without
Microgrid
(p. u.)

With
Microgrid
(p. u.)

Without
Microgrid
(p. u.)

With
Microgrid
(p. u.)

9 bus 8 4.526 0.8642 0.9405 736.531 354.53

34 bus 25 2.201 0.9267 0.9785 227.793 110.57
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Fig. 2 Voltage profile of 9-bus system

The voltage at the remote end (bus number 9) is improved by 7.98% in 9-bus
system. The analysis of data for 34-bus system shows that the lateral frombus number
17 to 27 is the longest lateral. At the remote end of the lateral (bus number 27) the
voltage is improved by 5.58% as shown in Fig. 3.
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Fig. 3 Voltage profile of lateral (bus 17–27) in 34-bus system

5 Conclusion

An algorithm is developed for assessing the performance of Radial Distribution
System by insertion of a Microgrid using Particle Swarm Optimization technique.
Radial Distribution System is analyzed with the incorporation of constant demand
in the Microgrid. It is found that the voltage profile is improved by the insertion of
the Microgrid for both the systems under study. It is proved that the system losses
are reduced by the presence of a Microgrid at an appropriate place. But in a practical
system the demand and generation of Microgrid are dynamic in nature. Hence, it
is necessary to optimize the location and size of the Microgrid depending on the
demand supply balance of the Microgrid.
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Constraint Tariff Model to Reduce
the Amount of Cross Subsidy
Incorporated in Electricity Tariff Using
Iterative Optimization Technique

Varada J. Tambe and S. K. Joshi

Abstract Indian electricity tariffs are not in-line with the actual cost of service.
The Industrial consumers paying much higher charges in comparison to the cross
subsidized categories voyage towards open access and this voyage lowers the revenue
collection of the utility. Hence, the utility faces financial scarcity. To overcome this
situation, this paper tries to propose a model in which the gap between the actual
tariff and cost of service is tried to lower down and the utility is also benefitted by
some profit at the end of every year under the policy tenure.

Keywords Cross subsidy · Profit · Tariff · Revenue · Utility · Universal Charge

1 Introduction

As a part of structural reforms in the power sector, the open access (OA) regime has
opened doors to opt cheaper electricity especially for the high-end consumers who
pay more charges than service cost [1, 2]. Additionally, the state government is also
burdened with direct subsidy given to the agricultural sector and there is always a
delay observed or debate about the reception of the said subsidy [3]. Due to these two
major revenue reception issues, utilities have started facing financial scarcity. Hence,
for utilities to sustain in the reforming power sector, the tariff and subsidy pattern
are needed to be focused on. Tariff in-line with the marginal cost and transparency in
pricing is always desired. Ramsey pricing structure is suggested as an option for tariff
modification according to [4–7]. It is clear that the assistance of the government to
safeguard the utility to recover from dues of banks is dangerous to the economy [8].
In developing countries, subsidies are dominant [9]. It is narrated in [10] to charge
tariff reflecting efficient Cost of Service (CoS) to the agricultural sector beyond
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predefined level of consumption, and subsidy should be delivered to the identified
categories directly in terms of cash or ICT methods. The outcome of [9, 11] is on the
same line stating that the subsidy must go directly to the targeted group. The adverse
effects of cross subsidization in the agricultural sector are presented in [8, 12] and
the suggestion is to make the electricity consumption rationalized. The impact of
Open Access, the major trend changer reform in the Indian power sector, has not
been incorporated in [9, 11, 13]. OA facilitated the High Tension (HT) Industrial
consumers having demand higher than 1 MW to opt for the alternative supplier and
achieve a considerable amount of savings due to lower rates payable than the rates
set by the utility. Hence, it is high time for the utility to move toward rationalized
tariff structure.

Considering the case of transitional economies similar to India, the existing prac-
tices in subsidy abolition from the tariff is being well implemented in Philippines
[14, 15]. Forum of Regulators (FoR), India has published a report to roll out the
cross subsidy component by incorporating Universal Charge (UC) in addition to tar-
iff [16]. The report lacks in fulfilling the existing tariff policy guidelines and hence,
proposes a model giving non-acceptable tariff results. So, detailed study and analysis
are needed in this area if such a policy is required to be suggested to the utilities.
Hence, this paper tries to modify the model presented in [16] by incorporating tariff
constraints on every category based on the guidelines given under [10]. The major
difference between the two models is that the basic model [16] nullifies the effect of
cross subsidy (CS) at the end of the tenure considered, whereas the model proposed
herein tries to reduce the CS and tries to limit tariff rise going beyond the acceptable
limit using iterative optimization technique. The remaining paper is divided into four
sections: Sect. 2 explains the basic model with modifications recommended, Sect. 3
explains optimization problem formulation, Sect. 4 explains the iterative algorithm,
Sect. 5 describes the available data and assumptions, Sect. 6 presents discussion on
the results and the last section concludes the paper by stating the outcome of the
analysis and possible future scope.

2 Basic Model and Recommended Modifications

In the model presented [16], a total of 23 subcategories of electricity consumers of
the Punjab state have been considered. It is tried to make the CoS equal to the tariff
for every category by incorporating additional charge on every category. The said
charge being a burden on consumers, is decreased every financial year and made
zero for the last year of the policy tenure. The major drawback of this model is that
the resulting tariffs are not practically acceptable. The major flaw observed at the
end is that the categories already receiving subsidy are supposed to pay much higher
charges which is impossible to be implemented.

In the new model, it is taken care that the tariffs are as per the guidelines given
by tariff policy so that shocking tariff rise is not observed and the utility also gains
some considerable profit so that it will be a win-win situation for both the consumers
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as well as the utility. For achieving the said, a fixed charge called Universal Charge
(UC) is imposed temporarily on the consumers in addition to the tariff. It is reduced
every year andmade zero at the end of tenure under consideration. The fund collected
due to imposition of UC is used to fill the revenue and the ARR gap. The remaining
fund at the end of the current year is carried forward in the next year of the policy
tenure.

3 Optimization Problem Formulation

The value of the objective function is calculated from the generated random samples
of the variable within the given upper and lower bounds for every year. A minimum
but nonzero value is considered as the optimized minimum value. Using the defined
step size, the bounds of the variable are lowered down. The procedure is repeated
until the variable upper limit reaches zero. The detailed algorithm is explained in the
next section.

3.1 The Objective Function

The objective of the problem is to find optimized (minimum) nonzero value of profit
of the utility corresponding to the random generated sample values of Universal
Chargewhich is the variable, within the given range. The corresponding cost function
is defined as follows.

p =
⎡
⎣

⎡
⎣

6∑
i=1

(UC + Ti ) × Si

⎤
⎦ −

⎡
⎣

6∑
i=1

(Xi ) × Si

⎤
⎦ + Fund_start

⎤
⎦ ÷

⎡
⎣

6∑
i=1

(UC + Ti ) × Si

⎤
⎦

(1)

3.2 The Operating Constraints

Considering the tariff policy guidelines, the constraints to be satisfied while calcu-
lating the tariff are defined as follows.

Ti mod <=1.2 × WAvg(X) (2)

T5<=0.9 × WAvg(X) (3)
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T6<=0.5 × WAvg(X) (4)

3.3 The Bounds

The generated UC samples are bounded every year within the following limits.

UCmax ≤ UC ≤ UCmin (5)

4 Algorithm Developed

Following are the steps involved in the algorithm.

1. Initialize CAGR of sales, UC upper and lower bounds, CoS and tariff rise rates,
and reference values of X, T, and S.

Computing CoS

a. As per APTEL guidelines [2], category-specific CoS can be computed using
Power Purchase Cost (PPC), % losses at various voltage levels, and electricity
sale figures.

X j = C j (1 + L j ) (6)

OR
b. Assuming that the CoS available [13] rises with a specific rate for consecutive

number of years.

X j = X jold(1 + rc)
t (7)

Computing CAGR of consumption
The CAGR of all categories is found using electricity sales from FY 2011 to FY
2016.

gr = (
e j/s j

)1/(t−1) − 1 (8)

2. Compute the reference CoSC.

Yinew = Tinew ÷ Xinew (9)
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3. At the starting of the tenure, compute new X, T, S, and expenditure ARR for
every category i as shown below.

Sinew = Siold × (1 + %CAGR) (10)

Xinew = Xiold × (1 + %r) (11)

Tinew = Tiold × (1 + %r) (12)

ARRi = Sinew × Xinew (13)

4. Constraint check for tariff as defined in (2)–(4). If tariff > constraint value, set
tariff = constraint value.

5. Generate random 100 sample values of the UC population using the formula
within the limit specified in (5).

UCn = UCmin + (rand × (UCmax − UCmin)) (14)

6. For all samples, compute profit of the utility using tariff, UC, ARR, and the fund
carried forward from the previous year to the next year.

7. Store the minimum nonzero value of profit and the corresponding UC.

p =
⎡
⎣

⎡
⎣

6∑
i=1

(UC + Ti ) × Si

⎤
⎦ −

⎡
⎣

6∑
i=1

(Xi ) × Si

⎤
⎦ + Fund_start

⎤
⎦ ÷

⎡
⎣

6∑
i=1

(UC + Ti ) × Si

⎤
⎦

(15)

8. If profit <=0, increase UC bounds and go to Step 1.
9. Calculate CoSC with and without UC incorporated in the tariff for the same

year.
10. Set new UC limits as

UCmax = UCoptimum and UCmin = UCoptimum − stepsize (16)

11. If UC==0, allow themodel to run for the next few years with UC= 0. (Perform
steps 3–7 and 8–9).

12. If profit<=0, stop,

where

i Index showing consumer category; i = 1–4 for HT, EHT, LTMD, and
others category; i = 5 for residential consumers; i = 6 for agricultural
consumers

C Power purchase cost
L Percentage T&D Loss component
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CAGR Compound annual growth rate
e Sales in the last financial year
s Sales in the first financial year
t Period for which CAGR is to be calculated
gr CAGR of electricity sales
r Rate of rise
S Sales
X Cost of Supply
T Tariff
Y Cost of Supply Coverage
n Tenure in years
ARR Aggregate Revenue Requirement
UC Universal Charge
Fund_start Fund carried forward form the previous year to the next year.

5 Availability of Data and Assumptions

The model is developed for the consumer categories of the MGVCL, a DISCOM
of Gujarat state. The detailed information of sales and CoS for tariff slab specific
subcategories is made available in [17]; no such detailed information for energy
injection voltage levels in Gujarat is made available. The sales figures and tariff
values/ABR herein, are obtained from the RIM reports and tariff orders published
by GERC. Not enough data is available to compute CoS based on embedded cost
or simplified approach methods [16]. Hence, two alternative methods have been
considered to compute CoS for the reference year as in (6) and (7) referring to [16,
18], respectively, instead of going for mere assumptions. The industrial category is
divided into two subcategories as Extra High Tension (EHT) at and above 66 kV
level with 4% system losses applicable and HT above 11 kV level with applicable
losses of 10%. For energy injection at 11 kV, the losses are 14% for drawal at 400 V
and if the injection is also at 400 V, only 7% losses are applicable [3]. Hence, if the
bifurcation at these energy injection levels along with the data similar to [17] are
provided, Case 1 can have more variations in CoS. Table 1 shows the results of CoS
calculation based on both cases.

Table 1 CoS in Rs/unit resulted from Case 1 and Case 2

Category HT industrial Railways Residential LT industrial
and
commercial
(LTMD)

Others Agricultural

Case 1 4.82 4.82 4.98 4.98 4.98 4.98

Case 2 4.87 4.33 6.17 5.30 5.03 5.28
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Value of CAGR has been calculated as in (8) for every category based on the sales
given in [1] for 5 years. UC value has been considered in the range of 0.50 Rs/unit as
the maximum value to zero. It is felt that further rise in the value of UC may not be
practically viable as it may give a shocking tariff hike to the consumers. It is obvious
that if the UC is lower, burden on the consumer is lower and more is the acceptance
to the model.

6 Results and Discussion

The model is tested with variation in UC range, step size, and tenure to evaluate
the most acceptable lowest UC for every year. The results are evaluated for Case
2 as it represents a more realistic scenario. The results are evaluated for UC range
starting from 0.5 Rs/unit in the step of 0.1 and 0.05. Looking at the Fig. 1, it is clear
that both the tariff and CoSC reduce except for the “others” category from the FY
1 itself due to applicable tariff constraints on all the categories. The tariff rises by
2% for the “others” category which means that the tariff was not higher than the
constraint limit. Hence, an equal rise of 2% on tariff and CoS is applicable. Hence,
no CoSC change is observed in this category. The maximum reduction is observed
in the “Agricultural” category which is actually a highly subsidized one and the HT
category along with EHT including Railways remain at the second stage. Figure 2
shows the profit curve for the financial years 1–11 for a certain selected UC range.
It is clear that when the profit becomes negative, the utility faces loss. Hence, the
life span of the model or the policy tenure can be treated only until the profit turns
out to be positive. Figure 3 shows the yearly CoSC comparison for every category
for one specific UC bound range. Bar charts show that for all the categories, the
resulted yearly CoSC value is lesser than the reference level even after introducing
UC along with the tariff. This means that the consumers can bear the excess burden
of UC and thus, the utility gains profit. In the base model [16] while bringing CoS
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Fig. 1 CoSC and tariff change at FY1 due to tariff constraints
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equal to tariff, tremendous tariff rise is observed in the two subsidized categories as
domestic and agricultural. This is completely non-acceptable as per [10]. The results
presented herein are acceptable as the tariff constraints limit tariff rise and CoSC is
also lowered compared to reference value.

7 Conclusion

The subsidy component hidden in the average billing rate has come down as CoSC
has resulted lesser than the reference level. The highest billed industrial category
and the lowest billed agricultural category are most benefited due to tariff and CoSC
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reduction. And yet, the utility gains a considerable amount of profit at the end. Hence,
themodel turns out to be consumer aswell as utility oriented under the given scenario.
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Titration Machine: A New Approach
Using Arduino

Vijayalaxmi , S. H. Ashwin and S. V. Harish

Abstract Titration is a tedious process in Chemistry laboratories. It involves care-
fully measuring the titrand and titrant, rinsing the apparatus, adding the indicator,
and titrating it to the correct decimal point. Even after taking a lot of precautions and
care, sometimes the results may go wrong. If it has to be verified, the whole process
has to be repeated, which is time-consuming. So, to overcome this struggle, this
model is developed. This makes use of Arduino microcontroller and cost-effective
materials. The process is very simple and obtained results are quite accurate.

Keywords Titration · Titrand · Titrant · Arduino

1 Introduction

Chemistry lab is a place where perfection and precision are the most important
words. Extremely small errors in calculation can lead to completely different and
unexpected results. So is the case while carrying out the chemical reactions. And
one such experiment that requires utmost care is titration. Everyone would have got
the experience of it. It is really difficult to get the required concordant value during
the experiment due to physical errors and minute defects in the equipment. In most
of the cases, students manipulate the values to get the required result and to pass the
examination. Teachers would have no clue whether his/her students have genuinely
got the results or have faked it. So this model helps teachers to verify the results of
their students and also for students to understand how titration actually works.

This model makes use of Arduino microcontroller to automatically titrate the
given solution against another and to give the accurate concordant value.

Vijayalaxmi (B) · S. H. Ashwin · S. V. Harish
Manipal Institute of Technology, Manipal Academy of Higher Education, Manipal, India
e-mail: vijaya.laxmi@manipal.edu

© Springer Nature Singapore Pte Ltd. 2020
A. Kalam et al. (eds.), Intelligent Computing Techniques for Smart Energy Systems,
Lecture Notes in Electrical Engineering 607,
https://doi.org/10.1007/978-981-15-0214-9_15

125

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0214-9_15&domain=pdf
http://orcid.org/0000-0003-1574-8532
http://orcid.org/0000-0002-7264-7538
mailto:vijaya.laxmi@manipal.edu
https://doi.org/10.1007/978-981-15-0214-9_15


126 Vijayalaxmi et al.

2 Motivation

Titration is a tedious process. It involves carefully measuring the titrand and titrant,
rinsing the apparatus, adding the required amount of indicator, and titrating it to the
correct decimal point. It takes a lot of time to do all this work. In the end, it is not
sure if the result is correct. If it has to be verified, then the entire process has to be
repeated again. But what if there is a faster way to verify the result? Yes, that’s where
this model comes into use. Simply put the chemicals in the allotted place and press
a button. It will give you the result much faster which is more accurate too.

In the chemistry lab, titration is done with the help of fragile glass apparatus.
Any mistake in handling can lead to its damage or breakage. A small crack in those
apparatus can make it unfit for further titration experiments. So it has to be replaced.
A typical pipette and burette costs around INR 800–900. But this model uses inex-
pensive apparatus which aren’t as fragile as the traditional pipette and burette.

To develop an accurate, fast, and reliable titration machine was the motivation
behind this work.

3 Experimental Setup

The setup for the experiment consists of the following different parts:

• Magnetic stirrer

– An old CPU fan was procured in working condition.
– Neodymium magnets were fixed on both the sides of all the blades of the fan
using super glue. This would do the job of stirring the chemicals.

• Burette apparatus

– A small transparent vessel was selected as the burette (vessel no. 1).
– Its volume was measured and it was properly calibrated with the accuracy of up
to 0.1 mL.

– The submersible pump was fixed vertically inside the vessel and a rubber tube
was connected to its output port.

• Titration vessel

– Another similar vessel was chosen to represent the conical flask used in manual
titration (vessel no. 2).

– The other end of the rubber tube coming from the submersible water pump was
put inside this vessel.

– An ellipsoid magnet was put in it.
– The entire setup was then placed on the magnetic stirrer.
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• Electronic end point indicator

– A light intensity detector circuit was interfaced with Arduino and was placed
beside the second vessel, i.e., titration vessel.

– It was programmed in a way such that during titration, if the intensity of light
that the LDR receives is below a certain preset value, then the buzzer makes a
sound to indicate the end of titration.

All these parts are to be placed as shown in Fig. 3.

4 Working and Flowchart

There are two chemicals involved in titration—Titrand and titrant. Carefully measure
the required volume of the titrand and put it into vessel no 2. Fill vessel no 1 with
titrant up to the brim. Place the magnetic stirrer exactly below vessel no 2 and make
sure that the LDR is touching the glass surface of the same vessel. After all this, turn
on the switch and the magnetic stirrer. You will notice that the pump slowly pumps
the solution from vessel 1 to vessel 2 [1, 2].

After few milliliters of solution is pumped, the pump stops and the LDR checks
the intensity of light that it receives through vessel 2. If the end point of the reaction is
achieved, then the intensity of the light that passes through vessel no 2 will be below
a particular predetermined1 value. So it prevents the pump from pumping again and
activates the buzzer. If the end point is not yet achieved, then the intensity of light
will be good enough. Hence, it activates the pump again and the whole process starts
again. This cycle goes on and on until the end point of titration is reached, i.e., the
color of the solution in vessel 2 must change. The flowchart of the working model is
as shown in Fig. 1.

5 Circuit Diagram of Arduino with Motor Shield

The Arduino board must be connected to an external power supply such as a power
bank [3]. A laptop works just as fine too. With the help of a connecting jack, a 9 V
battery can also do the job. Figure 2 shows the circuit diagram of the machine.

The motor shield is designed in such a way that it is compatible with Arduino
Uno. So, the motor shield can be connected by just mounting it over the Arduino
board [4].

1The value has to be set each time and edited in the code after conducting a trial round of titration
if the place of performing titration is changed.
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Fig. 1 Flowchart of the working model

6 A Glimpse of the Titration Machine

Figure 3 is the prototype of the Titration machine and Fig. 4 shows Motor Driver
Shield with Arduino Uno.

With the help of this setup, titration was performed for different concentrations
of chemicals and the readings of one such trial are shown in the next section.



Titration Machine: A New Approach Using Arduino 129

Fig. 2 Circuit diagram of Arduino with Motor shield

Fig. 3 The prototype of the complete setup
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Fig. 4 Motor driver shield with Arduino Uno

7 Results

To check the efficiency of this machine, its results were compared with the results
of manual titration using the same chemicals and same laboratory conditions.

Permanganometric titration was carried out to find the strength of Potassium
Permanganate solution given in the laboratory. It proved to be quite satisfactory.
Tables 1 and 2 show the results obtained by manual titration and machine titration.

Table 1 Manual titration details

No Burette reading (mL) Volume of KMnO4 used (mL)

Initial Final

1 0 11.8 11.8

2 0 11.7 11.7

3 0 11.8 11.8

Concordant value: 11.8 mL

Table 2 Titration using the developed electronic machine

No Vessel 1 Reading (mL) Volume of KMnO4 used (mL)

Initial Final

1 0 11.6 11.6

2 0 11.6 11.6

3 0 11.6 11.6

Concordant value: 11.6 mL
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8 Conclusions

Tables 1 and 2 show that the developed titration machine is accurate and consistent
as the readings are concerned. This machine can be used by the faculty in the schools
and colleges to check the accuracy of the results obtained by the students.Moreover, it
can do the entire titration process a lot faster compared to the traditional titration. As a
future work, color sensors can be used in place of LDR tomake it more accurate. This
is an innovative idea that struck a student while he was struggling in the chemistry
lab.
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Hybrid Method for Cluster Analysis
of Big Data

Chetna Dabas and Gaurav Kumar Nigam

Abstract In big data analytics, deep interest in a communication known as
computer-mediated has cropped up. While using traditional techniques, it is difficult
to handle the data which is magnanimous. Hence, there exists a need for improved
methods to handle this data since the past methods do not fit properly in all kinds of
situations. Normally, there are various steps for the handling of big data like acquisi-
tion, preprocessing, and processing and analysis of this data in order to retrieve proper
semantics out of that amount of data. In a similar context, clustering has evolved as
a popular approach for organizing and analysis of big data. In the present research
work, a hybrid method for analysis of big data is proposed. The hybrid approach
consists of the blending of K-means, Ward hierarchical along with the interpola-
tion technique. The evaluation of and validation of the proposed approach has been
carried out for the city dataset in R language. In the present work, the number of
clusters and the size of the data get varied while carrying out the results. The results
of the proposed work reflect impressive execution times of the proposed method over
the existing ones. The proposed method also presents possible recommendation for
extracting specific semantics for providing insights to business recommendations.

Keywords Analysis · Big data · Clustering · Hybrid method

1 Introduction

The traditional clustering techniques are no longerworking best for the big data arena.
The advantages of various individual clustering techniques are presented ahead,
followed by the issues and the proposed method.

In the traditional method of doing cluster analysis, the aggregation is performed
on a collection of objects. This technique is common and is popularly used and
applied across diverse areas like image processing and health care, to name a few.

C. Dabas · G. K. Nigam (B)
Jaypee Institute of Information Technology, Noida, India
e-mail: gaurav.nigam@jiit.ac.in

© Springer Nature Singapore Pte Ltd. 2020
A. Kalam et al. (eds.), Intelligent Computing Techniques for Smart Energy Systems,
Lecture Notes in Electrical Engineering 607,
https://doi.org/10.1007/978-981-15-0214-9_17

133

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0214-9_17&domain=pdf
mailto:gaurav.nigam@jiit.ac.in
https://doi.org/10.1007/978-981-15-0214-9_17


134 C. Dabas and G. K. Nigam

The clustering process is considered to be an interactive process which has mul-
tiple objectives. This process also incorporates data mining with a large number of
trials. Iteration takes place until the desired number of results is achieved. As such,
this problem can not be overcome by the existing state-of-the-art methods. The exist-
ing methods suffer from computational inefficiency and missing data problem and
require pretraining.

This is the point where the already existing methods are unable to address the
problem properly. The proposed work in this research paper addresses the problem
of computational inefficiency and presents a hybrid method to overcome this issue.
The proposed hybrid approach is designed by blending various techniques like inter-
polation technique on the city dataset along with R language scripts and specially
designed multi-objective function. The proposed method has been implemented and
impressive results have been drawn in terms of execution times.

This paper includes the literature review section, materials and methods section,
results and discussion followed by conclusions and future work.

2 Related Work

While conquering the dataset, there are various objects on which clustering can be
applied. There are numerous classification methods for clustering as revealed by the
previous studies [1]. Pertaining to simple applications and usage, for a number of
previous years, the existing methods of clustering which are traditional in nature
were used. The examples of such types of clustering include hierarchical clustering
and K-means clustering, to name a few [2]. As a matter of fact, there were errors
generated by uncertainty and experimentation which further resulted in low accu-
racy in these existing techniques [3]. The existing literature also contains numerous
applications in diverse domains in pattern recognition for semantics extractions in
big data [4–8]. In this paper, the statistical evaluation is also carried out for perform-
ing data analysis. [9]. There exists a wide variety of clustering techniques, which
are implemented using various applications of big data. A few of these methods
are developed considering important factors like temporal features while working
with the time-series data. These methods again suffer the disadvantage of missing
data along with inefficiency for computations. Interpolation methods have been sug-
gested in various studies to overcome these drawbacks. [9–14]. In spite of several
existing methods in the literature, there exists hardly any method which is dedicated
to addressing the problem of efficiency with the help of hybrid clustering method
which may be in turn used to extract meaning semantics for making decisions. This
research work focuses around overcoming these issues.
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3 Proposed Work

3.1 The Proposed Model

The hybrid clustering method proposed in this work includes six layers. These lay-
ers are responsible for carrying out tasks like crawling data from the city dataset,
fileting and preprocessing of data, design of objective function, and application of
the hybrid proposed method. There exists a strong interdependency among various
components of this method. The objective function under consideration is a multi-
objective function which has utilized the minimum variance parameter of the Ward
technique. Within a cluster, this design leveraged a minimum variance as an added
advantage. When the merging happened at every layer of the hybrid method, there
was a bare minimum rise in the overall variance component. In order to optimize the
search for a Centroid, the ingredients of interpolation search technique were utilized
on the precomputed distances (squared Euclidian). The dataset under consideration
of this study was composed up of more than 1,000,100 entries. The prime attributes
of this dataset were location, name, and weather of cities across the world. The data
before its usage was normalized and sorted. A recursive approach is utilized in this
study until the point the data space can no longer be divided. The implementations
and validations for the proposed hybrid clustering technique have been carried out
in R Language version 3.2.1.

3.2 Workflow of the Algorithm

The pictorial representation of the proposed method is presented in Fig. 1 ahead.

Fig. 1 Proposed hybrid
method (cluster analysis of
big data)

Hybrid
Method

Dataset (city)

Interpolation

K-means

Ward
Heirarchical
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4 Results and Discussion

The results and discussion section investigates the experimental values and analysis
of the proposed hybrid method. The data sizes here varied from 100 to 1,000,000
while taking discrete distances into consideration. Table 1 shows the three-cluster
table while making variations in the data sizes.

The group dimension shows a representation of the cluster being dragged in the
data pane. Here, the individual members of the group dimension, namely clusters
with numbers 1–7, carry marks computed by the proposed method. It is observed
that these marks carry high resemblance to each other in comparison to those with
the other marks.

During experimentation, prior to the application of the proposed hybrid clustering
method, the data was filtered and preprocessed. It can be observed in three tables
namely Tables 1, 2, and 3, that there are some negative values. These values reflect
parameters like weather lower than most of the cities in the database. It can further be
observed that there are somepositive values at some of the places. In the city database,
these values depict that the weather values might have been more than most of the
citys existing in that database. As an example, look at Table 1, group number 3 to
track the cities containing weather which is slightly lower when compared to the
remaining cities.

Refer Table 2 to observe the data corresponding to the cities which bear weather
values more in comparison to the rest of the cities. Here, if you observe group 1
and group 15 very closely, it can be interpreted that these groups may be further
merged in future (which carry values greater than the rest of the cities). Further, this
semantics can be used to interpret business-enhancement decisions. As an example
to the vendors requiring to establish food factories across some specific parts of the
world, this semantic information may act as a catalyst in identifying those locations
based on temperature-oriented parameters.

Here, Table 3 depicts, the result corresponding to seven number of clusters taking
data sizes of 100, 1000, and 10,000. It can further be observed that group 1 bears
relatively higher values in comparison to the other groups for all varying data sizes.

In Fig. 2, the X-axis represents groups Y-axis represents the varying data sizes,
and Z axis represents the number of clusters. The groups vary from 0 to 15; data sizes
are taken as 100 and 10,000 for simplicity. The clusters under consideration are 3,
4, 5, 6, and 7. A peak can be observed in the five-cluster solution which depicts the

Table 1 Three-cluster table (different data sizes)

Groups Data sizes

100 1000 10,000 100,000 1,000,000

1 1.65756432 0 1.25678657 −5.46E − 05 −9.95E − 04

2 0.4562345 1.657544 −1.123658743 −1.12E + 00 1.12E + 00

3 −1.2345678 −1.764356 −0.00345278 1.15E + 00 −1.12E + 00
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Table 2 Five-cluster table
(different data sizes)

Group no 5 Clusters

Data sizes

100 1000 10,000

1 1.3515274 1.6303891 0.58376431

2 0.2757128 −1.6134648 −0.58062007

3 0.679381 −0.7838172 −1.53791855

4 −1.2859985 −0.8140659 0.3968762

5 −0.6632092 0.4330971 0.893193

6 0.97619126 0.00231173 −0.6873426

7 −0.3619255 −0.4518394 −1.2436314

8 −1.7206537 1.2702814 −1.65375405

9 1.2202347 0.9234567 −1.87643904

10 0.4825674 0.476547 −0.34388227

11 −0.8634575 0.871238 0.03512678

12 −0.1321464 −0.2178905 1.76604664

13 1.7028167 −1.456267 −0.79883301

14 −1.1374803 −1.1564361 1.11090964

15 0.0689382 1.6754661 1.6535006

Table 3 Seven-cluster table
(different data sizes

Group no 7 Clusters table

Data sizes

100 1000 10,000

1 0.6751703 1.00233436 0.03195887

2 0.1244667 −0.96712376 0.439323489

3 −1.5821768 1.76871947 −0.567972688

4 0.879039 −0.43578718 −0.7680564

5 1.6477131 −1.97761634 0.95758878

6 −0.8812391 0.67843071 1.54801234

7 −0.0876554 0.845674567 −1.75345767

goodness of the solution while taking five clusters for large data size for the given
dataset with various other parameters. The multi-objective function designed for the
proposed method was employed to observe that it initially started to rise when the
data sizewas increased using discrete intervals and post that, after 5 clusters, it started
to decrease. These results further suggest the significance of using an optimal number
of clusters in the dataset under consideration. Table 4 shows the results drawn for
the proposed algorithm in terms of large and small data sizes.
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Fig. 2 Number of clusters versus data size

Table 4 A Time comparison
of algorithms with small data
size. B Time comparison of
algorithms with large data
size

S. no Algorithm Data size Time (s)

A

1 K-means [15] 100 0.554

2 Ward hierarchical [16] 100 0.465

3 Interpolation [17] 100 0.467

4 Proposed method 100 0.213

B

1 K-Means [15] 1,000,000 0.943

2 Ward hierarchical [16] 1,000,000 0.886

3 Interpolation [17] 1,000,000 0.557

4 Proposed method 1,000,000 0.434

5 Conclusions

In the proposed work, a new method for performing clustering to extract relevant
semantics data is performed. The results for the proposed method are evaluated and
tested for the city dataset. The size of the cluster was varied from small to large,
i.e., 3, 5, and 7. With the proposed method, the execution times of the proposed
hybrid method came out to be better than the existing methods. This comparison was
done for both the small data sizes and for huge data size and impressive results are
retrieved in terms of execution times. The proposed method may be melded with the
existing methods and search techniques which are location based, as per the size of
the datasets used in a particular application. The proposed work may be helpful for
extracting semantic information specifically while making business decisions.



Hybrid Method for Cluster Analysis of Big Data 139

References

1. Priya V, Vadivel A (2012) User behaviour pattern mining from weblog. Int J Data Warehous
Min (IJDWM) 8(2):1–22

2. Tamayo P, Slonim D, Mesirov J, Zhu Q, Kitareewan S, Dmitrovsky E et al (1999) Interpreting
patterns of gene expression with self-organizing maps: methods and application to hematopoi-
etic differentiation. Proc Natl Acad Sci 96(6):2907–2912

3. Bar-Joseph Z (2004) Analyzing time series gene expression data. Bioinformatics 20(16):2493–
2503

4. Androulakis IP, Yang E, Almon RR (2007) Analysis of time-series gene expression data:
methods, challenges, and opportunities. Annu Rev Biomed Eng 9:205–228

5. Dabas C (2017) Big data analytics for exploratory social network analysis. Int J Inf Technol
Manag 16(4):348–359

6. de Ridder D, de Ridder J, Reinders MJ (2013) Pattern recognition in bioinformatics. Brief
Bioinform 14(5):633–647

7. Bughin J (2016) Big data, big bang? J Big Data 3(1):2
8. Tsai CW, Lai CF, Chao HC, Vasilakos AV (2015) Big data analytics: a survey. J Big Data

2(1):21
9. Silverman BW (2018) Density estimation for statistics and data analysis. Routledge
10. Li CT, Yuan Y, Wilson R (2008) An unsupervised conditional random fields approach for

clustering gene expression time series. Bioinformatics 24(21):2467–2473
11. Luan Y, Li H (2003) Clustering of time-course gene expression data using a mixed-effects

model with B-splines. Bioinformatics 19(4):474–482
12. Medvedovic M, Yeung KY, Bumgarner RE (2004) Bayesian mixture model based clustering

of replicated microarray data. Bioinformatics 20(8):1222–1232
13. SchliepA,Costa IG, SteinhoffC, SchonhuthA (2005)Analyzing gene expression time-courses.

IEEE/ACM Trans Comput Biol Bioinf (TCBB) 2(3):179–193
14. Yeung KY, Medvedovic M, Bumgarner RE (2003) Clustering gene-expression data with

repeated measurements. Genome Biol 4(5):R34
15. Jain AK (2010) Data clustering: 50 years beyondK-means. Pattern Recogn Lett 31(8):651–666
16. Ward JH Jr (1963) Hierarchical grouping to optimize an objective function. J Am Stat Assoc

58(301):236–244
17. Andersson A,Mattsson C (1993) Dynamic interpolation search in o (log log n) time. Automata,

Languages and Programming, pp 15–27



A New Radio Frequency Harvesting
System

Syed Mahmood Ali Mahboob, Shaik Qadeer and Ajaz Fatima

Abstract Converting readily available energies from the surroundings into usable
electrical supply (current/voltage) is a trending topic of research. Due to more and
more use ofwireless technology, there is an abundance of electromagnetic signals and
these signals can be harvested and electrical supply can be generated. In this paper,
radio frequency (RF) energy is harvested and electrical energy is generated through
various methods, such as step-up converter, flyback converter, and voltage amplifier
with the feedback of power supply and detail comparison of the abovementioned
methods are covered.

Keywords RF harvesters · Step-up converter · Flyback converter · Amplifiers ·
Power electronics

1 Introduction

Generation of electrical power through ambient energies is themost trending research
topic among the research scholars. This topic does not only address the usage of
nonrenewable fuels (such as coal, gasoline, diesel, etc.) but also the generation of
electrical power from renewable energy sources. In this paper, the source considered
for harvesting is a source which is not commonly used that is “Radio Frequency”.
RF signals are abundantly available in the environment, these signals can be har-
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vested through method which was developed after careful considerations and inten-
sive studies for efficient harvesting [1, 2]. The existing RF harvesters utilize voltage
multipliers, voltage doublers, etc., for low voltage generation. The radio frequencies
at which the proposed harvester will be working is in the range of 300 kHz to 3MHz,
this band of frequency is known as medium frequency band. The RF harvester pre-
sented in this paper utilized ultralow voltage input and gave an output in usable range.
Some of the blocks of the RF harvesting system can be for more efficient output.
One way to do that is to modify the rectifier block. Various rectifiers give various
levels of efficiencies. Another way to do so is by modifying the booster block with
which significant amount of efficiency can be achieved. The topologies which are
used here for rectifiers are bridge rectifier and double rectifier and the topologies for
booster block are step-up converter, flyback converter, and voltage amplifiers. The
rest of the paper is organized as follows: Sect. 1 gives an introduction, whereas Sect. 2
covers the overview followed by Sect. 3 which covers the methodology utilized for
the development of different RF harvesters with simulation and Sect. 4 followed by
Sect. 5 gives results and conclusion, respectively.

2 Overview of the System

The brief overview of the proposed system is shown in Fig. 1. The RF signal is
received through the receiving antenna. Through the antenna, an AC signal is gener-
ated which fed to the rectenna as rectifier, after the rectification process, the rectified
dc voltage is fed to the power converter where the dc voltage gets boosted/amplified,
which is then stored in the storage unit or batteries, and based on the load demand,
it is supplied to the load. The detail discussion of the important component of the
system is discussed now.

Fig. 1 Block diagram of the propose system
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Fig. 2 Block diagram of the
propose system

2.1 Rectenna

Please Rectenna is a device which receives the radio signal and then converts it into
electrical output. It is a combination of antenna and rectifier circuit with which the
voltage is generated [3–5]. The rectifiers in rectenna play amajor role in the efficiency
of the system. Various rectifiers have various efficiencies [6, 7]. The diodes utilized
in the rectifiers are Schottky diode, these diodes are mostly used in high frequency
applications due to their characteristics such as low forward voltage drop, lower levels
of power loss, low turn-on voltage (The turn-on voltage for the Schottky diode ranges
between 0.2 and 0.3 V), fast recovery time (This diode can be used for high-speed
application due to its fast recovery time), and low junction capacitance (It utilizes a
wire point contact onto the silicon due to very small active area due to which it has
a small capacitance level).

Here, in this paper, we have used the following rectifiers: single diode bridge
rectifier and double rectifier shown in Fig. 2.

A diode bridge is an assembly of four or more diodes in the form of a bridge
which provides output of the same polarity irrespective of the input polarity. It is
mostly used in the conversion of AC to DC which is its most common application.

A double rectifier is a type of half-bridge rectifier but has some additional com-
ponents such as diode and capacitor due to which the output voltage of the rectifier
will be a pure dc and the output voltage will be more than that of the input voltage.

2.2 Power Converter

There are various types of voltage boosters, the major role of a voltage booster circuit
is to convert a pulsating dc voltage to pure dc voltage and amplify/boost the voltage
levels. Different topologies of boosters utilized here are the first is step–up converter.
It is a type of converter in which for voltage boosting, current is boost down [3–5,
7]. The boost converter used here is shown in Fig. 3. Modeling of step-up converter
is given in the next few equations.
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Fig. 3 Model of boost converter

The duty cycleD is determined by the input and output voltages of boost converter
as

D = 1 − Vin/Vo (1)

With switching frequency set at 50 kHz and the computed duty cycle (1), the time
period T (1/Fs), the ON and OFF time period (T on + T off = T ) will be 20 µs (T ),
14.7 µs (T on), and 5.3 µs (T off), respectively. With these values, the value of L and
C can be calculated using (2) and (3), respectively.

L = (Vo − Vin)(1 − D)/ iLmin ∗ Fs. (2)

C = (VoD)/(FsR�Vopp). (3)

2.3 Flyback Converter

The flyback converter is a type of converter that has a galvanic isolation which
separates the input and output [4]. The flyback converter is derived from buck-boost
converter which has an inductor split to form a transformer so that the multiplication
of voltage ratios takes place with an added advantage of isolation as shown in Fig. 4.

Operation of flyback converter is as follows. When the switch is closed, the pri-
mary of the transformer is directly connected to the input voltage source. The storing
of energy in the transformer begins as the primary current andmagnetic flux increases.
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Fig. 4 Schematic diagram of flyback converter

Fig. 5 Operating modes of flyback converter

The diode is reverse biased due the voltage induced in the secondary winding is neg-
ative (i.e., blocked). The output capacitor supplies energy to the output load. When
the switch is opened, the primary current and magnetic flux drops. As the secondary
voltage is positive, the diode works in forward biased mode, allowing current to flow
from the transformer. The energy from the transformer core recharges the capacitor
and supplies the load as shown in Fig. 5.

3 Methodology

This section discusses the flow of the study conducted as well as the design process
of the RF energy harvesting systems.
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Fig. 6 Conceptual framework

3.1 Conceptual Frame Work and Simulations

The aim of this research is to design a highly efficient RF harvester by using various
topologies. In order to determine the most efficient harvester, various harvesters
designed using different topologies and their results are compared. The design steps
used for RF harvesters are shown in Fig. 6.

The RF harvesters are designed for two different topologies, i.e., low voltage RF
harvester and ultralow voltage harvesters. The input voltage of low voltage harvesters
ranges from 1.5 V to 2 V and the output voltage of various topologies ranges from
5 V to 10 V, respectively. For the ultralow voltage harvester, the input voltage is
250 mV and the output voltage for different topologies ranges from 5.25 V to 6.5 V,
respectively.

The following are the different harvesters designed.

3.1.1 Low Voltage RF Harvester Using Step-Up Converter

Figure 7 shows the block diagramof theRFharvester using step-up converterwhereas
Fig. 8 shows the simulation results.

Fig. 7 Block diagram of RF harvester using step-up converter
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Fig. 8 Simulation results of RF harvester using step-up converter

3.1.2 Low Voltage RF Harvester Using Flyback Converter

Figure 9 shows the block diagram of the RF harvester using flyback converter and
whereas Fig. 10 shows the simulation results.

Fig. 9 Block diagram of RF harvester using flyback converter
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Fig. 10 Simulation results of RF harvester using flyback converter

3.1.3 Low Voltage RF Harvester Using Comparator

Figure 11 shows the block diagram of the RF harvester using comparator and the
simulation results are shown in Fig. 12.

Fig. 11 Block diagram of RF harvester using comparator
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Fig. 12 Simulation results of RF harvester using comparator

3.1.4 Ultralow Voltage RF Harvester Using Diode Bridge Rectifier
and Op-Amp

Figure 13 shows the block diagram of the RF harvester using diode bridge rectifier
and op-amp and Fig. 14 shows the simulation results.

Fig. 13 Block diagram of RF harvester using diode bridge rectifier and op-amp
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Fig. 14 Simulation results of RF harvester using diode bridge rectifier and op-amp

Fig. 15 Block diagram of RF harvester using double rectifier and op-amp

3.1.5 Ultralow Voltage RF Harvester Using Double Rectifier
and Op-Amp

Figure 15 shows the simulation diagram of the RF harvester using double rectifier
and op-amp, whereas the Fig. 16 shows the simulation results.

4 Results

Various topologies of RF harvesters were implemented and the outputs of those
topologies were noted at load of 200 � and at a frequency of 1 MHz, the input
voltages range from 0.5 to 2 V. The comparison of all the RF harvester topologies
was done and the values are tabulated.
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Fig. 16 Simulation results of RF harvester using double rectifier and op-amp

Table 1 Comparison of low voltage RF harvesters

Types of harvester topologies Comparison parameters

Input voltage (V) Output voltage (V) Output current (mA)

Boost converter 2 6.25 31.2

Flyback converter 2 8.3 41.9

Comparator circuit 1.5 9.6 48.05

Table 2 Comparison of ultralow voltage RF harvesters

Types of harvester topologies Comparison parameters

Input voltage (V) Output voltage (V) Output current (mA)

Bridge rectifier with op-amp 0.25 4.98 23.5

Double rectifier with op-amp 0.25 5.5 22.3

Comparison of Results of Various RF Harvesters
See Tables 1 and 2.

5 Conclusion

The RF harvesters have been developed and tested upon various parameters, and dif-
ferent topologies have been utilized and the results of these harvesters were obtained,
and compared the results of different harvesters. The Schottky diodes were utilized
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for better output because they can operate at high frequencies; with the help of Schot-
tkey diodes, desired output was achieved. The various harvesters were simulated at
two different frequencies and at two different voltage levels and after performing
the test, we have arrived upon the conclusion that for low voltage RF harvester, the
comparator circuit is better than the other two harvesters, and for ultralow voltage
RF harvesters, double rectifier with amplifier is better than that of the other har-
vester. Thus. the result is encouraging and represents a step forward in RF harvester
technology.
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Backpropagation Algorithm-Based
Approach to Mitigate Soiling from PV
Module

Sujit Kumar and Vikramaditya Dave

Abstract Energy is viewed as a prime operator in the era of riches and a notewor-
thy figure of financial advancement. Constrained fossil assets and ecological issues
connected with them have underscored the requirement for new manageable energy
supply alternatives that utilize renewable energies. Among accessible innovations
for vitality generation from sun-based source, photovoltaic framework could give a
huge commitment to build up a more sustainable vitality framework. Utilization of
solar energy has not been opened up since the oil industry does not possess the sun.
The solar PV modules are for the most part utilized in dusty situations which is the
situation in subtropical nations like India. Dust gets gathered in the front surface of
the module and hinders the passage of light from the sun. It diminishes the power
era limit of the module. The power yield decreases as by half if the module is not
cleaned. Keeping in mind the end goal to routinely clean the dirt, a programmed
cleaning framework has been designed that both detects the dirt on solar panels and
cleans the surface of solar module consequently. The system consists of a panel
with wiper and water ejector. Artificial neural network (ANN) sends the signal to
the wiper motor with the help of measured data of solar irradiance, panel temper-
ature, PV voltage, current, and power in both sunny/cloudy as well as dusty days.
These data were well trained and tested along with the unknown data which were
not involved in the training. Backpropagation (BP) algorithm was used to train the
network, which showed the accuracy of 99% in data prediction and accordingly,
generated the control signal for windshield wiper motor and wiped the dust.

Keywords Solar energy · Photovoltaic modules · Neural networks ·
Backpropagation
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1 Introduction

The severe augment in global warming and lubricate rates have convinced numerous
countries across the world to espouse novel energy policies that endorse renewable
energy application to ensure energy demand and to guard the surroundings. The
developed and developing countries are considering this fact and this has influenced
the energy sectors greatly. Solar energy is getting its due place and is used for various
applications which are replacing the cause of energy crisis. Moreover, solar energy
is natural, copious, gratis, fresh, and limitless.

PV cells technology makes solar power very effortless and effective. Till now, the
energy alteration proficiency of solar system has not reached a reasonable level so
the researchers find new scope to research in this field.

“Soiling” alluded to particulate pollution on the glass surfaces of PV module.
Ruining covers, soil gradual addition, sediment, salt, winged animal droppings, and
development of natural species which unfavorably influence the performance of
solar-based module.

Sand deposition is a multifaceted phenomenon and is prejudiced by various site-
specific ecological and climatic conditions. One of the major challenges before the
researchers is power loss caused by dust accumulation on the glass surfaces of solar
panels.

However, there has been less research work done over the removal of dust from
the solar panel. If adequate attention is put in the matter, the output efficiency will
be increased by a huge amount. The main motive of this paper is to model a basic
simulation model with adequate care to mitigate soiling from the PV panel using a
smart intelligent technique.

2 Factors Influencing Dust Settlement

Astructure to appreciate the assorted aspects that drive the settling–absorption of dust
is adorned in Fig. 1. Globally soiling on solar panel surface is a huge problem. Sanaz
Ghazi [1] inspected the areas of dirt accumulation in various parts of the world and it
was proposed that theMiddleEast,NorthAfrica, and someparts ofAsia have themost
horrible dust buildup region in theworld.ZakiAhmad [2] considered the consequence
of dust contaminant type on panels. It was observed that diverse dust has diverse
characteristics, like red soil, residue, carbon; granite, and clay have more noteworthy
effect on PV. Juan Lopez-Garcia [3] studied the performance of PV modules by
examining different properties of durable soiling, which have been installed in the
open environment from last 30 years without washing in reasonable subtropical
weather. It was found that the flat glass modules display a higher difference in soiling
which weakens the competence of solar panel from 15 to 3%.

Solar power of two 1MW PV plant was experimentally analyzed by Pavan Massi
[4]. It was found that soil type and the washing are the two techniques that are
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Fig. 1 Factors influencing dust settlement

strongly contingent on soiling. Loss of 6.9% was observed for the first plant built on
a quite sandy site due to pollution, whereas, loss of 1.1%was observed for the second
plant, constructed on an additional thick soil. Whitaker [5] examined the attainment
of solar panel and establish that the reduction of soiling phenomena strongly depend
on panel current and the voltage which depends on irradiance and array temperature.

The performance of selected PV system was simulated by Mayer [6] and con-
cluded that the PV module temperature and the in-plane large-scale irradiance influ-
ences the output power.

From the above-detailed survey, it is cleared that the settling of dirt on solar panels
diminish the efficiency based on the parameters like power, voltage, currents, array
temperature, and solar irradiance. Therefore, to overcome this discrepancy theremust
be a cleaning method to precede the competence of the solar panels.

Halbhavi [7] designed an automatic cleaning system which senses the dust (using
light dependent resistor (LDR) sensor) on the solar panel and also cleans the module
automatically. This automated system is implemented using 8051 microcontroller
which controls the DC gear motor. Cleaning the PV modules was carried out by a
mechanism consisting of sliding brushes.

Cleaning techniques for PV surface has not focused on attention among the sci-
entists. Figure 2 indicates diverse sorts of washing strategies which contain physical,
programmed, and uninvolved techniques.

Every technique has its benefits and drawbacks, for example, common practice
to clean windows of buildings is a labor-intensive (manual cleaning). A few brushes
specifically fitted to a water supply to play out the washing and scouring at the same
time. Unlikely, a stepping stool and a cleaner with long handle are expected to wash
the board which is again a chaotic schedule and work increases. In the present time,
artificial intelligence (AI) is one of the most acclaimed methods which can resolve
the above issue.
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Fig. 2 Cleaning techniques adopted for expelling dust from solar panel

3 Training and Modeling of ANN

Transformative computations such as artificial neural networks (ANN), fuzzy sys-
tems, and their combination, along with other general machine learning methods
and profound learning methods, e.g., clustering, classification, knowledge-based
systems, case-based reasoning, decision-making methods, etc. are used as exten-
sive range of AI techniques. Among these, ANN is being used from last 60 years, to
grip practical problems, application software has been developed in early 30 years.
Artificial neural network (ANN) controller is a standout among the most critical
strategies for the estimation of non-straight frameworks [8, 9].

ANN utilizes distinctive training algorithms like backpropagation (BP), Leven-
bergMarquardt (LM), radial basis function (RBF), etc. Among these BP algorithm is
superior to other algorithms due to its less union time and precision. Fundamentally,
the backpropagation neural network (BPNN) is a multilayer perceptron network
(MLP) with error backpropagation algorithms [10]. BP algorithm comprise of a
three-layer feed-forward perceptron neural network architecture which has an input,
a hidden, and an output layer and each layer has several independent neurons as (1). In
particular, BP-NN requires the activation function to be continuously differentiable

The three stages of network, learning process are shown below [10]:

• Forward propagation stage. It is corresponding toMLP and develops a set of output
signal based on the input.

• Backpropagation error stage. Initially, the error between the output signal and the
ideal value in the output layer is calculated. Then the error propagates backward
layer by layer.

• Update weight stage. The weight matrix of each layer is attuned based on the error
which is in the accordance of gradient descent principle.
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Figure 3 demonstrates the ANN model of the total framework system which
comprises PV module associated with a load of 200 W. In the present experiment,
data from the solar panel has been measured in the form of panel current, voltage,
temperature, solar irradiance, and power in bright and hazy days with and without
dirt. Panel consists of windshield wiper with a small jet which injects water at the
time of wiping the dust from the panel. The supply to the windshield wiper motor
gets from the solar panel itself after being getting a control signal from the ANN. An
example has been illustrated in Table 1. The system gets the exterior data, calibrates

Fig. 3 Schematic diagram of ANN controlled PV system

Table 1 Data of different types of days measured from solar panels

Type of
day

Time
(a.m/p.m)

Voltage
(V)

Currents
(A)

Power (W) Solar
irradiance
(W/m2)

Module
tempera-
ture
(°)

Bright 12:00 p.m 18.71 7.6 142.2 764 48.68

Bright 1:00 p.m 22.83 8.1 185 1000 57.50

Bright 11.30 a.m 13.85 6.6 91.47 465 43.10

hazy 11:00 a.m 9.39 3.1 29.125 151 24.40

hazy 12:00 p.m 13.10 2.9 38 199 27.20

hazy 11:30 a.m 12.6 4.5 56.72 276 31.20

Dusty
bright

11:00 a.m 12.97 2.59 33.65 564 46.10

Dusty
bright

12:00 p.m 13.5 3.15 42.63 793 46.40

Dusty
hazy

12:30 p.m 10.97 2.80 30.72 276 39.40
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it by weights and relays it to following layer with the help of neurons. Tan sigmoid
activation function is being used for input and hidden layer neurons while pure linear
activation function is being used for output layer neurons.

Input to the ANN are PV array parameters; PV voltages (Vpv), currents (Ipv)
and power (P) and environmental data: irradiance (G) and module temperature (T)
(comprises five data) which is then trained to evaluate the performance of the ANN
model. The output layer has a single-output node which is either one or zero. One
denotes the dust is collected over the module which then produces the signal to wiper
motor to wash the panel and zero denotes no settlement of dirt over the module.

4 Results and Discussion

Miscellaneous models are assessed and the best one is picked by experimentation.
The best option comprises 5 neurons in the input layer, 30 in the hidden layer, and
1 neuron in the output layer as illustrated in Fig. 4. The following sub-database was
extracted from the data set described above.

– Inputs to the ANN were (T, G, P, Vpv, and Ipv) arranged to meet the circumstance
as standard; each day solar emission is lower or higher than 1000W/m2/day (dark
or clear days with and without dirt). There were 5365 samples as sub-database.
In training stage, to solve over the fitting problem 10% cross-validation method
is used, whereas, for training the network 80% of samples used, 10% utilized to
validate the network, and 15% utilized for test process.

To equitably assess the performance of the systems, four diverse factual markers
were utilized. These markers are mean absolute error (MAE), mean squared error

Fig. 4 Projected architecture for ANN
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(MSE), and mean absolute percentage error (MAPE):

MAE = 1

n

n∑

i=1

∣∣Ypredicted − Ytrue
∣∣ (1)

MSE = 1

n

n∑

i=1

(
Ypredicted − Ytrue

)2
(2)

MAPE = 1

n

n∑

i=1

∣∣∣∣
Ypredicted − Ytrue

Ytrue

∣∣∣∣
2

(3)

where Y predicted and Y true are estimated and measured dust values over panels by
the models, respectively. Among the above factual measures, MAPE is the most
critical measurable quantity in that it mentions utilization of every single objective
reality and has the smallest fluctuation from sample to sample. Variety of users
easily understands MAPE, so it is frequently utilized for reporting [11]. However,
MSEwill also be used for performance analysis as based on this the optimumnumber
of neurons in hidden layer will be decided. Here, MSE parameter is used to stop the
training process and results are shown in Fig. 5.

The accompanying parameters are placed through training our ANN model:
Training pattern = 5365 samples, learning rate = 0.001, set error objective =

0.01, number of epochs = 100, momentum = 0.95.

Fig. 5 Training results of ANN with evolution of the performance
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Fig. 6 Test phase
performance of ANN model

The ANN generates the signal only when the panel is accumulated by dust as the
data provided in the input was having dust data in both dusty and cloudy days. ANN
model was tested with the other data which were not included in the training set to
ensure that the prediction of dust by the ANN is fulfilling or not. Mean square error
(execution goal = 9.05 × 10−2) is achieved which is well below the set objective in
100 epochs as shown in Fig. 5. The validation showed the accuracy of trained ANN
model uses other data which were not used in the training and the mean square error
observed for the validation was 8.4968 × 10−3 which was less than the set error
objective.

Figure 6 shows results of tested network using whole dataset. 1.00052e−3 is
obtained as network test error and 9.98791e−1 is obtained as regression coefficient
(R). Regression coefficient tells about how well our data has been classified and fit
to the actual data. MAPE of the ANN model is found to be below 0.5% and in this
way taking into report the accuracy in the estimation of solar irradiance, module
temperature, current, voltage, and misfortunes in association wires, which is roughly
0.5%, consequently, on the whole error is around 1%.

5 Conclusion

Automatic washing with smart intelligent technology proved to be more economic
and significantly less cumbersome when compared to manual operation, particularly
in systems having large number of solar panels. Trouble-free ANN model has been
simulated that generates the signal to the motor operating wiper over the occurrence
of dust over solar panel of 250 Wp polycrystalline PV modules.

From the results presented, it can be concluded that ANN has capability to effec-
tively predict the dust data with an accuracy of 99% and successfully operated the
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wiper which wipes the panel. The approval too included investigation of the ade-
quacy of the trained data when copying with obscure information, i.e., data which
are not included in the training. This proves the system has high robustness when
compared to other techniques.
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Real-Time Low-Frequency Oscillations
Monitoring and Coherency
Determination in a Wind-Integrated
Power System

Abhilash Kumar Gupta, Kusum Verma and K. R. Niazi

Abstract With the increase of renewables in the generation mix, the problem of
low-frequency oscillations (LFOs) further escalates in modern power systems. This
paper proposes a method for LFO modes monitoring and coherency identification
using Phasor Measurement Units (PMUs) and Artificial Neural Network (ANN) in
real time for a high wind-penetrated power system. The data for ANN training and
testing is obtained from PMUs that are placed optimally in the system for com-
plete system observability. The synchronously sampled PMU data is dimensionally
reduced using Principal Component Analysis before using it to train the ANN. The
proposed approach is verified on the IEEE New England benchmark system. The
results obtained validate the effectiveness of the proposed approach in predicting
system damping and coherency status with very less computational burden under
varying operating conditions.

Keywords Artificial neural network · Generator coherent groups · Low-frequency
modes · Phasor Measurement Unit · Real-time analysis

1 Introduction

In recent years, the problem of low-frequency oscillations (LFOs) occurrence in
power systems is becoming more and more important. This is, among other things,
due to the rapid development of wind farms. This growing wind integration with very
less or no inertia further complicates the stable power system operation. The presence
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of any critical or poorly damped mode should be visible in real time to undertake the
required control measure. Therefore, to identify impending oscillatory instability in
real time, fast and accurate monitoring approaches need to be developed.

The modal analysis [1] is one of the most employed and conventional techniques
for modes identification but requires large computation for large systems and is per-
formed offline. Numerous time-domain simulations are needed to properly identify
all the LFOs using response-based methods [2]. The authors in [3] presented an
index that reports the relative variations in oscillation characteristics with varying
operating scenarios. However, in this study, the author carried out the offline study
and did not take the system configuration changes into account. In [4], the damping
status of various LFOs present in the system is found out using classification trees
which help in the application of control methodology in time. The Artificial Neural
Network (ANN)-based techniques [5] with appropriate feature set prove to be more
effective and accurate and can provide results at higher speeds for such real-time
applications. ANN training usually requires generation of lots of operating scenarios
and this is a time-taking process. The training efficiency could be increased by using
some appropriate feature-reduction techniques to reduce the data size.

The coherency of synchronous generators is usually calculated on the basis of
generator swing following any disturbance and thus can be determined alongwith the
oscillation monitoring procedure. Coherency information can play an important role
in the application of wide-area-based control methods like controlled islanding [6, 7].
The coherent group of generators are mostly found offline in literature. However, the
changing operating conditionsmay alter the coherent groups of generators and thus it
should be determined within a few cycles of disturbance. The authors in [8–12], use
different methods for coherency identification like PCA [8], ICA [9], continuation
method [10], method based on indices [11], and SVC [12]. However, most of them
have been employed for offline and online detections. Some studies determined it in
real time [6, 7, 13, 14] but required long durations post-disturbance data. Therefore,
further investigations are needed to explore a computationally efficientmethodwhich
requires less duration data to obtain coherency in real time.

The penetration of wind power is increasing rapidly in the generation mix with
Doubly Fed Induction Generator (DFIG) being used prominently [15]. The dynamic
interaction betweenDFIG and synchronous generators, and change in the power flow
pattern and system topology causes variations in modes damping [16]. The literature
suggests both positive and negative impacts of DFIG integration on modes damping
[15–18]. The DFIGs are integrated either by replacing the existing synchronous
generators (SG) or by adding them directly to non-generator buses. As the current
requirement is to meet the load growth, in most of the practical scenarios, DFIGs
are integrated without replacing SGs [18]. The location of DFIG also affects the
damping of LFO modes in the system. In this paper, wind is integrated as suggested
in [18].

The oscillationmonitoring in real time however requires the availability of various
system parameters to the operators in real time. Nowadays, Phasor Measurement
Units (PMUs) are available which provide the required wide-area measurements to
the operator [19]. This helps in dealing with the LFO problem more effectively. It is
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unfeasible to install PMUs at every system bus because of their high installation cost
and communication requirements. So, the optimal placement of PMUs is executed
using various conventional and heuristic techniques as suggested in [20, 21]. Earlier,
only system topology is considered while placing PMUs in the system. However,
considering system behaviour and purpose of deployment is equally important [22].

In this paper, a method based on PMU and ANN is proposed for real-time oscilla-
tionmonitoring using an index and coherent group identification in the power system.
The suggested method makes use of only first four cycles of post-disturbance syn-
chronously sampled data of bus voltage magnitude and angles. These measurements
are obtained from optimally placed PMUs. The DFIGs are placed at non-generator
buses while ensuring damping improvement of the modes. The data received from
PMUs is dimensionally reduced using PCA. This reduced dimension data is provided
as input to ANN and outputs are damping index and generator coherent groups. Two
ANNs are trained for predicting the coherency and damping status of the system. The
results obtained from these two architectures are then compared. This information
is of great importance to system operators especially with the increased penetration
of wind power in the generation mix. The proposed work is based on the findings of
some earlier work [23, 24] by the same authors.

2 Problem Formulation

2.1 Damping Index (DI)

To observe the impact of disturbances on the LFOs damping, damping index has
been used in this study [3]. This index gives information about the damping status
of each mode and thus the overall oscillatory stability of the system. For a particular
mode, value of DI is given by

DI =
⎧
⎨

⎩

min

(

1,
(

ζ

ζmin

)−n
)

, if ζ > ζabs

1, if ζ ≤ ζabs

(1)

where ζmin is minimum damping threshold belowwhich the system becomes critical,
n is index norm and ζabs is absolute damping limit below which system becomes
oscillatory unstable. The minimum damping limit varies with the system in hand
and is usually around 3–5% [3]. In this study, the limit is taken as 5%. The range
of DI values is 0–1. DI is ‘0’ when ζ = 100% and ‘1’ when ζ = ζmin. If DI < 1, it
means modes are damped and the system is oscillatory stable; otherwise it is critical
or small-signal unstable. The index is sensitive to the changing operating scenarios.
The norm value decides the index sensitivity. In this study, the value of the norm is
1.475.
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2.2 Coherent Groups Determination

The synchronous generators are grouped coherently on the basis of separation
between the machine rotor angles and the inertial centre. This can be calculated
as

δ j,COI = ∣
∣δ j − δCOI

∣
∣ for j = 1 to NG (2)

where δ j is the machine rotor angle and δCOI is the angle of inertial centre for an NG

generator system. This grouping when available in real time can be employed for the
implementation of emergency control actions.

3 Proposed Methodology

3.1 Optimal PMU Placement

The PMUs are placed optimally in this work using Integer Linear Programming (ILP)
[25]. The ILP is further modified to include different criteria to ensure the observabil-
ity of buses critical to oscillations monitoring. There are certain critical buses that are
required to be monitored all the time for oscillation monitoring purposes. Such buses
are found out using different criteria as suggested in [26]. Also, the system should
be completely observable in the case of single line or PMU outage. So, these two
conditions are included in the ILP approach to obtain the required optimal number
and position of PMUs in the system. The effect of zero injection buses (conventional
measurements) is also considered. The detailed description of the approach followed
can be referred from [26].

3.2 Wind Site Selection

As found out from the literature survey, the location of DFIG does effect the modes
damping in the system and thus they cannot be placed randomly even in large wind-
abundant regions for proper impact analysis studies. So, in this work, the DFIGs
are placed based on the locations obtained after proper impact analysis studies are
performed using eigenvalue analysis and dynamic sensitivity analysis as suggested
in [18]. The most beneficial locations with respect to system oscillatory stability are
determined for placing the DFIGs using this analysis. The detailed discussion on this
procedure is out of scope for this paper and can be referred from [18].
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3.3 Proposed PMU-ANN Based Method

The coherency information at some preferred future time instant and DI values are
predicted using the proposed study in real time for a high wind-penetrated power
system. The initial few cycle’s data after the disturbance is utilized for this process
which carries sufficient information about the system and is obtained using the opti-
mally placed PMUs in the system. The dimensionally reduced PMU output is used
as input to ANN that provides the required LFO mode information at the output.
The block diagram of the proposed methodology is shown in Fig. 1. The proposed
approach involves optimal PMU placement, DFIG site selection, data generation,
data dimension reduction using PCA, selection of ANN architecture, and then ANN
training and testing. The important steps are described below:

1. Data Generation: The system load is varied randomly in addition to line outages
for generating the pattern vector forANN training and testing. Themeasurements
of the first four cycles of bus voltage magnitude and angles are stored for each
case.

2. Dimension reduction: Out of all the variables, the unimportant ones are removed
using PCA. This dimensionally reduced data is then normalized, shuffled and
divided by a ratio of 60:40 for training and testing the ANN, respectively.

3. ANN architecture: In this work, Feed-Forward Neural Network (FFNN) and
Radial Basis Function Neural Network (RBFNN) have been employed for pre-
dicting the damping status and coherency information and their results have been
compared. The input vector consists of the first four cycles of post-disturbance
data of bus voltage magnitude and angles after dimension reduction which are
given by

[yi ] = [|V |,∠V ] (3)

Fig. 1 Block diagram for the proposed approach
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The output vector consists of values of DI, and frequency and damping ratio of
LFO modes are predicted using a single ANN, given by

[yo] = [
DIi ,CG j

]
(4)

where DIi ,CG j denotes DI for each ith mode and coherent group information for
each jth generator.

4 Results

The proposed strategy is tested on IEEE 39-bus benchmark system which is an
adaptation of the real New England system having abundant wind resource and thus
suitable for such studies. The system data can be referred from [27]. The system is
modified to add two wind farms at bus no. 9 and 27. The DFIGs’ locations affect the
LFOsdamping and thus theDFIGs are not placed randomly.TheDFIGs’ locations are
determined using the procedure explained in [18]. The total active power production
is PG = 6138.71 MW. The total wind penetration is taken as 25% in this study, so
each wind farm is of 768 MW. The system load is increased by the same quantity as
wind penetration to maintain the load-generation balance. The modified 39-bus test
system is shown in Fig. 2.

Wind Farm

Area 2

Area 3Area 1
W

W

W

Fig. 2 Modified IEEE 39-bus test system



Real-Time Low-Frequency Oscillations Monitoring … 169

Table 1 Optimal PMU placement result

No. of PMUs PMU locations (bus no.)

20 3, 5, 6, 9, 10, 13, 16, 18, 19, 20, 22, 23, 25, 26, 29, 34, 36, 37, 38, 39

4.1 Optimal PMU Placement

The optimal PMU placement has been performed for wide-area oscillation monitor-
ing purpose as explained in the previous section. The result showing the PMUs bus
locations is given in Table 1. The number of PMUs required came out to be 20. With
this placement, the system remains observable even in the case of single line outage
or PMU loss. Thus, the proposed method reduces the PMU number to around 50%
of the system buses.

4.2 Proposed Real-Time Monitoring

The system load is varied in the range of 100–110% of the base case with a step of
2.5%. The topological variations are considered in the form of single line outages.
For all the scenarios, the values of the damping index are stored. Also, the rotor angle
values of generators at some specific future time (after 3 s in this study) are measured
to find out the coherent grouping information. A pattern vector of 2500 cases is
generated; out of these, 1500 are used for ANN training and 1000 for testing purpose.
The first four cycles’ data of voltage magnitudes and angles after the disturbance is
collected from 20 PMU buses. So, there are 160 (20 × 4 × 2) variables recorded
for ANN input in each case. As the number of variables is very high, dimensionality
reduction is performed using PCA. The PCA reduced the number of input variables
to 18, giving a dimensionality reduction of 88.75% with an approximation precision
of 0.9992. This data is then used to train the ANNs after normalizing and shuffling.

In the base case, the system has eight modes, seven local and one inter-area mode.
Both the ANNs are tested for several unseen operating conditions and a few sample
cases are presented in Tables 2 and 3 showing the results of DI and coherent group’s
prediction, respectively. It can be seen from Table 2 that the DI predicted by both
the ANNs is very close to the actual values and the system is correctly identified
as insecure in both the cases. The inter-area mode is having damping less than 5%
in both scenarios. For the same sample cases, coherent groups predicted using the
proposed method are shown in Table 3. Both the ANNs predict the correct grouping
information. In case I, six groups are formed whereas in case II, four coherent groups
are there. This clearly shows that coherent groups change with system operating
conditions and need to be evaluated in real time for proper implementation of control
actions.

The performance evaluation of both the neural networks is shown in Table 4. It
can be seen from the result that the MSE is very less for both training and testing
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Table 2 DIi results for sample cases

Operating
condition
no.

Loading in
% of base
case

Mode
number

Modal
analysis

PMU-ANN based method

Damping index
(DIi)

System
status

Damping
index (DIi)

FFNN RBFNN

1454 (case
I)

110% (line
outage of
14–15)

1 0.5021 0.4955 0.4981 Insecure

2 0.6783 0.6780 0.6770

3 0.5375 0.5453 0.5415

4 0.6885 0.6844 0.6854

5 0.3331 0.3467 0.3340

6 0.4009 0.3948 0.3961

7 0.3579 0.3599 0.3644

8 1.0000 1.0018 0.9977

1662 (case
II)

102.5%
(line outage
of 21–22)

1 0.3821 0.3794 0.3775 Insecure

2 0.6718 0.6771 0.6637

3 0.4683 0.4725 0.4658

4 0.7949 0.7859 0.8073

5 0.5100 0.5099 0.4914

6 0.2837 0.2754 0.2751

7 0.4119 0.4096 0.4061

8 1.0000 1.0035 0.9986

Table 3 Coherency results for sample cases

Sample case no. Actual coherent groups
(generator no.)

Predicted coherent groups

FFNN RBFNN

Case I (1, 10), (2, 3), (4, 5, 7),
(6, 8, 9)

(1, 10), (2, 3), (4, 5, 7),
(6, 8, 9)

(1, 10), (2, 3), (4, 5, 7),
(6, 8, 9)

Case II (1), (2, 3), (4, 8, 9), (5),
(6, 7), (10)

(1), (2, 3), (4, 8, 9), (5),
(6, 7), (10)

(1), (2, 3), (4, 8, 9), (5),
(6, 7), (10)

Table 4 Performance
comparison of FFNN and
RBFNN

Parameters FFNN RBFNN

Training time (s) 257.8071 74.0141

Prediction time/sample in
testing (s)

1.077 × 10−4 1.188 × 10−4

Mean squared error
(training)

0.0022 0.0017

Mean squared error (testing) 0.0029 0.0044
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phase for both the ANNs. Even for unforeseen conditions, the error is nearly 0.29%
for FFNN and 0.44% for RBFNN that is a reasonably acceptable prediction error.
Also, the average prediction time for every operating state is of the order of 10−4

s which is almost real time, which makes them suitable for online and real-time
applications. It is seen from the results that the performance of both networks is
nearly the same. However, FFNN performs slightly better than RBFNN as MSE is
lower and the testing time per sample is also less. Thus, it can be concluded from
these results that both the ANNs give good performance in predicting DI values and
generator coherency, and any one of these can be utilized while implementing this
method for real-time applications.

5 Conclusion

This paper presents a PMU-ANN based technique to forecast the modes damping
and generator coherency in real time for a high wind-integrated system. The PMUs
are placed optimally in the system using a modified ILP method so as to ensure
continuous oscillation monitoring of the system even under single line outage or
PMU loss. The proposed method is tested on IEEE 39-bus benchmark system. The
proposed technique requires very less duration post-disturbance data for predicting
the coherency information. The ANNs employed give very small MSE and average
prediction time per sample for all unseen operating scenarios involving topological
variations. The computational requirement of the proposed method is also very less.
The test results validate the suitability of this method for real-time and online appli-
cations. The proposed approach thus can be employed for implementing emergency
control methods which require coherency information in real time.
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of Different Structures of MEMS
PVDF-Based Low-Frequency
Piezoelectric Energy Harvester
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and Santosh Chaudhary

Abstract This paper presents the performance comparison of two cantilever struc-
tures (Straight-T shaped and Pi-shaped) that can be utilized for piezoelectric energy
harvesting (PEH) application. For proper selection of the material, a comparison is
made among different piezoelectric materials and it is observed that for achieving
low-frequency operation, high flexibility, high thermal stability, outstanding chem-
ical resistance, and finally, for environment sustainability, polyvinylidene fluoride
(PVDF) is a better alternative than PZT. PVDF proved to be a better alternative for
the MEMS devices to be used for structural health detection and for portable medi-
cal applications. All cantilever structures discussed in this paper are designed using
the same materials, i.e., PVDF as the piezoelectric layer, single crystal silicon for
the structural layer and the proof mass, and gold as the top and bottom electrode.
All the designed structures discussed in this paper have the same thicknesses for
these layers. Their performances are evaluated on the basis of parameters such as
resonant frequency, generated piezoelectric voltage, maximum displacement, and
von Mises stress developed on the application of 1 g acceleration. The pi-shaped
cantilever beam structure generates a piezoelectric voltage of 6.76 V at the resonant
frequency of 260.79 Hz on the application of 1 g acceleration and proves to be a
better candidature than the T-shaped structure.
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1 Introduction

Presently, a lot of research is going on across the world to find out the novel type of
MEMS-basedmicro-cantilever for energy harvesting from the surrounding resources
to power wireless sensor nodes and modules and is gaining prominence. Chemical
fuel cells were utilized conventionally to power these wireless electronic gadgets.
Diminishing dimensions of transistor with addition to various other enhancements in
conventional CMOS along with MEMS technologies lead to the energy constraints
of recent electronic devices and transducers outstandingly at a minimum level. As
the energy dissipation levels were decreased, developing self-substantiating devices
that use energy harvesting as the only power source turn out to be an extra reason-
able objective, and this initiated an inspiration to do research on energy harvesting
[1–4]. The demanding task of substituting a battery and its reduced lifespan has
triggered the researchers to harvest ambient energy from the surroundings. The fore-
most ambient energy resources are mechanical vibrations, acoustic, solar, biogas,
wind, and thermoelectric [5–7]. There are four different techniques available for
harvesting the ambient mechanical vibrations: electromagnetic, electrostatic, mag-
netostrictive, and piezoelectric [8–10]. Owing to the intricate properties of planar
magnets, intricacies in integration and the minimum number of coil turns, the elec-
tromagnetic transducers are complicated to fabricate using the MEMS technology.
In the electrostatic transducers, there is an existence of parasitic capacitance and
the high output impedance restricts the output current, and consequently degrades
the generator effectiveness. Themagnetostrictive generator offers appropriateness for
vibrations at high frequency, high flexibility, no depolarization setback, and ultrahigh
coupling coefficient. However, the nonlinear effects, the requirement of the pick-up
coil, and the complexity in the fabrication usingMEMS technology confine their use
for wireless applications [11, 12]. Probably the most encouraging energy harvest-
ing strategies is utilizing piezoelectric materials to transform ambient mechanical
vibrations to electrical power [13, 14]. PEHs contain greater power concentration
in comparison to all their electrostatic and electromechanical alternatives. Addition-
ally, natural electromechanical transformation ability of piezoelectric materials will
allow simple device architectures appropriate for miniaturization. Being an outcome
of these benefits, exploration upon MEMS energy harvesters is mainly concentrated
on piezoelectric devices as well as various prototypes have been already explained
in the literature.

The purpose of thework presented in this paper is to investigate different structures
ofMEMS-based PVDFPEHs for harvesting ambient vibrations in the low-frequency
range below 1 kHz. The designing of the cantilevers are accomplished using single
crystal silicon for the structural layer and the proof mass, PVDF ceramic as the
piezoelectric layer. For proper selection of the material, a comparison is carried out
between different piezoelectric materials and it is observed that for obtaining low-
frequency operation, high flexibility, high thermal stability, and outstanding chemical
resistance polyvinylidene fluoride (PVDF) prove a better alternative than PZT and it
also provides environmental sustainability. In this work, four types of analysis have
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been performed. (1) Themodal analysis for the calculation of the resonant frequency.
(2) The dynamic analysis in order to compute the maximum displacement across
the z-direction. (3) The piezoelectric analysis is done to evaluate the piezoelectric
voltage. (4) In order to compute the von Mises stress at the resonant frequency, the
stress analysis is performed.

2 Mathematical Modeling

The most popular vibration-based micro-cantilevers are spring–mass–damper sys-
tems which result in optimum power when the resonant frequency of the ambient
vibration matches the generator frequency. The resonant frequency ( frq) of a fixed-
free cantilever beam can easily be defined by Eq. (1) [15–17]

frq = 1

2π

√
ks
m

(1)

where m is the mass of the fixed proof mass.
The spring constant (ks) of the cantilever is specified by Eq. (2) [15–17]

ks = 3Y I

l3
= 3Ywt3

12l3
(2)

where Y is the Young’s modulus, I is the moment of inertia, l is the length, w is the
width, and t is the thickness of the cantilever beam.

Thus, the resulting formula of the resonant frequency can be derived as Eq. (3)

frq = 1

2π

√
Ywt3

4l3m
(3)

Thus, as seen from Eq. 3, the resonant frequency depends on the dimensions of
the cantilever and the mass of the proof mass.

The relation between the cantilever end deflection δe and the applied force Fap is
given by Stoney’s equation [15–17]

δe = 3Fap(1− υ)

Y
(
l
t

)2 (4)

where υ is the Poisson’s ratio.
So, the applied force can be calculated as

Fap = δY
(
l
t

)2
3(1− υ)

(5)
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To ascertain if a material will yield or fracture, the von Mises stress (σvM) can
give an idea and can be calculated by Eq. (6).

If the value of von Mises stress of a material in loading condition is significantly
higher than or equal to the yield extent of the same material under the influence of
tensile stress, then the material will produce.

σvM = Fap

A
(6)

where A is the surface area of the cantilever beam.

3 Design Parameters of Cantilever Beam

In this paper, two basic structures of cantilever beams have been simulated using a
FEM-based simulator, i.e., straight T-shaped and pi-shaped. In all these structures, a
vice beamof the same dimension is attached at the fixed end of the beam for providing
support to the beam and a proof mass is fixed at the bottom of the free end of the
cantilever beam. All the structures are designed to work as PEH for the harvesting of
low-frequency ambient vibrations. In all the designs, both electrical and mechanical
boundary conditions have been applied. In electrical boundary conditions, the ground
potential is employed to the bottom electrode and the floating terminal voltage is
applied to the top electrode along with the resistive load. In mechanical boundary
condition, one end of the beam remains fixed where the vice beam is attached. Some
of the important material properties are listed in Table 1.

Table 1 Material properties Material properties Materials

Silicon PVDF Gold

Density (Kg/m3) 2329 1780 19300

Young’s modulus
(Y ) (GPa)

170 8.3 70

Poisson’s ratio (υ) 0.28 0.18 0.44

Relative permittivity

(ξT )

11.7 {6.76, 8.38, 7.20} 6.9

where ξT is a 3 × 3 dielectric constant matrix at constant stress,
i.e., in stress-charge form
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Fig. 1 Dimensional view of the designed straight T-shaped cantilever beam

3.1 Design Parameters for the Straight T-Shaped Cantilever
Structure

The length, thickness, and the width of the straight T-shaped cantilever beam are
2300 µm, 5 µm, and 300 µm, respectively. The thickness of the PVDF piezoelectric
layer is taken to be 5 µm. In this structure, the shape of the proof mass is similar to
that of the cantilever beam with the length of 920 µm and thickness of 160 µm. All
these dimensions of the structure are illustrated in Fig. 1.

The resonant frequency obtained from the straight T-shaped cantilever beam is
259.29 Hz, with a piezoelectric potential generated at the fixed end of the cantilever
beam being 4.775 V.

3.2 Designing Parameters of the Pi-Shaped Cantilever
Structure

The length, thickness, and the width of both the individual beams in the pi-shaped
cantilever beam are 2300 µm, 5 µm, and 300 µm, respectively. The thickness of the
PVDF piezoelectric layer is also taken to be 5 µm. In this structure, the shape of
the proof mass is similar to the free end of the cantilever beam with the length of
920µmand thickness of 160µm.All these dimensions of the structure are illustrated
in Fig. 2.

The resonant frequency obtained from the pi-shaped cantilever beam is 260.67 Hz
for the left beam and 260.79 Hz for the right beam which is a very slight negligible
difference of 0.12 Hz, with a piezoelectric potential generated at the fixed end of the
left beam being 6.74 V and that of the right beam being 6.76 V.
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Fig. 2 Dimensional view of the pi-shaped cantilever beam

4 Results and Discussion

For PEHs discussed in the paper, four types of analyses have been carried out. (1)
For the measurement of the resonant frequency, the modal analysis is done. (2) The
dynamic analysis for the calculation of the maximum displacement across the z-
direction. (3) The piezoelectric analysis to compute the piezoelectric potential. (4)
The stress analysis to evaluate the vonMises stress at the resonant frequency. For the
analysis of PEHs, the 1 g acceleration is applied along the z-direction. The perfor-
mance of the designed piezoelectric energy harvesters is evaluated and compared on
the basis of parameters such as resonant frequency, piezoelectric voltage, maximum
displacement, and stress.

4.1 Modal Analysis

Themodal analysis is carried out for the calculation of the resonant frequency among
the primary six frequency modes of the PEHs and their related shape of deformation.
The first eigen frequency produces the maximum displacement and the piezoelectric
voltage, and thus is considered as the resonant frequency as its bending performance
is appropriate for energy harvesting application, and is demonstrated in Fig. 3.

The comparison of analytical resonant frequency frq(analytical) obtained fromEq. (1)
and the simulated resonant frequency frq(simulation) of all the three PEHs are listed in
Table 2. It is usually observed that the percentage error in the analytical and simulation
study is very low.
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Fig. 3 Eigen-frequency of a straight T-shaped, b pi-shaped for the left beam, c pi-shaped for the
right cantilever beams, respectively

Table 2 Comparison
between analytical and
simulated resonant frequency
of (a) straight T-shaped, (b)
pi-shaped cantilever beams

Design f rq(analytical)
(Hz)

f rq(simulation)
(Hz)

Error (%)

Straight
T-shaped

267.64 259.29 3.12

Pi-shaped 232.90 260.67 10.65
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Table 3 Performance of (a) straight T-shaped, (b) pi-shaped cantilever beams

Design Maximum
displacement
(µm)

von Mises stress
(N/m2)

Piezoelectric
voltage (V)

Volume (µm3)

Straight
T-shaped

1.64 × 104 1.9 × 108 4.775 1.591 × 108

Pi-shaped 2.1 × 104 2.8 × 108 6.76 2.101 × 108

4.2 Dynamic Analysis

For all the structures discussed in the paper, when the boundary load of 1 g accelera-
tion is applied along the z-axis, the cantilever beamvibrates resulting in the deflection
of the beam [15–17]. It is observed that the maximum displacement occurs at the
free end and the displacement at the fixed end is zero for the cantilever beam.

4.3 Piezoelectric Analysis

It is well-known that the PEH generates a piezoelectric potential when it is subjected
to a load. The piezoelectric voltage of all the three PEHs can be computed using a
FEM simulator, which is proportional to the stress and also depends on the material
properties. It has been noticed that the maximum electric potential appears at the
fixed end of the cantilever beam.

4.4 Stress Analysis

The stress analysis is significant for the cantilever beam as it should be lower than the
yield strength of the structure to verify if the material will yield or fracture. For this
purpose, von Mises stress is measured and it has been observed that it is maximum
at the fixed end of the cantilever beam. All these analyses have been carried out and
the results are illustrated in Table 3.

5 Conclusion

This paper presents the performance of two cantilever beam structures proposed to
yield piezoelectric potential from ambient mechanical vibrations. On the basis of the
mathematical modeling, selection of the material, and FEM analysis for an energy
harvester, the geometrical dimensions are optimized. For obtaining low-frequency
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operation, high flexibility, high thermal stability, outstanding chemical resistance
polyvinylidene fluoride (PVDF) is used as the piezoelectric layer which also pro-
vides environmental sustainability. These designs can be used for the devices used for
structural health detection and for portable medical monitoring applications. Piezo-
electric polymer PVDF proves the better choice than PZT ceramics, which is a lead
(Pb)-based composite and sensors developed using PZT cannot be used for medical
applications. All the structures designed and analyzed in this paper are suitable for
low-frequency operation. The pi-shaped PEH generates piezoelectric potential of
6.76 V which is a sufficient potential to replace a battery of around 5 V in today’s
electronic gadgets.
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Designing and Implementation
of Overhead Conductor Altitude
Measurement System Using GPS for Sag
Monitoring

Sangeeta Kamboj and Ratna Dahiya

Abstract Background: For efficient operation and reliability of power systems,
continuous monitoring of power line sag is needed. The dynamic thermal line rat-
ing of a power transmission system at any instant may also be evaluated if power
line sag information is available at that time. The smart grid also encourages sag
measurement technologies so that the operator can take immediate corrective action
whenever power line ground clearance exceeds the maximum allowable limit. Aim:
The purpose of this paper is to design and implement an overhead conductor alti-
tude measurement system using Global Positioning System technology with accu-
racy enhancement techniques for sag monitoring in power transmission lines in real
time. Method: The observed Global Positioning System (GPS) measurements are
found inaccurate by the comparison of observed GPS measurements with physi-
cal measurements taken at the field site. Therefore, various combinations of accu-
racy enhancement techniques such as Bad Data Identification/Modification (BDIM),
Least Square Parameter Estimation (LSPE), and Haar Wavelet Transform (HWT)
are used. Results: The field test has been conducted successfully on 11 kV power
line by using the designed system to measure the altitude of overhead conductor at
mid-span as well as at the pole to evaluate conductor sag of power lines in real time.
Conclusions: It is found that HWT after LSPE and BDIM combination of accuracy
enhancement techniques improves the accuracy of GPS measurements significantly
and hence conductor sag can be monitored on-screen directly.
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1 Introduction

The dynamic thermal line rating of the power transmission system at any instant
may be evaluated if power line sag information is available at that time. In addition,
the safe operation of the power grid is affected as the distance of the power trans-
mission line to the ground reduce vertically [1]. The smart grid also encouraged sag
measurement technologies so that the operator can take immediate corrective action
whenever power line ground clearance exceeds maximum allowable limit and thus
the possibility of system collapse is prevented [2]. The methods to measuring power
line sag may be either direct or indirect. Some of the methods to measure power line
sag are observation method, GPS-based, by using conductor temperature and stress
to calculate sag, projection technique, and using the tilt of the line to determine sag
[1]. Video Sagometer is one of technologies for direct measurement of conductor
sag that may enhance the utilization of dynamic line ratings. But the use of advanced
image processing techniques makes the system more complex [3, 4]. GPS-based
method to measure sag is also one of the direct methods as it does not require any
assumptions regarding ambient weather conditions, conductor temperature and ten-
sion measurements, and intermediate calculations to compute it. In reference [5],
the method to measure sag on transmission line conductor using Differential Global
Positioning System (DGPS) has been discussed. A specially designed test site has
been chosen to study the behavior of the system by conducting field tests. Komarigiri
et al. also showed that GPS system could be cost effective for overhead conductor sag
measurement in power transmission lines [6]. In the available literature, development
of overhead conductor sag measurement system using DGPS technology has been
described. Though this system enables direct measurement of sag accurately, the
cost of the system increases with additional equipment needed for the GPS receiver.
But it has not been tested on an energized high-voltage line and requires experience
in the proposed technology for implementation. In reference [7], the conductor sag
measurement system has been used to perform field tests on 11 kV power lines to
analyze the effect of span length on conductor sag. Dynamic Thermal Line Rating
of 440 V power distribution line has been evaluated using the estimated conductor
sag information by conducting field tests at different air temperatures by means of
the conductor sag measurement system using GPS in reference [8]. In reference [9],
a number of cases have been studied to prove that temperature and sag monitoring of
overhead power lines are an essential part of the transmission smart grid. A method
to measure the power line sag using optical sensors has been proposed in reference
[10].

The GPS satellite signal consists of various inherent errors such as ephemeris
errors, satellite clock error, ionospheric and tropospheric delays, andmultipath before
being given to the GPS receiver which affect its accuracy [11]. The signal processing
techniques can be used to improve the accuracy of the GPS receiver so that its output
can be used tomeasure overhead conductor sag efficiently [5, 6]. In the present paper,
an overhead conductor sag altitude measurement system using GPS technology has
been developed and designed. The designed system has been implemented on 11 kV
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power line at a load of 80 A. Errors in the observed GPS measurements are found by
comparison of the observed GPS measurements with physical measurements taken
at the site of the field test and thus these measurements need to be processed for sag
estimation directly. The various combinations of accuracy enhancement techniques
such as BDIM, LSPE, and HWT have been used for error reduction in the observed
GPS altitude measurements to monitor sag efficiently. In the paper, output obtained
after using accuracy enhancement techniques, has been comparedwith physical mea-
surement taken at the site of the field test to estimate error in the raw measurements.
Thus, HWT after LSPE and BDIM techniques has been for processing of observed
GPS altitude measurements to estimate power line sag used as it provides better
results.

2 Designing of Overhead Conductor Altitude Measurement
System

The overhead conductor altitude measurement system has been designed to measure
conductor altitude at mid-span and at the pole of the power line for evaluation of sag
in real time as presented in Fig. 1. The basic components used in the designing of an
overhead conductor altitude measurement system are shown in Fig. 2. In the setup,
insulation unit is made up of polymer materials and metal fittings. Silicon organic
rubber has been used in a protective ribbed mold and antirust alloy used in flanges
provides longer term operation [8]. The polymer insulator used in the designing of the
conductor altitude measurement system has many advantages such as light weight,
higher dielectric strength, excellent insulating behavior, highly resistant to breakage,
compact design, and very high level of safety.

Acrylic sheet with dimensions as shown in Fig. 1 has been used for the support of
GPS receiver BT359 which measures conductor altitude at mid-span as well as the
pole of the power line in real time. The system for conductor altitude measurement
has been designed in such a way that the overall weight of the system has a negligible
effect on conductor sag. A suitable distance from power line (0.47 m) has been taken
into consideration for altitude measurement by the GPS receiver to avoid the effect
of high-voltage environment under power lines on the operation of the GPS receiver.
And this distance is added to the conductor altitude information given by the GPS
receiver to obtain actual altitude of the overhead conductor. As the weight of the
conductor increases due to loading of wind and ice, the designed system is more
useful for the sag monitoring in real time in hilly and windy areas to keep power line
ground clearance within the maximum allowable limit.
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Fig. 1 Designing of overhead conductor altitude measurement system

2.1 Field Test

The field test has been conducted on 11 kV Sanheri Domestic Feeder, Kuwar Kheri,
Kurukshetra (Haryana), India having span length of 65 m at a load of 80 A under
ambient temperature of 29 °C using the designed system. The main purpose of the
field test is to obtain altitude measurements of the overhead conductor using a GPS
receiver at mid-span as well as at the pole to evaluate conductor sag of power lines
in real time. The lowermost phase of power lines is used for sag measurement.
During the field test, the GPS receiver has been used in the differential mode. In
this mode, one of the GPS receivers has been placed on the earth and the other GPS
receiver on the power line but both the receivers receive the GPS satellite signals
simultaneously. The actual position of the earth above mean sea level is known as
per the Survey of India and is compared to the readings obtained by the GPS receiver
placed on the earth. With the estimated error, the readings obtained by the GPS
receiver placed on the power line are compensated by simple subtraction. The GPS
receiver has taken input from GPS satellites available in the view of the receiver at
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Fig. 2 Main components
used in conductor altitude
measurement system

the time of measurements and has given output in standard NMEA0183 sentences
to the laptop via a bluetooth link. GPS software “NMEA/GPS data logger” has been
used to process the standard NMEA0183 sentences to provide conductor altitude
information of the power line.

The altitude of the conductor from the earth at the site of the field test has also
been measured using BOSCH GLM 50 laser distance measuring device as given in
Table 1.

Now the altitude of the earth above mean sea level of the place (i.e., Kurukshetra
which is 240 m as per the Survey of India) has been added to the altitude of the con-
ductor measured from the earth as given in Table 1 to obtain the overhead conductor
altitude above mean sea level and used for the estimation of error in rawGPS altitude
measurements. A pictorial illustration of the field tests performed using the designed
system at the 11 kV Sanheri Domestic Feeder, Kurukshetra is shown in Fig. 3.

Table 1 Conductor altitude
measurement from the earth

S. no. Measurement at Altitude of conductor from the
earth (m)

1 Mid span 6.2

2 Pole 7.4
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Fig. 3 Field test conducted using designed conductor altitude measurement system

3 Accuracy Enhancement Techniques

The enhancement techniques used to improve the accuracy of the observed GPS
altitude measurements are discussed as follows.

BDIM Technique
The momentary loss of some satellites from view, ambient noise, and signal reflec-
tions degrades the accuracy of GPS measurements. Therefore, it is imperative to
identify and modify the bad data in order to improve accuracy. The algorithm used
in this technique has been depicted in a flowchart as can be seen in Fig. 4.

LSPE Technique
The ordinary least square technique has been used to analyze nonlinear behavior of
error in the observed data [12, 13]. In this technique, input data are GPS altitude
measurements obtained after using the BDIM technique. The steps followed in this
technique are shown in Fig. 5.
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Fig. 4 Flowchart showing the algorithm used in BDIM

HWT Technique
Mathematical details on wavelet analysis can be found in [14, 15]. The concept of
signal decomposition has been applied to GPS altitude measurements obtained by
using LSPE after the BDIM technique. Then the approximation component of GPS
altitudemeasurements is obtained after the LSPE technique at level 11 usingWavelet
Toolbox of the MATLAB software.

4 Results

Raw GPS Measurements
Thephysicallymeasured altitude and rawGPSaltitudemeasurements of the overhead
conductor at mid-span are presented in Fig. 6. The GPS altitude measurements after
comparison with the physically measured altitude of the conductor are found to be
inaccurate because of some inherent sources of error in the GPS measurements.
Inaccuracies in GPS altitude measurements during field test are also because of the
GPS receiver BT359 used. In order to reduce the errors in the raw GPS altitude
measurements, the following combination of accuracy enhancement techniques has
been used.
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Fig. 5 Algorithm used in LSPE technique

Fig. 6 Observed GPS altitude measurements

Combination 1 (LSPE after BDIM)
Combination 2 (HWT after LSPE and BDIM)

Observations Using Combination 1
Figure 7 presented the effect of combination 1 of the accuracy enhancement tech-
niques on the observed GPS altitude measurements. It has been found that the max-
imum absolute error in the observed GPS altitude measurements at mid-span has
been reduced from 1.41 to 0.053 m and thus these closely matched to that of the
altitude of the conductor measured physically.
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Fig. 7 Effect of combination 1 of accuracy enhancement techniques

Fig. 8 Effect of combination 2 of accuracy enhancement techniques

Observations Using Combination 2
Further error estimation is required to reduce the errors in the GPS altitude mea-
surements as these cannot be used for sag estimation. Figure 8 shows the effect of
combination 2 of accuracy enhancement techniques on GPS altitude measurements
resulting from combination 1 and the error further reduced to 0.023m at themid-span
of line.

4.1 Error Analysis

The absolute error found in raw GPS altitude measurements and processed GPS
altitude measurements obtained using DSP techniques such as BDIM, combination
1, and combination 2 for the considered field test have been illustrated in Fig. 9.

It has been found that the error in the estimated GPS altitude measurements
obtained using combination 2 reduced to a greater extent and was used to compute
the conductor sag efficiently.
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Fig. 9 Absolute error analysis

Fig. 10 Estimated Sag

5 Sag Estimation

The power line sag has been evaluated using the estimated GPS altitude measure-
ments obtained after combination 2 of the accuracy enhancement techniques at mid-
span and at the pole of the power line. It is observed that sag measured by GPS using
combination 2 technique has lesser errors as depicted in Fig. 10.

6 Conclusion

It can be concluded that the GPS technology may be feasible for direct measurement
of overhead power line conductor sag. It is also concluded that the GPS-based esti-
mated sag obtained using combination 2 of accuracy enhancement techniques has
less error in comparison to physically measured sag for the case considered. The
outcome of the statistical analysis of raw/estimated GPS altitude measurements also
shows that combination 2 of the accuracy enhancement techniques is the best com-
bination for significant error reductions in raw GPS altitude measurements. It may
also be concluded that there is requirement of packaging for the GPS-based overhead
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conductor sag measuring system due to electromagnetic interference from corona
dischargeswhen themeasurements are to be taken in very high-voltage environments.
The resulting conductor sag information may be used to improve the efficiency of the
electric power systems particularly in the hilly areas and in worst weather conditions.
Although the calculation of Dynamic Thermal Line Rating of an overhead conductor
using sag information is not considered in the paper, the real-time sag measurement
using GPS may be translated into real-time Dynamic Circuit Rating.
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9. Lovrenčić V, Gabrovšek M, Kovač M, Gubeljak N, Šojat Z, Klobas Z (2015) The contribution
of conductor temperature and sagmonitoring to increased ampacities of overhead lines (OHLs).
Period Polytech Electr Eng Comput Sci 59(3):70–77

10. Wydra M, Kisala P, Harasim D, Kacejko P (2018) Overhead transmission line sag estimation
using a simple optomechanical system with chirped fiber Bragg gratings. Part 1: preliminary
measurements. Sensors 18(1):1–14

11. Hoffman-Wellenhof B, Litchteneggr H, Collins J (1993) Global positioning system theory and
practice. Springer, New York

12. Phillips GM, Taylor PJ (1996) Theory and applications of numerical analysis, 2nd edn. Aca-
demic Press, New York

13. Linfield G, Penny J (2000) Numerical methods usingMATLAB, 2nd edn. Prentice Hall, Upper
Saddle River, NJ

http://edmlink.com/EDMSagometer.pdf


194 S. Kamboj and R. Dahiya

14. Stark H-G (2005) Wavelets and signal processing. Springer, Berlin Heideberg
15. Noureldin A, Osman A, El-Sheimy N, Nassar S (2003) Wavelet multiresolution analysis. GPS

World, Oct 1



Risk-Averse G2V Scheduling of Electric
Vehicle Aggregator for Improved Market
Operations

S. Sharma, P. Jain and P. P. Gupta

Abstract In a smart grid environment, the price uncertainty would significantly
affectmarket operations and behavior of anElectricVehicleAggregator (EVA) aimed
at profit maximization throughGrid-to-Vehicle (G2V) charge scheduling of EVs. For
improvedmulti-market operations, risk-averseG2V scheduling of EVA ismodeled in
this paper to manage its revenue risk and reduce energy purchase cost incorporating
Time-of-Use Price-Based Demand Response (TOU-PBDR). Scenarios of prices are
generated employing theMonteCarlo Simulation (MCS) approach. The probabilistic
Kantorovich Distance (KD) is used in scenario reduction backward algorithm to find
a trade-off between computation speed and accuracy. Risk measure incorporated is
Conditional Value at Risk (CVaR). Simulation results verify the efficacy of proposed
method and the effect of stochastic G2V scheduling strategy of EVA on the energy
and regulation market operations.

Keywords Demand response · Electric vehicles (EVs) · Grid-to-vehicle (G2V) ·
Markets · Scheduling

1 Introduction

The advancements in storage and battery technology, limitations on fossil fuel con-
sumption, and global warming are the main drivers of transport electrification [1].
Grid integration of EVs may pose opportunities and challenges to the System Oper-
ator (SO). Opportunities to SO can be due to its storage potential and capability
to provide frequency regulation and charging load flexibility [2]. However, uncon-
trolled charging of EVs may put forward threats to SO such as grid reinforcement,
power quality issues, increased losses, and power imbalances [3]. This necessitates
optimal G2V scheduling of EVAwhich implements smart charging through efficient
coordination of EVA with EV owners and SO [4]. It acts as a mutually beneficial
negotiator between SO and EV owners, enabling improved operations in power grid
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and electricity market. It aims to optimally schedule the charging of EVs considering
the benefits of SO and EV owner while maximizing its profit earned from partici-
pation in multiple markets of electricity and ancillary services. It provides reserve
capacity, regulation capacity, and grid congestion management through the coor-
dinated charging of EVs for the benefit of SO. It may adopt Price-based Demand
Response Programs (DRP) to benefit EV by reduced charging costs and benefit SO
by peak load management and load leveling. However, for optimal decision-making,
EVA faces several uncertainties like volatility in different market prices, EV arrival
and departure times, initial SOC based on unexpected trip plans, renewable DGs
output at the charging station, system load, etc. It is also subjected to challenges like
its capability to attract and sustain EV owners and to make certain that combined
capacity of idle EVs is available to SO [5]. Multiple market participation hedges
EVA against risk of profit loss as compared to single market participation. However,
incorporation of risk model based on different uncertainties is necessary in the G2V
scheduling for realistic decision-making.

Scheduling model of EVA is demonstrated in [6, 7] based on minimization of
charging energy cost and the net substation cost subjected to network security con-
straint. DRPs act as a hedge against high peak prices and motivate EV owners to
charge during off-peak. In intelligent grid, DRP plays dynamic role to reestablish
the equilibrium regarding electricity supply and demand [6]. Integrated DRPs and
risk-based G2V scheduling are necessitated in the evolving smart grid scenario [8–
10]. In [11], G2V scheduling of EVs is modeled using stochastic approach in view of
uncertainties of electricity market and EVs to reflect the influences of diverse DRPs
on the operative performance of EVAs and to enhance the contribution of EVAs in
respective DRPs. Stochastic planning model enables the decision-maker to specify
the risk level caused by uncertainties in renewables (wind and solar), load patterns,
parking patterns, and transmission lines’ reliability, and balance its costs and benefits
according to this risk level [12].

Risk-aversiveness of EVA in market participation should be optimized to attain
enhanced scheduling approach that assurances a Pareto upgrading on its profit over
entire uncertainty set.Measures of risk are necessary for exemplifying the risk related
to a given judgment [13, 14]. Most efficient risk measure, Conditional Value at Risk
(CVaR) is coherent and downside risk measure. Risk-averse bidding has been for-
mulated for demand-side resource aggregator based on CVaR to minimize expected
regret value over a subset of worst-case scenarios whose collective probability is no
more than a threshold value [15]. Multi-market participation of an EVA is formu-
lated for EVA’s CVaR maximization in [16–18]. Risk-averse formulation illustrated
that the EVA would be able to reduce the risk in its expected revenue by shifting
its revenue source from one market to another market [19]. However, DRPs are not
integrated in [16–21].

In the context of the literature survey, this paper proposes risk-averseG2Vschedul-
ing of EVA in energy and regulation markets integrating TOU-PBDR for EV own-
ers. Five-step TOU price is formulated with the forecasted value of real-time energy
prices using hierarchical and clustering method. The energy and regulation market
prices are modeled by normal distribution with forecasted as mean and a standard
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deviation to model uncertainty pattern. Monte Carlo Simulation method is used to
handle uncertainty of the prices in the problem formulation. EVA procures energy
from wholesale market on real-time market price and charges EVs on TOU prices.
The EVA also provides regulation to SO at the real-time regulation market prices by
coordinating the charging rates of connected EVs. The objective of the EVA is profit
maximization subjected to risk of profit variation due to volatility of the uncertain
variables like market prices of energy and regulationmarket. Themeasure adopted in
this work is CVaR. The problem is a mixed integer nonlinear programming problem
and is formulated in GAMS and solved using IPOPT solver [22]. The remaining
paper is organized as per the following outline. Section 2 discusses risk controlling
in stochastic optimization. Section 3 represents scenarios generation and reduction.
Section 4 details the risk-aversive formulation of stochastic programming problem.
Simulation results of risk-constrained stochastic scheduling are discussed in Sect. 5.
To end with, the concluding interpretations are delivered in Sect. 6.

2 Risk Controlling in Stochastic Optimization

Decision-making framework of EVA is challenged by market prices. Due to their
volatility and uncertainties, EVA’s expected profit varies from mean value. Value at
Risk (VaR) represents largest value η ensuring probability of obtaining profit less
than η is lower than 1−α. α is confidence interval. However, VaR does not detect fat
tail in profit distribution. Tail risk in EVA’s portfolio are quantified by a coherence
risk measure termed as Conditional Value at Risk (CVaR). It is the expected value of
profit smaller than 1−α quantile of profit distribution, imitative of weighted average
of “worst-case” losses in tail of probable distribution of expected profits, beyond
(VaR).

3 Scenario Generation and Reduction

Precise uncertainty depiction imposes to consider huge number of scenarios; there-
fore, to deal with associated computational complexity, the inconsistent method for
scenario reduction is necessitated. This paper represents simple procedure for sce-
nario generation and reduction of energy and regulation prices. 1000 scenarios of
prices are generated by means of Monte Carlo Simulation approach. The generated
scenarios are reduced to 10, utilizing Kantorovich Distance (KD) based backward
method as presented in [23] fromMATLAB simulations. The cost matrix comprises
of the price functions υ

(
ω,ω′) for overall produced sets of scenarios. The KDmatrix

involves multiplication of price function and matching incidence likelihood πω of
all produced scenarios. It is used for producing decreased scenario sets that are near
enough to initial set.
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KD
(
ω,ω′) =

∑

ω∈�/�s

πω · υ
(
ω,ω′) (1)

Price function is described as a vector difference between scenario subsets ω and
ω′, and calculated using (2).

υ
(
ω,ω′) = ‖Cω − Cω′ ‖ ∀ω,ω′ ∈ �,� = 1, 2, . . . ,Nω (2)

4 Risk-Aversive Formulation of Stochastic Programming
Problem

It is assumed that arrival, departure times, and energy usage are known to EVA.CVaR
riskmeasure is employed and added as constraints. Risk-averse and risk-neutral G2V
charge scheduling are considered with impact analysis of risk-aversion degree β in
energy and regulation markets. Risk-averse decision-making objective function of
EVA is (3). Constraints (4–5) model risk measure to control variability of expected
profit. Risk measure CVaR is defined as (4).

max
Pω,i,t ,RCω,t ,sω,η

(1 − β)

Nω∑

ω=1

N∑

i=1

T∑

t=1

probω·RPsell
ω,t · RCω,i,t + EPTOUsell

t · Pω,i,t

− probω · EPbuy
ω,t · Pω,i,t + β ·

(

η − 1

1 − α

Nω∑

ω=1

probω · sω
)

(3)

CVaR = η − 1

1 − α

∑

ω∈Nω

probω·s(ω) (4)

η −
⎛

⎝
N∑

i=1

T∑

t=1

RPsellω,t · RCω,i,t + EPTOUsellt · Pω,i,t − EP
buy
ω,t · Pω,i,t

⎞

⎠ ≤ sω, ∀ω ∈ Nω

(5)

sω ≥ 0 (6)

Pω,i,t is the power consumed by EV owner and is the scheduled charg-
ing rate value. For risk-aversive problem, sω is a continuous and non-
negative variable and is equal to the maximum value between η −(∑N

i=1

∑T
t=1 RP

sell
ω,t · RCω,i,t + EPTOUsell

t · Pω,i,t − EPbuy
ω,t · Pω,i,t

)
and 0. EPTOUsell

t

are the predetermined and constant prices designed to reflect day-ahead wholesale
prices. Constraint (7) indicates the updating of SOC of ith EV at time t. batcapi is
rated capacity (kWh) and Efich is the charging efficiency of ith EV battery. Equation
(8) shows the flexibility constraint for smooth modulation of charging rate. Equation
(9) provides the limits of charging rates. POPmax

i is the capacity limit of battery for
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ith EV. Avi,t indicates whether EV is plugged-in or not. It is a binary variable repre-
senting availability of EV for value 1. Equation (10) ensures that EVs are charged
only when connected and not at the time of travel. Constraint (11) assures desired
SOC at departure to EV owners.

SOCω,i,t = SOCω,i,t−1 + Efich · Pω,i,t

batcapi
∀ω,∀i,∀t (7)

(
SOCω,i,t − SOCω,i,t−1

) ≤ fk · SOCmax − SOCini

td ,i − ta,i
∀ω,∀i,∀t (8)

Pmin
i ≤ Pω,i,t · Avi,t ≤ Pmax

i ; ∀ω,∀i,∀t (9)

Avi,t = {
0,∀t,∀i∣∣Tripi,t �=0

}
(10)

SOCω,i,t ≥ SOCdep
i,t

{
∀i,∀t

∣∣∣Flagdepi,t =1

}
(11)

Equation (12) indicates total regulation capacity as the sum of regulation up and
down capacities. Equations (13) and (14) calculate respective regulation capacities
(reg-up and reg-down) at time t, provided by ith EV. Pmaxw,i,t is the maximum value
of charging rate and computed as per (15). Constraint (16) is the overload constraint
indicating that transformer delivery capacity must be greater than or equal to amount
of combined charging rate, totaled regulation down capacities, and baseload at
time t.

RCω,i,t = RUCω,i,t + RDCω,i,t ∀ω, i, t (12)

RUCω,i,t = (
Pω,i,t − Pmin

i

) · Avi,t (13)

RDCω,i,t =
(
min

(
Pmax
i ,Pmax

ω,i,t

)
− Pω,i,t

)
· Avi,t (14)

Pmaxω,i,t = (
SOCmax − SOCω,i,t

) · Avi,t · batcapi
Efich

(15)

TDC ≥
N∑

i=1

(
Pω,i,t + RDCω,i,t

) + lt ∀t,∀ω (16)
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5 Simulation Results of Risk-Constrained Stochastic
Scheduling

The scenario generation algorithms have been realized for subsequent-day market
prices of NYISO. The outcomes verify the capability of the anticipated algorithms in
developinguncertain prices. Thesemodeled algorithms can efficaciously be exploited
to produce price offers for optimal power markets trading of EVA. Figure 1a, b
indicates reduced scenarios of regulation prices and electricity prices. Figure 2a, b
illustrates cumulative distribution functions of the profit for riskweightingparameters
β = 0 and β = 1.

Figure 3 shows the efficient frontiers as value at risk and conditional value at
risk versus expected profit, obtained from variation of β from 0 to 1, respectively,
for risk-neutral and risk-averse EVA. Different schedules are obtained with reduced
expected profit for risk-aversive EVA as compared to risk-neutral EVA. It depicts
that VaR and CVaR increases for higher value of risk weighting parameter. Baseload
profile is coordinated from SO to EVA. Figure 4 illustrates aggregated charging load
variation in coordination with baseload profile. Due to TOU-PBDR, valley filling is
observed during off-peak hours and charging load is lower during peak hours.

Fig. 1 a Scenario reduction of regulation price (green). b Scenario reduction of energy price along
with forecasted regulation price (blue) (green) along with forecasted energy price (blue)
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Fig. 2 a Cumulative probability distribution function for β = 0. b Cumulative probability distri-
bution function for β = 1
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Fig. 3 Efficient frontiers

Fig. 4 Aggregated charging
load versus base load on grid
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When EVA becomes more risk-aversive, it modifies its scheduling to increase sell
of regulation services to SO as shown in Fig. 5 and energy selling in market for off-
peak duration. Its participation in regulation market is more as compared to energy
market, which affects its profit positively. In deregulated milieu, risk-aversiveness
issue could have a substantial impact on EVA’s decision-making for executing TOU-
PBDR and smart coordination.

Fig. 5 Total regulation
capacity at hour t
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6 Conclusion

Proposed work models optimal risk-constrained scheduling of EVA incorporating
TOU-PBDR to maximize its profit while supplying energy requirement of EV own-
ers. The paper presents a financially viable optimization basis for aiding smart charg-
ing of EVs. Risk assessment model for financial risk management considered energy
and regulation prices uncertainties whereas CVaR for the risk estimation. Stochas-
tic optimization problem formulation is utilized for comprehensive techno-economic
evaluation throughMCSbased scenarios generation andKDbased reduction. Results
show that, for risk-averse EVA, different schedules were obtained with more costs
as compared to risk-neutral EVA. As a part of future work, other uncertainties such
as renewable generation could be incorporated to investigate balancing potential of
EVA through synergistic relation among EV and renewable technologies.
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Optical Gain Tuning in Type-I
Al0.45Ga0.55As/GaAs0.84P0.16/
Al0.45Ga0.55As Nano-heterostructure

Md. Riyaj, Sushil Kumar, P. A. Alvi and Amit Rathi

Abstract The electronic and optical properties of GaAs-based Type-I n-
Al0.45Ga0.55As/GaAs0.84P0.16/p-Al0.45Ga0.55As quantum well heterostructure have
been investigated. The detailed analysis of the AlGaAs/GaAsP Type-I quantum well
heterostructures is based on a six-band k.p Hamiltonian. For the calculation of opti-
cal gain, initially 6 × 6 Luttinger Hamiltonian is worked out to calculate the wave
function and subband dispersion and then optical matrix and momentum matrix ele-
ment is calculated. The optical gain properties of the active region is presented as a
function of external strain. For a charge carrier injection of 4 × 1012/cm3, the peak
optical gain is 601/cm within TE mode along [001] direction at energy 1.21 eV and
wavelength 1.02 µm. The application of external strain (−8,−4, 0, 4 and 8 GPa) on
the structure along the [001] direction within TE and TM mode shows that the total
optical gain and corresponding lasing wavelength both shift to higher values.
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1 Introduction

Laser semiconductors diodes play an important role in optical communication,
medicine, optical storage, and materials processing. A semiconductor laser enhances
the characteristics of laser diodes in emitted wavelength dependence on nano-
heterostructure dimension. According to quantum theory, a quantum confinement
phenomenon occurs in a narrow active region of the quantum well heterostructure.
The optical losses in the structure and amplification of light in the active region
determine laser diode performance. The gain medium is the source of optical gain
within semiconductor laser which results from the transition from a higher energy
level to lower energy level. Basic properties of gain medium are laser transition that
takes place in the desired wavelength. The theory of calculation of conduction band
energy shift in semiconductor is developed by Anghel and Sterian [1]. The band edge
shift is found to be in proportion with strain tensor as per Bardeen and Shockley [2].
The k.p. method is used to know the band structure and the wave function of bound
and unbound states in both lattice matched and strained quantum well. The strained
structure can reduce the mixing of wave function. The InGaAs/GaAsSb lasers on
InP substrate with low threshold current reported by Chang et al is presented [3].
The energy gaps are altered and degeneracies are removed due to the application
of external compressive and uniaxial strain. In the work [4, 5], electroluminescence
along uniaxial stress in AlGaAs/GaAsP has been studied. The lattice parameter and
symmetry of the material are changed due to the application of external pressure
on heterostructure and results in significant changes in the electronic band struc-
ture. The deformation potential can describe the strain dependence on the electronic
energy level which is generally in the range of 1–10 eV. S. G. Anjum et al. report
the study of optical response in Type-II InAs/AlSb quantum well heterostructure [6].
A. K. Singh reports optical characteristics of type-I nano-scale heterostructure under
external uniaxial strain [7, 8].

2 Theoretical Background

This nano-heterostructure consists of 14 nm single quantum well of GaAsP material
which is separated by 100 Å AlGaAs as barriers on both sides of the well. The
6 × 6 k.p Hamiltonian method has been used to calculate subband dispersion and
correspondingwave functions. Both external and internal strain have been considered
for the calculation purpose. The lattice mismatch of layers that has appeared is due
to internal strain. It is essential to understand the physics of band structure for the
purpose of studying the optical gain along the external pressure. To calculate discrete
energy level within quantum well heterostructure, 6× 6 k.p Hamiltonian matrix has
been used. The optical gain versus energy in Transverse Electric and Transverse
Magnetic mode have been calculated using standard expression [9, 10].
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3 Simulation Results

Initially, Schrödinger equation has been worked out to find the wave function asso-
ciated with the conduction band electron to investigate the optical gain in Type-I n-
Al0.45Ga0.55 As/GaAs0.84P0.16/p-Al0.45Ga0.55 and six-band Hamiltonian method has
been solved to calculate the wave function associated with valance subbands. It is
necessary to know about the energy band diagram of the heterostructure and energy
band structure in terms of charge carriers that are responsible formaking the transition
resulting in optical gain. Figures 1 and 2 show the electron and hole wave function
of 14 nm quantum well heterostructure. Light hole band is just below the heavy hole
band as shown in Fig. 3. From Fig. 1, Total electron probability is 2.48 eV and total
hole probability is 1.8 eV at pressure −8 GPa. A moderate drop in total electron
and hole density have been seen in AlGaAs/GaAsP heterostructure with increasing
external strain. E. Yavblonovitch reports quantum confinement and energy shift of
heavy hole in InGaAs quantum well heterostructure [11]. The conduction band of

Fig. 1 Electron wave
function of type-I
n-Al0.45Ga0.55
As/GaAs0.84P0.16/p-Al0.45
Ga0.55 heterostructure

Fig. 2 Hole wave function
of type-I n-
Al0.45Ga0.55As/GaAs0.84P0.16/
p-Al0.45 Ga0.55
heterostructure
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Fig. 3 Dispersion curve for
conduction band electrons
and valence band holes

quantum well (GaAsP) confines electrons while valance band barriers confine holes.
Figure 3 shows dispersion curve for conduction band electrons and valance band
holes. The matrix elements (momentum matrix and dipole moment) have been cal-
culated after band dispersion calculation. The dipole matrix element is anisotropic
and optical gain depends on polarization of light for quantum well heterostructure.
Generally, there are two polarization modes namely Transverse Electric (TE) and
Transverse Magnetic (TM) mode. We can get information about band structure by
applying an external compressive and uniaxial strain on a heterostructure. An Exter-
nal strain is applied on the structure to investigate tunability of the optical gain in
Type-I-AlGaAs/GaAsP/AlGaAs. Figure 4 shows the optical gain within Transverse
mode (TE mode) along [001] direction at temperature 77 K and found the maximum

Fig. 4 Illustration of
external strain effect on
optical gain versus photon
energy (TE Mode) for
InGaAs/GaAsP
heterostructure along [001]
direction at T = 77 K
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Fig. 5 Illustration of
external strain effect on
optical gain versus photon
energy (TM Mode) for
InGaAs/GaAsP
heterostructure along [001]
direction at T = 77 K

optical gain is 601 (1/cm) at 8 GPa along [001] direction. It is observed that opti-
cal gain is increasing with increase in external strain in TE mode whereas optical
gain drops with increase in external strain in TM mode. Photon energy shifts toward
lower value with increase in external strain which indicates the wavelength shifts to
larger values. We plotted optical gain versus photon energy curve within TM mode
along the direction [001] as shown in Fig. 5. Peak optical gain 101/cm at external
compression −8 GPa has been observed in TM mode and also photon energy shifts
to lower values with increase in pressure as shown in Fig. 5.

4 Conclusions

The total optical gain improvement in Type-I AlGaAs/GaAsP/AlGaAs quantumwell
heterostructure has been studied for SWIR applications. The band structure computa-
tion has been evaluated using 6× 6 k.p. Hamilton matrix. The material gain(Optical
Gain) is calculated for external pressure of −8, −4, 0, and 8 GPa and external pres-
sure has been applied along [001] and [100] on the heterostructure. A significant
improvement has been observed that optical gain is increased with the increase in
external pressure. The maximum optical gain 601(1/cm) is obtained at 8 GPa along
the [001] direction as shown in Fig. 4. The photon energy also shifts toward left with
the increase in pressure. From Fig. 5, a strong drop has been observed in optical gain
with increase in pressure and the photon energy shifts toward right with increase
in pressure. A large value of optical gain is obtained along [100] direction with the
same pressure applied in both the cases.
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Semantic Similarity Computation
Among Hindi Words Using Hindi Lexical
Ontology

Yogesh Gupta and Amit Saraswat

Abstract Themeasurement of semantic similarity between two concepts/words has
always been a challenge in the field of document retrieval. As per current literature,
there is no method to compute semantic similarity for Hindi words. Therefore, a new
computational method is proposed to measure semantic similarity between Hindi
words using lexical ontology. In this approach, Hindi WordNet is used which gives
the relational information among various Hindi words/concepts. The performance
is tested on translated Miller and Charles’s benchmark dataset. In this paper, the
three different semantic similarity measuring methods are used to compute semantic
similarity for 20 words pairs. The accuracy of the results is also measured in this
work using the correlation coefficient. The proposed method in this paper is focusing
on the study and analysis of the results obtained from semantic similarity measuring
methods on Hindi concepts/words.

Keywords Ontology · Hindi WordNet · Similarity measures · Semantic similarity

1 Introduction

Semantic similarity is the measurement of similarity between two concepts/words
and this similarity is not necessarily in lexicographical order. It plays a crucial role
in many applications like information retrieval system, natural language learning,
text summarization, word sense disambiguation, classification, annotation and level
segmentation, etc. [1]. Nowadays, it becomes a challenge to determine semantic
similarity among the different pairs of words/concepts. In literature, it is shown that
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lexical ontology provides past historical knowledge to compute semantic similarity
among concepts/words [2]. This paper is focused on lexical ontology like WordNet
[3].

Lexical ontology provides a means for mapping lexical concepts and reasons
about concepts. The nouns, adjectives, verbs, and adverbs are gathered into a set of
cognitive synonyms inWordNet, which is called synsets. Each synset represents one
underlying distinct lexical concept. In India, IIT Mumbai has developed WordNet
for Hindi and other Indian languages (Indo WordNet). Mahato and Thomas [8] used
Hindi language in their automated essay grading systems. Jha et al. [9] presented a
method to understand the semantics of a language using Hindi and Telugu lexicons.
Kumar et al. [10] proposed an approach for syntax analysis of Hindi sentences.

In literature, researchers mainly focusedon document retrieval systems that are
purely built for English and Cross-Language Information Retrieval (CLIR). English
WordNet has been used by many researchers extensively to compute semantic simi-
larity [4]. But, very less work is reported for Hindi language in literature, especially
in the field of semantic similarity. Therefore, a method is presented and developed
in this paper to compute semantic similarity among various concepts using lexical
ontology like WordNet.

The remaining paper is structured as follows: Sect. 2 discusses the fundamentals
of lexical ontology and the concepts of semantic similarity. The proposed method
is presented in Sect. 3. The experimental results and their discussions are shown in
Sect. 4. At last, Sect. 5 concludes the paper.

2 Theoretical Background of Hindi Ontology

The word “ontology” is a special area of metaphysics, which deals with “the study of
being”. There are many definitions of ontology like “it is one of the structured ways
of presenting knowledge and a shared specification of conceptualization” according
to Gruber [5].

In WordNet, nouns, adjectives, verbs, and adverbs are gathered into different
sets of cognitive substitutes or synonyms [3]. These sets are called synsets, which
are interlinked by means of variety of lexical relations and conceptual-semantic.
WordNet gives the following information which can be used to measure semantic
likeness between concepts/words:

• Generality versus Specificity Concepts in WordNet Ontology,
• Thesaurus based information
• Relationship between words
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2.1 The Structure for Indo WordNet

Indo WordNet [6] is a dedicated lexical-semantic network for Indian languages
(Gujarati, Hindi, Punjabi, Bengali, Tamil, Marathi, Telugu, Kashmiri, and Nepali).
Though each language has its own individual WordNet but all these WordNet are
attached and interconnected with interlingual links. These links are kept in the Inter-
Lingual Index (ILI).

As English WordNet, the Hindi WordNet is also a collection of various semantic
and lexical relations among different Hindi words or Hindi word pairs. It gives well-
thought-out lexical information that is in the form of word meanings. Based on
psycholinguistic values, each entry in the Hindi WordNet is discussed below.

• Synset: “It is a set of identical words”.
For example,

• Gloss: “It defines the concept of a synset”.
• Hyponymy and Hypernymy: “Hypernymy is a semantic relation between two

synsets to identify superset hood. In a similar way, hyponymy is for identifying
subset hood. The hyponymy relation is transitive and asymmetrical. Hypernymy
is just opposite of hyponymy”.

Example:

• Holonymy and Meronymy: “It is a semantic relation between two synsets.
Holonymy is the reverse of meronymy”.

Example:

An example of “IS-A relationship structure” of Hindi WordNet, lexical ontology
is shown in Fig. 1.

3 Proposed Semantic Similarity Method

In this paper, a method is presented to calculate semantic likeness between two Hindi
words using Hindi WordNet lexical ontology. The method accepts two words and
computes semantic similarity using three different approaches. Then finally, it returns
semantic similarity as the results. This method may be used for all types of linguistic
ontologies. But, it is developed and checked for Hindi text only, which is derived
from Hindi WordNet, in this paper.

The complete framework of the presented method is shown in Fig. 2. The pre-
sented method takes words/concepts pairs as input, then the presence of these
words/concepts pairs are checked in Hindi WordNet taxonomy. In this module, the
root is determined for both the hypernym tress. If both trees are sharing a com-
mon root, then these hypernym trees move to Leacock and Chodorow (LCH) mod-
ule. LCH module takes these hypernym trees as inputs which capture LCH for the
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Fig. 1 The structure of Hindi WordNet

words/concepts pairs, otherwise the process terminates here. Finally, similarity mod-
ule computes semantic similarities among variouswords/concepts pairs. Thismodule
gives a value as output, which is the similarity value between these words.

4 Experiments and Analysis

All the experiments are performed onMiller and Charles dataset [7]. This is a bench-
mark dataset to measure semantic similarity among words/concepts pairs. TheM&C
dataset is written in English language and the proposed approach is for Hindi lan-
guage. Therefore, the dataset is translated into Hindi using NLP expert’s advice. In
this paper, the words/concepts, which have faithful translation, are considered for
semantic similarity. The 20 word pairs of M&C dataset are considered for experi-
ments. Table 1 tabulates all the experimental results that are performed in this paper.
These experiments are performed on the basis of different semantic similarity meth-
ods and the results are decided with the concern of human similarity judgment.

As shown in Table 1, the dataset has similarity values for all similarity measures
in the range of 0–4. Therefore, all the results obtained from experiments are normal-
ized and converted to the same range. The results for similarity measures and human
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Fig. 2 The framework for the proposed semantic similarity method

similarity judgments are also compared using correlation evaluating parameter. Cor-
relation is a technique to find out relationships among variables. These variables may
be quantitative variables or continuous variables. In this paper, three different corre-
lation coefficients are used for comparing human decisions and similarity measures.
These coefficients are Pearson, Spearman, and Kendall’s correlation coefficients.

From Table 2, it is clear that LCH semantic similarity measure gets the best
results for all three correlation coefficient measures. The following observations can
be made by analyzing the results:

• Edge-based similarity measures perform better than information content-based
measures.

• LCH is getting better results as compared to Wup and Resnik, which is a measure
of variable depth, i.e., depth of both the words should be taken into account. It
means that there is a scope to improve Wup method.

• The information content-based measure may be enhanced using a better corpus.
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Table 1 Results of word pairs semantic similarity measurement

S. No English word
pairs

Hindi word pairs Human
rating
(0–4)

Semantic similarity measures

Edge-based measure Node-
based

LCH
(0–4)

Wup
(0–4)

Resnik
(0–4)

1 Glass-
Magician

0.44 1.10 1.48 2.36

2 Monk-Slave 0.57 2.25 3.12 1.92

3 Coast-Forest 0.85 1.54 1.84 2.36

4 Monk-
Oracle

0.91 1.22 1.60 2.36

5 Lad-Wizard 0.99 2.61 1.92 3.28

6 Forest-
Graveyard

1.00 1.54 1.84 2.36

7 Food-
Rooster

1.09 1.22 1.60 2.36

8 Coast-Hill 1.26 2.61 3.20 2.03

9 Lad-Brother 2.41 2.25 3.12 1.92

10 Bird-Crane 2.63 1.37 1.72 2.36

11 Bird-Cock 2.63 3.11 1.84 2.51

12 Brother-
Monk

2.74 2.25 3.12 1.92

13 Asylum-
madhouse

3.04 2.61 3.20 2.03

14 Furnace-
Stove

3.11 3.98 3.68 2.71

15 Magician-
Wizard

3.21 3.11 3.48 1.92

16 Hill-Mound 3.29 2.61 3.20 2.03

(continued)
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Table 1 (continued)

S. No English word
pairs

Hindi word pairs Human
rating
(0–4)

Semantic similarity measures

Edge-based measure Node-
based

LCH
(0–4)

Wup
(0–4)

Resnik
(0–4)

17 Coast-Shore 3.60 3.98 3.72 2.03

18 Cemetery-
Mound

1.69 3.11 3.44 2.03

19 Car-
Automobile

3.92 3.11 3.76 2.70

20 Sage-Wizard 2.46 3.11 3.48 1.92

Table 2 Results of correlations coefficients

Semantic similarity measure Pearson Kendall Spearman

Wu and Palmer 0.4526 0.4509 0.6929

Resnik −0.580 −0.1899 0.0345

Leacock and Chodorow 0.8121 0.5778 0.8132

5 Conclusion

This paper develops a new method based on lexical ontology to determine semantic
similarity among the word pairs. This method is also incorporated and utilized with
WordNet ontology. This research work also presents the implementation of three
different semantic similarity methods: Resnik, LCH, and Wup on Hindi WordNet.
All the experiments are performed on Hindi words (texts). In this paper, three dif-
ferent correlation coefficients are used to compare human judgment and similarity
measures. Based on this comparative study, LCH is found to be the best semantic
similarity measure. In future, the work can be directed to large datasets and semantic
similarity can also be used for many applications like text summarization, document
retrieval, and information extraction, etc.

Acknowledgements The authors sincerely acknowledge Miller and Charles for their benchmark
dataset which is used in the present work.
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A Dual-Band Microstrip Patch Antenna
for Wireless Applications

P. Kumar

Abstract In this paper, the design of a dual-band microstrip antenna is presented.
The proposed design is based upon the T-shaped structure with two strips. The
antenna is fed by coaxial probe feeding. The presented antenna gives wide band-
width for both frequency bands. The antenna is simple in structure and is compact
in size. The design is simulated and optimized using CST Microwave studio soft-
ware.Various antenna parameters such as reflection coefficient, resonant frequencies,
bandwidth, radiation patterns, gain, directivity, and efficiencies are presented and dis-
cussed. The presented antenna resonates at two resonances at 3.7 and 6 GHz. The
designed antenna is suitable for dual-band wireless applications.

Keywords Mirostrip patch antenna · Dual band · Reflection coefficient

1 Introduction

Modern wireless communication systems require multiband microstrip patch anten-
nas for various applications. Multiband microstrip patch antennas resonate at more
than one frequency to make antennas suitable for multiple applications. Dual-band
microstrip patch antenna resonates at two different frequencies [1, 2]. The microstrip
patch antennas can be designed for dual-band applications using various techniques
such as gap-coupling [3–5], using shorting post [6, 7], using stacked coupling [8,
9]. In [10], a compact patch antenna is designed for dual-band wireless local area
networks (WLAN) applications. The designed antenna covers the twoWLANbands,
i.e., 2.4 GHzWLAN frequency band and 5 GHzWLAN frequency band. The size of
the antenna was reduced by 31%. In [11], the dual-band rectangular patch antenna
is designed using reactive loading technique. The designed antenna operates at two
resonances, i.e., 2.4 and 5.2 GHz. The bandwidth of lower frequency band is 5.4%
and bandwidth of higher frequency band is 2.3%. In [12], an eight-element array is
designed for dual-band applications. The dual-band operation is achieved by using
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the slot loading in the radiating patch. The designed antenna operates at two reso-
nances, i.e., 27.3 and 39.75 GHz. Recently, in [13] a low profile compact microstrip
patch antenna is designed for dual-band applications. The antenna operates at 1.8 and
2.4 GHz. The size of the radiating patch is 40 mm × 29 mm. The lower resonance
bandwidth is 45 MHz and higher resonance bandwidth is 95 MHz. A dual-band
antenna is designed and developed in [14]. The antenna covers dual bands for with
center frequencies 2.4 and 5.8 GHz. The antenna utilizes the defected ground struc-
ture technology to achieve dual-frequency band operation.

In this paper, the T-shaped antenna with two strips is designed for dual-band
applications. The T-shaped antennas provide better performance as compared to
monopole microstrip antennas [15]. The proposed antenna resonates at two different
frequencies at 3.7 and 6 GHz. The design is simulated using CST microwave studio
software. The reflection coefficient of the optimized antenna configuration confirms
the dual-band behavior of the antenna. Rest of the paper is structured as follows.
Section 2 presents the antenna configuration of the proposed antenna. The simulated
results are presented and discussed in Sect. 3. The concluding remarks are given in
the last section, i.e., Sect. 4.

2 Antenna Geometry

The geometry of the designed dual-band micostrip patch antenna is presented in
Fig. 1. The top view and side view of the structure is shown in Fig. 1a and b,
respectively. The T-shaped structure has two strips in order to achieve the dual-band

Fig. 1 Geometry of
proposed microstrip patch
antenna a top view, b side
view
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Table 1 Optimized
dimensions of the antenna

S. No. Parameter Value

1 L1 1.84 mm

2 L2 7.73 mm

3 L3 8.50 mm

4 L4 10.82 mm

5 L5 21 mm

6 W1 2.45 mm

7 W2 2.09 mm

8 W3 0.50 mm

9 W4 0.50 mm

10 h 1.58 mm

11 εr 4.9

performance by the antenna. The structure is built on a substrate. The thickness of
the substrate is h and the relative permeability of the substrate is εr as shown in
Fig. 1. The antenna is fed by a coaxial connector as shown in Fig. 1. The structure is
simulated and optimized to achieve dual-band operation. The optimized dimensions
of the presented structure are given in Table 1.

3 Results and Discussion

The simulated antenna parameters are presented in this section. Figure 2 presents the
reflection coefficient of the proposed antenna. From this figure, it can be observed
that the antenna is resonating at two different resonances and it shows the dual-
band characteristics. The resonant frequencies of the antenna are 3.7 and 6 GHz.
The reflection coefficient of the proposed antenna is less than −10 dB from 3.54 to
3.82 GHz and from 5.56 to 6.45 GHz, hence the bandwidth for the first resonance is
from 3.54 to 3.82 GHz (7.6%) and for second resonance is from 5.56 to 6.45 GHz

Fig. 2 Reflection coefficient versus frequency
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(14.83%). The radiation patterns of the antenna in various planes at both resonances
are presented in Fig. 3. The three-dimensional radiation pattern at 3.7 GHz, three-
directional pattern at 6 GHz, radiation pattern in phi= 0° plane at 3.7 GHz, radiation
pattern in phi = 90° plane at 3.7 GHz, radiation pattern in phi = 0° plane at 6 GHz,
and radiation pattern in phi = 90° plane at 6 GHz are shown in Fig. 3a, b, c, d, e,
and f, respectively. From the patterns it can be seen that the shape of the patterns in
phi = 0° is figure of eight and in phi = 90° the patterns reflect omnidirectional
behavior. The behavior of the patterns at both resonances is almost same.

The radiation pattern properties are given in Table 2. From this table, it can be
observed that the changes in pattern parameters at both resonances are not significant
and in phi = 90° the patterns are omnidirectional at both resonances. The maximum
directivity, radiation efficiency, and total efficiency are presented in Table 3. The
maximum directivity at 3.7 GHz and 6 GHz is 2.67 dBi and 2.79 dBi, respectively.
The radiation efficiency at 3.7 GHz and 6 GHz is 95.47% and 89.44%, respectively.
The total efficiency at 3.7 GHz and 6 GHz is 92.97% and 87.37%, respectively. The
maximum directivity, maximum radiation efficiency, and maximum total efficiency
of the antenna are 2.79 dBi, 95.45%, and 92.97%, respectively. From the studies of
antenna parameters, it can be seen that the proposed antenna meets the required stan-
dards for dual-band wireless applications. The comparison of the proposed antenna
with other antennas is shown in Table 4. From Table 4, it can be observed that the
proposed antenna is simple in structure and compact in size. The proposed antenna
gives the wide bandwidth at both resonances.

4 Conclusion

The design of a dual-bandmicrostrip patch antenna has been presented. The T-shaped
structure with two strips is utilized to achieve dual-band operation. The reflection
coefficient of the antenna confirms the dual-band behavior with resonances at 3.7 and
6 GHz. The proposed antenna is compact in size and gives wide bandwidth for both
resonances. Amaximum 95.45% radiation efficiency and 92.97% total efficiency are
achievedby the antenna.The radiation patterns of the antenna in∅ = 90◦ plane at both
center frequencies are omnidirectional. The input and radiation antenna parameters
show that the proposed antenna is suitable for dual band with center frequency 3.7
and 6 GHz wireless applications.
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Fig. 3 Radiation patterns of the antenna a 3d pattern at 3.7 GHz, b 3d pattern at 6 GHz, c theta
(phi= 0°) plane at 3.7 GHz, d theta (phi= 90°) plane at 3.7 GHz, e theta (phi= 0°) plane at 6 GHz,
f theta (phi = 90°) plane at 6 GHz
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Table 2 Antenna pattern parameters

S. No. Parameter Frequency (GHz) Value

1 Main lobe direction (∅ = 0◦ plane) 3.7 176◦

2 Main lobe direction (∅ = 90◦ plane) 3.7 102◦

3 Main lobe direction (∅ = 0◦ plane) 6 169◦

4 Main lobe direction (∅ = 90◦ plane) 6 119◦

5 3 dB beamwidth (∅ = 0◦ plane) 3.7 85.1◦

6 3 dB beamwidth (∅ = 90◦ plane) 3.7 Entire plane

7 3 dB beamwidth (∅ = 0◦ plane) 6 80.6◦

8 3 dB beamwidth (∅ = 90o plane) 6 Entire plane

Table 3 Max. directivity, radiation efficiency, and total efficiency of the antenna

S. No. Parameter Frequency (GHz) Value

1 Max. directivity 3.7 2.67 dBi

2 Radiation efficiency 3.7 95.45%

3 Total efficiency 3.7 92.97%

4 Max. directivity 6 2.79 dBi

5 Radiation efficiency 6 89.44%

6 Total efficiency 6 87.37%

Table 4 Comparison of the proposed antenna with other antennas

References Resonant
frequency

Bandwidth Max. gain Max.
directivity

Patch size

[8] 3.42, 3.74 GHz 3.21, 1.6% – 5.563 dB Stacked radius,
15 mm *
15 mm

[9] 2.917,
4.636 GHz

3.42, 3.02% – – Stacked, 28.01
* 35.15 mm2

[10] 2.4, 5 GHz 2.9, 13% 9.5 dBi – 46.1 * 56 mm2

[11] 2.4, 5.2 5.19, 2.3% – 6.3 dBi 44 * 41 mm2

[13] 1.8, 2.4 GHz 2.5, 3.95% 5.79 dBi – 40 * 29 mm2

[14] 2.4, 5.8 GHz 3.5, 2.79% 7.4 dB 7.9 dBi 25 * 25 mm2

Proposed 3.7, 7 GHz 7.6, 14.83% – 2.79 dBi 21 *
19.08 mm2
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Analysis of Energy Consumption
and Implementation of R-Statistical
Programming for Load Forecasting
in Presence of Solar Generation

S. K. Singh, Harsh Vikram Singh, S. Chakrabarti and S. N. Singh

Abstract An increase in the demand for energy needs more electricity generation
and better accuracy of load forecasting for short and long duration. This helps in
electricity price prediction for the future market which is a very important aspect of
electricity trading. This paper will present the effect of integration of renewable to the
individual house and also different load forecastingmethods are discussed. Results of
load forecasting of individual houses are discussed for the month of December 2017
and May 2018 which is peak winter and peak summer time of energy consumption,
respectively.

Keywords Advanced metering infrastructure (AMI) · Grid-connected · Hybrid
inverter · MDAS/MDM

1 Introduction

Increasing demand for electricity needs integration of renewable energy and predic-
tion of energy consumption of heavy load and individuals also. Smart cities have
several application areas, out of which smart grid is the most important part. Short-
term load forecasting has great importance in power system dispatching where it is
used to align the peak load management with the energy generation.
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The traditional load forecasting methods include the time series method [1], the
regression analysismethod [2, 3], etc. The time seriesmethod takes less consideration
of the factors that affect the load, for example, the accuracy of the forecast will
be reduced when the meteorological factors suddenly change. Regression analysis
considers the influence of meteorological factors and historical load on forecasting
daily load. The prediction accuracy of this method is usually not high because of the
strong nonlinearity between load and its influencing factors.

In this paper, the effect of integration of 5 kWp solar power plant installed in
Indian Institute of Technology, Kanpur at 20 different locations and ARIMA and
Exponential smoothing forecasting model are evaluated.

2 Details of the Installed System

Advanced Metering Infrastructure (AMI) and solar PV system have been installed at
20 different locations of the IIT Kanpur campus. In total, 100 kWp solar PV is con-
nected to IIT Kanpur’s distribution grid. To study the behavior of individual energy
consumption pattern (load profile) and the effect of the integration of renewable
energy 5 kWp in the individual house, the system integration (SI) layer is used for
seamless integration of AMI and solar PV system component.

At the control centre, the software for receiving and storing all the data from smart
meters and solar PV inverters are installed on servers. The operator can run various
monitoring and control applications with the help of this integrated platform.

Smart cities have different areas of application, out of which smart grid is the
most important part. The advanced energy management system includes different
communication and various data transfer from multiple devices installed in the field.

In this paper, smart energy infrastructure, AMI architecture, and different com-
munication technologies have been discussed. In AMI architecture, every hardware
is sending data at a different rate to the central location where servers are installed. A
smart meter is a very important part of smart grid from which data is being received
at the servers at an interval of half an hour (load survey data) and instantaneous
parameters at an interval of 5 minutes.

3 Advanced Metering Infrastructure (AMI) Architecture

AMI is the collective term for smart city implementation which establishes two-
way communication from smart meter to the control centre equipment. AMI is an
integrated system of smart meters, communications networks, and data management
systems which measures, collects, transfers, and analyzes energy usage and com-
municates with metering devices. It provides information to the consumer which
enables users to participate in reducing the energy consumption during the peak
hours. This communication infrastructure also enables the capability of executing
remote commands like load disconnect/connect.
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AMI system enables different features which include remote meter reading for
error-free data, network problem identification, load profiling, energy audit, and
partial load curtailment in place of load shedding [4–6]. This AMI platform can be
used for monitoring as well as utilization of essential features of AMI systems. The
key components of AMI are.

3.1 Smart Energy Meters

Smart energymeter enables the bidirectional communication which is used to collect
energy usage information at different intervals and transmitting the data through
fixed communication networks to control center, as well as receiving information
like pricing signals from the utility.

3.2 Communication Network

Advanced communication networks provide two-way communication from smart
meters to control centre and vice versa. This communication network helps in col-
lecting data from different smart meters to the data concentrator unit (DCU) and this
data will be processed in the control centre.

3.3 Smart Grid Control Center

Servers and Meter Data Acquisition System (MDAS) are installed at the Smart Grid
Control Centre which are continuously collecting data from the smart meters and
other devices installed at different locations. The collected data is validated and
processed by the Meter Data Management System (MDM). MDAS and MDMS are
in place to collect, process, analyze, visualize, and take further actions based on the
meter data.

4 Advanced Data Analysis Using Smart Meter Data

AMI and System Integration (SI) collects a 30-min smart meter dataset from the
system installed at the Indian Institute of Technology Kanpur. Billing data has also
been developed using historical meter data collected using the AMI system. This
paper demonstrates the different characteristics which extract key data signatures
and synthesize the information from all the relevant data sources. The actionable
decision can be generated and provided to the operating sitting in the control center
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Fig. 1 Monthly (4-week) energy consumption plot

of smart city with a comprehensive assessment of grid operations to materialize the
benefits of the AMI.

4.1 Signature of Monthly Energy Consumption of the House

Traditional energymeters can record real power consumption only for any consumer.
Total reading of consumed units can be taken at the end of each month to record the
energy usage. A smart meter is used to record different parameters voltage (V),
real (watt), and apparent (VA) energy consumptions at an interval of 30-min. The
monthly collected data can be used to generate reports related to energy consumption
of different consumers.

Figure 1 shows monthly (4-week) energy consumption plot which is plotted from
the available data for the last few months. It is important to monitor the data for
monthly energy consumptionwhichmay provide information about abnormal energy
consumption patterns which may help in avoiding loss of revenue in distribution
system planning.

4.2 Signature of Daily Energy Consumption of the House

Energy consumption plots can be utilized to identify the minimum, maximum, and
average energy consumption of the consumer. From the available data house, owner
occupancy and occupant activities can be derived. More electricity consumption
during the day shows that people are staying at home during the daytime. Because
such information is strictly private, it should be ensured by the utility that data will
not be exploited.

Therefore, in-home energy management systems (HEMS) can be used for moni-
toring the daily energy consumption of the consumer and triggering customer actions.
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5 Impact of Renewable Integration

Most of the world’s electricity demand (approximately 78%) is met by fossil fuel
based power plants which result in polluting the environment and subsequent health
hazards. Various respiratory ailments, cardiovascular diseases, and the nervous sys-
tem are directly linked with the carbon emissions which results from pollutants of
coal combustion. The ever increasing demand for energy generation with low impact
on the environment can be met by integrating more and more of renewable energy.
Localized grid-connected power plants can be installed to meet the required energy
demand [8, 9].

To increase the dependency on renewable energy, sources such as solar and wind
can be the option for clean and green electricity generation. Currently, only 3% of
the world’s electricity demand is being met by renewable sources. The government
of India has planned to install 175 GW of renewable energy by 2022, (i.e., 40% of
electricity demand from renewable sources). This goal can be achieved by estimating
and installing solar-based power plants in different regions of India.

India is in fourth place in terms of energy consumption and a major part of the
energy demand is met by the energy generated by the means of coal and heavily
imported crude oil. 59% of total energy demand is met by the coal power plants of
India which itself is insufficient supply for the generation of electricity [7].

To minimize the increasing requirement of energy, the institute has taken an ini-
tiative to install a grid-connected solar PV system on the rooftop of its 20 locations of
capacity 5 kW in each location which constitutes 100 kW in total. Power flow from
these 20 locations will be reversed when there is excess power during the off-peak
hours. Energy consumption of these 20 consumers without solar has been shown in
Fig. 2 for the year 2016.

A typical rooftop PV system can be classified as a stand-alone system or a grid-
interactive system. Grid-interactive systems are popularly installed in urban areas,
where the grid is available. The stand-alone systems, as the name suggests, are
installed in rural and remote areas, where grid supply is not available. To demonstrate
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the feasibility of both the systems, grid-tied as well as hybrid inverter setups are used
in this work (Fig. 3).

Solar PV panels of capacity 5 kWp are installed on the rooftops of 20 houses, for
feeding the local load, as well as for feeding the surplus to the Grid. Out of these
houses, four houses have customized hybrid inverters with battery storage of 24 kWh
installed, so that a part of the excess solar energy can charge the battery, which can
be used at night to feed the loads when solar is not available. Grid-tied inverters are
installed in the remaining houses, which do not have battery storage (Fig. 4a).

Figure 4a illustrates the basic architecture of the solar PV systems deployed in
this work. For systems without battery backup, solar PV output is directly connected
to the consumer’s distribution box. Based on the usage and available generation from
solar PV, energy is either imported to or exported from the grid.

5.1 Grid-Connected Solar PV System Without Battery
Backup

In this scheme, the solar system monitors the grid and is disconnected automatically
by the internal switch present in the inverter, when grid failure or any other defined
event occurs. This system has no backup and cannot supply the consumer load during
grid failure. Figure 4b shows the schematics of this setup.
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Fig. 4 a Grid-tied PV system connection diagram. b Hybrid PV systemwith partial battery backup

5.2 Grid-Connected Solar PV System with Battery Backup
for Partial Load

This configuration is very similar to the grid-interactive solar PV systemwith full load
battery backup. However, in this configuration, battery backup may not be enough
to meet all the loads within the household. The loads are segregated into essential
and nonessential loads. The essential loads are connected to the grid and also to the
inverter output. The nonessential load is connected only to the grid with different
busbars forming the junction. The PV feeds the house load, charges the battery, and
feds the surplus power to the grid. Figure 6 shows the schematics of the hybrid PV
system.

5.3 Comparison of Monthly Consumption Pattern

The generation pattern of the power generated with the solar PV system installed at
20 different locations has been shown in Fig. 5. The monthly power consumption of
the houses before and after installation of a solar PV system at 20 locations has been
shown in Fig. 7 which shows the decrease in power consumption as compared to the
previous year power consumption.

Figure 5 shows the bar graphof themonthly average generation by solar PVsystem
installed at different houses, energy consumed by local load and excess power fed to
the IIT Kanpur grid.
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Fig. 6 Monthly average consumption with and without solar

Figure 6 is the comparison of the average monthly energy consumed by all the
20 consumers before the solar installation and after the solar installation. From this
figure, we can see how the average energy consumption has changed after the instal-
lation of the solar installation.

6 Forecasting of Consumer Energy Consumption

6.1 ARIMA Forecasting Model

ARIMA (autoregressive integrated moving average) forecasting technique is com-
monly used to utilize the time series data and forecasting. It is a generalized version
of ARMA (autoregressive moving average) process, where the ARMA process is
applied for a differenced version of the data rather than the original [10–12].
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Three numbers p, d, and q specify ARIMA model and the ARIMA model is said
to be of order (p, d, q). Here, p, d, and q are the orders of the AR part, difference,
and the MA part, respectively. AR and MA—both are different techniques to form
stationary time series data. ARMA (and ARIMA) is a combination of these two
methods for a better fit of the model [13–16].

If a process is ARIMA (p, d, q), then the differenced data is ARMA (p, q) process.
The ARMA (p, q) process has the following mathematical form:

yt = δ + {
φ1yt−1 + φ2yt−2 + . . . φpyt−p

} + {
θ1εt−1 + θ2εt−2 + . . . θqεt−q

} + εt

⇒ yt = δ +
p∑

i=1

φi yt−i +
q∑

j=1

θ jεt− j + εt (1)

Once the model is ready, model adequacy is checked by assumptions. It mainly
checks the normality and autocorrelation of the residuals and looks for further
improvement.

ARIMA methodology does have its limitations. These models directly rely on
past values and therefore work best on long and stable series.

6.2 Simple Exponential Smoothing Forecasting Model

This simple exponential smoothing (SES) is suitable for forecasting data with no
trend or seasonal pattern.

Exponential smoothing technique assigns the time series data in exponentially
decreasing weights from newest to oldest observations. In other words, less priority
(“weight”) is assigned to older data and more priority to the newer data. Smoothing
parameters (smoothing constants are represented by α—determine the weights for
observations [17–19].

The long-term forecast is quite unreliable using Exponential smoothing so it used
for short-term forecasting.

• Simple (single) exponential smoothing: This technique assigns the weights in
exponentially decreasing weights.

• Holt’s trend-corrected double exponential smoothing: This technique is more
reliable in respect to handling data which provides better trends compared to the
simple exponential smoothing technique.

• Triple exponential smoothing (also called theMultiplicative Holt-Winters): This
technique is more reliable for parabolic trends or data that shows trends and sea-
sonality.

The basic formula is:

St = αyt−1 + (1 − α)St−1 (2)
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where

• α = the smoothing constant, a value from 0 to 1. When α close to zero represents
slow smoothing. Smallest mean squared error (MSE) is obtained when the value
of α is 1 and Levenberg–Marquardt algorithm is a popular method for this.

• t = time period.

7 Results

In this paper, forecasting of energy consumption of the individual consumer has been
implemented using ARIMA and Exponential forecasting model in R-programming.
To use the ARIMA and Exponential model, it is necessary to have at least 1-month
energy consumption time series data. Using this 1-month time series data of indi-
vidual consumer data of energy consumption, forecasting has been performed for 1
week and the actual energy consumption has been compared with the ARIMA and
Exponential model. Forecasting has been performed on the data acquired for the
month of December 2017 and May 2018.

Figure 7 shows the load pattern of the house for the month of December 2017
and Fig. 8 shows the comparison plot of real energy consumption of the house
with forecasted energy consumption for 1 week using ARIMA and Exponential
forecasting models.

Fig. 7 Comparison of real value with ARIMAmodel and exponential model for the month of Dec.
2017 (House No. 1)
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Fig. 8 Comparison of real value with ARIMAmodel and exponential model for the month of May
2018 (House No. 2)

8 Conclusion

The 100 kW solar PV system has contributed 1,26,000 units of energy during 2017.
This solar PV system will provide cost-efficient, clean, and green energy for the next
20 years (approximately). The installed system has reduced the release of carbon
emission into the atmosphere.

If the monthly power export, which has not been utilized by the houses, has been
calculated in terms of revenue, the total value saved by installing the 100 kW system
becomes equivalent to Rs 10,06,740/-which is a considerably a big amount.

Two different forecasting model has been implemented for different sessions of
the year like winter session (December 2017) and summer session (May 2018).
House no. 1 and house no. 2 energy consumption has been forecasted for 1 week for
winter and summer month. It seems ARIMA technique can produce more accurate
forecasting result on aggregated consumption than exponential smoothing which has
been observed from the plotted results for the month of December 2017 and May
2018. This forecasting model can be used for the future prediction of aggregated
energy consumption of consumer which is very useful for utility. Limitation of the
forecasting model and any other advanced analytics is that a large amount of data
at regular interval should be available which results in good accuracy for advanced
analytics.
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A Comprehensive Analysis of Delta
and Adaptive Delta Modulated Modular
Multilevel Converter

Rahul Jaiswal, Anshul Agarwal and Vineeta Agarwal

Abstract This paper presents deeply analysis and comparison of different modula-
tion techniques for the modular multilevel converter without using arm inductor. In
case of PWM, losses are more and Total Harmonic Distortion (THD) performance is
very poor. With the introduction of delta modulation in MMC, the losses will reduce
and THD will improve. It can be seen that the THD is 4.9% for delta modulation
and 3.82% for adaptive delta modulation without using arm inductance but THD is
13.15% for delta modulation with arm inductance. It means THD has been improved
without using arm inductance. It has been observed that the adaptive delta modu-
lation has better THD response as compared to delta modulation due to its several
advantages. The THD performance has been calculated and mentioned at different
modulation indexes. It has been also observed that the THD performance is better
with delta and adaptive delta modulation.

Keywords Modular multilevel converter (MMC) · Delta modulation (DM) ·
Adaptive delta modulation (ADM)

1 Introduction

The Modular Multilevel Converter (MMC) is one of the developing innovations
these days. It has attracted consideration for the researcher because of its favorable
circumstances of a particular outline, high effectiveness, and versatility, and superior
output waveform with low losses. Due to the excellent configuration of MMC, there
is a lot of research conducted based on the modeling and control technique of MMC
and it is used for high and medium voltage applications [1–3].

Their characteristic measured quality takes into consideration an incalculable
number of them to be associated in parallel and series arrangement to improve the
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current and voltage, respectively, without any confounded interconnection prerequi-
sites. The power circuit design takes into account excess task in instances of local
faults in any of the modules. The control and modulation technique of MMC is very
complex as compared to other converters. In the vast majority of the acknowledge-
ments, all the state factors from themodules are detected and sent to a focal controller
through optically disengaged committed Ethernet associations which make all the
control calculations and send the door signals to the switches in the differentmodules.
While excess control frameworks can be utilized to guarantee that the framework
isn’t at risk to fall because of single point fault. That’s why switching pulses play an
important role in the controlling of the converters [4–7].

The modulation technique is categorized into various classes which are shown
in Fig. 1. The modulation technique is two types, the first one is the continuous
modulation technique and another one is the discontinuous modulation technique. In
continuous modulation technique, pulses are generated in a continuous form but in
discontinuous modulation technique, pulses are generated in a discontinuous form.
Delta modulation and adaptive delta modulation technique are one of the discontin-
uous type modulations techniques. This type of technique will generate discrete type
of pulses [8–11].

In 2003, A. Lesnicar and R. Marquardt have introduced the idea of the modular
multilevel converter for clarifying the multilevel converter [1]. The dc link capacitor
of ordinary source inverters is used for the autonomous acknowledgment of the
capacitor. In four-quadrant operation, this type of converters doesn’t require any other
type of extra outer association with the submodules. The switches are connected with
the capacitance, the combinations of switches and dc storage capacitance are called
submodule. If the number of submodule increases, the voltage level will increase and
THD will also improve without increasing the difficulty level of the MMC [12–14].

Fig. 1 Different modulation techniques
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This paper is based on discontinuous modulation technique. This technique uses
the closed-loop modulation which gives the pure sinusoidal waveform. The THD
of different modulation techniques has also been analyzed and presented in this
manuscript.

2 Delta Modulation

Modulation technique is based on the switching frequency. These switching frequen-
cies are classified into twoparts, the first one is lower switching frequency and another
one is the higher switching frequency. Delta modulation technique can operate lower
switching frequency as well as higher switching frequency. Generally, delta modula-
tion is preferred with higher switching frequency as the higher order harmonics can
be easily removed with the help of higher switching frequency. Delta modulation has
a lot of advantages due to its discrete nature. Discrete delta modulation has a high
bandwidth, high signal-to-noise ratio, faster response, and high resolution [14, 15].

Delta modulation is a closed-loop feedback system consisting of comparator and
sample and hold in forward path and integrator in a feedback path. There are two
types of circuit, one is the frequency dependent and another one is a frequency
independent, as seen in Fig. 2a, b. The output pulses obtained from delta modulator
is discrete, having spread spectrum and nonstationary, as seen in Fig. 3 [15–17].

3 Adaptive Delta Modulation

The adaptive delta modulator is same as delta modulation except for adaptive algo-
rithm. Adaptive delta modulator has the capability to eliminate slope overload and
granular noise. It makes the slope of step size equal to the slope of the modulating
signal. Step size should not be greater or smaller than the amplitude of the modu-
lating signal. Hence, the value of step size is an important parameter regarding the
performance of delta modulation and converter. If the step size is too large, the signal
will not quantize properly and idle channel noise will appear. The pattern of the idle
channel is an alternating sequence of zero-one specifying that the amplitude of the
input signal is not varying. The signals obtained from the idle channel after decoding
& integrate to zero and one gives the zero-one pattern which has zero mean value.
The block diagram for adaptive delta modulation is shown in Fig. 4 [17, 18].

4 Results and Discussion

In this paper, all results have been obtained from the MATLAB simulation. At the
end of objective, it can be seen that the comparison of total harmonic distortion with
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Fig. 4 Adaptive delta modulation
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Fig. 5 Output voltage of MMC with the help of delta modulation

different modulation techniques is depicted. The initial dc input voltage is 1200 volts
and modulating index (m) is 0.9. As seen in Fig. 5, the output obtained from MMC
with the help of delta modulation technique is sinusoidal voltage.
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Fig. 6 Voltage THD of MMC with the help of delta modulation with arm inductance

As seen in Fig. 6, it has been observed that the total harmonic distortion of delta
modulation is 13.15%with arm inductance (L= 0.25 mH). It has also been observed
that the total harmonic distortion of delta modulation is 4.9% and total harmonic
distortion of adaptive deltamodulation is 3.82%without arm inductance, as appeared
in Figs. 7 and 8.

The THD analysis of different modulation techniques is shown in Table 1. It has
been observed from the table that the THD of delta and adaptive delta modulation
is better than the pulse width modulation technique. That means the discontinuous
type control technique is more efficient than continuous type control technique.

Fig. 7 Voltage THD of MMC with the help of delta modulation without arm inductance
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Fig. 8 Voltage THD of MMC with the help of adaptive delta modulation without arm inductance

Table 1 Comparisons of THD (in percentage) with different modulation techniques without using
arm inductor (L = 0)

Modulation index
(m)

PWM modulator
(THD %)

Delta modulator
(THD %)

Adaptive delta
modulator (THD %)

0.775 15.01 8.50 4.12

0.8 14.83 7.90 3.80

0.825 11.67 6.68 3.20

0.85 11.23 5.98 2.66

0.875 10.32 5.32 3.01

0.9 10.16 4.90 3.82

0.95 9.87 3.75 4.90

1.0 8.40 2.66 4.22

5 Conclusion

It can be concluded from the above analysis that THD will improve when the delta
modulation technique is applied in place of other modulation techniques. It has been
observed that THDwill also improve in case of without arm inductor. THD is 13.15%
with arm inductor but it is decreased to 4.9%without arm inductor. It can be seen that
the arm inductor plays a very important role. If arm inductor is reduced or removed
from the converter, the losses will reduce that means THD will improve. It has also
been observed that the THD will improve in case of adaptive delta modulation. In
this case, the THD is 3.82% without arm inductor. Due to a lot of advantages of
adaptive delta modulation as compared to delta modulation, the losses have been
reduced. Finally, it can be concluded that the losses will reduce with the help of
delta modulation and adaptive delta modulation techniques. That means converter
efficiency will improve.
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Speed Control of PMSM Drive Using
Jaya Optimization Based Model
Reduction

Akhilesh K. Gupta, Paulson Samuel and Deepak Kumar

Abstract The inherent advantages such as high efficiency and higher torque weight
ratio of a permanent magnet synchronous motor (PMSM) make it very popular
among all of the drives. The primary challenge during the use of PMSM for high-
performance drive applications such as rolling mills and robotics is to design a
controller with good disturbance rejection capability, insensitivity to parameter vari-
ation, and low rise time for a fast response. The mathematical model of PMSM is
highly nonlinear; therefore, the design of a speed controller is a significant challenge.
The contribution of the present paper is the tuning of a proportional–integral (PI)
controller using a reduced order model (ROM) of the PMSM drive using recently
developed Jaya optimization algorithm. The tuning parameters obtained by the above
algorithm are used for the speed control of PMSM drive. Further, the effectiveness
of speed controller is verified on the MATLAB platform and the step responses of
ROM and original system are plotted to show the closeness between the behavior of
the ROM and original higher order system (OHOS).

Keywords PMSM · Jaya optimization · Speed control loop · PI controller · MOR

1 Introduction

Nowadays, PMSM is taking the place of DCmotors in most of the high-power appli-
cations. The PMSMs have high efficiency and better torque–inertia ratio in compari-
son to the inductionmachines [1, 2]. The traditional fieldwindings are replaced by the
permanent magnet in synchronous machines. Some fast switching techniques have
been proposed by several researchers to make the switching devices more efficient,
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but still, sinusoidal pulse width modulation (SPWM) technique [3–7] is prevalent
due to its simplicity in its implementation. In this article, a speed controller for the
PMSM drive is presented by the model order reduction (MOR) to get the desired
transient and steady-state response. Several MOR techniques are proposed in the
time domain [8–10] and frequency domain [11–15]. Since the last few years, differ-
ent optimization approaches [16–20] have been used to determine the reduced-order
model of OHOS with better efficiency. In this paper, Jaya optimization algorithm
[21, 22] is used to obtain the ROM and further, this algorithm is applied to get the
optimized tuning parameters of the PI controller. The schematic diagram of the speed
controller design of PMSM drive is shown in Fig. 1.

The whole article is organized in four sections including an introductory section.
Section 2 is a brief introduction of PMSM modeling whereas the Jaya algorithm
for the order reduction and speed controller design for PMSM drive is explained in
Sect. 3. Finally, conclusive remarks are presented in Sect. 4.

2 Mathematical Modeling of PMSM Drive and Control

The scalar control strategy [23] has a poor dynamics response for the control of
inverter-fed AC drives. Therefore, the theory of vector control scheme [24, 25] has
been applied for most of the drive applications. Here, this concept is adopted for
the development of a linear model of PMSM drive for the controller design. The
linear dynamics of PMSM is obtained by the vector control scheme which is the
transformation of a PMSM mathematical model into the synchronous rotating dq
frame [26].
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2.1 PMSM Drive

The information about the operating conditions and different parameters of motors
are necessary conditions for the implementation of vector control. The dq reference
frame [26] is used to find the stator voltage equations of the PMSMdrive. The PMSM
drive is explained by Eqs. (1)–(3).

vqs = Rsiqs + sLqiqs + ωr Ldids + ωrλm

vds = Rsids + sLdids − ωr Lqiqs (1)

J
dωr

dt
= Te − TL − Bωr ; ωr = Te − TL

Bt + s J
(2)

Te = 3

2
Pλmiqs = Ktiqs; Kt = 3

2
Pλm (3)

where vd , vq are the d-axis and q-axis stator voltages, respectively, Rs is the stator
resistance, Ld , Lq are the d-axis and q-axis stator inductances, respectively, ωr is the
rotor angular speed, J is the inertia of PMSM, P is the pole pair, TL, Te are the Load
torque, electromagnetic torque, and λm is the flux linkage. The block diagram of the
PMSMmathematical model with the closed-loop speed control is depicted in Fig. 2.

The zero d-axis current control is implemented to avoid the demagnetization and
to achieve the high torque to current ratio [27]. The transfer function obtained for
the zero d-axis current control, i.e., id = 0 is given as

id(s)

vd(s)
= iq(s)

vq(s)
= 1

Rs + sL(q,d)

(4)
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Fig. 2 Speed controlled PMSM drive
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3 Order Reduction and Controller Design for PMSM

The higher order transfer function of PMSM drive is reduced to the equivalent lower
order model with the Jaya optimization algorithmwhich is explained in the following
subsection.

3.1 Jaya Optimization Algorithm [21, 22]

Jaya optimization method is an approach to move toward the best solution and to
avoid the worst solution. It is an algorithm-specific parameter-free approach unlike
genetic algorithmandparticle swarmoptimization approacheswhich utilize selection
parameter, inertia weight, etc., algorithm dependent parameters.

Let f i be an objective function which is to be minimized and kzx,y be a family of
probable solution at zth iteration with M (x = 1, 2,…, M) members, each having D
(y = 1, 2,….,D) design variables, then implementation of Jaya optimization follows
the steps given below:

Step 1: [Initialization] Initialize the parameters like the number of feasible solu-
tions, upper and lower bound ranges of solutions, and the number of iterations.

Step 2: [Best and Worst] Find the integral square error (objective function) of
each solution and observe the best and worst solution for objective functions.

Step 3: [Modification] Generate the modified solutions which are tending toward
the best solution and avoid the worst solution by Eq. (5) given below:

kz,newx,y = kzx,y + r z1,x (k
z
x,best −

∣
∣kzx,y

∣
∣) − r z2,x (k

z
x,worst −

∣
∣kzx,y

∣
∣) (5)

where r z1,x and r z2,x are two weighted random numbers for the approach to achieve
the best and to discard the worst solutions, respectively. kzx,best is the value of x th
variable for best solution at zth iteration. Similarly, kzx,worst is the value of x th variable
for the worst solution at zth iteration, kz,newx,y is the modified value of kzx,y

Step 4: [Replacement] Replace the old solution with a new one later; it is with
better fitness function value in comparison with the old one.

Step 5: [Termination] Repeat the process fromStep 2 to Step 4 until some stopping
criterion has been met.

3.2 Current Control Loop

A hysteresis band approach is adopted to generate the switching pattern of PWM
inverter for the reference current tracking generated by the speed control loop for
the PMSM drive. Since the generated current is restricted within a band limit in
hysteresis current control (HCC), HCC is observed as a unitary gain block [27].
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Table 1 Parameters of
PMSM drive

Parameter Value

Stator resistance 2.75 �

Stator inductance 8.5 mH

Flux linkage (V.s) 0.175

Pole pair 8

Inertia (kg.m2) 0.008

Viscous coefficient (N-m/rad/s) 0.01

Here, the voltage source inverter is modeled as a delay block with the specific gain.
The mathematical model of VSI is expressed by Eq. (6)

Ti (s) = 0.65
Kin

1 + sTin
(6)

where Kin = 0.65 Vdc
Vcm

and Tin = 1
2 fs

.

The current loop transfer function (CLTF) is obtained by moving the pick-off
point and simplifying the loop. Then CLTF obtained by the simplification is given
as

irqs(s)

ir∗
qs (s)

= KinKa(1 + sTm)

KaKin(1 + sTm) + (1 + sTin){KaKb + (1 + sTm)}(1 + sTa)
(7)

where Ka = 1
Rs

; Ta = Lq

Rs
; Kin = 1

Bt
; Tin = J

Bt
; Kb = Kt Kmλm . Equation 8 gives

the exact current loop transfer function (ECL-TF) by the parameters of PMSM drive
given in Table 1 that is given as

Gi (s) = 5.389s + 6.736

6.182 × 10−7s3 + 0.002674s2 + 6.196s + 21.1
(8)

The objective is to derive a reduced-order transfer function (ROM-TF) that retains
the characteristics of the exact current loop transfer function (ECL-TF). The Jaya
optimization algorithm reduces the order of ECL-TF with parameters as iter = 30,
no. of possible solution = 25, etc. and the reduced current loop transfer function
obtained as

G ir(s) = 9.717s + 12.45

0.001s2 + 11.31s + 38.99
(9)

The step responses of the ECL-TF and ROM-TF are shown in Fig. 3. This plot
shows that the ROM-TF is a resemblance of the ECL-TF. Therefore, the ECL-TF is
replaced with the ROM-TF to design the speed controller with a desirable response.
In another way, the closeness between the ECL-TF and ROM-TF can be understood
by transient parameters shown in Table 2.
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Fig. 3 Step responses of the
exact current loop and
reduced current loop
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Table 2 Transient
performance of ECL-TF and
ROM-TF

Transient parameters ECL-TF ROM-TF

Rise time Tr (s) 0.000243 0.000037

Settling time Ts (s) 1.12 1.14

Overshoot Mov (%) 187 169

3.3 Speed Control Loop

The outer loop determines the transient and steady-state behavior of the output
response. Therefore, the design and implementation of the speed controller play
an essential role in speed control of permanent magnet synchronous machine drive.

The open speed loop transfer function through the exact current loop and the
reduced current loop is given by Eqs. 10 and 11.

Gose(s) = Gi (s) ∗ Gm(s) = 1132s + 1415

4.945 × 10−7s4 + 2.139 × 10−3s3 + 3.659s2 + 23.08s + 21.1
(10)

Gosrc(s) = Gir (s) ∗ Gm(s) = 2041s + 2614

0.0008s3 + 9.049s2 + 42.5s + 38.99
(11)

The step responses of open speed loop with the exact current loop and the reduced
current loop are plotted in Fig. 4. The transient behavior of both of the transfer
functions is tabulated in Table 3.

The reduced speed loop of the transfer function of the speed loop with the reduced
current is given as

Gors(s) = 1.05s + 95.36

0.004s2 + 0.4561s + 1.422
(12)
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Fig. 4 Step responses of
exact speed and reduced
speed loops with reduced
current loop

0 0.5 1 1.5 2 2.5 3
0

10

20

30

40

50

60

70
Step Response

Time (seconds)

A
m

pl
itu

de

Exact Speed Loop with Reduced Current Loop
Reduced Speed Loop with Reduced Current Loop

Table 3 Transient
performance of open speed
loop with the exact current
loop and the reduced current
loop

Transient
parameters

With exact current
loop

With reduced
current loop

Ts (s) 1.26 1.22

Tr (s) 0.674 0.685

Mov (%) 0 0

Peak time (s) 0.00135 0.00073

3.4 Tuning of PI Controller Using Optimization Algorithm

Jaya optimization approach is applied to obtain the optimal control performance
by tuning the PI gain parameters. Initially, the ROM of the PMSM drive is accom-
plished by minimization of the objective function through Jaya optimization. The
step responses of both exact speed loop with reduced current loop and reduced speed
loop with the reduced current loop are plotted in Fig. 5. The Jaya optimization algo-
rithm is utilized to get the optimized tuning parameters of the PI speed controller. The
Jaya optimization based PI controller gains with their initial ranges and optimized
gain parameters are tabulated in Tables 4 and 5, respectively. The step responses
of the OHOS with Jaya optimized PI controller and ROM with Jaya optimized PI
controller are plotted in Fig. 6.

The PI controller minimizes the overshoot effect in reference tracking and rejects
the input disturbance in the plant. The unit step response of the system is the most
essential characteristic of the system for analysis of transient and steady-state behav-
ior. The response of the reduced model depicts a close resemblance with the original
systembehavior. The simulation on theMATLAB/Simulink platform is used to verify
the effect of the proposed speed controller. The input disturbance rejection capability
is verified by Fig. 7a where a change in input torque is inserted at t = 0.5 s. This
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Fig. 5 Step responses of
open speed loop with exact
and reduced current loop
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Table 4 Ranges of PI gain
parameters

Parameters Min Max

Kp 0.1 50

Ki 0.1 10

Table 5 PI parameters
obtained by Jaya optimization

Parameters Kp Ki

Values 2.6555 1.2414

Fig. 6 Step responses of
OHOS with controller and
ROM with controller
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Fig. 7 a Regulatory performance. b Tracking performance of Jaya-optimized PI

variation in input torque appears in the form of speed change of the PMSM drive
without speed controller whereas optimized tuned PI controller comes into the role
and neglects the effect of input variation and regulates the drive speed at its reference
value. The reference tracking effect is verified by Fig. 7b where a reference speed
change is required at t = 0.5 s. The tuned controller effectively tracks the reference
speed with a good reference tracking performance.

4 Conclusion

The complexity of a higher order model of PMSM drive is simplified by the Jaya
optimization based speed controller design which reduces the cost and complexity
of the system design. Further, the Jaya algorithm is again used to obtain the tuning
parameter of the PI speed controller. It is observed that the transient parameters
and the step responses of the ROM obtained by the Jaya algorithm are very similar
to that of the OHOS. The objective of this study is to minimize the complexity of
the controller design process which is easily accomplished by the Jaya optimization
algorithm.
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Jaya Optimization-Based PID Controller
for Z-Source Inverter Using Model
Reduction

Akhilesh K. Gupta, Paulson Samuel and Deepak Kumar

Abstract It is well-known that a Z-source inverter (ZSI) depicts non-minimum
phase characteristics due to a right half plane zero (RHPZ) in its shoot through duty
ratio to output voltage transfer function. The RHPZ creates problems in design of a
PID controller for such type of systems by imposing the bandwidth limitations and
control actions. In this article, the Jaya optimization approach is adopted to reduce
the order of ZSI and to obtain the optimized tuning parameters of PID controller.
The peak value of DC link voltage is indirectly calculated by measurement of the
input supply voltage and the capacitor voltage. The transfer function of control to
peak DC link voltage of traditional ZSI is used to get the tuning parameters of PID
controller. The MATLAB/Simulink simulation platform is utilized to validate the
proposed approach.

Keywords Jaya optimization · Objective function · PID controller · Shoot
through · Transient parameters · Z-source inverter (ZSI)

1 Introduction

The human inclination of high efficiency at low cost makes researchers think about a
new converter that can give the boosted output in a single-stage converter rather than
the two stages boosting of DC–DC converter and DC–AC inverter. In 2003, Peng
proposed and implemented an impedance network topology-based ZSI as a novel
power electronics converter [1]. It has a great feature of buck and boost ability which
makes it a very useful converter topology for renewable energy applications where
input DC source varies continuously. It utilizes the zero state of conventional voltage
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Fig. 1 Three-phase ZSI
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source inverter (VSI) as shoot through state to boost the output. Since it has zero
output voltage in its shoot through state, it shows no adverse effect on output power
quality in terms of THD. It has the following special features which make it better
than conventional VSI [1]:

1. An increment or decrement in the output voltage can be obtained as per require-
ment [2, 3].

2. The issue of dead time is resolved by insertion of shoot through [2, 3].

A ZSI provides the benefits of two stages of DC–DC boost converter and DC–AC
conventional inverter into a single stage as shown in Fig. 1. For better performance
of ZSI, many researchers presented a great number of methods for closed loop con-
trolling of ZSI [4–15].

The PID controller is widely used in industrial applications. A PID controller is
used to control the DC link voltage through the capacitor voltage by shoot through
duty cyclemodulation strategy [4]. Although it provides better transient performance
as well as enhancement in disturbance rejection ability, a fluctuation appears in the
DC link voltage when it is subjected to a step change in input DC supply as controller
keeps capacitor voltage constant. This change may be transferred to output side and
may distort the output voltage. A PID controller tuning by direct measurement of
peak DC link voltage Vip is presented in [5]. It makes control circuitry very complex
due to fluctuating nature of DC link voltage. Rastegar et al. [6] discussed a neural
network tuned PI controller for controlling the capacitor voltage. Again, any step
change in input DC voltage may be appeared in the DC link voltage and in the output
voltage. Two separate controllers based on two degrees of freedom are explained
[7]. One of them controls the capacitor voltage linearly by shoot through duty ratio,
and another is used to monitor the output voltage by controlling the peak value of
AC output voltage by PI controller, respectively. A multi-loop closed-loop controller
considering the ZSI as conventional VSI and boost converter is presented in [8] for
better tracking and disturbance rejection. The AC side voltage is controlled by the
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modulation index, whereas the DC side controller adjusts the shoot through duty
ratio. An average DC link voltage is controlled by the fuzzy-PID controller. The
capacitor voltages are used to calculate the average of DC link voltage [9]. Authors
[10, 11] proposed voltage mode and current mode methods to control the peak DC
link voltage of ZSI. The peak of DC link voltage was calculated by measuring the
capacitor voltage and input DC voltage and estimated by Vip = 2Vc − Vin. Since a
ZSI consists of a right-half plane zero, it is very difficult to find the tuning parameters
of PID controller. Several optimization approaches like particle swarm optimization
(PSO) [12, 13], artificial bee colony [14], genetic algorithm (GA) [15, 16], and
bacterial foraging optimization (BFO) [17, 18] are used for closed loop operation of
power electronics converters. Since, Z-source inverter is used in renewable energy
application [19], necessity of PID controller for the satisfactory performance is in
great demand.

In this paper, a new Jaya optimization-based approach is proposed to find the
(1) reduced model of ZSI and (2) gain parameters of PID controller through the error
minimization. This paper presents a PID controller design using the optimized tuning
parameters by controlling the peak value of DC link voltage indirectly through the
Jaya optimization as shown in Fig. 1. The complete paper is divided into different
sections. Section 2 depicts the basics of Z-source inverter. Section 3 is related to the
brief description of Jaya approach. Section 4 validates the theoretical explanation
by the help of MATLAB/Simulink simulation. The final remarks are presented in
Sect. 5.

2 Z-Source Inverter

A ZSI replaces the DC link capacitor of VSI into a segmented pair of inductors LX,
LY and capacitors CX, CY organized in the cross (X) shaped as shown in Fig. 1.
The diode Ds at the supply side is used to avoid reverse power flow. The simplified
equivalent circuit diagram of ZSI is shown in Fig. 2. It is assumed that modeling of
active states and zero states are almost same and these are different from the shoot
through states. The switches S1 and S2 represent the diode and the inverter.

The ZSI works in two modes [1] (1) Non-shoot through (NST) mode and (2)
Shoot through (ST) mode. In non-shoot mode operation, the diode is switched on,
and DC supply appears across the load whereas in the case of short circuited load
terminals either by lower or upper three legs of switching devices, the inductors
become charged. The operating equivalent circuit is shown in Fig. 3. The equivalent
operating circuit diagram of shoot through mode is shown in Fig. 4. The diode is
off to avoid the reverse power flow, and the load is shorted by the upper and lower
switch of the same leg in shoot through mode. The boost factor of the ZSI with shoot
through ratio D [1, 2] is given

B = 1

1− 2D
(1)
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Fig. 2 Simplified circuit of
ZSI
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Assume that LX = LY = L and CX = CY = C then iLx = iLy = iLm and vCx = vCy
= vCm. In shoot through state S1 is OFF and S2 is ON as shown in Fig. 4. So,

vLm(t) = vCm(t) and vdc(t) = 0 (2)

In non-shoot through state, S1 is ON and S2 is OFF. So,

vLm(t) = vin(t)−vCm(t) (3)

vdc(t) = v̂dc(t) = vCm(t)−vLm(t) = 2vCm(t)−vin(t) (4)

where v̂dc(t) is nonzero portion of vdc(t). So the average voltage over switching period
is

vdc(t) = (1− d0(t))v̂dc(t) (5)

where d0(t) is duty ratio of switch S2.

3 Jaya Optimization Algorithm

The Jaya algorithm [20, 21] is an algorithmic parameter-free simple computer-
oriented optimization approach, unlike GA and PSO techniques. This approach need
only some tuning parameters for implementation which makes it very attractive in
comparison to its counterpart GA and PSO approach which require parameters like
selection operator, mutation probability, etc. The basic operating principle of the
Jaya algorithm is similar to other error minimization approach. First, a fitness func-
tion is designed as per the design objectives and the Jaya optimization method tries
to minimize that fitness function by avoiding the worst solution rapidly and moving
toward the best solution quickly. The implementation procedure of Jaya optimization
algorithm is summarized below:

Let the fitness function is denoted by fi is given by

f i = |Mov − 1|/5+ |Mun − 1| + (Trise/0.01) +
(
Tsettling/0.03

)
(6)

which is to be minimized for achieving the optimized result. Let px,y,z is a solution
among N number of solutions (i.e., y = 1, 2, . . . ., N ) of M design variables (i.e.,
x = 1, 2, . . . ., M) at zth iteration, then the steps of Jaya algorithm are as follows:

Step 1: [Initialization] Size of random solution, number of iterations, and a termina-
tion criterion should be initialized in the beginning.
Step 2: [Best and Worst] The worst and best solutions are considered according to
highest and lowest fitness values, respectively.
Step 3: [Modification] Get new solutions according to the equation given below:



262 A. K. Gupta et al.

Table 1 Simulation
parameters for ZSI

Vo 20 V

Shoot through duty ratio D 0.3

LX = LY = L 330 µH

CX = CY = C 220 µF

Load resistance Rl 50 �

Load inductance Ll 330 µH

pnewx,y,z = px,y,z + rand1,x,z
(
px,best,z −

∣∣px,y,z
∣∣) − rand2,x,z

(
px,worst,z −

∣∣px,y,z
∣∣)

(7)

where px,best,z is the value of x th variable for best solution, px,worst,z is the value
of x th variable for worst solution, pnewx,y,z is the new value of px,y,z . Further, rand1,i,k
and rand2,i,k are two random numbers for x th variable during zth iteration which
show the degrees of approach toward the best solution and to avoid to worst solution,
respectively.

Step 4: [Replacement] Find the new population of random solutions by the replace-
ment of improved solutions with lowest fitness value.
Step 5: [Termination] As a final point, stopping criterion is checked. If it is met,
terminate the procedure otherwise go to Step 2.

The simulation parameters of ZSI with transfer function [22], as shown in Table 1
are used to obtain the transfer function of original system:

Go(s) = −7.296× 10−8s2 − 0.003795s + 400

2.396× 10−11s3 + 3.63× 10−6s2 + 0.0003762s + 8
(8)

The second-order reduced model of ZSI obtained by the Jaya optimization algo-
rithm is

Gr (s) = −0.1s + 1.096× 108

s2 + 89.2s + 2.192× 106
(9)

Further, the step response of the original ZSI inverter and proposed second-order
ZSI inverter is shown in Fig. 5. The reduced model shows exact replica of original
ZSI inverter in step response plot. Moreover, the frequency responses of both transfer
functions are plotted in Fig. 6. Till bandwidth of bode plot, both models show a
great resemblance in their frequency responses. Transient parameters comparison of
original ZSI and reduced ZSI are shown in Table 2.
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Table 2 Transient
parameters of original ZSI
and reduced ZSI

Transient parameters Original ZSI Reduced ZSI

Rise time (s) 0.000719 0.00072

Settling time (s) 0.087 0.00872

Peak amplitude 95.5 95.5

Peak time (s) 0.00212 0.00212

4 Simulation and Results

The simulation study is performed on MATLAB/Simulink platform to check the
performance of optimized PID controller for the closed-loop operation of ZSI. The
circuit shown in Fig. 1 is simulated with the parameters given in Table 1. The ini-
tialization parameters of the Jaya optimization for the designing of reduced model
are summarized in Table 3. The Jaya optimization uses error minimization of fitness
function, i.e., ISE to find the reduced model of ZSI. Further, this model is used to find
the desired step response by the optimized tuning of PID controller. A PID controller
with first-order filter has four parameters (i.e., Kp, Ki, Kd, and filter coefficient N) to
be optimized for desired performance. Their selection ranges are given in Table 4.
Here, the objective function is designed by the weighted sum of overshoot, under-
shoot, rise time, and settling time as given in Eq. 6. The Jaya optimization utilizes
the objective function to get the optimized tuning parameters of PID controller along
the first-order filter coefficient. Optimized parameters of PID with first order filter
are shown in Table 5. The step responses of the closed-loop operation of reduced ZSI
with optimized controller and original ZSI with same controller are plotted in Fig. 7.
Further, the performance of the tuned controller is compared with the conventional
Ziegler Nicolas (ZN)-based PID controller. The transient parameters obtained for
closed-loop response of reduced ZSI, original ZSI with tuned PID controller with
first-order filter, and ZN-based PID controller are shown in Table 6. The ZN-based

Table 3 Parameters of Jaya
Optimization

Parameters Value

No. of random solutions N 25

No. of iterations iter 30

rand1 0.51

rand2 0.81

Table 4 Initial range of
controller parameters

PID parameters Min Max

Kp 0 10

Ki 0 100

Kd 0 0.0001

N 0 1e6
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Table 5 PID with first-order filter parameters obtained by Jaya Optimization

Algorithms Kp Ki Kd N

Jaya optimization 0.01 6.3726 0.0000581 136861.312
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original ZSI with ZN-based PID controller

Table 6 Transient Parameters of output response

Transient parameters Settling time (s) Rise time (s) Peak amplitude Undershoot

Original ZSI with Jaya
optimization-based PID
Controller

0.0141 3.42 × 10−4 1.0091 7.9267

Reduced ZSI with Jaya
optimization-based PID
Controller

0.01419 4.197 × 10−4 1.0088 3.624 × 10−8

Original ZSI with
ZN-based PID
Controller

0.01994 4.357 × 10−4 1.3066 7.955

PID controller shows an oscillating behavior in output tracking performance with
higher settling time, whereas a better result is obtained by the Jaya optimized PID
controller. It can be easily concluded that Jaya optimized PID controller gives a better
response in comparison with ZN-based PID controller. It can be concluded that Jaya
optimized PID controller gives a better response in comparison with ZN-based PID
controller.
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5 Conclusion

The Z-source inverter is a replacement of two-stage DC–DC and DC–AC converters
in an efficient manner. This efficient power electronic inverter is very suitable for
renewable energy applications. The mathematical modeling creates difficulties for
the designing of PID controller because of right-half plane zero.A simplifiedmodel is
developed for the higher order ZSI by the Jaya optimization approach and further, the
Jaya approach is adopted for the designing of PIDcontroller by the errorminimization
technique.Aweighted sumof transient parameters is selected as an objective function
to beminimized. It is shown by simulation results that the proposed approach reduces
the computational complexity and gives better performance than the conventional
approach.
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Stability Analysis of an Offshore Wind
and Marine Current Farm in Grid
Connected Mode Using SMES

Satendra Kr Singh Kushwaha, S. R. Mohanty and Paulson Samuel

Abstract This study investigated the stability of offshore wind farm (OWF) and
marine current farm (MCF) using hybrid combination of superconducting magnetic
energy storage system (SMES) and bridge type fault current limiter (BFCL). The
aggregated model of OWF is simulated by 80 MW doubly-fed induction generator
(DFIG) based plant and MCF is simulated by a 80 MW squirrel cage induction gen-
erator (SCIG) based generator. An H-infinity loop-shaping-based robust controller
is proposed for the SMES unit to enhance the stability and robustness of the stud-
ied system. The performance of the proposed damping controller is evaluated under
high stochastic disturbances and transient condition. The simulation result shows the
efficacy of the proposed controller. Hence, it enhanced the stability and robustness
of the studied system.

Keywords Marine current turbine · Offshore wind farm · Grid integration · Static
magnetic energy storage system (SMES) · Bridge type fault current limiter

1 Introduction

In the interest of larger renewable energy harvesting, geographical conditions often
found suitable and economical for combining OWF and MCF at the same location
[1]. Since ocean covered two-third surface of Earth and huge source of kinetic energy
in the form of oceanic currents and offshore wind, a hybrid integration of both OWF
and MCF can be widely developed worldwide in near future [2]. It will become a
new trend of electricity production in future to meet our future energy need. The
operating principle of MCF is similar to the wind farm [3]. This similarity helps
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extensive growth of marine current energy conversion system and become mature
than other oceanic energy conversion system [4, 5].

The grid integration of OWF and MCF leads to huge source of renewable energy.
The stochastic natures of these energy resources create a new challenge while inte-
grating with grid. So it requires thorough investigation of system stability issues [6–
8]. This paper investigates the stability prospective of studied system in steady state
and transient condition. Superconducting magnetic energy storage system (SMES)
is employed at PCC to make this energy resource more reliable [9, 10]. There are
several control techniques that have been listed in literature to make the system reli-
able [11–13]. The uncertainty in the system is taken care of by H-infinity controller
design for SMES in this study. H-infinity controller design techniques include the
uncertainty and disturbances in controller design and make the controller insensitive
for the exogenous disturbances which make the controller robust and it is required
for the stable system; hence, the H-infinity controller increases the system stability
and reliability [14]. Bridge type fault current limiter (BFCL) [15] is employed in the
transmission line to improve the transient response of the system.

This paper is organized as follows: the detailed modeling of doubly fed induction
generator (DFIG)-basedOWF, squirrel cage induction generator (SCIG)-basedMCF,
and BFCL modeling is given in Sect. 2. SMES modeling and its controller design
is given in Sect. 3, the results and discussion is presented in Sect. 4 and specific
conclusion is given in Sect. 5.

2 Configuration of the Studied Systems

In this section, modeling of SCIG-based MCF; DFIG-based OWF; superconducting
magnetic energy storage system (SMES) and BFCL is discussed.

The aggregated model of OWF is simulated by a 2 MW DFIG-based generator
and the aggregated model of MCF is simulated by 2MWSCIG-based generator. The
modeling of component shown in Fig. 1 is illustrated in subsequent section.

2.1 Modeling of OWF

The dynamic power extracted by the offshore wind turbine is [9]

Powt = Pm0.Cpw(λw, βw) (1)

where Pm0 is the available power to offshore wind turbine and Cpw(λw, βw) is the
power coefficient, Pm0 and Cpw(λw, βw) are expressed as

Pm0 = 1

2
ρw.πR2

rw.V 3
w ,Cp_ owt(ψw, βw) (2)
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Fig. 1 Configuration of the studied system

In which,

Cp_ owt(ψw, βw) = c1(
c2
ψw

− c3.βw − c4.β
c5
w − c6)e

(−c7/ψw)

1

ψww
= 1

λw + c8.βw
− c9

β3
w + 1

, λw = Rbw.ωbw

vw
(3)

where ρw is wind density, Vw is offshore wind velocity, and Rw is turbine radius,

2.2 DFIG Modeling

The dynamic equations of DFIG-based offshore wind farm is expressed as [9]

vs = rsis + dψs

dt
− ωrefψs, vr = rr ir + dψr

dt
− (ωref − ωr )ψr (4)

where ψs is the linkage flux, rs, rr is the stator and rotor resistances and is, ir, and ω

is the stator, rotor current, and angular velocity, respectively.
The Ps and Qs of the DFIG is expressed as

Ps = 3

2
Vqsiqs; Qs = −3

2
Vqsids (5)

The stator d and q axis current is controlled by the rotor current so the Ps and Qs

is expressed as
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Ps = −3

2

(
ωλdsLm

L ls + Lm

)
iqs; Qs =

(
ωλds

L ls + Lm

)(
λds − Lmi

′
dr

)
(6)

Equation (6) shows the mutually exclusive relationship between active and reac-
tive power. Both powers can be separately controlled by the d and q axis of rotor
current. The control circuit of DFIG converters is given in [9].

2.3 Marine Current Turbine

The dynamic power extracted by marine current turbine is expressed by [9]

Pm_ mct = 1

2
ρmr.Armr.V

3
mr.Cpmr(λmr, βmr) (7)

where density and velocity of marine current is ρmr (kg/m3), and Vw (m/s), respec-
tively, radius of turbine is Rw (m), and Cp_ mct represents the power coefficient of
marine current turbine.
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The Cp −λ characteristic and pitch angle controller of turbines is given in Fig. 2.
The OWF and MCF have same pitch angle controller with different parameters. The
maximum value of Cp for both turbines is achieved around λ = 8. The curve draws
at different pitch angles β or at different velocities of both resources. The power
coefficient is maximum at rated speed and decreases above the rated speed up to
cutoff speed for both turbines.

2.4 SCIG Modeling

The dynamic modeling of SCIG-based marine current generator in d-q frame of
reference is expressed as [9]

Vdq0s = rsidqos + ωλdqs + pλdq0s; 0 = rsi
′
dq0r + (ω − ωr )λ

′
dqr + pλ

′
dq0r (8)

Dynamic torque equations are

Jmct
d

dt
ωr = Tm0 − Te0,Tm0 = Pm

ωm
(9)

where λdq is the flux linkage, ω and ωr are the stator and rotor angular velocity, idq0s
and idq0r are the stator and rotor current. Jmct is inertia constant of turbine Tm0 and
T e0 is the mechanical and electrical torque of the generator.

The modeling of BFCL is given in [15].

3 SMES MODELING

The SMES is connected to PCC with a power converter and bidirectional DC–DC
converter. The output of SMES is controlled by a phase angle αsmes and modulation
index M1smes of the power converter for tuning of active power and reactive power
required at PCC. The d-q axis current and power of SMES is expressed as [9]

iqsmes = M1 Ismes cos(θV + αsmes), idsmes = M1 Ismes sin(θV + αsmes) (10)

Psmes = Vdpcc Idsmes + Vqpcc Iqsmes = M1

∣∣Vpcc

∣∣Idc cos(αsmes)

Qsmes = Vdpcc Iqsmes − Vqpcc Idsmes = M1

∣∣Vpcc

∣∣Idc sin(αsmes) (11)

where
∣∣Vpcc

∣∣ =
(
V 2
qpcc + V 2

dpcc

)1/2
, θV is the phase angle at PCC. Idc is the DC

current of SMES. The differential equation of ISC is
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Fig. 3 Control circuit of SMES converter

Lsmes∂(Idc) = −IdcRdc +
√
v2qpcc + v2dpcc cosα − (pi/2)IdcXcm (12)

where Lsmes and Rsmes are equivalent inductance and resistance of SMES, and XCM

is the combined reactance of converter circuit.
The active power fed by SMES is derived from transmission line power deviation

(�PTL) to maintain active power flow constant and the required reactive power
(�QTL) fed by SMES is derived from PCC voltage deviation (�Vpcc) to maintain
terminal voltage constant. The derived equations are (Fig. 3)

TPT∂(�PSMES) = KPT(PTL_ ref − PTL) − �PSMES, TPV∂(�QSMES)

= KPV(VPCC_ ref − VPCC) − �QSMES (13)

4 H-Infinity Controller of SMES

Figure 4b shows the control circuit for the SMES. The state space representation of
SMES unit is

⎡
⎣ ẋ
y
z

⎤
⎦

⎡
⎣ A B1 B2

C1 D11 D12

C2 D21 D22

⎤
⎦

⎡
⎣ x
w
u

⎤
⎦ (14)

(a) (b)

Fig. 4 a Basic structure of H-infinity control. b H-infinity control of augmented plant



Stability Analysis of an Offshore Wind and Marine Current Farm … 275

where X = [�PSMES, �QSMES], Y = [M1, α], u = [PT , VS], W = [PTref, VSref], and
Z = [PTref−PT , VSref−VS]. The configuration of H-infinity controller is shown in
Fig. 4, where the w and u are the exogenous input and control input of the SMES,
respectively, z and y are the error signal and controller output of the SMES. Ideally,
the control signal should be zero are minimum as much as possible. The necessary
and sufficient condition for closed loop SMES unit stability is the H-infinity norm
(‖H(s)‖∞ = supω σ(H( jω)) < γmin).

For the H-infinity control, to insure closed loop stability of plant “SMES”, a
feedback controller “K” is incorporated. Such that the H-infinity norm is smaller
than the γmin from disturbance signal “w” to the output “z”.

‖Tzw(s)‖∞ < γ (15)

The H-infinity controller design finds a controller “K” that stabilizes the closed
loop system. The stabilizable controller is design using pre-compensator W1 and
post-compensator W2. Figure 5b shows the H-infinity controller of augmented plant,
where

K = W1K∞W2 (16)

Selection of weighting function W1 and 
W2

Formulation of the Plant P

Evaluate the robust stability margin of 
the system

End

minis

Yes

No

Evaluate the state space matrix

Start

                 of controller , , ,A B C DK K K K K

Fig. 5 Flow chart
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The weighting functions are chosen as [11]

W1 = Kw

(
S + a

S + b

)
(17)

where “Kw” is a gain, “a” and “b” are positive values. Usually, theweighting function
W2 is considered as a unity. The algorithm of the K∞ controller design is shown in
Fig. 5.

5 Simulation Results and Discussion

The studied system is simulated and analyzed with SMES unit and BFCL. The
efficacy of SMES controller is analyzed under stochastic nature of wind and marine
current speed. The simulation results are analyzed in pu quantities except for the
wind and marine current velocity, which is in m/s. The time-domain simulation in
above studied system is evaluated under steady state and transient conditions.

Case 1: dynamic variation in wind speed and marine current speed: a dynamic
speed of both resources is simultaneously applied to the studied system to evaluate
the performance of the studied system. The system response is compared with con-
ventional PI controller. The dynamic response of the studied system is shown below.
Figure 6b, c suggests that the active and reactive power deviation at grid have less
overshoot and settling time with H-infinity loop-shaping-based proposed controller
due to fast acting of SMES unit. It helps to mitigate the oscillations due to dynamic
nature of resource. Figure 6e shows theDC-link voltage of SMES converter and com-
pared with PI controller, results suggest that oscillation damping and settling time of
voltage and power signals is faster with proposed controller. Hence it improves the
overall performance and stability of the studied system.

Case 2: occurrence of fault at grid side: a fault is created at t = 1.5 s to evaluate
the performance and robustness of the studied system under transient condition. The
offshore wind speed and marine current speed is taken constantly during transient
condition due to fact that the variation of speed in small duration is insignificant.
The terminal voltage of PCC is shown in Fig. 7a. It suggests that the inclusion of
BFCL unit improves the voltage stability under transient condition. The active and
reactive power deviation at grid is shown in Fig. 7b, c. It suggests that the damping
oscillation is faster with inclusion of BFCL in studied system due to the fact that the
BFCL limits the transient current or fault current and consuming the excess amount
of power. It prevents the rotor of generator from oscillations and helps to maintain
synchronism. Hence, it enhances the overall stability and robustness of the system
means it make the system more reliable.
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Fig. 6 a Random wind speed, b terminal voltage of grid, c active power at grid, d reactive power
at grid, e DC-link voltage of SMES

6 Conclusion

This paper presents the stability analysis of OWF and MCF integrated to grid using
SMES andBFCL unit. A loop-shapingH-infinity-based robust controller is proposed
for the SMESunit. The impact ofH-infinity controller of SMES is evaluated in steady
state and transient conditions and compared with conventional PI controller. The
simulation result shows the efficacy of the proposed controller. The performance of
studied system with inclusion of BFCL improves the transient stability of integrated
system. Hence, the combination of SMES unit and BFCL enhances the stability and
robustness of the studied system and makes it more reliable.
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Fig. 7 a Terminal voltage of grid, b active power at grid, c reactive power at grid
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Modeling and Simulation of Proton
Exchange Membrane Fuel Cell Hybrid
Electric Vehicle

Bandi Mallikarjuna Reddy and Paulson Samuel

Abstract This article presents system analysis of a hybrid proton exchange mem-
brane fuel cell (PEMFC) electric vehicle,which comprises a fuel cell, a unidirectional
DC–DC boost converter; a bidirectional DC–DC boost/buck converter, a battery, and
an inverter with chassis section of vehicle for minimizing the cold start effect and rip-
ple content of fuel cell vehicle. The fuel cell and energy storage are connected to the
DCbus bar through unidirectional converter and bidirectional converter, respectively.
However, the battery would provide the peak power demand at overloaded condition
so that the fuel cell stack need not be rated for the peak power thus reducing the fuel
cell cost and overall system cost. The operation of the vehicle during cold start, nor-
mal, acceleration, and overload mode conditions is analyzed in detail. Furthermore,
the mathematical models of PEM fuel cell are developed in the PSACD (4.6.0) by
including charging effect of double-layer as well as the thermodynamics reactions
for analysis of the dynamic characteristics of the vehicle performance. Operating
principle of the whole vehicle is illustrated. Simulation results of a 1-kW PEM fuel
cell hybrid electric vehicle verify the theoretical analysis.

Keywords Cold start · Energy storage system · Proton exchange membrane fuel
cell hybrid electric vehicle · Acceleration and deceleration modes

1 Introduction

Fuel cells [FC] are extraordinarily attractive in electric vehicles and distribution
generation [1–3] because of their cleanliness, zero pollution, more reliability, and
higher efficiency.

However, FCs has the following limitations: (1) Absence of storage capability
like batteries. (2) Slower dynamic response compared to batteries with pretty much
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similar response in steady-state operationmode. (3)High input current ripple because
output portion is specifically associated with chassis segment of the vehicle. (4)
Issues with cold start. For these reasons FCs are integrated with batteries to mitigate
these issues with additional advantages like increased peak power capacity, enhanced
dynamic performance, and supply of power during cold start of the vehicle [4]. The
internal structure of a PEMFC electric vehicle with its characteristics is shown in
Fig. 1.

The PEMFC hybrid vehicle comprises the seven major parts such as PEMFC, an
energy storage unit, unidirectional converter (UDC), bidirectional converter (BDC),
an inverter, an induction machine, and wheel system [5]. The PEMFC and storage
unit are integrated to the same DC bus through their individual DC–DC converters.

Mathematical modeling of a 1 kW PEMFC vehicle has been done in PSCAD
(4.6.0) enabling simulation of various dynamic conditions and analysis of perfor-
mance of the vehicle under all conditions [6–8]. The simulation results illustrate that
the vehicle works well under various conditions such as cold start, normal, acceler-
ation, and deceleration modes [9].

The article is organized in four sections including the introductory section. The
architecture of whole vehicle is briefly explained in Sect. 2 and Sect. 3 describing the
various waveforms from the simulation are discussed and explained in detail. The
conclusions are drawn in Sect. 4.
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2 Architecture of Fuel Cell Hybrid Electric Vehicle

2.1 Fuel Cell

There aremany types of fuel cells based on the electrolytes used. This paper proposes
a novel PEM fuel cell hybrid vehicle system, as shown in Fig. 2. Fuel cell can work
at room temperature and have relatively quicker startup than many other types of
energy sources. Efficiency of PEMFCs is generally in the range of 40–60%, and the
power rating and output voltage can be scaled up to meet specific demands because
of modularity of FCs [10–12].

2.2 Unidirectional DC–DC Converter

As shown in Fig. 2, output voltage of PEMFCs fluctuates with sudden change in the
speed of the vehicle, and the deviation range is wide, like 80–140 V, so the fuel cell is
unable to supply the inverter directly. That is why the UDC is necessary for fuel cell
vehicles. In addition, the transformer in the UDC also provides galvanic isolation.

The output of UDC is connected to DC bus, which is followed by an inverter with
output of 220 VAC/50 Hz [13, 14]. The efficiency of the single-phase conventional
H-bridge inverter is 95% [15]. The input DC voltage for an output voltage of a
220-VAC inverter is typically 120 V. Hence, VUDC is set to 120 V.
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The whole system rating is 1 kW, thus IUDC can be calculated as

IUDC = POut
ηInv · VUDC

= 1000

0.95× 120
= 8.77Amps (1)

Here, IUDC selected as 9 A.

2.3 Bidirectional DC–DC Converter

The BDC interfaces the DC bus and the energy storage system (ESS), and it can
transmit the energy in both directions. The transformer in the isolated BDC assumes
an imperative part in galvanic isolation and coordinating the voltages of both sides
[16]. In the buck mode, output voltage of BDC is the ESS voltage VBat, and current
is inductor current iL. The voltage rating of the ESSs is 60 V, so VBuck-BDC is set
at 60 V [17]. The battery instruction manual describes that charge current of ESSs
should be under 0.1 CBat. CBat is capacity of the battery and is taken as 30 Ah, which
will be justified later. In this way, IBuck-BDC can be computed as

IBuck - BDC = 0.1 · CBat = 0.1× 30 = 3A (2)

In boost mode condition, output voltage of BDC is VBus, and output current is
also inductor current, which is the reverse direction of buck mode. Hence, VBoost-BDC

should be lower than VUDC = 120 V, so as to guarantee that an inverter can output
220 VAC and with conduction voltage drop and parasitic components accounted
for, VBoost-BDC must be larger than 105 V. In this way, we pick VBoost-BDC as 110 V
[18–22].

To ensure that the system starts under full speed, the battery needs to power 1 kW,
so IBoost-BDC can be calculated as

IBoost - BDC = POut
ηInv · ηBDC · Vmin - Bat

= 1000

0.95× 0.95× 54
= 20.14A (3)

Here, IBoost-BDC comes out as 21 A.

2.4 Energy Storage System (ESS)

The selection of CBat has been done on the basis of power requirement during the
vehicle starting period. The startup duration of PEMFC is in order of several seconds
[23]. As indicated by the battery handbook, the battery maximum discharge current
of tens of seconds should be constrained to (0.5–0.7) CBat to maintain a strategic
distance from storage unit damage due to deep discharge [24]. At this point, 0.7 CBat
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is selected as the lowest value of capacity after discharge. The base voltage of each
single battery cell is 10.8 V, so base voltage of a five-battery package is Vmin-Bat =
05 × 10.8 V = 54 V. Therefore, we set Vmin-Bat at 54 V [25]. Let efficiencies of the
BDC and inverter be ηBDC = 0.95 and ηInv = 0.95, respectively, and CBat can be
calculated as

CBat = POut
0.7 · ηInv · ηBDC · Vmin - Bat

= 1000

0.7× 0.95× 0.95× 54
= 28.78Ah (4)

A 30-Ah ESSs is selected.

3 Simulation Results and Discussion

Simulation of the whole system has been carried out in PSCAD (4.6.0) under four
different case studies. The input voltage of unidirectional DC–DC converter is var-
ied from 80–140 V, the bus voltage is 120 V and is fed to the single-phase H-bridge
inverter followed by the AC machine and chassis section of vehicle. The four cases
considered for the system are cold start, normal operation, acceleration, and deceler-
ation. The simulation results for the four stages of the whole system are as follows.

3.1 Case Study 1 (Cold Start Mode)

The voltage and current waveforms of the fuel cell vehicle have been shown in Fig. 3
for the cold start case study. Thewaveforms of the unidirectional directional converter
current (IUDC) and bidirectional converter current (IBDC) and bus bar voltage (VBUS)
of fuel cell vehicle are shown in Fig. 3. The fuel cell vehicle has cold start problem
initially. The unidirectional current will increase only later due to the cold start
problem during the starting period, during which the vehicle will get supply from
the battery through bidirectional converter. The DC bus voltage is the output voltage
of bidirectional converter.

3.2 Case Study-2 (Normal Operating Mode)

The voltage and current waveforms of the fuel cell vehicle are shown in Fig. 4 under
normal operating mode. Bidirectional current of the converter is negative because
the energy storage system is being charged. The bidirectional current (3 A) is equal
to the value of the rating of energy storage system. The currents of both converters
are 10 A and 3 A, respectively, as shown in Fig. 4.
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Unidirectional Current in cold start mode
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Fig. 3 System voltage and current waveforms in cold start mode, a unidirectional current, b bidi-
rectional current, c DC bus voltage

3.3 Case Study 3 (Acceleration Mode)

The voltage and current waveforms of the fuel cell vehicle are shown in Fig. 5 under
the acceleration mode condition. The machine has to develop more torque in the
acceleration mode condition. The acceleration of the vehicle is achieved due to the
support of both sources. The unidirectional and bidirectional converter currents have
reached its rated values in the acceleration mode condition which is shown in Fig. 5.
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Unidirectional converter current
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Fig. 4 System voltage and current waveforms in normal operating mode, a unidirectional current,
b bidirectional current, c DC bus voltage

3.4 Case Study 4 (Deceleration Mode)

The storage unit is in charging position in deceleration state. The entire unidirectional
current of the system would reach to zero immediately. The bidirectional current
would decrease up to the rated value of energy storage system under deceleration
condition. Voltage and current waveforms of the vehicle under deceleration condition
are shown in Fig. 6. The system operation has been divided into four modes due to
the integration with the energy storage system or else the vehicle would operate only
in two modes which are cold start and steady state. Cold start problem is completely
eliminated due to storage unit. The extension of this work is to include small-signal
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Bidirectional Current in Acceleration mode
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Fig. 5 System voltage and current waveforms in accelerationmode a unidirectional current, b bidi-
rectional current, c DC bus voltage

analysis of both the converters and implementation of the system with advanced
converters is contemplated in the near future.

4 Conclusion

A hybrid PEMFC electric vehicle has been proposed in this paper. The fuel bridge
three-level (FBTLUDC) converter can work in both two-level and three-level modes,
thus it is reasonable for wide input voltage range application. Since the variation of
the PEMFC output voltage is in a wide range so that DC bus voltage is controlled
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Unidirectional Current in Deceleration mode
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Fig. 6 System voltage and current waveforms in decelerationmode a unidirectional current, b bidi-
rectional current, c DC bus voltage

appropriately. The existing literature has not mentioned about the cold start condi-
tion and integration with the ESS to enhance the performance of fuel cell vehicle.
The analysis of the entire system has been carried out in the PSCAD (4.6.0). The
system operation has been analyzed by using four case studies which are cold start,
normal, acceleration, and deceleration mode conditions. The hybrid PEMFC vehicle
is extensively used in the automobile industry and this hybrid system will be used
for the standalone application for the isolated areas.
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Optimum Performance of Carbon
Nanotube Field-Effect Transistor Based
Sense Amplifier D Flip-Flop Circuits

Komal Swami and Ritu Sharma

Abstract The data storage logic circuit consumes a huge amount of power in any
semiconductor memory design. Continuous scaling introduces unreliable memory
read/write operations, so alternate solutions need to be explored. Carbon nanotube
field-effect transistors have the ability to work on ultralow power applications. Power
and delay minimization are the current trending issues beyond CMOS digital logic
design. This paper presents a detailed analysis of various reported Sense amplifier D
flip-flop (SAFF) designs in order to select the one which is most suitable for high-
performance applications. The D flip-flop circuits have been simulated using 32 nm
CMOS technology and compared with 32 nm CNFET based D flip-flops output
results. Semi-dynamic flip-flop has speed benefit and low power sense amplifier
flip-flop (LPSAFF) has energy advantage. Also, the effect of variation in diameter
and width of CNT’s has been analyzed in this paper to select the best topology for
ultralow power applications.

Keywords Sense Amplifier Flip-Flop (SAFF) · Semi-dynamic Flip-Flop (SDFF) ·
SPICE · CMOS · CNFET · PDP

1 Introduction

Clock timing is a very critical issue in designing a clock storage element (CSE)
sequential logic design. There are millions of flip-flops used in a computer proces-
sor. D flip-flops play major role in computer memory subsystem [1]. D flip-flops are
classified on the pulse generation method as implicit and explicit type. Implicit type
D flip-flop is more power economical due to inbuilt pulse generation method than
explicit typewhich has separate pulse generation and latch stage.AlternateMOSFET-
like technologies like Carbon nanotube field-effect transistor (CNFET), double gate
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Field-effect transistor (DG-FinFET), and single-electron transistor (SET) have been
applied on different combinational and sequential designs in various reported litera-
ture. Carbon nanotube field-effect transistor (CNFET) is themost promising technol-
ogy to extend or complement traditional si-MOSFET technology due to following
reasons: First, the operating principle and the device structure look like traditional
CMOS, CNFET technology can reuse the available CMOS infrastructure and fab-
rication technology. The main reason is that CNFET shows best experimentally
demonstrated device characteristics. The average power consumption and delay in a
clock cycle can be evaluated by integrating the current drawn from the power supply
over the clock period. In general, CNFET based D flip-flop topologies consume less
power and also used in high-frequency applications. In addition, PCNFET andNCN-
FEThave samemobility and current driving capability so there is no need of transistor
sizing in current CNFET technology. Identification of optimized critical path in a
circuit and optimum transistor widths realization are key challenges which ultimately
results in reduced power–delay product (PDP) [2]. There are various issues while
working beyond 45 nm technology which are short-channel effects, drain induced
barrier lowering (DIBL), unreliable operations, etc. [3]. Lowering power supply
(VDD) and threshold voltage (V th) by aggressive scaling is very crucial, it will reduce
noise margin and hence the difficulty in identification of logic 0 and logic 1 [4].
This paper presents a comparative analytical study of previously reported low-power
sense amplifier flip-flop structures in order to select the most suitable for low-power
high-speed applications. The SPICE simulations using 32 nm CNTFET Stanford
model [5] show that high-performance D flip-flop topologies are expected to find
applications in ultralow voltage standard cell library and microprocessors [6]. A the-
oretical review of existing delay flip-flop structures has been discussed in Sect. 2.
Section 3 demonstrates theoretical background of carbon nanotube field-effect tran-
sistors (CNFET). High-performance topologies have been simulated and analyzed
using 32 nm CNFET technology in Sect. 4. At last, paper finished with conclusion.

2 Theoretical Analysis and Design Consideration
of Existing D Flip-Flop Topologies (CNFET)

Various bistable topologies (D flip-flop) have been designed and analyzed for differ-
ent memory design blocks. Sense amplifier based flip-flop (SAFF), shown in Fig. 1a,
is power efficient due to reduced clock swing property. Clock network becomesmore
power efficient by using reduced clock to output delay (Dclq-q) and data to output
delay (Dd-q). It has two stages: first pre-charges sense amplifier master latch and then
pre-charge static output slave latch. This 18 transistor differential input differential
output SAFF is limited by its asymmetrical output signals, generated by the holding
stage. The drawback is that its sample stage introduces more dynamic power at low
switching activity of input nodes [7].

The next two D flip-flop topologies, shown in Fig. 1b–c are pulse triggered D flip-
flops, consist of a single latch stage which is transparent to data within a short time
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Fig. 1 a Sense amplifier flip-flop [7], b semi-dynamic flip-flop [8], c hybrid latch flip-flop [9],
d low-power sense amplifier flip-flop [10]

window. A semi-dynamic flip-flop (SDFF) in Fig. 1b designed using 23 transistors
which is named as SUN Ultra SPARC-III [8] is made up of dynamic input stage
with static operation that is why it is known as semi-dynamic. Flip-flop enters in
pre-charge phase at the falling edge of the clock. Here, Node X pre-charges, turns
output Q in cut off and it keeps its previous state (Qn-1) and node S remains high,
holding transistor N1 in ON position. Here, DCLK is low during pre-charge phase.
Flip-flop enters in evaluation phase at the rising edge of the clock (0 to 1).

Hybrid latch flip-flop (HLFF) made up of 22 transistors shown in Fig. 1c is a fully
static single-input single-output positive edge triggered inverting type D flip-flop.
Here, Node X is pre-charged to supply (VDD) and node Q holds the previous data
value before the rising edge of the clock since the transistors N1 and N4 are OFF
while N3, N6, and P1 are ON. As the clock moves from 0 to 1, transistors N1 and N4
turned ON while N3 and N6 stay ON for three inverter delay. Flip-flop is transparent
in this timing window and the data (D) is sampled to the latching stage. When DCLK
is low, the node X is decoupled from Data (D). Either, it stays in same logic state
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or begins to pre-charge to VDD through transistor P3. The node X is pre-charged to
hold the value X to VDD at the negative edge of clock [9]. The only drawback is 1–1
glitch else SDFF is faster than HLFF. It provides shorter latency, lesser clock load,
better combination of static and dynamic logic, and also removing one gate delay
from the critical path.

The modified pre-charging paths of N1 and N2 depend on the state of the input,
so data controlled PMOS are introduced in the pre-charging path. There is number of
transistors increased by two in LPSAFF shown in Fig. 1d. But it possesses low-power
dissipation due to reduced switching data rate of input and internal capacitive nodes
N1 and N2 [10].

3 Carbon Nanotube Field-Effect Transistor (CNFET)

Carbon nanotubes (CNT) exhibit high mechanical, electrical and thermal conductiv-
ity with ballistic transport property makes it best alternate for high speed low power
digital VLSI logic designs. Chirality factor (n, m) can be either metallic or semi-
conducting in their electrical behavior. The ballistic single-wall carbon nanotubes
(SWNTs) are used as interconnects on semiconducting devices due to its GHz speed
operation ability. Carbon nanotube field-effect transistor (CNFET) has lower short-
channel effect and leakage problem. Also, deliver strong driving current and operate
at high frequency [11]. Due to these reasons, CNFET technology emerges as the
leading successor of traditional CMOS technology. Both have same operating prin-
ciples and similar device characteristics so it can easily reuse the established CMOS
design platform and fabrication process.

3.1 Diameter of CNFET (DCNT)

The electrical behavior of MOSFET-like CNFET works on the barrier height modu-
lationmethodwith applying potential at gate. The diameter of CNFET (DCNT) device
is given in Eq. (1) as

DCNT = a
√
m2 + mn + n2

π
(1)

Here, a = 0.249 nm is the distance between two carbon atoms and (m, n) is chiral
vector of CNT.

The bandgap energy as depicted in Eq. (2) is inversely proportional toDCNT which
is written as

EG = 0.84

DCNT
(2)
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3.2 Threshold Voltage (Vth)

EG determines the threshold voltage of CNFET and it is inversely dependent on the
diameter of CNT.

Vth = EG

2
= 0.42

DCNT
(3)

Threshold voltage affects the switching behavior of a dynamic logic system.
CNFETbased devices have ability to control threshold voltage by varying diameter of
its CNTs. While, in CMOS, the threshold voltage is fixed for a particular technology
node. This feature makes CNFET more robust than MOSFET for designing digi-
tal circuits and also, makes it very suitable candidate for designing multi-threshold
VLSI circuits. The threshold voltage of a CNTFET is almost half of the bandgap as
mentioned in Eq. (3).

3.3 Width of CNTFET

The distance between the centers of two adjoining SWCNTs under the same gate of
a CNFET is called the pitch. Pitch directly affects the width of the gate and contacts
of the CNFET device. The gate width can be determined by the pitch. By setting
the minimum gate width Wmin and the number of tubes N, the gate width can be
approximated as

WG = MAX
(
Wmin, N × Pitch

)
(4)

Gate capacitance and drain current of a CNFET does not linearly depend on
the number of carbon nanotubes (N). Here, minimum width has been taken for
other transistors except the transistor exists in critical path [12, 13]. Logical effort
(LE) method proposed by Alioto [14, 15] used to calculate width of the transistors
lie in the critical path. Also, Set lower bound (wmin) and upper bound (wmax) of
transistor widths for optimum power dissipation in conventional CMOS circuits.
However, logical effort method for CNFET based designs has different optimized
design constraints such as the number of CNT’s, CNT pitch and diameter of tubes.

3.4 On Off Current Ratio

TheON–OFF current ratio (Ion/Ioff) has a very important role in a device performance
metric and decides the power consumption.Diameter plays amajor rolewhich affects
ON current (ION) in a direct proportion. Here, a small ON–OFF current ratio is
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preferred and 1.5 nm diameter has been taken in this work for a high-performance
digital circuit design.

3.5 Transconductance (gm)

It is defined as the change in drain to source current with respect to the change in
the gate to source voltage, as depicted in Eq. (5). Transconductance is a function of
the geometry of the device, carrier mobility, and threshold voltage. Parasitics will
increase with rise in transconductance (gm) of device.

gm = ∂ Ids
∂Vgs

(5)

4 Simulated Results of Various High-Performance D
Flip-Flop Designs

Single edge trigger flip-flops are implemented in HSPICE with the supply voltage
of 0.9 V and 25 °C operating temperature with 50% switching activity of data and
clock inputs. Simulation results included average dynamic power, propagation delay,
and the product of power and delay (PDP). Simulation constraints considered in this
work for CNFET based D flip-flop designs are mentioned in Table 1.

Reported high-performance flip-flop topologies [16–22] given in Fig. 1a–d are
examined and compared for better power–delay product (PDP).

Sense amplifier flip-flop and low-power sense amplifier flip-flop output waveform
are shown in Fig. 2. Delay and power are calculated from these waveforms and
summarized in Table 2.

In this paper, different D flip-flop structures are simulated and a hybrid method
for optimum power and delay performance is demonstrated. Sizing of critical path
transistors has been iteratively calculated to achieve optimum PDP. After that, these
circuits are simulated using 32 nm CMOS technology. As seen from Table 2, NAND

Table 1 Design parameters
considered for CNTFET
based D flip-flop design
simulation

S. no. Parameters Value

1 Power supply 0.9 V

2 Chirality vector (19, 0)

3 Physical channel length 32 nm

4 Diameter of carbon nanotubes 1.5 nm

5 No. of tubes 4
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Fig. 2 Output waveform of CNFET based D flip-flops a SAFF, b SDFF, c HLFF, d LPSAFF
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Table 2 Simulated results of various D flip-flop topologies using 32 nm CNFET technology

S. No. Flip-flop Transistor
count

32 nm CNFET technology 32 nm CMOS technology

Delay
(ns)

Power
(nW)

PDP
(10−18J)

Delay
(ns)

Power
(nW)

PDP
(10−18J)

1 SAFF 18 1.2 5.384 6.46 4.5 12.56 5.652

2 SDFF 23 0.4 67.06 26.82 1.7 97.39 16.556

3 HLFF 22 0.7 55.03 38.52 3.4 67.66 23.004

4 LPSAFF 20 1.1 2.951 3.25 2.6 10.09 2.623

latch based flip-flop designs consume less power as compared to time window based
HLFF and SDFF. In spite of more power dissipation, SDFF achieves high perfor-
mance in terms of all timing constraints (Dclk-q + Dd-q). It is found that LPSAFF
shows two times improvements in energy-delay product as compared to basic SAFF
structure. This is mainly due to addition of PMOS controlled transistors in pre-charge
path which reduces data activity at Node N1 and N2. In order to find alternate of
CMOS technology, these structures are now simulated using 32 nm CNFET technol-
ogy. Variation in diameter and pitch has been performed to find optimized value for
high-performance operation. There is a huge reduction in delay ranging 57–79% by
the application of CNFETs. Also, CNFET based D flip-flop designs consume less
power which is almost 18–70%.

5 Conclusion

In this paper, design simulation, comparison, and analysis of different clocked stor-
age D flip-flop structures show enhanced performance and reduced path delay. It
is found that LPSAFF shows 2.951fJ energy-delay product as compared to SAFF
which has double value. It is deduced from the simulations that switching activity
of major internal nodes degrades the performance of D flip-flops. Also, current han-
dling capability gets enhanced in low-power sense amplifier flip-flop by 5–14% as
chirality vector of CNT’s is increased. CNFET based D flip-flop designs consume
less power and also used in high-frequency applications.

References

1. International Technology Roadmap for Semiconductors. http://www.itrs.net
2. Morifuji E, Kapur P, Chao AKA, Nishi Y (2005) New constraint for Vth optimization for sub

32 nm node CMOS gates scaling. In: IEEE international electron devices meeting, 2005. IEDM
Technical Digest, Washington, DC, pp 4, pp -1029

3. McPherson JW (2006) Reliability challenges for 45 nm and beyond. In: Proceedings of the
43rd annual design automation conference. ACM/IEEE, pp 176–181

http://www.itrs.net


Optimum Performance of Carbon Nanotube Field-Effect … 301

4. Rabaey J, Chandrakasan A, Nikolic B (2003) Digital integrated circuits: a design perspective.
2/e, Prentice Hall

5. Stanford University CNTFET model. http://nano.stanford.edu/model
6. Oskuii ST, Alvandpour A (2004) Comparative study on low-power high-performance standard-

cell flip-flops. In: Proceedings of SPIE microelectronics, MEMS, and nanotechnology. Inter-
national Society for Optics and Photonics, vol 5274, pp 390–398

7. Nikolic B, Stojanovic V, Oklobdzija V, Jia W, Chiu J, Leung M (1999) Sense amplifier-based
flip-flop. In: IEEE international solid-state circuits conference, pp 282–283

8. Klass F (1998) Semi dynamic and dynamic flip-flops with embedded logic. In: Symposium on
VLSI circuits digest of technical papers, Honolulu, HI, pp 108–109

9. Patrovi H, Byrd R, Salim U, Weber F, Di Gregorio L, Draper D (1996) Flow-through latch
and edge-triggered flip-flop hybrid elements. In: IEEE ISSCC digest of technical papers, pp
138–139

10. Darwish T, Bayoumi M (2002) Reducing the switching activity of modified sense amplifier
flip-flop for low power applications. The 14th international conference on microelectronics.
ICM-IEEE, pp 96–99

11. Hart AJ (2012) Principles and methods for integration of carbon nanotubes in miniaturized
systems. Microelectron Nanoelectron: Mater Devices Manuf 179, 2012

12. Ali M, Ashraf R, Chrzanowska-Jeske M (2012) Logical effort of CNFET-based circuits in the
presence of metallic tubes. In: Proceedings of IEEE-nano, pp 1–6

13. Da Cheng FW, Gao F, Gupta SK (2014) A heuristic logical effort approach for gate sizing for
CNTFET-based circuits

14. Alioto M, Consoli E, Palumbo G (2011) Analysis and comparison in the energy-delay-area
domain of nanometer CMOSflip-flops: Part I—methodology and design strategies. IEEETrans
Very Large Scale Integr (VLSI) Syst 19(5)

15. Alioto M, Consoli E, Palumbo G (2011) Analysis and comparison in the energy-delay-area
domain of nanometer CMOS flip-flops: Part II—results and figures of merit. IEEE Trans Very
Large Scale Integr (VLSI) Syst 19(5)

16. Kavali K, Rajendar S, Naresh R (2015) Design of low power adaptive pulse triggered flip-flop
using modified clock gating schemeat 90 nm technology. Procedia Mater Sci 10:323–330

17. Lin J-F (2014) Low-power pulse-triggered flip-flop design based on a signal feed-through.
IEEE Trans Very Large Scale Integr (VLSI) Syst 22(1):181–185

18. Cao TV, Wisland DT, Moradi F, Lande TS (2009) Novel low voltage current-mirror sense
amplifier based flip-flop with reduced delay time. In: 2009 IEEE international symposium on
circuits and systems, Taipei, pp 3166–3169

19. Sharma M, Noor A, Tiwari SC, Singh K (2009) An area and power efficient design of single
edge triggeredD-flip flop. In: 2009 International conference on advances in recent technologies
in communication and computing, Kottayam, Kerala, pp 478–481

20. DeCaro D, Napoli E, Petra N, Strollo AGM (2005) A high-speed sense-amplifier based flip-
flop. In: Proceedings of the 2005 European conference on circuit theory and design, vol 2,
Cork, Ireland

21. Moradi F et al (2010) Data-dependant sense-amplifier flip-flop for low power applications. In:
Proceedings of 32th IEEE custom integrated circuits conference (CICC), Sept 2010, San Jose,
pp 1–4

22. Kumar H, Kumar A, Islam A (2015) Comparative analysis of D flip-flops in terms of delay and
its variability. In: 2015 4th International conference on reliability, infocom technologies and
optimization (ICRITO) (Trends and Future Directions), Noida, pp 1–6

http://nano.stanford.edu/model


Flower Pollination Based Solar PV
Parameter Extraction for Double Diode
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Abstract Due to the environmental threat toward pollution and continuous depletion
in fossil fuels, the world has found its alternate source of energy generation through
pollution-free solar energy.Due to the scope in solar PV systems, the research interest
has considerably increased. In solar PV research thrusts, the accurate modeling of
solar I-V characteristics is given prior importance. In this article, the authors have
proposed a newFPA-based solar PV parameter extraction. To appreciate the accuracy
in the computation, two diode models are preferred. The authors have used RTC
France data to experiment with the effectiveness of FPA. Further, the computed root
mean square error and relative error for the designed model is compared with the
existing Simulated Annealing (SA), Pattern Search (PS), Harmony Search (HS), and
Artificial Bee Swarm Optimization (ABSO) techniques.
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1 Introduction

In the world arena, renewable energy resources have attracted considerable attention
tomeet the increasing energy demand. Since the availability of fossil fuels is decaying
day by day, the demand for alternative source of energy generation is quite higher.
Under such circumstances, solar energy has proved to be one of the finest renewable
energy resource alternatives with enough potential to meet the power crisis.

With plenty of research being envisaged in solar PV systems, the key research area
that has to be paid considerable attention is PV cell modeling. The performance of a
PV system is validated via simulation before proceeding to installation. Further, the
truthfulness of the solar PV modeling depends on its I-V characteristics [1]. Proper
care should be taken to ensure the capability of the PV model in tracing the I-V
characteristics as closer to the manufacturer’s data sheet. Moreover, the selection
of PV parameters plays a crucial role in determining accurate I-V characteristics.
In common, the most popular PV modeling is single diode modeling [2] or double
diode modeling [3].

In general, solar PV parameter extraction is characterized by two ways, analytical
[4] and numerical extraction [5, 6]. The analytical method relies on the data sheet
values to reproduce the I-V curve using maximum power (Pmax), open-circuit volt-
age (Voc), and short-circuit current (Isc) values. However, it is not accurate. Since
the computation is done based on the selection of maximum power point from the
nonlinear I-V curve, it may vary according to the atmospheric conditions. On the
other hand, the numerical extraction technique uses all the points in the I-V curve to
predict accurate modeling as it utilizes all the points in the nonlinear I-V curve [5].
Moreover, the extraction technique yields better results with reasonable accuracy
irrespective of atmospheric conditions. Yet, the involvement of too many parame-
ters adds more computational burden and leads it to high complexity. The usage
of more parameters complicates the extraction procedure and needs highly efficient
computational methods.

Recently it has been proved that Evolutionary algorithms yield very good results
in solving optimization problems. Since the inability to solving nonlinear problems
is quite high, from the literature, it can be noticed that these methods have been
used for solar PV parameter extraction problem. Till date, the various Evolutionary
and Meta-heuristic algorithms applied are Genetic Algorithm (GA) [4–7], Simu-
lated Annealing (SA) [8], Bacterial Foraging Algorithm (BFA) [9], Particle Swam
Optimization (PSO) [10], Bird Mating (BM) [11], Differential Evaluation (DE), and
Artificial Immune System (AIS) [12]. It is important to mention that all the algo-
rithms proposed earlier for PV parameter extraction problem are found to have the
following problems in common. (1) It takes more computational time. (2) They lose
their diversity once the global optimal is reached. (3) In the initial values of opti-
mization, if any of the value reaches global maximum, all the other particles try
moving in the direction of global optimum [13]. Hence, the loss of diversity occurs
and as a result of convergence, the accuracy is affected. Therefore, a wide search
may improve the optimization but, the computation time may considerably increase.
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After all the innovations and optimistic implementations, the ability in the extraction
of parameters under variable atmospheric conditions is severely questioned.

In the paper, a new nature-inspired algorithm called FPA (Flower Pollination
Algorithm) is proposed as an alternative solution for solar PV parameter extraction
[14]. This algorithm was first proposed by Xie Yang in 2012 for nonlinear optimiza-
tion problem. FPA yields good results in comparison to the existing EA techniques
and it also offers several following advantages over conventionalmethods. (1) Avoids
premature convergence, (2) Is highly feasible in tracking, (3) Has superior compu-
tational speed, and (4) faster convergence.

Hence, the algorithm is designed such that it has the following objectives: (1)
ability to track accurate I-V characteristics under all atmospheric conditions, (2)
high computational speed, and (3) appreciable convergence characteristics. In this
paper, method FPA is applied for double diodemodeling and the results are discussed
briefly in comparison to other conventional techniques like SA [1], PS [15], HS [16],
and ABSO [17]. The remaining part of the paper is organized as follows.

Section 2 describes the modeling of solar PV. In Sect. 3, the objective function
formulation is given in detail. Section 4 describes the nature-inspired flower polli-
nation algorithm and its characteristics. In the last section, the results are displayed
and compared with other published works.

2 Modeling of Solar PV

First, the representation of the double diode model is shown in Fig. 1. The depicted
figure clearly shows that it has PV array current

(
Ipvn

)
, diode currents (Id1, Id2), series

resistance (Rs), and parallel resistance
(
Rp

)
to measure the losses.

The solar PV output current by applying KCL is given by

I = IPV − ID1 − ID2 − V + IRs

Rp
(1)

Rs

Rp
Ipvn

ID1

Ipv

Vpv

ID2

Fig. 1 Double diode model of solar PV
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The ideal diode current equation is shown below, in which Io is the reverse satu-
ration current.

The output equation for the double diode model is given as

I(or)f (Vt,It,x) = Npp

⎧
⎨

⎩

IPV − IO1
[
exp

(
V+IRS
a1VtNss

)
− 1

]
−

IO2
[
exp

(
V+IRS
a2VtNss

)
− 1

]

⎫
⎬

⎭
−

(
V + IRS

RP

)
(2)

where Npp and NPP are the number of cells connected in series and parallel.
The modeling equation results that double diode model requires seven parameters
(Io1, I02, Ipv, Rs, Rp, a1 and a2) to model a double diode system.

3 Problem Formulation

To model solar PV characteristics using a double diode model, it involves seven
parameters, considering the fact that, these parameters have to be adjusted according
to the varying atmospheric conditions. However, to avoid too much of computational
burden, I0 and Ipv values are calculated analytically.

The PV current can be calculated from Eqn. (8)

IPV = (Iscn + Ki�T )
G

Gn
(3)

where Iscn is the nominal short circuit current, Ki is the temperature current coeffi-
cient, Gn is the nominal irradiance at STC (1000 W/m2), and �T = T − Tn, where
Tn is the nominal temperature at STC (25 °C). Generally, the nominal values like
Iscn, Vocn, Ki, Kv and Pmax will be given in the manufacturer’s data sheet.

To come up with accurate modeling of solar PV, VOC and Vmp are computed using
(10) and (12) to determine nonlinear characteristics of the solar cell.

VOC = VOCn + Vt ln

(
G

Gn

)
+ KV�T + α log

(
G

Gn

)
(4)

Vmp = Vmpn + Vt ln

(
G

Gn

)
+ KV�T + βVt log

(
G

Gn

)
(5)

In the above equations, α and β vary according to the temperature and irradiation
conditions to trace the exact PV curve.
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The maximum current at maximum power is given as

Imp = Impn ln

(
G

Gn

)
{1 + Kv�T } (6)

The main objective function that has to be optimized is given as follows and the
condition where the equation is at maximum power point is given in Eq. (7)

J =
∣∣∣∣
dI

dV

∣∣∣∣
(Vmp,Imp)

+ Imp

Vmp
(7)

The derivative of current with respect to the voltage at maximum power is applied
for double diode model and it is given as

∣
∣∣∣
dI

dV

∣
∣∣∣
(Vmp,Imp)

Io1� exp[�1(Vmp + ImpRs)] − Io2�2 exp[�2(Vmp + ImpRs)] − GP

1 + Io1�1RS exp
{
�1(Vmp + ImpRS )

} + Io2�2RS exp
{
�2(Vmp + ImpRS )

} − GPRS
(8)

where GP = 1
RP
, �1 = 1/a1VT , and �2 = 1/a2VT

The fitness values are evaluated for every iteration and the best values are updated.

4 Flower Pollination Algorithm

The Flower pollination algorithm is a nature-inspired algorithm proposed by Yang in
the year of 2012 [14]. The algorithm is characterized to have two types of processes,
namely biotic and abiotic process. These processes will emerge out with new species
in flowers. During pollination, the pollinators act as responsible agents to produce
fresh species. Among the total pollination, 90% is biotic, where it uses bees, birds,
and bats as pollinators and the remaining 10% of the pollination is abiotic where
winds act as a pollinator.

In general, there are two types of pollination. They are self-pollination and cross-
pollination. Self-pollination is generally done with different species of the same
plant and cross-pollination is usually done with different species of different plants.
Among the two, cross-pollination is associated with levy flight which is responsible
to take pollens from one place to the other. The pseudocode for solar PV parameter
extraction using this FPA is given below.
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Pseudo code for FPA based solar PV parameter extraction for double diode model. 
---------------------------------------------------------------------------------------------------
Objective function to find best Rs, Rp, and a
Declare a population of 20 flowers/pollen gametes with initial random solutions
Find the best solution (Gbest) in the initial population
Describe a switch probability p [0, 1]
WHILE (t <1000)
For i = 1: 20 (all 20 pollens in the population)
IF rand < p,
Draw a (d-dimensional) step vector L which obeys a Levy distribution
Perform Global pollination using ( () )1 t

i
t
i

t
ix x L tsebg x−+=+ λγ

ELSE
Draw ε of uniform distribution in [0, 1]
Choose randomly j and k among the set of 20 pollens
Perform local pollination using )(1 t

j
t
k

t
i

t
i xx xx −+=+ ε

END IF
Calculate new solutions
If new solutions are superior, revise them in the population
END FOR
Find the current best solution (Gbest)
END WHILE
---------------------------------------------------------------------------------------------------

As notified in pseudocode, the global pollination is characterized by the equation:

xt+1
i = xti + γL(λ)(gbest − xti) (9)

where L(λ) is the levy factor which is responsible to carry pollens to different species
of flowers and it also responsible for the strength of the pollination, γ is the scaling
factor which is normally used to control the step size.

L(λ) = λ�(λ) sin(πλ/2)

π

1

S1+λ
(S � S0 > 0) (10)

where �(λ) is the standard gamma function.
Similarly, the local pollination is characterized by the equation:

xt+1
i = xti + ε(xtk − xtj) (11)

where xtk and xtj are the different pollens of the same species. The ε (epsilon) sym-
bolically represents the local search which is of uniform distribution ε ∈ [0, 1]. The
measure of probability switch controls local and global pollination and in the present
study, 0.8 is found to be optimal in most of the cases.
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5 Simulation Results and Discussions

In order to evaluate the performance of FPA, data of RTC France for both module
and cell is used. The algorithm is coded and executed in MATLAB with a system
description of 4 GB RAM and Intel i3 processor. The parameters used in the FPA
parameter extraction process are (Probability switch—0.8) and the scaling factor
which is usually greater than 1. To estimate the accuracy of FPA, relative error
along with root mean square error (RMSE) is calculated. The formula used in the
calculation of RMSE is given below.

RMSE =
√√√√ 1

N

N∑

i=1

(f (Vt, It,x)2 (12)

To check the closeness of the PV parameters extracted involving the FPAmethod,
the extracted parameters are compared with some of the existing results available in
the literature and are tabulated in Table 1. From Table 1, it is clear that the parameters
extracted are in closer range with the existing results. Further, to confirm the exact
reproduction of the I-V curve, the relative error between the actual and computed
values is measured. In addition, the computational time needed and the speed of
convergence adds value to the potential of the FPA algorithm. It ifurther can also
be inferred that the root mean square is 8.7e-4 which is very low and far better in
comparison to GA, SA, CPSO, and PS. The parameter extraction of a PVmodule has
very less relative error that helps in improving the accuracy of the I-V characteristics
(Fig. 2). Figure 3 shows the degree of closeness between the actual and experimental
curve. It is noticeable that FPAhas higher precision in determining PV and I-V curves
for the PV module.

The objective function graph for the double diode PV parameter extraction model
is shown in Fig. 4. Comparing the results with other methods, a much faster conver-
gence is produced with very less RMSE value. The RMSE value recorded here is
9.17e-7. It is clear that the convergence is occurring at the 350th iteration. Though it

Table 1 Comparison of FPA results with other algorithms for RTC France PV cell

ITEM FPA SA HS PS ABSO

RS (
) 0.0357 0.034 0.03545 0.032 0.03657

Rsh (
) 65.147 43.10 46.8269 81.3008 54.6219

IPV (A) 0.7600 0.762 0.76176 0.7002 0.76078

Io1 (μA) 0.3602 0.476 0.12545 0.9889 0.26713

Io2 (μA) 0.3920 0.01 0.2547 0.0001 0.38191

a1 1.4910 1.517 1.49439 1.6 1.46512

a2 1.5000 2 1.49989 1.981 1.98152

RMSE 9.17e-4 0.016 0.00126 0.0158 9.83e-04
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(a) I-V Curve (b) P-V Curve

Fig. 2 Comparison of actual and calculated values of I-V and PV curves

Fig. 3 Comparison of actual
and experimental I-V curve
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was at 350th iteration, a much reasonable RMSE value is recorded before, i.e., from
50th to 350th iteration. Hence, convincing and improvised performance in FPA is
experimented.

Figure 2 illustrates the curve fit between the measured and calculated value for
a PV cell and also, it shows that the accuracy in FPA is quite high. The degree of
closeness is highly appreciable and a near accurate I-V and PV characteristics are
simulated.

6 Conclusion

A new nature-inspired FPA algorithm is implemented for the double diode solar PV
parameter extraction. The obtained results using FPAmethod is an apparent evidence
for the potential use of FPA. From the obtained results, curve-fitting graph is highly
significant wherein close proximity to the I-V curve is produced. These computed
results using theFPAmethod are comparedwith SA, PS,ABSO, andHS.Considering
the accuracy, robustness, complexity, and speed of convergence, the FPA potential
is highly appreciated.
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Cost–Benefit Calculation Using AB2X4
(A = Zn, Cd; B = Ga; X = Te):
A Promising Material for Solar Cells

Pancham Kumar, Amit Soni and Jagrati Sahariya

Abstract In this paper, we estimate the bandgaps, absorption coefficients, and cost
of 1KW capacity of solar photovoltaic (PV) module of ternary chalcogenides mate-
rials AB2X4 (A = Zn, Cd; B = Ga; X = Te). The absorption integrated coefficient
calculations using density functional theory (DFT) under Wien2k modeling (Blaha
et al. in Wien2K code, an augmented plane wave plus local orbitals program for
calculating crystal properties. Vienna University of Technology, Vienna, Austria,
2014 [1]) have been done for proposed materials for economic analysis of solar PV
module. The present investigation reveals that present material shows good capacity
to absorb incoming photons in cost-effective manner rather than crystalline Si.

Keywords DFT · Solar PV

1 Introduction

To overcome world energy demand, the requirements of leading energy resources is
essential. The renewable energy resources such as solar andwind are best alternatives
to do this. Out of all available resources, solar energy contains massive power to
survive entire globe for millions of years as proved by NASA. We can easily harness
energy from sun via solar collectors such as solar cell. In the present work, our focus
is toward the development of such type of solar collectors that harness maximum
power from sun in cost-effective manner compared to crystalline Si that captures
around 85% of market.
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Regarding previous literature available, Maestro et al. [2] have proposed about
optimization of various types of PV systems up to 10 kWh/day. Chandel et al. [3]
studied economic viability for 2.5MWPV plant. In Serbia region, a systematic study
has been carried out by Pavlovic et al. [4] for 1 MW power generation from solar PV
system. Dale et al. [5] have studied various techniques to produce electricity from
solar PV, wind, and CSP. The development related to solar PV system in Rajasthan
has been studied by Pandey et al. [6]. A major category of commercialized solar PV
materials recycling policies have been investigated by Donald et al. [7]. Manufactur-
ing costs evaluation for OSC ($48.8 and $138.9/m2) have been done by Kalowekamo
et al. [8]. Muneer et al. [9] have done investigation on the future role of solar PV
system in terms of electricity. The stand-alone solar PV system economics has been
studied by Kolhe et al. [10]. A 100 KW rooftop solar PV system life cycle cost
estimation has been done by Prasanna et al. [11]. Smested et al. [12] have pointed
out the major factors that are involved in the manufacturing costs of solar PV cells.

2 Theoretical Methodology

DFT method as embodied in Wien2k is used to perform self-consistent electronic
structure calculation for AB2X4 (A = Zn, Cd; B = Ga; X = Te) solar cell materi-
als. All calculations are performed by using the same accuracy levels so that proper
comparison of the results can be done. The cost of proposed compounds has been
expressed on the basis of per-unit-area. The solar PV module cost has been investi-
gated on the basis of cost per watt.

3 Result Discussion

The bandgap of CdGa2Te4 and ZnGa2Te4 compounds are found to be 1.78 eV and
1.61 eV, respectively. The integrated area under the absorption curve near solar visible
spectrum from 1 to 5 eV is presented in Table 1. The efficiency related to AB2X4 (A
= Zn, Cd; B = Ga; X = Te) compounds are around 20% and for crystalline Si, it is
15% [13].

Table 1 Integrated
absorption coefficients (in the
energy range 1–5 eV) along
with efficiency

Material IAC η (%)

FP-LAPW

CdGa2Te4 77.99 20

ZnGa2Te4 135.81 20

Crystalline Si _ 15
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3.1 Method Overview

The cost calculation of proposed AB2X4 (A = Zn, Cd; B = Ga; X = Te) solar
PV materials has been organized in terms of per square meter area. The bottom-up
overhead and labor costs of proposed materials are calculated. The PV modules cost
($/Wp) has been calculated by dividing the manufacturing cost per square meter by
the output of the same area, in this case, 1000 Wp/m2 times efficiency.

3.2 PV Module Cost Calculation

The elemental composition calculation [14] of proposed AB2X4 (A = Zn, Cd; B =
Ga; X = Te) compounds have been initiated first. The elemental composition value
along with density (gm/cm3) [15] and cost ($/100 gm) [16] of each element has been
taken in Table 2.

The cost of CdGa2Te4 compound as per their elemental composition percentage
is investigated as follows:

Since 14.75% of Cd in 8.65 gm/cm3 = (14.75*8.65)/100 = 1.275 gm/cm3

from Table 2, the cost of 100 gm/cm3 Cd is $46
Hence 1.275 gm/cm3 Cd cost = ($46 * 1.275)/100 = $0.586
Similarly
Since 18.29% of Ga in 5.907 gm/cm3 = (18.29 * 5.907)/100 = 1.0 gm/cm3

As from Table 2, the cost of 100 gm/cm3 Ga is $220
Hence 1.08 gm/cm3 Ga cost = ($220 * 1.08)/100 = $2.37
Similarly
Since 66.96% of Te in 6.24 gm/cm3 = (66.96 * 6.24)/100 = 4.17 gm/cm3

As from Table 2, the cost of 100 gm/cm3 Te is $24
Hence 4.17 gm/cm3 Te cost = ($24 * 4.17)/100 = $1.00
Hence total cost ($/100 gm) of CdGa2Te4 compound= ($0.586+ $2.37+ $1.00)

= $3.94
Similarly, we calculate cost of ZnGa2Te4 compound = ($0.03 + $2.76 + $1.06)

= $3.85

Table 2 CdGa2Te4 and ZnGa2Te4 elemental composition along with density (gm/cm3) and cost
($/100gm)

CdGa2Te4 ZnGa2Te4

Elemental
composition

Density
(gm/cm3)

Cost ($/100
gm)

Elemental
composition

Density
(gm/cm3)

Cost ($/100
gm)

Cd (14.75%) 8.65 46 Zn (9.14%) 7.14 5.30

Ga (18.29%) 5.907 220 Ga (19.50%) 5.907 220

Te (66.96%) 6.24 24 Te (71.36%) 6.24 24
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The bulk semiconductormaterial thickness lies between200 and300microns [17].
Here, we assume that CdGa2Te4 and ZnGa2Te4 thickness is around 200 microns.
Semiconducting material quantity required is around 200 g/m2 and according to
available material quantity (200 gm), their cost is calculated and summarized in
Table 3.

In the next step, we calculate solar PV module cost ($/m2). The solar PV module
cost calculation includes semiconductor material cost, electrical interconnections,
glass substrate, protective cover, packaging material cost, absorbing dye, catalyst,
electrolyte, and labor cost [8, 12]. Including all the cost components, we estimate
the PV module cost ($/m2) as shown in Table 4.

The per square meter area cost of solar PV module is calculated and further, that
is utilized for dollar per watt and dollar per kilowatt cost calculation of PV module.

For CdGa2Te4 compound, $/Wp cost is

$/Wp = $/m2

η × 1000WP/m2
= 129.65$/m2

0.20× 1000WP/m2
= 0.648$/WP (1)

Here, η indicates efficiency of the module.
Hence $/KWp cost of CdGa2Te4 compound = 1000 * 0.648$/Wp = 648 $/KWp
Similarly, calculated $/Wp and $/KWp cost of CdGa2Te4 and ZnGa2Te4 com-

pounds along with crystalline PV module are indicated in Table 5. From Table 5, it
is clear that Te based PV modules require less cost compared to other modules.

Table 3 Material cost of CdGa2Te4 and ZnGa2Te4 compounds

Compound CdGa2Te4 ZnGa2Te4

Cost ($/100 gm) 3.94 3.85

Cost ($/200 gm) 7.88 7.70

Table 4 PV module Cost($/m2) of CdGa2Te4 and ZnGa2Te4 compounds

Cost component CdGa2Te4-Cost($/m2) ZnGa2Te4-Cost($/m2)

Semiconductor compound 7.88 7.7

Electrical contact and interconnection 6.84 6.84

Substrate 45.50 45.50

Protective cover 45.58 45.58

Encapsulant 4.35 4.35

Other(absorbing dye, catalyst, Electrolyte) 14.50 14.50

Labor 5 5

Total 129.65 129.47
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Table 5 $/Wp and $/KWp
cost of CdGa2Te4 and
ZnGa2Te4 compounds

Compounds Cost $/Wp Cost $/KWp

CdGa2Te4 0.648 648

ZnGa2Te4 0.647 647

Crystalline Si 0.758.90 [18] 758.90 [18]

4 Conclusion

The present calculation shows that CdGa2Te4 and ZnGa2Te4 have good solar energy
absorption capacity. From the cost point of view, both CdGa2Te4 and ZnGa2Te4 are
comparatively less costly and more efficient than crystalline Si.
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Detection and Analysis of Power System
Faults in the Presence of Wind Power
Generation Using Stockwell Transform
Based Median

Sheesh Ram Ola, Amit Saraswat, Sunil Kumar Goyal, S. K. Jhajharia
and Om Prakash Mahela

Abstract Recently, the distributed generation (DG)has emerged as important source
of energy which is capable to meet our future energy demand. These generators
with large capacity are integrated into the power system network. Integration of DG
sources to the utility networks changes network behavior causing different effects
on the system such as power quality problem, protection issues, and stability issues.
These issues need to be investigated separately. Protection of the utility network in
the presence of DG sources is a challenging task which needs to be investigated.
Integration of DG units to power system networks affects behavior of protection
and relaying equipment due to widespread distribution of these units and variable
generation from these units. Hence, to provide an accurate protection system against
various types of faults in the power system network, such as line to ground (LG),
double line (LL), double line to ground (LLG), and three-phase to ground fault
(LLLG), effective detection, as well as discrimination of faults from each other, is
essentially required. This work presents an algorithm based on the median calculated
from the S-matrix obtained by decomposition of current signal using Stockwell
transform to detect faults in power system network incorporated with wind generator.
The proposed algorithm is based on detection of the faults using the threshold values.
The proposed study is performed inMATLAB/Simulink environment using IEEE-34
node test system incorporated with wind generator.
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Keywords Fault index · Power system · Power system fault protection · Stockwell
transform

1 Introduction

The faults which occur on transmission and distribution lines largely affect the per-
formance of a power system network. This may result in interruption of power flow
in the network and sometimes these may lead to blackouts. To avoid these events,
faster maintenance and restoration of supply is required. This can be achieved by
faster detection and accurate estimation of location of faults. The quick restoration
of supply will result in improved economy and reliable power supply. The common
cause of faults in the power system network includes external disturbances, wear
in components, and sudden signal changes [1]. Location of faults on the overhead
power lines is a subject of great interest which is being studied intensively over the
years. Diagnosis of faults in power system network ismainly focussed on detection of
time of failures, identification, and location of fault. Different signal processing tech-
niques like wavelet transform (WT), neural networks, fuzzy logic, etc., are widely
utilized for detection as well as classification of faults on the power system network
[2]. In the reference of fault analysis in electrical power system network, a detailed
survey to review the intelligent methods used for diagnosis of fault power system
network has been reported in [3]. An algorithm for location of faults onmultiterminal
transmission lines based on unsynchronized measurements is proposed by authors
in [4]. In [5], authors proposed a method using wavelet transform, artificial neural
Networks, and global positioning system clock which is capable to detect, classify,
and localize the faults on power system network.

Recently, the distributed generation (DG) is being integrated into the utility grid on
large scale. TheseDGpower plants have changed the behavior of the system affecting
the performance of the network. Power system protection is greatly affected by the
presence of these resources [6]. Krishnanand et al. [7] proposed an approach for
pattern recognition which is capable to provide current differential protection to the
power system lines. Noori and Shahrtash [8] presented an approach using adaptive
cumulative sum method for the detection of transmission line faults. An accurate
method which works in real-time and capable of fault detection and analysis of high-
voltage transmission lines has been reported in [9]. A method for the detection of
power system faults on the multiterminal extra-high voltage (EHV) ac transmission
line using the wavelet transform based alienation coefficients has been reported
in [10]. A technique based on geo-referenced data of power system and phasor
measurement units for detection of fault on multiterminal lines is reported in [11].

This chapter presents amethodology for detection of different types of faults in the
power system network using Stockwell transform based median with generation of
wind powerwhich is the extension ofwork reported in [12]. In [12], authors presented
an approach based on Stockwell transform for detection of faults on transmission
line in the absence of renewable power generation. However, the approach presented
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in this article based on fault index is found to be effective for detection of faults in
power system network even in the presence of renewable energy. Faults such as LL,
LLG, LG, and LLLG with generation of wind power are investigated in this study.

2 Test System Used for the Proposed Study

The test system utilized for the study is standard IEEE-34 node test network and
illustrated in Fig. 1. All feeders of the test system are three-phase in nature having
the length equal to the original length of feeders.All the loads connected to test system
are also three-phase loads in nature. The distributed loads are simulated by spot loads
placed at middle of the feeders. Details of transformers, spot loads, capacitor banks,
line segments, and distributed loads reported in [13] have been utilized. The fault is
created at various bus locations as detailed in the simulation results section.

A wind energy conversion system (WECS) of capacity 1.5 MW using the doubly
fed induction generator (DFIG) is integrated on node 848 of test system network as
illustrated in Fig. 1 to perform the study related to detection of faults in the presence
of wind generator. The output voltage of the generator is 575 V at 60 Hz frequency.
Wind speed of 11 m/s is used in the simulation. The converter used to integrate wind
generator to the utility test grid are controlled with the help of proportional–integral
(PI) controller. The grid side and rotor side converters are controlled by PWMcarriers
using the frequencies of 2700Hz and 1620Hz, respectively. The simulatedmaximum
pitch angle is 27° whereas the simulated maximum rate of change of pitch angle is
10°/s. The simulated value of pitch controller gain is 150. The gains of reactive power
and voltage regulator are set to the values of 0.05 and 20, respectively.

Fig. 1 Proposed IEEE-34 node test system
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3 Proposed Methodology

The proposed methodology for protection of the distribution line with generation of
wind power includes detection of faults using the proposed fault index. The Stockwell
transform is used for detection of the faults. Calculation of the fault index and brief
description of the Stockwell transform are detailed in the following subsections.

3.1 Proposed Fault Index

A fault index is proposed to discriminate the faulty phases from the healthy phases.
This fault index is also used to differentiate various types of faults on EHV trans-
mission line. Fault index is calculated using the following steps:

(i) Current of all the phases is captured at bus 800 of the test system.
(ii) Current signals are processedwith the help of Stockwell transformusing20kHz

as sampling frequency. The output in the form of a matrix known as S-matrix
is obtained.

(iii) Median of S-matrix is obtained.
(iv) The absolute value of median is calculated and it is designated as fault index.
(v) The fault index obtained at step (iv) is used for detection and location of faults.

3.2 Stockwell Transform

The Stockwell transform uses the combined features of short-time Fourier trans-
form (STFT) and wavelet transforms (WT) but it falls in a different category. This
method was first proposed by the R. G. Stockwell in the year 1996. This method per-
forms multi-resolution analysis of the signals with disturbances retaining phase of
all frequencies available in signal. The width of window used in this technique varies
inversely with the frequency. Hence, this is very effective to provide good resolution
of time at high frequency and good resolution of frequency at low frequency. The
STFT of signal h(t) is defined using mathematical relation.

STFT(τ , f ) =
+∞∫

−∞
h(t)g(τ − t)e−j2πft dt

where τ and f, respectively, indicate the time of localization of the spectrum and
Fourier frequency. The g(t) is a window function used in the relation. The window
function g(t) is replaced by the Gaussian function in the above equation to derive the
S-transform as shown by the relation.
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g(t) = |f |√
2π

e− f2 t2

2

Hence, the Stockwell transform can be defined by the relation

S(τ , f ) =
+∞∫

−∞
h(t)

|f |√
2π

e
f2(τ−t)2

2 e−j2πft dt

Therefore, the S-transformmay be considered a special form of short-time Fourier
transforms which uses function with Gaussian window. The S-transform can provide
better frequency resolution for lower frequency by using the wider window in time
domain. It can provide better time resolution for higher frequency by using the
narrower window. The output of S-transform is matrix known as S-matrix. The
information pertaining to frequency and amplitude of signal can be derived from the
S-matrix [14, 15].

4 S-Transform Based Simulation Results with Discussion

The simulation results pertaining to detection of faults on power system network
with generation of wind power with the help of the proposed fault index are detailed
in this section. Test network detailed in Fig. 1 is used for study with wind generator
of capacity 1.5 MW connected on node 848. Various types of faults are created on
node 838 of test network and current of all phases have been captured at the bus 800.
All the plots are plotted corresponding to the 12 cycles. In all the cases, the fault is
created at sixth cycle. The threshold value of fault is set at 10 after study of the 30
datasets of each fault. Following subsections details the simulation results.

4.1 Line to Ground Fault

The fault with the involvement of one phase and ground (LG) in the presence of
wind power generation is created on the phase-A at the test location. The waveforms
pertaining to current of all phases captured at bus 800 of the test system before and
after the fault incident are illustrated in Fig. 2. It is found that magnitude of waveform
of faulty phase increase after fault occurrence to high values. The magnitude of
current in healthy phase increases slightly and distortions are also detected at instant
of occurrence of fault.

Variation of fault index during the event of LG fault related to all phases with
wind power generation is illustrated in Fig. 3. This is found that peak value of fault
index related to faulty phase is above the threshold value and nearly equal to 5.
The threshold value selected for the fault detection with generation of wind power is
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Fig. 2 Three-phase current at bus-800 during LG fault with generation of wind power
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Fig. 3 Variation of fault indices for LG fault with generation of wind power

taken equal to 4. Value of fault index is below the threshold value and equal to the 2.5
for the healthy phases. Hence, faulty phase (phase-A) is clearly discriminated from
the healthy phases (Phases A and B) with generation of wind power in distribution
network. Increasing time of the fault indices is low compared to the decreasing time
of the fault indices.

4.2 Double Line Fault

Two phases (A and B) are short-circuited to simulate the fault involving two phases
without the involvement of ground (LL) in the presence of wind power generation.
The current waveforms of all the three phases captured at bus 800 of the test system
before and after the fault incident are illustrated in Fig. 4. This is found thatmagnitude
of the waveform related to faulty phases first, increases to high values and then,
decreases to a value lower than that in the healthy conditions. Magnitude of current
in healthy phase decreases following oscillations andfinally attains the original value.



Detection and Analysis of Power System Faults … 325

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-600

-400

-200

0

200

400

600

Time (s)

C
ur

re
nt

 (A
)

Ia
Ib
Ic

Fig. 4 Three-phase current at bus-800 during LL fault with generation of wind power
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Fig. 5 Variation of fault indices for LL fault with generation of wind power

Hence, the large oscillations are observed due to the LL fault with generation of wind
power in distribution network.

Variation of fault index during double line fault for all the three phases with
generation of wind power is illustrated in Fig. 5. This is found that the value of fault
index for the faulty phases (phases A and B) is higher than the threshold value and
it is equal to 8.5. Value of fault index for healthy phase is below the threshold value
and equal to zero. Hence, faulty phases (phases A and B) are clearly discriminated
from the healthy phase (Phase-A) with generation of wind power. Increasing time of
fault indices is again low compared to the decreasing time of the fault indices.

4.3 Double Line to Ground Fault

Two phases A and B are simultaneously grounded to simulate LLG fault in the
presence of wind power generation. The waveforms of current in all phases captured
at bus 800 of the test system before and after the fault incident are illustrated in Fig. 6.
This is found thatmagnitude ofwaveforms of faulty phases decreases to a value lower
than the original value following the oscillations and finally reduces nearly to zero.
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Fig. 7 Variation of fault indices for LLG fault with generation of wind power

The magnitude of current in healthy phase increases in the initial period and finally
attains original value.

Variation of fault index during the event of LLG fault for all three phases in the
presence of wind power generation is illustrated in Fig. 7. It is found that that value
of fault index for faulty phases (phases A and B) is higher compared to the threshold
value which is set at 4. Value of fault index for healthy phase is below the value
of threshold value which is equal to 2.5. Hence, faulty phases (phases A and B)
are clearly discriminated from the healthy phase (Phase-C) with generation of wind
power. Increasing time of fault indices is again low compared to the decreasing time
of the fault indices.

4.4 Three-Phase Fault Involving Ground

The three-phase to ground fault in the presence of wind power generation has been
created by simultaneous grounding of all the three phases at the test location. The
waveforms of current related to all phases captured at bus 800 of the test systembefore
and after the fault incident are shown in Fig. 8. This is found that the magnitude of
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Fig. 9 Fault index variation in the event of LLLG fault with generation of wind power

current waveforms of all the three phases increases first and finally attains a value
lower than the original value.

Variation of fault index for all phases during the event of LLLG fault with gen-
eration of wind power is illustrated in Fig. 9. This is found that the value of fault
indices for all the three phases is higher than the threshold value. It is equal to 12 for
one phase and equal to the 8 for all other phases.

4.5 Comparative Study

Maximum values of fault indices for all the phases during the various types of inves-
tigated faults have been provided in Table 1. By the examination of the fault indices
of all the three phases during faulty events, the various types of faults can be dis-
tinguished from one another. Maximum values are obtained for the LLLG fault and
minimum for the LG fault. For the LL and LLG fault, the fault indices are approxi-
mately same in the faulty phases whereas it is zero for healthy phase in case of LL
fault and nonzero in case of LLG fault. This helps in the discrimination of LL and
LLG faults from each other.
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Table 1 Maximum values of fault index in the presence of RE

S. No. Type of fault Phase-A Phase-B Phase-C

1 LG 5 2.5 2.5

2 LL 8.5 8.5 0

3 LLG 9 9 2.5

4 LLLG 12 8 8

5 Conclusion

This research work is focussed on the investigation of application of proposed algo-
rithm based on median calculated from Stockwell transform for detection of faults
in power system network with generation of wind power. The proposed technique
has been used for the detection of all types of faults on power system network. The
simulated faults included LG, LL, LLG, and LLLG were analyzed on power system
network of IEEE-34 bus test system in which wind power plant of capacity 1.5 MW
has been integrated on the bus 848. The study is performed in MATLAB/Simulink
environment. Various types of faults have been detected with the help of median of
signals calculated from the S-matrix of the signal decomposition using Stockwell
transform. The faulty phase and healthy phase are discriminated from each other
using the peak values of the proposed fault index. It is concluded that various types
of faults can be differentiated from each other based on peak values of fault index.
The maximum values are obtained for the LLLG fault and minimum for the LG
fault. For the LL and LLG fault the fault indices are approximately same in the faulty
phases whereas it is zero for healthy phase in case of LL fault and nonzero in case of
LLG fault. This helps in the discrimination of LL and LLG faults from each other.
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A Directional Relaying Scheme
for Microgrid Protection

Ruchita Nale, Ruchi Chandrakar, Harishankar Verma and Monalisa Biswal

Abstract Incorporation of distributed generation (DG) in the power network may
affect the selectivity of the relay. The relay settings need to be modified as the magni-
tude of fault current supplied by DG units is very small which may offer misleading
implication of fault direction. In this work, an integrated approach based directional
relaying algorithm is proposed for microgrid protection. The approach uses three
different detectors and based on the obtained decision from all the detectors, the
final decision will be declared by the proposed algorithm. The method is tested on
different fault types, fault positions, and different configuration of the microgrid.
The method is also verified for high-resistance fault. For testing, Aalborg distribu-
tion network is considered and simulated using EMTDC/PSCAD. Results prove the
efficacy of the proposed method.

Keywords Distributed generation · High-impedance fault · Fault location · Power
mismatch · Photovoltaic source

1 Introduction

Nowadays, large development and advancement in the distribution system are only
possible because of the integration of small local renewable generation in the dis-
tribution power sector. The resources are generally below a couple of megawatts
and can be photovoltaics, wind farms, micro-hydro-turbines, etc. [1]. Distributed or
dispersed generation (DG) can be defined as generating resources, other than con-
ventional generating stations, which are close to the load point, usually at customer
site [2].With large penetration of DG, the cost of transmission and distribution losses
can be reduced. At the same time, power quality and voltage profile of the system can
be improved [3]. However, with the penetration of DG, different protection related

R. Nale (B) · R. Chandrakar · H. Verma · M. Biswal
Department of Electrical Engineering, National Institute of Technology Raipur, Raipur, India
e-mail: ruchita0119@gmail.com

© Springer Nature Singapore Pte Ltd. 2020
A. Kalam et al. (eds.), Intelligent Computing Techniques for Smart Energy Systems,
Lecture Notes in Electrical Engineering 607,
https://doi.org/10.1007/978-981-15-0214-9_37

331

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0214-9_37&domain=pdf
mailto:ruchita0119@gmail.com
https://doi.org/10.1007/978-981-15-0214-9_37


332 R. Nale et al.

issues arise such as overcurrent relay coordination, directional relaying, fault detec-
tion, and classification and islanding detection [4–17]. This work focuses only on
directional protection issues of microgrid integrated with hybrid DG.

Microgrid system can operate in different operatingmodes such as grid-connected
mode and islanding mode [5]. In both the operating modes, the secured operation of
the protective algorithm ismost desirable. Inmicrogrid, the incorporation of inverter-
interfaced renewable DG, such as photovoltaic (PV)DGs introduces nonlinearity [6].
This is another major concern for the relaying system. The different protection issues
of microgrid provide a new direction of research to many power system researchers.
Several articles have been published, in which the solutions to the existing problems
have been reported. But, even with extensive research, no specific protective relay
has been manufactured for microgrid. Although the problems of microgrid seem
similar to distribution grids, there are hidden issues associated with them. First, for
different operating modes, the fault signals are radically different. Second, due to
integration of different renewable sources, the level of fault current will not be the
same at all times [7]. During a fault, the infeed current from DGs’ end is very less
due to which protective relay is unable to consider the situation as an abnormal
phenomenon [8]. So, any conventional relay setting is not always suitable. From the
different protection issues, directional overcurrent maloperation is a major challenge
[6, 8, 9].

The directional overcurrent relay issue with microgrid is reported in [8]. In this
work, minimum bandwidth is required to link the relays and thus limiting the cost
of communication. Since the level of fault current is a major cause behind protective
relaymaloperation, the technique as reported in [8] is not affected by such conditions.
Recently, an article is published, inwhich the authors have proposed a new solution to
mitigate the directional relay issue in microgrid [6]. Positive sequence superimposed
quantity and negative sequence superimposed quantity are employed for different
fault cases. But during reverse power flow condition or islanding mode, the decision
provided by positive sequence component-based technique is erroneous. Several
other techniques for relay coordination are also reported in the literature [16, 17].
However, before relay coordination, the determination of exact fault direction is
essential for the correct operation of the protective relay. The bidirectional power
flow in microgrid system is the root cause behind the mis-coordination of relaying.
But this part is missing in the literature and thus motivates to find a new solution to
enhance the relay coordination task.

For the supervision of the distance relay, the correct operation of directional
relay is essential. So, in this work, an integrated solution is presented to mitigate
the directional relaying issue of microgrid system integrated with hybrid DG. The
method is tested on a standard microgrid model simulated using EMTDC/PSCAD.
Themethod is verified for different fault cases, fault locations, and different operating
modes of microgrid. The method is also tested for high fault resistance case and
the obtained results prove that the method is efficient in identifying the exact fault
direction in a microgrid system during critical cases.
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2 Test Microgrid

For the study, a standard microgrid system is considered [15] and shown in Fig. 1.
The system as shown in Fig. 1 is a part of a distribution network inAalborg, Denmark.
It consists of three fixed-speed wind turbine generators and one combined heat and
power (CHP) plant, six loads and a capacitor bank connected at bus 10. The data
for generators, lines, and transmission grid are adapted from [15]. For the study, the
Aalborg distribution network is remodeled by replacing DG-3 with a PV system at
bus 14. The nominal power output of PV is 630 kW.The given network is simulated in
EMTDC/PSCAD software. For fault direction estimation, the performance of relay
(R) connected near bus 12 is considered. Faults at both sides of the relay are created
to evaluate the performance of the method.

3 Directional Relaying Algorithm

For overcurrent relay coordination, the output decision of directional relay is essential
in microgrid. In the literature, different phasor-based directional relay algorithms are
available. But each technique has some drawback and with a single logic, accurate
fault direction estimation is challenging. In this context, an integrated approach is
proposed which relies on the decision of three different detectors and finally declares
a decision based on maximum votes. The detailed description of the detectors is
provided below.

3.1 Detectors for the Directional Approach

The different detectors used in the directional method are discussed below.

Detector-1 (D1): Phase Angle between Positive Sequence Component of Fault
Current and Fault voltage θ1 [18]: The detector θ1(∠V 1f − ∠I 1f) is utilized to
distinguish the direction of occurrence of fault. For forward side fault (Fx side), θ1
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becomes positive and for backward side fault, θ1 is negative. The phasor diagram
for faults on both forward and backward sides of the relay are depicted in Fig. 2a,
b, respectively. The corresponding bus voltages and bus currents are denoted by V L,
VN, I L, and IN, respectively. The relay pre-fault voltage and current are denoted
by VMpre and IMpre. The post-fault positive sequence current and voltage at relay
location are depicted by I 1f and V 1f. The decision provided by the detector is 1 if
the output of θ1 is positive indicating the occurrence of upstream fault. Whereas for
downstream fault, the detector output is – 1 for negative value of θ1.

Detector-2 (D2): Phase Angle between Negative Sequence Component of Fault
Current and Fault Voltage θ2 [19]: The proposed detector utilizes phase differ-
ence between negative sequence voltage and negative sequence current component
denoted by θ2, where θ2 = ∠I 2f − ∠ − V 2f [19]. The phasor diagram for the neg-
ative sequence component is depicted in Fig. 2c, d, respectively. The post-fault bus
voltages and currents are represented by V 2L, V 2N, I 2L, and I 2N, respectively. The
negative sequence voltage and current at the relay location are denoted by V 2f and
I 2f, respectively. For upstream side fault, θ2 will be positive and so detector-2 output
is 1.

Detector-3 (D3): Phase Angle between Positive Sequence Superimposed Voltage
and Current: For backward side fault, the angle is negative whereas for forward side
fault it is positive. The superimposed voltage and current components are computed
from the following equations.

�VM = V 1f − VMpre (1)

�IM = I 1f − IMpre (2)

and

θ3 = ∠�VM − ∠�IM (3)

where the pre-fault current and voltage are depicted by IMpre and VMpre, respectively.
The post-fault current and voltage at relay location are represented by I1f and V 1f,

respectively. The phasor diagrams for superimposed-based detector are shown in
Fig. 3.
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3.2 Proposed Technique

A single detector is not always suitable for different fault cases and fault condi-
tions. During a symmetrical fault, negative sequence component will not be present.
Similarly, for high-resistance and high-impedance fault, the decision of detector-1
is not reliable. The superimposed component-based technique generally malfunc-
tion during heavy load switching condition and capacitor switching. Considering
the different critical cases, an integrated voting technique based directional relaying
algorithm is proposed for microgrid system. The integrated approach relies on the
decision of all the three detectors and a final decision is declared based on maximum
votes obtained from all the three methods. For voting technique,

d(q) =
N∑

p=1

X (p, q) ∀q = 1 : L (4)

where d is the output for each detector, q is a vector of length L. X is the output
binary vector for each classification p. L corresponds to the number of hypothesized
output decisions.

d(k) = argmax
q

d(q) (5)

where d denotes the decision rule selected output at time instant k. The output of the
voting method using Eq. (5) depicts the final decision provided by the detector.

4 Simulation Results

To assess the response of devised directional relaying algorithm, various test sce-
narios are tested on the sample distribution system (Fig. 1). The voltage and current
signals measured at relay location (R) are computed and applied in the processing of
three different detectors. The signals were processed using simple second-order low-
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pass Butterworth filter having cut-off frequency of 300 Hz. All the simulations have
been performed using PSCAD/EMTDC software. Response for different scenarios
is evaluated and demonstrated below.

4.1 Faults During Grid-Connected Mode

In this mode, the microgrid is connected to a utility and the performance of the
proposed methodology is observed for both symmetrical and unsymmetrical fault
cases. First, a double-line-to-ground fault (AB-G) is created both in the upstream
and downstream side of the relay (R) connected near bus 12, protecting lines 12–13.
A fault is created at 0.3 s with a fault resistance of 100 �. For upstream side (Fx),
AB-G fault is created in between line 11 and 12. For downstream side fault, AB-G
fault is created in between line 12–13. Results for both the fault cases are shown in
Fig. 4. From the figure, it is inferred that for fault at Fx side, the values of θ1, θ2,

and θ3 are positive and for fault at Fy side, all the values are negative. So, the overall
output provided by the proposed method for both the fault cases is 1 and –1 which
is correct.

Results for a symmetrical fault (ABC fault) are shown in Fig. 5. During symmet-
rical fault, negative sequence component is absent. So, detector-2 output is zero. But
as other two methods are operating correctly, the output by the proposed technique is
1 for ABC fault in Fx side and –1 for ABC fault in Fy side. So, the method is capable
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of discriminating the exact fault direction during grid-connected mode. Also, the
impact of fault resistance and fault type on the performance of the proposed method
is negligible.

4.2 Results for Fault During Islanded Mode

For islanding, the circuit breaker (CB) is opened intentionally. Next, A-G faults are
created at both upstream and downstream sides of the relay (R). Figure 6 shows that
the output of the voting technique consistently provides the correct output for fault
on both forward and reverse sides. So, the response of the method is not affected by
any change in the operating mode of the microgrid system.

4.3 Results for Load Switching

Load switching is the critical factor during which many algorithms fail. To simulate
such a condition, 150% of baseload at PCC is switched on at 0.3 s. Although the
heavy load switching creates unbalance in system parameters, the method remains
silent during such a condition as the output is zero (Fig. 7a). So, during heavy load
switching, the decision provided by the method is reliable and consistent.
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4.4 Results for High-Impedance Fault (HIF) in Islanding
Mode

It is difficult to detect high-impedance fault inmicrogrid exceptionally when it occurs
in islanded mode [10]. To validate the response of the proposed technique, an A-G
fault with fault impedance of 100 � is simulated at the downstream side of the relay
R. It can be observed from Fig. 7b that the overall output of the proposed technique
is –1, confirming the occurrence of a fault on the forward side. So, the impact of
high-impedance fault during islanded mode is negligible on the output response of
the proposed technique.
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5 Conclusion

In this paper, an integrated decision-based directional relaying algorithm is proposed
for themicrogrid system. Themethod functions on themaximumvotes obtained from
the three different detectors. If for any fault case, the detector outputs are positive,
then based on the majority votes the output of the proposed voting technique is 1.
Similarly, for maximum obtained negative votes, the output decision of the proposed
method is –1. Upstream fault is set for output 1 and downstream side fault is set for
output –1.

The performance of the method is evaluated for different cases, such as fault
during grid-connected mode and islanded mode. The impact of high-resistance and
high-impedance fault on the performance of the proposed method is also evaluated.
It is also observed from the study that the decision of the method is biased during
heavy load switching condition, which is a great attribute. So, the directional relaying
method is very reliable, fast, and secured for the application in the modern microgrid
system.
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Wavefunctions and Optical Gain
in In0.24Ga0.76N/GaN Type-I
Nano-heterostructure Under External
Uniaxial Strain

Md. Riyaj, Amit Kumar Singh, P. A. Alvi and Amit Rathi

Abstract Wavefunctions and optical gain in a single In0.24Ga0.76N quantum well
sandwiched between the GaN barriers has been reported. Optical gain within x-
polarization and z-polarization have been investigated as quantum well width and
external strain variations along [100]. The behavior of quasi Fermi levels for the
valance bands and conduction bands have also been investigated. The InGaN/GaN
type-I nano-heterostructure has been modeled and studied with the help of six band
k ·p formalism. The 6×6 diagonalised k ·p Hamiltonian has been solved to evaluate
the light and heavy hole energies. For an injected carrier density of 15× 1012/cm2, the
peak optical gain is found to be 15904/cm at wavelength of 0.48μm in x-polarization
and the peak optical gain is found to be 1576/cm at a wavelength of 0.44 μm in z-
polarization.

Keywords Optical gain · Type-I · x and z polarization · Heterostructure
1 Introduction

The group III nitride semiconductors have numerous applications including visible
range diode lasers, biosensors, solar cells, nitride based heterostructures and inter-
subband quantum well devices. Charge separation problem is the fore most concern
in InGaN/GaN Quantum well structures. It arises due to the existence of strong
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electric field which shows reduction in electron-hole wavefunction overlap. Reduc-
tion of electron-hole wavefunction overlap further leads to reduction in radia-
tive recombination rate. Charge separation problem is the most challenging fac-
tor in InGaN heterostructures and by improving on the charge separation problem,
enhanced radiating efficiency in green-emitting nitride LEDs can be obtained [1].
Improvement in charge separation issues by using nonpolar InGaN quantum well
LEDs have been investigated by Hwang et al. [2]. Characterization of InGaN light
emitting diodes has been presented in [3, 4]. Holes have a very high effective mass
and hence a very low mobility is observed in GaN based devices. The electrical and
optical performance of InGaN/AlGaN and InGaN/GaN heterostructures have been
investigated and it is suggested that the overall efficiency of the InGaN/AlGaN het-
erostructure is better in comparison to the InGaN/GaN heterostructure [5]. A new
model of InGaN heterostructure has been investigated for improvement in optical
performance of blue light emitting diodes [6]. p-InGaN/p-GaN superlattices have
been designed for a blue light emitting diode with the free hole concentration of 2.6
× 1018 cm−3 [7]. Semiconductor heterostructure is the basis of most optoelectronic
devices today. Since the last three decades, the III–V group semiconductors based
quantum well heterostructures have been extensively used for lasing applications.
Lasing semiconductor heterostructures offer improved performance in the terms of
long wavelength, high intensity beam output and switching speed. However, high
carrier density is required for homogeneous quantum wells to invert their popula-
tion before any stimulated emission process can take place. H. K. Nirmal et al. have
calculated the optimized optical gain in InGaAs/GaAsSb heterostructure within TE
mode to be 9000/cm at corresponding lasing wavelength of 1.95μm under very high
pressure [8]. Rashmi Yadav et al. have studied the modal gain and optical losses
within TE and TM modes and maximum gain is reported at the lasing wavelength
1.40 μm and 1.25 μm in TE and TM modes respectively [9]. Emanuele et al. have
reported deep-UV optical gain in AlGaN-based graded index separate confinement
heterostructure. Emanuele et al. have designed a graded index laser double het-
erostructure with AlGaN in active region in order to boost the optical confinement of
heterostructures [10]. In [11] Wei Guo et al. have reported stimulated emission and
optical gain for 250 nm emission from an AlGaN heterostructure. Hongping Zhao
et al. have analyzed the improved gain media self consistently for Type-II InGaN
heterostructure [12]. In this paper the optical gain of type-I In0.24Ga0.76N/GaN het-
erostructure which is capable of better carrier and optical confinement is investigated
under varying well width and external uniaxial strain conditions. In the subsequent
sections, design and theory of the In0.24Ga0.76N/GaN heterostructure is presented and
discussed following which the simulation results are reported and analyzed. In the
last section, the conclusions from the present work are briefed.

2 Device Structure and Modeling

The type-I In0.24Ga0.76N/GaN heterostructure under study consists of a single quan-
tum well of width 4 nm of ternary compound InGaN sandwiched between the bar-
rier layers GaN of 6 nm each. The entire heterostructure has been grown on the
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substrate of binary compound GaN and is of length 16 nm along the growth direc-
tion. Optical gain or material gain represents the suitability of a structure to act as
a laser. InGaAs/GaAsSb ‘W’ type lasers have been investigated in [13, 14]. Chia-
Hao Chang et al. have investigated the optical gain for InGaAs/GaAsSb quantum
well heterostructure [15–20]. Recently, Baile Chen et al. have reported the opti-
mized wavefunction overlap and transition wavelength for InGaAs/GaAsSb type-II
quantum well heterostructure [21]. Within the conduction band of the structure, the
computation of discrete energy levels can be done using the single band effective
mass equation as given in (1).

− h2

2m∗
c

∇2ψ + Vcψ = Ecψ (1)

where ψ is the envelope function, h is plank’s constant, m∗
c stands for conduction

effective mass, V c potential of conduction band, Ec is conduction band electron
energy level. For calculation of discrete energy levels (i.e. conduction electron, light
and heavy hole levels) within the quantum well heterostructure 6 × 6 Hamiltonian
matrix is used.

H6×6(k) =
(
H+

3×3 0
0 H−

3×3

)
(2)

where, H+
3×3 and H−

3×3 are given by (3) with ∪ = + or− signifies upper and lower
blocks [22, 23].
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In (3) Vh(Z) denotes the unstrained valence band edge, �so is the spin-orbit split-
off energy. Also, P = P(k) + P(ε) and Q = Q(k) + Q(ε) is further expanded in
terms of the material parameters in Eqs. (4) and (5), also, S(k) and R(k) are expanded
in Eq. (6) [24, 23].
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For quantum well structures optical gain coefficient can be written as (7) [14, 23].
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where e is the charge on electron, me is themass of electron in free space, ξ free space
permittivity, c is the velocity of light and Mη∪

nm(kt) momentum matrix elements. fv∪m
and fcn are the Fermi-Dirac distribution functions. Various III–V compound semicon-
ductor material parameters are presented in [25].

3 Results and Discussion

A quantum well is an example of a heterostructure where a very thin “well” layer
(InGaN in the present case) is sandwiched in between two thicker barrier layers of a
material with a different bandgap energy (GaN in the present case). Further, there are
two different polarization directions as well: one with electric vector parallel to the
quantum well layers known as the x-polarization and the other with electric vector
perpendicular to quantum well layer known as the z-polarization.

To study the quantum well size effect, temperature effect, carrier density effect
on optical gain, it is necessary to know the energy band structure of the device.
Figures 1 and 2 show the energy band diagram and the conduction band, heavy
hole band and light hole band alignments of the In0.24Ga0.76N/GaN type-I nano-
scale heterostructure. The Schrodinger equation has been solved to acquire energies
of electrons in conduction band of quantum well of In0.24Ga0.76N/GaN nano-scale
heterostructure. The wave functions and energy level of light hole and heavy hole
bands have been solved by using six band 6 × 6 diagonalised k · p Hamiltonian.

Optical gain describes the optical amplification in nano-heterostructure material.
Optical amplification is the boosting of an electromagnetic wave. As shown in Figs. 3
and 4 x-polarization shows a much higher optical amplification as compared to z-

Fig. 1 Electron
Wavefunctions for type-I
heterostructure
In0.24Ga0.76N/GaN
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Fig. 2 Hole Wavefunctions
for Type-I heterostructure I
In0.24Ga0.76N/GaN

Fig. 3 Total optical gain
within x-polarization as a
function of photon energy
for In0.24Ga0.76N/GaN
nano-scale heterostructure

Fig. 4 Total optical gain
within z-polarization as a
function of photon energy
for In0.24Ga0.76N/GaN
nano-scale heterostructure
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polarization. The peak optical gain has been found to be around 8000/cm within
TE mode for InGaAlAs nano-heterostructure by Kumari et al. [26]. The optical
gain for green emitting In0.15Ga0.85N has been found ~2000/cm at lasing wavelength
512.4 nm by Zahang et al. [27]. In Figs. 3 and 4, the behavior of optical gain is
plotted for ternary In0.24Ga0.76N/GaN lasing nano heterostructure in both x and z
polarizations. In x-polarization for InGaN/GaN heterostructures, the optical gain is
found to be 15904/cm at the photonic energy 2.54 eV and at the corresponding
wavelength 480 nm while in z-polarization the optical gain is found to be 1576/cm
at photonic energy 2.81 eV and at corresponding wavelength 441 nm.

InGaAsP Multiple Quantum well Fabry Perot (F-P) ridge laser has been inves-
tigated by Yang et al. [28]. Well width effects on material gain and lasing wave-
length in InGaAsP/InP nano-heterostructure have been studied andmaximum optical
gain of ~8000/cm has been found for 2 nm quantum well size by Yadav et al. [9].
Figures 5 and 6 show the behavior of optical gain under different quantum well
sizes for ternary In0.24Ga0.76N/GaN heterostructure. Maximum optical gain is

Fig. 5 Well width
dependence of optical gain
within x-polarization for
In0.24Ga0.76N/GaN
nano-scale heterostructure

Fig. 6 Well width
dependence of optical gain
within z-polarization for
In0.24Ga0.76N/GaN
nano-scale heterostructure
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achieved at 2 nm quantum well size, i.e. as the well width increases the optical
gain falls gradually. x-polarization shows higher optical gain for the same quantum
well size (2, 3, 4 nm) as compared to z-polarization, i.e. for 2 nm quantum well
size the x-polarization shows ~31000/cm optical gain whereas z-polarization shows
~6000/cm optical gain.

External pressure induces a shift in the energy levels of the conduction and valance
bands. These energy shifts can obtained by using deformation potential theory. This
theory was used to explore the interaction of electrons with acoustic phonons. Baile
Chen et al. have designed strained InGaAs/GaAsSb type-II quantumwell heterostruc-
tures for operation in theMIR range [29]. Singh et al. [30] have studied and presented
polarization dependent optical gain in InGaAs/GaAsSb type-II nano-dimensional
heterostructures under external uniaxial strain. Strain effects on optical gain in bulk
GaN are calculated by J. B. Jeon et al. and optical gain in biaxially strained wurtzite
GaN by using 6 × 6 envelope-function Hamiltonian has been calculated in [31].
Figures 7 and 8 show the plot of optical gain versus energy under different strain
conditions for In0.24Ga0.76N/GaN heterostructure in both x and z polarizations. As
observed in Fig. 7, under no external strain condition, the peak optical gain is found
to be 15904/cm at the photonic energy 2.54 eV. The optical gain spectrum is observed

Fig. 7 Optical gain within
x-polarization for
In0.24Ga0.76N/GaN
nano-scale heterostructure
under different pressure
applied along [100]

Fig. 8 Optical gain within
z-polarization for
InGa0.76N0.24/GaN
nano-scale hetrostructure
under different pressure
applied along [100]
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to shift downwards within x-polarization whereas the optical gain spectrum shifts
upwards in z-polarization under increased external strain conditions. x-polarization
shows higher optical gain as compared to z-polarization, i.e. under no external strain
condition the maximum optical gain is found to be 15904/cm within x-polarization
whereas optical gain is found to be 1576/cm within z-polarization.

4 Conclusions

Wavefunctions and optical gain in In0.24Ga0.76N/GaN heterostructure has been cal-
culated. Quantumwell width effects on optical gain of heterostructure have been dis-
cussed. The optical gain characteristics have been investigated within x-polarization
and z-polarization. The maximum gain is achieved in visible range at the wave-
length 480 nm and 441 nm in x and z-polarization respectively. Hence, such a nano-
heterostructure is suitable for emission in the blue color region. The application of
external strain on the nano heterostructure along the [100] direction causes the optical
gain spectrum to shift to higher values within z-polarization.
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Cost–Benefit Analysis in Distribution
System of Jaipur City After DG
and Capacitor Allocation

Ankush Tandon, Sarfaraz Nawaz and Shahbaz Ahmed Siddqui

Abstract Distributed generation (DG) and shunt capacitors are widely adopted for
minimizing power loss in distributed networks. But the high cost of DG units puts a
limitation on employing higher rating DGs in distribution networks. So, it is desired
that less DG size gives maximum loss reduction for achieving the objective of mini-
mum overall cost of the system. The prominent goal of this paper is to curb the total
expenditure occurring due to annual energy loss and cost incurred in installing DG
units and capacitor banks. An unsullied methodical approach has been presented in
this paper to find out optimal position and rating of DG as well as capacitor units so
that the overall cost would be minimal. The method is tested on standard IEEE 69
bus distribution system and 130 bus Indian distribution systems. The outcomes of
both the test systems are optimistic and found to be promising when compared with
the previous ones.

Keywords Real power loss (RPL) · Capacitor units · Distributed generation
(DG) · Radial distribution system (RDS)

1 Introduction

Distributed generation (DG) is used for pollution-free electric power production. The
connotation of distributed generation refers to the small generating units which are
installed in the neighborhood of the load side in order to avoid the future expansion
requirements. The DGs are installed in the system to primarily reduce active power
loss which in turn leads to diminution of energy loss with enhancement of voltage
profile. The renewable-based DG units (solar PV, windmills, etc.) are generally used
for power generation. But the cost of such types of DGs is very high. In India, the
cost of 10 kW on a grid solar power plant is around Rs. 5 lacs. It is desirable to
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determine the best position and rating of DG units for minimizing the overall cost of
the system.

Numerous researchers proposed various optimization techniques in order to deter-
mine the site and size of the DG units in RDS. Authors formulated analytical expres-
sions for optimal allocation of DG at different loading conditions in RDS tominimize
the RPL [1].

Abou El-Ela [2] presented a genetic algorithm for DG allocation in order to
increase spinning reserve, enhancement in bus voltages, and to reduce transmission
loss.

In [3], a new expression has been investigated for determining the optimal size of
DGs for dropping RPL in distribution systems. Barker [4] explained various aspects
(like voltage profile, RPL, and distribution capacity and power quality issues) of DG
placement in RDS. Aman et al. proposed [5] a step-by-step iterative algorithm to find
the best location of the DG units. An improved loss-sensitivity analysis method is
proposed to identify and locate optimal DGunits in a radial distribution system in [6].
The significant improvement is observed in percentage loss reduction and voltage
profile. Rueda-Medina [7] proposed a mixed-integer linear programming technique
in RDS for locating DG units of optimal size. Koutroulis et al. [8] presented cost–
benefit analysis of DG allocation in RDS while considering renewable-based DG
units individually. The main objective is to minimize the total system cost. In [9],
authors proposed CPF algorithm and incorporated modal analysis to solve DG’s
allocation problem in RDS.

This paper presents a new-fangled technique to place DG and capacitor units
with optimal sizing. The total expenditure, occurring due to annual energy loss and
installation of DG and capacitor bank, has been reduced in the paper. A new and
simple mathematical expression, PSC, is formulated which incorporates power loss
and voltage profile. The PSC yields optimal size and position of DG and capacitor
units separately. The above methodology is tested on two test systems, i.e., IEEE 69
bus system and 130 bus rural system of Jaipur city. The results obtained for both test
systems are optimistic and encouraging.

2 Problem Formulation

This paper intends to minimize the total expenditure occurring due to annual energy
loss and installation of DG and capacitor bank with gratifying constraints.

The problem can be expressed mathematically as follows:
Minimize F = Cost due to energy loss + Cost of capacitor installation + Cost of

DG installation

Min. f = KE ∗ Ploss ∗ t + KC ∗ TC + KD ∗ TDG (1)
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Operating constraints are

(i) Power balancing constraints.
(ii) Total size of DG units ≤0.5 * PLoad.

(iii) Voltage constraints 0.95 ≤ Vm ≤ 1.0.
(iv) The injected reactive power should exceed the total system reactive power

demand.

where

KE per unit energy cost;
Ploss sum of active power loss of the network (kW);
T 8760 h;
KC Cost of per kVAr capacitor unit including installation;
TC Total rating of capacitor bank in kVAr;
KD Cost of per kW DG unit including installation;
TDG Total rating of DG units in kW; and
Pload Real power load of system (kW).

As per the Jaipur city scenario, the most favorable renewable-based DG unit is the
solar power plant. The cost of all constants has been taken as specified in Rajasthan
state.

KE = Rs. 5 per unit,
Kc = Rs. 225 per kVAr, and
KD = Rs. 50,000 per kW.

3 Proposed Technique

A new method is anticipated for placing capacitor and DG units separately. PSC
calculates the optimal size and location of DG and capacitor units such that the total
expenditure should is minimum.

PSC = Vrated

Vm
+ Pdgloss

Prealloss
(2)

Prealloss Real power loss for base case (kW).
Pdgloss Power loss after placement of DG/capacitor units at the ith bus (kW).
Vm Minimum bus voltage.

The value of Pdgloss should be lowest and Vmin should be highest for the best
allotment of DG units. Hence, “PSC” should be the smallest. The process to solve
the problem is explained in [10].
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4 Results

To test the efficacy of the proposed methodology, two test systems, real distribution
system of 130 bus Jaipur city and IEEE standard bus system of 69 bus are incorpo-
rated.

4.1 69 Bus Test System

The IEEE 69 bus system has 12.66 kV and 100 MVA base values [11]. The total
active and reactive system load is 3802 kW and 2694 kVAr, respectively. The active
power losses for the base case are 225 kW and the minimum voltage is 0.9092 pu.
Three different cases are considered for placing DG and capacitor units.

I: DGs placement,
II: Capacitors placement, and
III: Combination of DGs and capacitors placement.

Case I: Only DGs placement
In Case I, only DG units are placed in IEEE 69 bus standard system.

The result ofDGallocation has been presented inTable 1.DGunits of size 330 kW,
920 kW, and 560 kW are placed at location 21, 61, and 64, respectively. The RPL of
the system is decreased to 76.7 kW from 225 kW.

Case II: Only capacitor placement
Similarly, the best position and rating of capacitors are determined by the proposed
technique. The proposed methodology yields three different positions with the finest
rating being obtained as 750 kVAr (bus no. 61), 270 kVAr (21), and 400 kVAr
(64). After installation of the aforesaid capacitors, size, and its required location, a
reduction of 78 kW is observed from the base case. The minimum voltage is also
improved to 0.93 pu from 0.909 as shown in Table 2.

Case III: Combination of DGs and capacitors placement
In this case, both DG and capacitors are placed simultaneously. Table 3 exhibits
the results of Case III. It is pragmatic that there is a significant reduction in real
power loss reduction that accounts for 94.8%. The total cost is calculated as 918.32

Table 1 Results of 69 bus
systems

Without DG With DG

Power loss (kW) 225 76.8

DG rating in kW (bus
no.)

– 330 (21)
920 (61)
560 (64)

Total DG rating in kW – 1810

% loss reduction – 65.75

Vmin (pu) 0.909 0.970



Cost–Benefit Analysis in Distribution System of Jaipur City … 355

Table 2 Outcome of IEEE 69 bus system (before and after capacitor placement)

Before capacitor placement After capacitor
placement

Power loss (kW) 225 147

Capacitor size in kVAr
(bus no.)

– 750 (61)
270 (21)
400 (64)

Total capacitor size in kW – 1420

% loss reduction – 34.66

Vmin (pu) 0.909 0.93

Table 3 Summarized results of 69 bus system for Case III

DG rating in
kW

Capacitor
rating in
kVAR

PrealLoss in
kW

Vmin (p.u.) % loss
reduction
(from base
case)

Total cost in
Lacs/year (f)

1810 1420 11.7 0.99 94.8% 918.32
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Fig. 1 Voltage profile of IEEE 69 bus system for Case III

lacs/annum. Vmin is also improved from 0.90 to 0.99 pu after placing a capacitor and
DG units simultaneously.

Figure 1 showcases the voltage contour for the base case and after placement of
compensation elements.

Table 4 exhibits the comparison of results of the proposed technique with the
latest techniques such as MINLP [12], IMDE [13], and EA [14] which are proposed
in the topical past. In the proposed approach, the overall expenditure of the system
is less than the other ones. In other techniques, the size of the DG is very high. It
is noteworthy to notice that after 50% DG penetration, the power loss reduction is
very slow. As a result, it will only increase the installation cost of DG units but the
cost reduction due to energy loss is awfully less. The improved bus voltage profile
is also shown in Fig. 1.
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Table 4 Assessment of results for 69 bus system for Case III

MINLP [12] IMDE [13] Evolutionary algorithm
[14]

Proposed

DG size in kW 2547 2217 2549 1810

Capacitor size in kVAr 1806 2282 1801 1420

Real power loss 4.27 13.83 4.25 11.7

% Loss reduction 98.10 93.84 98 94.8

Vmin 0.99 0.99 0.99 0.99

Total annual cost in INR
Lacs for first year only
(f)

1279 1119.7 1280.4 918.32

4.2 130 Bus (Jaipur City) System

The proposed technique is also examined on a real system of 130 bus Jaipur city. The
total active and reactive load of the system accounts for 1.878MW and 1.415MVAr,
respectively. The base value of the system is 11 kV and 100MVA [10]. The real power
losses for the base case are 330 kW and Vmin is 0.83 pu. The proposed technique is
also addressed on the 130 bus real distribution system of Jaipur rural area. The first
five candidate buses are identified for placing of DG and capacitors units. Table 5
presents the result of 130 bus system after DG and capacitor installation.

Table 5 exhibits consolidated results of 130 bus radial distribution system. It is
observed that losses are reduced to 141.6, 209, and 44 kW after placement of DG
unit (Case I), after placement of capacitor unit (Case II), and after placement of

Table 5 Summary of results of 130 bus system for Case I, II, and III

Item Without any
compensation

After placement
of DG unit only

After capacitor
placement only

Combined
placement of
DG and
capacitor

Total loss 330 141.6 209 44

% Loss
reduction

– 57.7% 38% 87%

Vmin in pu 0.83 0.9161 0.872 0.95

Optimal rating
(location) in
kW/kVAr

– 220 (106)
120 (115)
140 (119)
180 (122)
290 (128)

280 (53)
150 (77)
140 (114)
160 (120)
200 (126)

Total kW/kVAr – 940 930 940+j930

Total cost (f) in
INR. Lacs/year

146.73 532.02 93.20 491.36
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both, DG and capacitor units. Analogously the percentage loss reduction accounts
for 57.7, 38, and 87% for the aforesaid three cases. The Vmin is also enhanced from
0.83 to 0.95 pu after DG and capacitor installation. Initially (when there are no
compensation devices), the expenditure of energy loss is 146.73 Lacs/year. This will
reduce to 19.27 lacs/year after compensation. The installation cost of solar-based
DG and capacitor would be 470 lacs and 2.09 lacs, respectively. The total cost (f)
after DG and capacitor placement would be INR 491.36 Lacs for the first year of
installation. After that, it would be only INR 19.27 Lacs for the upcoming years. The
enhanced voltage summary after allocations is shown in Fig. 2.

5 Conclusion

In this paper, an efficient and robust technique is investigated to determine the best
size and location of DG and capacitor units in a distribution system. This in return
will reduce the overall cost of the system. The overall cost includes energy loss cost,
installation cost of solar-based DG unit and capacitor bank. A new and simple math-
ematical term, Power sensitivity constant (PSC), is formulated. The PSC determines
the best location and rating of theDG and capacitors. The aforesaidmethod is applied
on standard 69-bus and 130-bus system. The comparison of the results with the latest
methods shows the efficacy of the proposed approach. The results of the real system
are also promising. It will be concluded that there will be a huge saving in running
expenses after DG and capacitor installation by the proposed technique. The results
of the real system have also been confirmed by Rajasthan Vidyut Vitran Nigam Ltd.
(RVVNL), Jaipur.
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Comparative Simulation Study
of Dual-Axis Solar Tracking System
on Simulink Platform

Neeraj Tiwari, Ravi Soni, Amit Saraswat and Brijesh Kumar

Abstract This paper depicts the performance of dual-axis solar tracking system that
has been done on MATLAB platform. All the models such as a static PV system,
sun model, tracking PV system, control circuit, and LDR sensor are developed on
Simulink platform. The results came from this model are compared with the static
power system model results. Simulation has been performed first considering the
azimuthal tracking then the elevated tracking concept separately. Comparative result
analysis shows that the improved efficiency of SPV system due to azimuthal (East-
West) and elevated tracking system. The efficiency of a solar power plant may be
improved by 37% by using azimuthal tracker implementation and 14% by using ele-
vated tracking system. In this simulation study, the real irradiance and temperature
data are considered and the best curve fitting method for continuous curve is applied.
The irradiance and temperature data are measured with the help of measuring instru-
ments pyrheliometer and temperature sensor. The data were recorded on different
days.

Keywords Static PV system · Photovoltaic system · Tracking PV system · Control
circuit

1 Introduction

In the recent year as the population and infrastructure in the developing countries
increases the energy demand increases. It is difficult to extend the capacity of the
existing power plant. To overcome this problem, countries are moving toward the
alternative resources of energy. Among the present energy sources, renewable energy
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is the best alternative. The solar cells directly convert sunlight energy into electrical
power. The main drawback of solar photovoltaic power plant is its low efficiency but
solar energy is abundant in nature and pollution-free. Researchers are working in this
field. The different PV cells of different materials having different efficiencies are
available. These are monocrytalline, polycrystalline, and amorphous. These cells are
mostly used in SPV power plant installation. Due to low conversion efficiency of the
SPV cells, the initial cost of SPV power plant is high. Also, the various parameters
affect the performance of the SPV power plants such as irradiance and temperature.
The solar cell characteristics mainly depend on these parameters [1]. The sunlight
intensity and temperature variation results in the variation of current and voltage.
On the of PV characteristics, the efficiency of SPV power plant can be increased by
three ways [2]. As the irradiance values increase the output current of SPV system
increases, which means, the photocurrent is directly proportional to solar radiations
[3]. Thereby, inculcating the sun tracker system in SPV power plant, the efficiency
of SPV system can be improved, which results in reducing the cost of existing SPV
power plants. The main concept of sun tracker to place the solar cells perpendicular
to the sun position every day is that maximum irradiance falls on solar cells, which
results to maximize the conversion of light energy into electrical energy. There are
different tracking system suggested by researchers (1) Active tracking system, (2)
Chronological Tracker, and (3) Passive tracking system. Active tracker consists of
motors, gear train, and a photodiode. Some researchers suggested microcontroller-
based tracking system. In digital tracking system, the sun position is predicted. On
the predicted data the microcontroller programming was done. The tracker will track
the sun positions automatically but the main drawback is that under cloudy day, the
trackermoves yet sunwill be hiddenby cloud.Themaindrawbackofmicrocontroller-
based system is that in winter session the tracking system takes power while the sun
is not available. The main part of active tracker is LDR sensors. The light-dependent
sensors change its resistance according to the availability of light. LDR senses the
light intensity and gives the signal to motor, whenever the light intensity on both
sensors are same, the tracker will not move. Its position is perpendicular to the
sun. Passive trackers work on the principle of compressed gas. The passive tracking
system is based on boiling point concept, having the fluid of low boiling point. “It is
driven to one side or the other (by solar heat creating gas pressure) to cause the tracker
to move in response to an imbalance. Chronological Tracker counteracts the earth’s
rotation by turning at an equal rate as the earth but in the opposite direction. Actually,
the rates aren’t quite equal, because as the earth goes around the sun, the position of
the sun changes with respect to the earth by 360° every year or 365.24 days” [4].

2 Developed Solar Tracking System

This section starts with the developed solar tracking system as shown in Fig. 1. The
tracking system designed is comprised of different parts. The main parts of solar
power plants with tracking systems are as follows:
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Fig. 1 Developed solar tracing system

1. Selection of tracking system mount concept.
2. Framing structure of tracker on which SPV array mounted.
3. Designing of the motor control driving circuit.
4. Selection of LDR sensor and sensor control circuit.
5. Data acquisition and interface card.

For smooth tracking of the sun, these five main parts would work together harmo-
niously. The most commonly used and recommended tracking system is azimuthal
tracking. The tracking of the sun from east to west here termed as azimuthal tracking
system because azimuthal tracking system is simple in construction and produces
more energy as compared to elevated tracking system. The azimuthal tracking sys-
tem produces 37% more energy as compared to static SPV system due to simple in
construction and economical. Practical results show that with the azimuthal tracking
system the efficiency of SPV system can be increased by 37%, while by implement-
ing the elevated (North to South) tracking concept we can extract 14% more energy
form SPV power plant as compared to the static SPV power plant.

3 Characteristics of PV Cell

The variation of current and voltage of cell depends on cell temperature and intensity
of light. Variation in voltage is shown in Fig. 2. The current produced by solar cell
depends on the sunlight intensity [5]. The variation in current is shown in Fig. 3. In
this figure, it is clearly seen that as the sunlight intensity increases, the current value
also increases [6]. In Simulink block diagram developed for the analysis, the effect
of solar intensity and real-time temperature effect on solar cells are considered and
cubic curve was fitted for simulation purpose.
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3.1 Simulink Block Diagram

For the simulation we used real-time, temperature and radiation values are taken
which was recorded on date July 13, 2017. The variation in temperature is shown in
Fig. 4. This data was discrete in nature for getting continuous curve for simulation
purpose and cubic spline curve was fitted. The model developed in SIMULINK
platform for the comparative study of tracking system has been presented in Fig. 5.
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Fig. 4 Variation in temperature dated on August 13, 2017
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4 Simulation Results and Discussion

4.1 Elevated Tracking Results

Figure 6 shows the simulation results obtained due to variation in the sun path in
the elevated direction (North-South). The static panel was fixed at 29° toward south
for getting the maximum irradiance from the sun. Here we neglected the effect of
azimuthal tracking (East-West). Figure 6, shows simulation results between tracker
panel current and static panel current, Assume that a static panel was tilted at different
angles like 30°, 60°, and 90° south facing. The comparative results are shown in dif-
ferent colors and bold green line presented the results obtained from tracking system.
There is gain of energy 14% as compared to static power plants. The sun changes its
position 47° in whole year; therefore, static SPV system is tilted approximately 22°
toward south and depends on geographical region.

4.2 Azimuthal Tracking Results

Figure 7 presents the simulation results of tracking SPV solar system compared with
static SPV solar system with respect to time at different angles of static system.
The results shown by red line when static panel is tilted at 45°, blue line shows the
variation in current when static panel is tilted at 60°, green line presents when static
system is tilted at 90°. The bold green line shows the variation in current getting
from tracking solar system.
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5 Conclusion

The simulation results show that SPV system with sun tracker can produce more
energy as compared to the static SPV solar system (without sun tracker). The sim-
ulation results shows that the efficiency of a solar power plant can be improved by
37% by implementing the single-axis sun tracking system, which provides rotation
from east to west (azimuthal) to the solar panel. Moreover, the efficiency of a solar
power plant can also be further improved by 14% by an appropriate inclusion of an
elevated sun tracking system. These simulation results are also compared with the
case of static solar power plant.
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Performance Evaluation and Quality
Analysis of Line and Node Based Voltage
Stability Indices for the Determination
of the Voltage Instability Point

Pradeep Singh, Jyotsna Singh and Rajive Tiwari

Abstract The online assessment of voltage stability state of the power system plays
a vital role in the reliable operation as well as uninterrupted supply. It also assists
the system operator to undertake improved preventive actions before the system
collapses. Various line and node based voltage stability indices have been developed
and investigated to calculate the available reactive power margin and identify weak
nodes in the power system.Themain objective of this paper is to demonstrate intuitive
potential of node based indices over line based voltage stability indices. Six well-
established line voltage stability indices, viz., LCPI, Lmn , FVSI, LQP, L p, MLI, and
Ls are rigorously investigated under diversified loading conditions and compared
with node based L-index. The results indicate that the L-index is superior to line
based voltage stability indices. The paper also highlights the basic flaws of line
based voltage stability indices in identifying the weak node and area of the power
systems.

Keywords Voltage stability · Line-based VSI · Node-based VSI · Voltage
stability margin · Voltage collapse

1 Introduction

The incessant increase in demand and present trends toward competitive business
environment have resulted in complex interconnected power system, which forced to
operate closer to limits of stability. Consequently, there is a high probability of voltage
instability or collapse [1]. Many voltage stability indices have been developed to
determine the distance between the current operating state and voltage collapse point
to give fair warning to operator to take preventive action, if required. These indices
are based on eigenvalue or singularity indices [2, 3], PV method [4, 5], sensitivity
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indices [6], Thevenin equivalent/impedance [7], line loadability indices [8–15], node
indices [16], etc.

Extensive work has been addressed on line loadability and node based indices
due to less computational efforts and time as compared to other existing approaches.
Line and node based indices indicate voltage stability on the basis of weak lines and
nodes, respectively. Venkatesh et al. proposed maximum loadability index (MLI)
which gives the estimate of percentage of additional load in terms of existing load
that can be supplied by line before reaching to the point of maximum loadability [8].
Yu et al. developed line loadability index (Ls) which is capable of identifying voltage
stability and line loadability margin [9]. In [10], voltage stability index (Lmn) based
on power flow through single line is proposed. This work is further extended in [12]
to predict areas prone to the voltage collapse in power system using L p. Mohamed et
al. proposed line stability factor (LQP) to indicate proximity to voltage collapse [13].
In [14], fast voltage stability index (FVSI) is proposed and contingency analysis is
performed to rank the severe lines. Authors in [10, 13, 14] developed indices with
respect to reactive power flow which significantly affect the voltage stability. Tiwari
et al. further asserted that the voltage stability is sensitive to the direction of active
and reactive power flows and should be included in the formulation of index [15].
Kessel et al. developed L-index to predict the weak nodes using power flow solution
[16].

Aforementioned literature enlisted various indices based on algebraic equations
of line and node of the power system. However, comparative analysis of these indices
based for different loading conditions and topological changes have not been exam-
ined thoroughly in literature so far. To address this goal, this paper attempts to present
an analytical study to enumerate the strength and limitation of indices based on line
and node. Different loadings are considered with the addition of fictitious bus at
different locations in two-bus system.

2 Existing Line and Node Based Voltage Stability Indices

In this section, widely known voltage stability indices are briefly discussed to validate
the conclusion in a broader spectrum.

2.1 Maximum Loadability Index (MLI)

The MLI is proposed by Venkatesh et al. [8] based on quadratic equation of voltage.
It can be expressed as follows:

MLI =
V 2
i

[
−(ri j Pi j + xi j Qi j ) +

√
(r2i j + x2i j )(P

2
i j + Q2

i j )
]

2(xi j Pi j − ri j Qi j )2
≥ 1 (1)
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where Pi j and Qi j are real and reactive power flowing through the line, ri j and xi j are
resistance and reactance of the transmission line, and Vi is the sending end voltage.
MLI should be greater than unity tomaintain the stability of the system.MLI of a line
near to unity indicates that the line is close to its stability limit. From (1), it can be
observed that if xi j Pi j = ri j Qi j , i.e., φ = θ , then the MLI index loses its robustness
mathematically because at this condition, denominator becomes zero.

2.2 Loadability Index (L p)

The L p index is proposed by Moghavvemi and Faruque [12]. It can be represented
as follows:

L p = 4ri j (r2i j + x2i j )Pi j[
xi j sin θi j − ri j cos θi j

]2
V 2
i

≤ 1 (2)

All variables are same as explained in Sect. 2.1. It varies from 0 (no load) to 1
(maximum loading) and its value should be less than unity for stability of the system.
From (2), it can be observed that when Pi j ≤ 0, this index becomes zero or negative,
which indicates that the line is always secure.

2.3 Line Loadability Index (Ls)

This index, proposed byYu et al., evaluates the voltage stability and available loading
margin of line [9]. The line with minimal Ls is considered to be weakest line and
corresponding bus is weakest bus. The Ls is defined as

Ls = V 2
i

2
[
ri j Pi j + xi j Qi j +

√
(r2i j + x2i j )(P

2
i j + Q2

i j )
] ≥ 1 (3)

where variables are same as explained in Sect. 2.1. Ls should be greater than unity
to maintain the voltage stability of the system.

2.4 Line Stability Index (Lmn)

The line stability index utilizes the concept of power flow through single line and it
has been proposed by Moghavvemi et al. [10]. This index can be expressed as

Lmn = 4Q j xi j

[Vi sin(θ − δ)]2
≤ 1 (4)

where δ = δi − δ j is the phase difference of phase angles of sending and receiving
end bus voltage, θ is impedance angle of line, Q j is reactive power of receiving end
bus, and rest of the variables are same as explained in Sect. 2.1. Lmn should be less
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than unity for stable condition. This index has been derived by considering the effect
of reactive power flow only. Also, the line resistance and charging capacitance have
been neglected. The shortcoming of this index is that when Q j < 0, it indicates that
the respective line, and thus the system, is always secure at that particular condition.

2.5 Line Stability Factor (LQP)

The LQP index is proposed by Mohamed et al. and can be defined as [13]

LQP = 4

(
xi j
V 2
i

)(
xi j P2

i

V 2
i

+ Q j

)
≤ 1 (5)

where Pi is real power at the sending end while other variables are same as explained
in earlier section. The line resistance and charging capacitance have been not
accounted during formulation of this index.

2.6 Fast Voltage Stability Index (FVSI)

The FVSI is proposed by Musirin et al. to reduce the computational efforts [14]. It
is formulated as follows:

FVSI = 4Z2
i j Q j

V 2
i xi j

≤ 1 (6)

where Z is impedance of line between two buses and other variables are same as
explained in earlier sections. FVSI close to unity indicates that the system is operating
near to its maximum loadability limit. This index also suffers from the same problem
as Lmn .

2.7 Line Collapse Proximity Index (LCPI)

LCPI index is proposed by Tiwari et al. [15] to account all parameters of the trans-
mission line. The magnitude and relative direction of active and reactive power flows
are also considered to accurately predict the voltage collapse. It can be defined as

LCPI = 4A cosα(Pj B cosβ) + Q j B sin β

(Vi cos δ)2
≤ 1 (7)

LCPI should be less than unity to maintain the stability of the system.

2.8 L-Index

The L-index is proposed by Kessel and Glavitsch [16] and it can be defined as
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L = max
j=αL

{L j } = max
j=αL

∣∣∣∣1 −
∑
i∈αG

Fi j
Vi
Vj

∣∣∣∣ ≤ 1 (8)

where Fi j = −[YLL ]−1[YLG]. αL is set of consumer nodes and αG is set of generator
nodes. The L-index should be less than unity to maintain the stability of the system.

3 Illustrative Example

Let’s consider a two-bus system as shown in Fig. 1 with buses 1 and 2. Bus 2 is
assumed to be a load bus with P2 + j Q2 = 0.5 + j1 p.u. These two buses are con-
nected through a transmission line of r12 + j x12 = 0.05 + j0.1 p.u. impedance and
shunt admittance is assumed zero. In this test system, minimum and maximum reac-
tive power limits of generator have not been accounted.

To discriminate the potential of line and node based voltage stability indices,
some well developed line based voltage stability indices, viz., LCPI [15], Lmn [10],
FVSI [14], LQP [13], L p [12], MLI [8], Ls [9], and most popular node based volt-
age stability index, i.e., L-index [16] are considered for investigation purpose. This
section investigates and presents simulation results for two-bus test systemwith three
different loading conditions where λ denotes the loading level.

Table1 presents the results for increase in both active and reactive load with
constant power factor. It is observed that all line stability indices except MLI have
similar values. For this case, power factor angle is equal to impedance angle. As
discussed in Sect. 2.1, MLI can’t be calculated at φ = θ as the denominator becomes
zero.

Table2 shows the results for increase in active load only. From Table2, the inef-
fectiveness of FVSI for identifying the voltage collapse condition is observed. For all

Fig. 1 Systematic two-bus system

Table 1 Comparison of indices for increase in both active and reactive load
λ Node LCPI [15] Lmn [10] FVSI [14] LQP [13] L p [12] MLI [8] Ls [9] L [16]

1.00 2 0.5000 0.5000 0.5000 0.4100 0.5000 NA 2.0000 0.1716

1.50 2 0.7500 0.7500 0.7500 0.6225 0.7500 NA 1.3333 0.3333

2.00 2 1.0000 1.0000 1.0000 0.8400 1.0000 NA 1.0000 1.0000
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loading condition, it always indicates a constant value 0.5 because in the formulation
of FVSI, only reactive power is considered. In this case, LCPI [15], MLI [8], Ls

[9], and L [16] indices are capable to identify the voltage collapse condition while
remaining indices fail. It is observed from Table2 and Table3 that an increase in
either active or reactive load makes φ �= θ , so MLI can be calculated and is equal to
index Ls .

Table3 shows the results for increase in reactive load only. In this case, FVSI
prematurely exceeds its critical value, i.e., 1 indicating that the system has already
collapsed. Conversely, indices LQP and L p fail to reach their critical value. From
Tables1, 2, and 3, it can be concluded that all indices except Lmn , FVSI, LQP, and
L p show actual state of voltage stability for all loading conditions.

3.1 With One Fictitious Bus in the Middle of the
Transmission Line

In this subsection, a fictitious bus 3 is assumed in the middle of the transmission
line and the line impedance becomes half. All other network parameters are kept
unchanged. It can be observed from Table4 that the performance of all line voltage
stability indices is affected. For the same loading level, λ = 2, the value of LCPI
changes from 1 to 0.8889 that shows sufficient loading margin is available at max-
imum loading point. Only node based voltage stability index L-index is capable to
identify voltage collapse condition in this case. The value of L-index is same as it
is in Table1 because the creation of the fictitious bus results in topological change
only while network parameters remain unchanged. It proves that node based index
is unaffected by topological change in the system.

The simulation results for increase in active and reactive load separately are pre-
sented in Tables5 and 6, respectively. It is observed that among all line based voltage

Table 2 Comparison of indices for increase in active load only

λ Node LCPI [15] Lmn [10] FVSI [14] LQP [13] L p [12] MLI [8] Ls [9] L [16]

2.00 2 0.6023 0.5343 0.5000 0.4400 0.7958 1.6228 1.6228 0.2388

4.00 2 0.8406 0.6672 0.5000 0.5600 0.9987 1.1111 1.1111 0.5367

4.6601 2 0.9808 0.8465 0.5000 0.6172 0.8835 1.0000 1.0000 0.9909

Table 3 Comparison of indices for increase in reactive load only

λ Node LCPI [15] Lmn [10] FVSI [14] LQP [13] L p [12] MLI [8] Ls [9] L [16]

1.25 2 0.6001 0.6157 0.6250 0.5100 0.5322 1.6638 1.6638 0.2260

1.75 2 0.8022 0.8334 0.8750 0.7100 0.6246 1.2392 1.2392 0.3910

2.2132 2 0.9997 0.9982 1.1066 0.8953 0.8838 1.0000 1.0000 0.9976
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Table 4 Comparison of indices for two-bus system with one fictitious bus for increase in both
active and reactive load
λ Node LCPI [15] Lmn [10] FVSI [14] LQP [13] L p [12] MLI [8] Ls [9] L [16]

1.00 3 0.2714 0.2714 0.2714 0.2201 0.2714 NA 3.6840 0.0790
2 0.3726 0.3726 0.3726 0.3036 0.3726 NA 2.6840 0.1716

1.50 3 0.4375 0.4375 0.4375 0.3577 0.4375 NA 2.2857 0.1429
2 0.4898 0.4898 0.4898 0.4014 0.4898 NA 2.0417 0.3333

2.00 3 0.7500 0.7500 0.7500 0.6225 0.7500 NA 1.3333 0.3333
2 0.8889 0.8889 0.8889 0.7427 0.8889 NA 1.1250 1.0000

Table 5 Comparison of indices for two-bus system with one fictitious bus for increase in active
load only

λ Node LCPI [15] Lmn [10] FVSI [14] LQP [13] L p [12] MLI [8] Ls [9] L [16]

2.00 3 0.3380 0.2961 0.2878 0.2418 0.4833 2.8986 2.8986 0.1072

2 0.3655 0.3152 0.3043 0.2582 0.5343 2.6668 2.6668 0.2388

4.00 3 0.5385 0.4247 0.3842 0.3588 0.8210 1.7440 1.7440 0.2190

2 0.4556 0.3513 0.3236 0.2966 0.7385 2.0514 2.0514 0.3475

4.6601 3 0.7245 0.6109 0.5309 0.5084 0.9488 1.3191 1.3191 0.3501

2 0.7966 0.5886 0.4364 0.5146 0.9999 1.1456 1.1456 0.9909

Table 6 Comparison of indices for two-bus system with one fictitious bus for increase in reactive
load only

λ Node LCPI [15] Lmn [10] FVSI [14] LQP [13] L p [12] MLI [8] Ls [9] L [16]

1.25 3 0.3340 0.3442 0.3465 0.2804 0.2920 2.9897 2.9897 0.1016

2 0.3639 0.3759 0.3790 0.3069 0.3137 2.7435 2.7435 0.2260

1.75 3 0.4798 0.5062 0.5171 0.4180 0.3605 2.0726 2.0726 0.1639

2 0.5408 0.5740 0.5910 0.4773 0.3829 1.8348 1.8348 0.3910

2.2132 3 0.7469 0.7760 0.8064 0.6552 0.5964 1.3322 1.3322 0.3350

2 0.8793 0.9128 0.9812 0.7929 0.6335 1.1277 1.1277 0.9976

stability indices, only L p index detects the collapse condition. When the reactive
load is increased, all line based voltage stability indices fail but node index provides
promising results.
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3.2 With One Fictitious Bus at (3/4)th Length of the
Transmission Line

Now, a fictitious bus 3 is assumed between the two buses 1 and 2 by dividing the
length of transmission line in 3:1 ratio. Therefore, the line impedances becomes:
r13 + j x13 = 0.045 + j0.09 p.u., r32 + j x32 = 0.005 + j0.01 p.u. In Table7, the
line indices show that the line 1–3 is critical, i.e., node 3 is going to collapse for further
increase in loading. However, no load has been connected to bus 3. In the considered
test system, load is connected at bus 2. Therefore, it is vulnerable to voltage collapse.
The value of L-index at bus 2 approaches to 1, validating the susceptibility of bus 2
to voltage instability.

From Tables7, 8, and 9, it can be observed that the line indices provide wrong
information about the stressed/critical node. Therefore, the line based voltage stabil-
ity indices are not reliable and accurate in identification of stressed node as well as
weak area. In other words, the line indices are not capable to precisely identify the
point from where voltage instability instigates. Therefore, the node based indices are
more accurate and better than line based indices to identify the weak node area. Line
based indices are preferred to find the critical lines of the system.

Table 7 Comparison of indices for two-bus system with one fictitious bus at (3/4)th length for
increase in both active and reactive load

λ Node LCPI [15] Lmn [10] FVSI [14] LQP [13] L p [12] MLI [8] Ls [9] L [16]

1.00 3 0.4577 0.4577 0.4577 0.3746 0.4577 NA 2.1847 0.1518

2 0.0663 0.0663 0.0663 0.0532 0.0663 NA 15.0754 0.1716

1.50 3 0.6975 0.6975 0.6975 0.5775 0.6975 NA 1.4337 0.2903

2 0.1249 0.1249 0.1249 0.1005 0.1249 NA 8.0083 0.3333

2.00 3 0.9900 0.9900 0.9900 0.8312 0.9900 NA 1.0101 0.8182

2 0.3306 0.3306 0.3306 0.2688 0.3006 NA 3.0250 1.0000

Table 8 Comparison of indices for two-bus system with one fictitious bus at (3/4)th length for
increase in active load only

λ Node LCPI [15] Lmn [10] FVSI [14] LQP [13] L p [12] MLI [8] Ls [9] L [16]

2.00 3 0.5552 0.4912 0.4636 0.4043 0.7459 1.7610 1.7610 0.2101

2 0.0866 0.0727 0.0722 0.0586 0.1402 11.2398 11.2398 0.2388

4.00 3 0.7969 0.6332 0.4983 0.5353 0.9978 1.1714 1.1714 0.4629

2 0.1579 0.1018 0.0986 0.0851 0.3501 5.6353 5.6353 0.5367

4.6601 3 0.9588 0.8289 0.5511 0.6342 0.9392 1.0100 1.0100 0.8276

2 0.2616 0.1604 0.1505 0.1401 0.5622 3.3220 3.2220 0.9909
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Table 9 Comparison of indices for two-bus system with one fictitious bus at (3/4)th length for
increase in reactive load only

λ Node LCPI [15] Lmn [10] FVSI [14] LQP [13] L p [12] MLI [8] Ls [9] L [16]

1.25 3 0.5523 0.5672 0.5747 0.4683 0.4883 1.8078 1.8078 0.1989

2 0.0862 0.0896 0.0898 0.0720 0.0723 11.5853 11.5853 0.2260

1.75 3 0.7502 0.7821 0.8161 0.6621 0.5794 1.3251 1.3251 0.3389

2 0.1425 0.1548 0.1559 0.1250 0.0916 6.9548 6.9548 0.3910

2.2132 3 0.9875 0.9965 1.0870 0.8813 0.8502 1.0102 1.0102 0.8184

2 0.3221 0.3540 0.3615 0.2903 0.1786 3.0608 3.0608 0.9976

4 Conclusion

A comprehensive study on various line and node based stability indicators under
different loading conditions on two different test cases has been presented. It is
observed that node based stability indicator performs better in assessment of voltage
stability state than line based voltage stability indicators. The line based voltage
stability indicesmislead in identifyingweak nodes, area, and available powermargin.
Considering the demerits of line based indices, this study recommends node based
voltage stability index for planning and monitoring the power system and to take
preventive action.
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Channel Estimation in Massive MIMO
with Spatial Channel Correlation Matrix

Bijoy Kumar Mandal and Ankita Pramanik

Abstract The channel correlation matrix is a significant statistical measurement
that must be accessible to estimate minimum mean square error (MMSE) channel
state information (CSI) to execute pilot reassignment optimization inmassiveMIMO
systems. The estimation error by theMMSE technique will be high if there is no prior
knowledge of the channel. The channel correlation matrix is based on the temporal
properties of the dynamic wireless channel and CSI. In this report, different distri-
butions are proposed to update the spatial channel correlation matrix. The estimated
correlation matrix is then used to predict the MMSE CSI in the perspective of the
client terminal power in Gaussian, Rayleigh, and Laplacian channels.

Keywords Channel estimation · Massive MIMO · Pilot contamination · Spatial
correlation matrix

1 Introduction

Massive multiple-input multiple-output (MIMO) is a scalable version of multiuser
MIMO (MU-MIMO) that has an extensive number of base station (BS) antennas,
which considerably enhance spectral efficiency by means of spatial multiplexing [1]
and straightforward linear processing [2, 3] at the BS. In a real scenario, by reusing
the pilots in different cells, the BS obtains channel state information (CSI) which
causes pilot contamination [1]. The impact of pilot contamination can put an essential
limit on the asymptotically attainable rate in massive MIMO systems in independent
and identically distributed (i.i.d) Rayleigh fading channel [1], and recently in many
works [4–6] pilot decontamination algorithms have been developed.
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Least squares (LS) and minimum mean squared error (MMSE) are the traditional
algorithms to estimate CSI. With the knowledge of the channel correlation matrix,
MMSE provides better results but prior knowledge of the channel increases complex-
ity; so it is difficult to obtain. There is spatial and temporal correlation in practical
channels. An essential parameter is provided by channel correlation matrix which is
required for mitigation of pilot contamination and channel estimation. To obtain an
exact estimate, a very large number of samples are required by sample covariance
matrix. However, the temporally correlated wireless channel can be designed [7] as
an autocorrelation function as needed by the Jakes model. To estimate the channel
of massive MIMO for the subsequent period, the author [8] utilizes a combination
of pilots, the temporal correlation, and sensed data.

In this report, a multi-cell scenario is considered with spatially correlated [3]
channels among the pairs ofBSs andUEs. In the previouswork, it has been applied for
single-cell scenarios with perfect CSI [9, 10]. The statistics of MMSE, element-wise
minimum mean squared error (EW-MMSE), and LS channel estimators is derived
and characterized. Using these estimates, we have compared the performance in
different scenarios of the local scattering model.

The remaining part of the paper is organized as follows: In the succeeding section,
the system model for uplink (UL) pilot transmission is provided along with the basic
pilot sequence design. The MMSE estimator is derived and analyzed in Sect. 3.
The impacts of spatial channel correlation and pilot contamination are exemplified
in Sect. 4. Two low-complexity channel estimators are described and compared in
Sect. 5. The simulation results are plotted and discussed in Sect. 6, and this paper is
finally concluded in Sect. 7.

2 System Model for Uplink Pilot Transmission

A massive MIMO system is considered with L cells where each cell consists of one
BSwithMj antennas that serve K single-antennaUEs. It is particularly important for
BS j to have estimates of the channels from the UEs in cell j . The channel responses
are utilized by BS j to process the UL and downlink (DL) signals. The information of
the channel response is referred to as channel state information (CSI). The UL pilot
signaling is the main method for CSI acquisition, where a predefined pilot signal is
transmitted from an antenna and for every coherence block τp, samples are reserved.
EachUE transmits a pilot sequence that spans these τp samples. The pilot sequence of
UE k in cell j is denoted byφ jk ∈ C

τp . It is assumed to have unit-magnitude elements

to attain a persistent power level, and this refers that
∥
∥φ jk

∥
∥
2 = φH

jkφ jk = τp. The
elements of φ jk are scaled by the UL transmit power as

√
p jk and then transmitted

as the signal s jk over τp UL samples, leading to receive UL signal Y p
j ∈ C

Mj×τp at
BS j . This signal is given by
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Y p
j =

K j
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k=1

√
p jkh

p
jkφ

T
jk
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+
L

∑

l = 1
l �= j

Kl∑

i=1

√
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j
liφ
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+ N p
j
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Noise

(1)

where N p
j ∈ C

Mj×τp is the independent additive receiver noise with i.i.d. elements
distributed asNC

(

0, σ 2
UL

)

. Y p
j is the observation that BS j can utilize to estimate the

channel responses. To estimate the channel of a particular UE, the BS needs to know
which pilot sequence this UE has transmitted. This is why the pilots are deterministic
sequences and the pilot assignment is typically made when the UE connects to the
BS; for example, using a random access procedure.

Suppose, BS j wants to estimate the channel h j
li from an arbitrary UE i in the

cell l. The BS can then multiply/correlate Y p
j with the pilot sequence φli of this UE,

leading to the processed received pilot signal ypjli ∈ C
Mj , given which has the same

dimension as h j
li . The k th UE in the BS’s own cell can be modified as

ypj jk = Y p
j φ

∗
jk = √

p jkh
j
jkφ

T
jkφ

∗
jk +

K j
∑

k = 1
i �= k

√
p jih

j
j iφ

T
jiφ

∗
jk

+
L

∑

l = 1
l �= j

Kl∑

i=1

√
plih

j
liφ

T
li φ

∗
jk + N p

j φ
∗
jk (2)

The second and third terms in (2) represent interference and contain inner products
of the form φT

jiφ
∗
jk between the pilot of the desired UE and the pilot of another UE i

in the cell l. If the pilot sequence of two UEs is orthogonal (i.e., φT
jiφ

∗
jk = 0), then the

corresponding interference term in (2) vanishes and does not affect the estimation.

3 MMSE Channel Estimation

The channel is a realization of a random variable; thus, Bayesian estimators are
desirable since they take the statistical distributions of the variables into account. The

channel response h j
li ∼ NC

(

0Mj , R
j
li

)

. The minimum mean squared error (MMSE)

estimator of h j
li is the vector ĥ

j

li that reduces the MSE E

{∥
∥
∥h j

li − ĥ
j

li

∥
∥
∥

2
}

.
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Using a pilot book with mutually orthogonal sequences, the MMSE estimate of
the channel h j

li based on the observation Y p
j in (1) is

ĥ
j

li = √
pli R

j
li�

j
li y

p
jli (3)

The estimation error h̃
j
li = h j

li − ĥ
j

li has the correlation matrix C j
li =

E

{

h̃
j
li

(

h̃
j
li

)H
}

, given by

C j
li = R j

li − pliτpR
j
li�

j
li R

j
li (4)

This equation provides the mechanism to calculate the MMSE from any UE in
the network to BS j .

Recall that the MMSE estimator minimizes the MSE of the channel estimate,
which is expressed as

E

{∥
∥
∥h j

li − ĥ
j

li

∥
∥
∥

2
}

= E

{∥
∥
∥h̃

j
li

∥
∥
∥

2
}

= E

{

tr

(

h̃
j
li

(

h̃
j
li

)H
)}

= tr
(

C j
li

)

(5)

To compare the estimation quality obtained with different estimation schemes in
different scenarios, the normalized MSE (NMSE) defined as

NMSE j
li =

tr
(

C j
li

)

tr
(

R j
li

) (6)

is a suitable metric since it measures the relative estimation error per antenna. The
value of NMSE j

li is always between 0 (perfect estimation) and 1 (achieved by using

the mean value of the variable, E
{

h j
li

}

, as the estimate).

4 Spatial Channel Correlation and Pilot Contamination

Spatial channel correlation and pilot contamination affect the overall performance
of the MMSE estimator.
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4.1 Impact of Spatial Correlation on Channel Estimation

The basic properties of channel estimation are best described when the estimation
of the channel response of a UE is considered that has a unique pilot sequence. The
estimation is then only affected by noise and not by interference.

When NMSE is a function of the angular standard deviation (ASD), the impact
of spatial channel can be studied [11]. The error is smaller when the ASD is small
(i.e., with high spatial correlation). For strongly spatially correlated channels, the
estimation error can be two orders of magnitude smaller than that in the uncorrelated
case.

4.2 Impact of Pilot Contamination on Channel Estimation

To specify the impact of pilot contamination, a scenario is considered where twoUEs
use the identical pilot sequence [12]. BS j estimates the channel of UE k in its own
cell while UE i in cell l transmits the identical pilot. The mutual interference that
these UEs cause during pilot transmission has two main consequences: The channel
estimates become correlated and the estimation quality is reduced.

The UE angles play a key role when the BS is equipped with several antennas. The
NMSE increases when the UEs have similar angles [13]. If the UEs’ channels instead
exhibit uncorrelated fading, the NMSEs are consistently larger than those under
spatial correlation and also angle-independent. Hence, spatial channel correlation is
helpful in practice to improve the estimation quality under pilot contamination.

5 EW-MMSE and LS Estimation Schemes

5.1 Element-Wise MMSE Channel Estimator

If the BS has no preexisting knowledge over the entire covariance matrices, the
EW-MMSE estimator can be implemented as an alternative [14]. The EW-MMSE
estimate of the channel from BS j to UE i in a particular cell l is

ĥ
j

li = h̄
j
li + √

pli D
j
li�

j
li

(

ypjli − ȳpjli
)

(7)

where D j
li ∈ C

Mj×Mj and �
j
li ∈ C

Mj×Mj are diagonal matri-

ces with D j
li = diag

([

R j
li

]

mn
: m = 1, . . . , Mj

)

and �
j
li =

diag

([

∑

(l ′,i ′)∈pli

pl ′,i ′τpR
j
l ′,i ′ + σ 2 Im j

]

mn

: m = 1, . . . , Mj

)−1

.
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5.2 Least-Square Channel Estimator

If the BS has no previous knowledge concerning R j
li and h̄

j
li , the non-Bayesian LS

estimator is used to obtain the propagation channel estimation h j
li . The LS estimate

can be specified as the vector of ĥ
j

li which minimizes
∥
∥
∥ ypjli − √

pliτp ĥ
j

li

∥
∥
∥

2
, which

in this case is

ĥ
j

li = 1√
pliτp

ypjli (8)

The random variable of LS estimator and its estimation error are correlated and
distributed as

ĥ
j

li ∼ NC

(
1√
pliτp

ȳpjli ,
1

pliτp

(

�
j
li

)−1
)

(9)

This shows that the statistics are more complicated than when using the MMSE
and EW-MMSE estimators. For example, the estimation error has nonzero mean,
which needs to be accounted for when analyzing the communication performance.

6 Simulation Results

The estimation quality of the MMSE, EW-MMSE, and LS estimators are compared
in the following figures, in terms of NMSE. A scenario is considered where BS j
estimates the channel of its UE k while a UE in another cell transmits the iden-
tical pilot sequence. The effective SNR of the desired UE is varied from –10 to
20 dB while the interfering signal is assumed to always be 10 dB weaker. The local
scattering model is considered with three different distributions: Gaussian angular
distribution, Laplace distribution, and Rayleigh distribution with angular standard
deviation (ASD) σϕ = 10◦. The results are averaged over different nominal angles
between 0◦ and 360◦ (Figs. 1, 2, and 3).

The above three figures show that the three estimators provide rather different
NMSEs in different scenarios of local scattering model. From the above figures, it
can be concluded that theMMSE estimator is systematically the best estimator in the
Rayleigh local scattering model since it fully exploits the spatial channel correlation
and hence this is the optimum. The EW-MMSE estimator provides decent estimation
performance, but there is a substantial gap from the MMSE estimator—even at high
SNR where the error floor (caused by pilot contamination) has a higher value. The
LS estimator performs very poorly at low SNR where the NMSE is above 1. At
higher SNRs, the LS estimator is comparable to the EW-MMSE estimator, but their
respective error floors are different (if there is pilot contamination). The LS estimator
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Fig. 1 NMSE in the
estimation of a spatially
correlated channel, based on
the local scattering model
with Gaussian angular
distribution, for different
estimators

Fig. 2 NMSE in the
estimation of a spatially
correlated channel, based on
the local scattering model
with Laplace distribution, for
different estimators

can provide decent estimates of the channel direction, hljk/
∥
∥hljk

∥
∥ while the lack of

statistical information makes it harder to get the right scaling of the channel norm
∥
∥hljk

∥
∥.

7 Conclusion

TheMMSE estimator utilizes the moments of the channel (i.e., the zeromean and the
correlationmatrix) aswell as the fact that the channel can follow different distribution
models such as complex Gaussian or Laplace or Rayleigh. In practice, the mean
value and correlation matrix are rather easy to estimate while it is hard to validate
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Fig. 3 NMSE in the
estimation of a spatially
correlated channel, based on
the local scattering model
with Rayleigh distribution,
for different estimators

how close to any particular channel distribution they are. This is fortunately not
a big deal because the estimator is also the LMMSE estimator for non-Gaussian
channels with zero mean and the same known correlation matrix. Hence, the same
estimation expression can be used for other types of channels, but the estimate and
estimation error are only uncorrelated in this case (not independent), which affects
the performance analysis.
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A New Array Reconfiguration Scheme
for Solar PV Systems Under Partial
Shading Conditions

Malisetty Siva Sai Nihanth, N. Rajasekar, Dhanup. S. Pillai
and J. Prasanth Ram

Abstract Partial shading on photovoltaic panels reduces the output power of the
PV modules. Due to this P–V curve experiences multiple peaks which makes the
maximum power point tracking complex. The row currents are different when the
panel experiences partial shading. In the paper, a method is proposed to disperse the
shade uniformly along the panel which increases the output power through physical
relocation. The method proposed allows the shade to get dispersed all over the array
and thus the losses due to mismatch are reduced. The characteristics of the TCT
connection are compared with the proposed method. The methodology is performed
for the 9 × 9 array for two shading patterns. Finally, simulations on every case are
carried out and the characteristics are plotted. The obtained results have better output
than the existing TCT methodology.

Keywords Partial shading · Mismatch loss

1 Introduction

The depletion of the nonrenewable energy sources is taking place at a faster pace
which results in the increased importance for renewable sources of energy day by
day. The solar energy is gaining its importance as it is a free source of energy. It has
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many advantages compared to nonrenewable sources of energy [1, 2]. It has a wide
range of application ranging from kilowatts to megawatts.

The output of solar panels depends on various conditions such asweather, environ-
ment, load type, and time within a day. Partial shading is one of the pertinent factors
where efficiency effects. These conditions may occur due to various conditions such
as dust accumulation, cloud obstruction, the shadow of buildings, and bird droppings
[3, 4]. The partial shading conditions cause a disturbance in P–V characteristics. The
output characteristics of PV arrays may have multiple peaks and reduced output
power. Also, the MPPT algorithm may get stuck at a local maximum. The losses
incurring from the partial shading are not in any manner proportional to the area
which is shaded but it depends on the pattern of shading. It also depends on the type
of array configuration, for example, TCT connection, series–parallel connection,
bridge-linked connection, etc. [5]. Simultaneously overcoming the effect of partial
shading of PV panels and to maximize the output without having multiple peaks in
P–V characteristics different reconfiguration techniques is proposed. These reconfig-
uration techniques can be either physical relocation or Electrical Array Reconfigura-
tion (EAR) [1, 2]. A physical relocation technique will relocate each module where
shade is uniformly spread, whereas in EAR, the PV dynamic reconfiguration utiliz-
ing power electronic switches are used [6–10]. In [9] based on bubble sort method an
adaptive scheme is proposed for shade dispersion; on the other hand in [7], Electrical
ArrayReconfiguration based on switchingmatrix generation is explained. These both
methods require continuous switching to identify the optimal panel arrangement for
the shade to be dispersed effectively. However, this procedure is time-consuming and
complex process. Moreover, switching continuously leads to damage of switches.
Exclusively, EAR method using the optimization techniques is proposed in [8–10].
In [8] the switchingmatrix is optimized using Newton–Raphsonmethod, the Genetic
Algorithm (GA) is proposed in [9] and Particle Swarm Optimization (PSO) which
evolved recently is portrayed in [10]. EAR methods require advanced controllers
and lot of switches for reasonable operation. All these above factors result in the
complexity of EAR methods. In addition to EAR, there are many physical reloca-
tion methods proposed in the literature. In [11, 12] mathematical methods related to
SuDoKu and Futoshiki puzzles are deployed for the physical relocation of the arrays.
These bothmethods involve one-time rearrangement ofmodules in the array but have
effective shade dispersion for the different shade patterns. The physical relocation
involves laborious task of interconnections between panels in real-time execution.
In addition to the previously mentioned puzzle solving methods, others like magic
square and puzzle shade are also portrayed for shade dispersion of PV array. These
methods [13, 14] proved effective to disperse shade in small PV systems but when
applied for large PV arrays it really gets complex. A zig-zag method which performs
both row and column-wise shade dispersion are propounded in [15]. However, the
drawback of this method is, it suits only small PV arrays and its implementation
for large PV arrays is not compatible. In [16] physical relocation scheme based on
Dominance Square is proposed which can be applied to larger PV arrays as well. The
row and column dispersion of this method resulted in achieving high power levels.
In the method proposed, the current from each module is sensed during shading and
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the electrical connections are altered in such a way that the row current difference
of the panels is as low as possible and the output power increases. Also, the P–V
characteristics curve has less local peaks. The type of connection used is TCT con-
nection. For different partial shading patterns the P–V characteristics are plotted and
compared with the SP and TCT connections.

2 System Description

2.1 Modeling of a Total Cross Tied TCT Connection

A TCT connection is a combination of both series and parallel connections. The
advantage of cross ties is the life span of array is almost doubled and the power
output increases. The row currents calculation in TCT interconnection is important
to locate accurate Global Peak (GP) power. Considering a 3 × 3 PV array, the row
current estimation for a TCT scheme is made. The output current for the given row
is given as the sum of the current limits of the individual panels. Thus, the current
limit calculation for any row in TCT can be calculated as

IRn =
3∑

n=1

I1n ∗ g1n (1)

where “I1n” is the current limit at full irradiance (G1n = G0) and g1n = G1n
G0

, G1n

is the isolation level (n = column index). For the same 5 × 5 PV array, applying
Kirchhoff’s Voltage Law, the array voltage of the TCT connected configuration for
five rows is given by

Varray =
3∑

i=1

Vi (2)

where “V array”—PV array voltage and “Vi”—the maximum array voltage of the
panels at the “ith” row. The current at each node in the array can be calculated by
applying Kirchhoff’s Current Law and the total array current is given by

Iarray =
3∑

j=1

(
Ii j − I(i+1) j

) = 0, i = 1, 2, 3 (3)
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3 Methodology

The method proposed mainly focuses to make the row currents difference as mini-
mum as possible. This reconfiguration method followed is physical relocation based
one-time relocation procedure. As this is a one-time arrangement, for various shade
patterns are applied to the relocated array the row currents are calculated and the
characteristics are plotted. In this methodology, we considered a 9 × 9 array. Each
module is uniquely numbered with its corresponding row and column number. For
example, if a module is in mth row and nth column it is named as “mn”. In this
way, all the 81 modules in the array are represented by their corresponding row and
column number. Rearranging the modules into their respective columns is based on
the proposed technique. Under the uniform irradiation conditions, the row currents
are similar. When the partial shade occurs will be a difference in the value of the row
currents. Hence, the proposedmethod aims to produce the less row current difference
such that the multiple peaks in the I–V and P–V characteristics are also reduced. The
steps involved in the proposed method is given as follows:

Step 1: In a 9 × 9 PV the module is represented with “ij” where “i” is the row
number and “j” is the column number. In the first step, module “11” is shifted in the
central part of the array, i.e., in the fifth row and fifth column “55” of the array. This
movement is fixed and the user can shift the module to only this location in the array.
Step 2: In the second step the “12”module is placed diagonally below the first shifted
module, i.e., in the sixth row and sixth column “66” of the array and the first of the
array. In the similar way the first row consists of “13”, “14”, and “15” are shifted to
“77”, “88”, and “99” modules of the array, respectively.
Step 3: In the Step 3, module “16” has to be placed diagonally below the previously
shifted element but after “99” module there are no modules below because it is the
last row. During the shifting, if the module has to be placed after the row limit (i >
9), then it can be placed diagonally in the first row (i = 1). Therefore, “16” is shifted
to the first row and first column “11” of the array. Similarly, the modules “17”, “18”
and are shifted to the positions “22”, “33”, and “44”, respectively. Thus the first row
is completely in a diagonal manner.
Step 4: Now the second row has to be shifted by following the above steps. The first
module of second row “21” is shifted to the alternate downward position from the
last shifted module of the first row, i.e., in the sixth row and fourth column “64” of
the array. When a row is completely shifted the first module of next row has to be
placed in the alternate downward position as discussed in this step.
Step 5: In this step the “22” module of the 9 × 9 arrays is placed diagonally below
the previously shifted element, i.e., in seventh row and fifth column “75” of the array.
In the similar manner, the module “23” and “24” are shifted to “86” and “97” of the
array, respectively. This step is similar to the Step 2 of this methodology.
Step 6: This step is similar to the Step 3, after performing the previous Step (5) as
there are no rows below, the module “25” is shifted to first row and eighth column
“18” of the array. Similarly, the module “26” of the 9 × 9 array is placed in the
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Fig. 1 Final displacement of
panels in 9 * 9 array using
the proposed method

second row and ninth column “29” of the array. In this process, the row limit (i > 9)
so the module is placed in the first row of the array.
Step 7: The Step 7 consists of shifting the module “27” of the array diagonally below
the previously shifted module. As there are no columns to the right of ninth column
the module “27” is shifted to the third row and first column “31” of the array. In this
step, the column limit is exceeded (j > 9) so the next module to be shifted is placed
in the corresponding location of the first column. In the similar way, the modules
“28” and “29” are shifted to the positions “42” and “53” of the array, respectively.
Step 8: The remaining modules of the array are shifted to their new position with
the steps mentioned above in a diagonal manner. In this way the “81” modules are
shifted with the above methodology as the modules are replaced physically in this
method it is a physical relocation with one-time rearrangement. The finally displaced
array by applying the proposed method is shown in the Fig. 1.

4 Simulation Results and Discussion

For evaluating the proposed physical relocation method, two shade patterns are con-
sidered: (1) short wide and (2) long wide. For the considered shade patterns, the
results of the proposed method are compared with the SP and TCTmethods in MAT-
LAB/Simulink platform for a 9 × 9 PV array.

4.1 Pattern 1—Short Wide

For short wide pattern, four different irradiances (900, 600, 400, and 200 W/m2) are
applied to the 9 × 9 array as shown in Fig. 2. The performance of the PV array can
be well understood by the theoretical estimation of the row currents. The row current
estimation for the TCT interconnection is explained below.
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Fig. 2 Short wide case for shade pattern-1 a TCT and b method proposed

4.1.1 Row Current Calculation for TCT Arrangement

Let us consider “Im” is the maximum current which can be extracted from a PV
module. The row currents of the various rows in the TCT interconnection ismeasured
as follows:

IR1 =
(
9 ×

(
G

GSTC

)
× Im

)
=

(
9 ×

(
900

1000

)
× Im

)
= 8.1Im (4)

As the irradiance in the first five rows is equal the row currents for the remaining
rows can be written as

IR2 = IR3 = IR4 = IR5 = 8.1Im (5)

The row current of the sixth row of TCT connection can be written as

IR6 =
(
5 ×

(
600

1000

)
× Im

)
+

(
4 ×

(
900

1000

)
× Im

)
= 6.6Im (6)

The row currents of the seventh, eighth, and ninth rows of TCT connection can
be written as

IR7 =
(
3 ×

(
600

1000

)
× Im

)
+

(
3 ×

(
400

1000

)
× Im

)
+

(
3 ×

(
200

1000

)
× Im

)
= 3.6Im = IR8 = IR9 (7)
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4.1.2 Row Current Calculation for Method Proposed

The row currents for the method proposed after shade dispersion is obtained as
follows:

First row:

IR1 = (6 × (0.9) × Im) + (3 × (0.2) × Im) = 6Im (8)

Second row:

IR2 = (5 × (0.9) × Im) + ((0.6) × Im) + (2 × (0.4) × Im) + ((0.2) × Im) = 6.1Im
(9)

Third row:

IR3 = (5 × (0.9) × Im) + (2 × (0.6) × Im) + (2 × (0.4) × Im) = 6.5Im (10)

Fourth row:

IR4 = (6 × (0.9) × Im) + (3 × (0.6) × Im) = 7.2Im (11)

Fifth row:

IR5 = (6 × (0.9) × Im) + ((0.6) × Im) + (2 × (0.2) × Im) = 6.4Im (12)

Sixth row:

IR6 = (5 × (0.9) × Im) + ((0.6) × Im) + ((0.4) × Im) + (2 × (0.2) × Im) = 5.9Im
(13)

Seventh row:

IR7 = (5 × (0.9) × Im) + ((0.6) × Im) + (3 × (0.4) × Im) = 6.3Im (14)

Eighth row:

IR8 = (5 × (0.9) × Im) + (3 × (0.6) × Im) + ((0.4) × Im) = 6.7Im (15)

Ninth row:

IR9 = (6 × (0.9) × Im) + (2 × (0.6) × Im) + ((0.2) × Im) = 6.8Im (16)

By the row current calculation it can be noted that for the TCT connection the row
currents range from 3.6 to 8.1 A. It is evident that there is a lot of difference in the
row currents and it causes multiple peaks in I–V and P–V characteristics of the array.
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Fig. 3 I–V and P–V characteristics for SP, TCT, and proposed method for pattern-1

After the shade is dispersed by the proposed method the row currents range from
5.9 to 7.2 A. The row currents difference is reduced to a considerable extent with
the proposed method. With the proposed technique higher row current is obtained
at a nominal operating voltage of the PV array. The minimum value of row current
obtained from the proposed method is 5.9 A, whereas from the TCT connection
this value is 3.6 A. The I–V and P–V characteristics of the short wide pattern are
shown in the Fig. 3. The corresponding power with respect to SP, TCT, and method
proposed are 3401 W, 3570 W, and 4679 W, respectively. When compared to the
TCT connection the proposed method gives more power of about 1.1 KW. It can be
observed that the P–V curve of the method proposed has only a single peak and also
it produces a smoother curve compared to SP and TCT methods.

4.2 Pattern 2—Long Wide

In the long wide shade pattern there occurs many bypasses in the TCT connec-
tion due to varied shade on the array. To obtain single peak and maximum power
simultaneously from the array under this shade condition is not easy. The various
irradiance values of this shade pattern are 900, 500, 600, 400 and 200 W/m2. The
shade profile for short wide for TCT and method proposed is shown in Fig. 4. With
the proposed method smoothness in the I–V and P–V curves is obtained and a con-
siderable amount of power is extracted from the PV array. The power obtained is
4046W from the method proposed, whereas SP and TCT both give an equal amount
of power of 3204 W. The method proposed gives a power of about 800 W more
than the conventional TCT connection. This proves that the proposed method dis-
perses shade effectively compared to the SP and TCT connections. The I–V and P–V
characteristics of the long wide pattern are shown in Fig. 5.
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Fig. 4 Long wide case for shade pattern-1 a TCT and b method proposed

Fig. 5 I–V and P–V characteristics for SP, TCT, and method proposed for pattern-2

5 Conclusion

In thismethod, the shade dispersion is done by the proposed technique and physically
relocating the modules. The final location of the modules is calculated by arranging
them in the 9 × 9 matrix as per the methodology. The relocation is done physically
across rows and columns which is a one-time arrangement. Through this method, the
row current difference is reduced to a larger extent compared to TCT methods. The
localmaximums are reduced and the output power is increased. Further, themethod is
applied for two shade occurrences and in each of shade patterns, the proposedmethod
has at least 800 W difference to the conventional TCT and SP interconnection ties.
The performance is observed for numerous shading patterns which infer that position
of the modules in this array arranging method shows better performance.
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Adaptability Analysis of Particle Swarm
Optimization Variants in Maximum
Power Tracking for Solar PV Systems

B. G. Dharshan, N. Rajasekar and R. Srinivasa Sankarkumar

Abstract In upcoming years, energy generated through solarwhich plays a vital role
in power generation has gained importance. The key problem in solar generation is
to extract maximum power from solar photovoltaic module at all weather conditions.
But due to partial shading conditions caused by bird droppings, soil accumulation and
cloud formation, it leads to multiple local peaks making the tracking complex. Since,
PSO has gained its significant popularity in the area, maximum power point tracking
under partial shading conditions. Analysis of PSO and variants to observe their
adaptability for different irradiance conditions such as uniform irradiance, strong
shading and weak shading. In this article, a comparative study has been presented
for different variants of PSO. The results are analysed based on power oscillation
and catching peak through MATLAB simulations.

Keywords Particle swarm optimization (PSO) · Maximum power point tracking
(MPPT)

1 Introduction

The never-ending demand for energy and depletion of non-renewable energy sources
has led to the search of alternative forms of energy such as solar and wind. Amongst,
the solar photovoltaic (PV) power is supercilious in the region of electrical power
age. Though the exhaustion of coal and regular sources are contaminating the earth
[1], the aggregate was introduced a limit that has come up to 450GW continuously
since 2017, adequate enough to supply two per cent of the world’s aggregate power
utilization, in which PV framework contributes 98.4%. However, the primary hin-
drance for a photovoltaic framework is the power age fluctuation with the changing
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natural factors, for example, illumination and temperature. Along these lines, to show
signs of improvement of the photovoltaic framework, now, every PV framework is
associated with a DC–DC converter executed with the most extreme power point
tracker. There are various MPPT strategies that are accessible and each differs as
per the number of sensors, cost of usage and unpredictability. Out of considerable
number of strategies applied for partial shading conditions, PSO plays a vital role in
tracking maximum power. PSO works based on the principle of communication and
learning with updating of velocity and position vector [2–4]. The variants of PSO
are

(1) Comprehensive learning PSO.
(2) Dynamic neighbourhood learning particle swarm optimizer.

The Comprehensive Learning PSO (CLPSO) was proposed as a pivotal variety of
PSO that enhances different assortments of themasses by encouraging eachmolecule
to pick different particles based on particular estimations. In the moral story that
the best molecule, paying little heed to having the most critical health, does not
continually offer anunrivalled impetus in every estimation.A solitary goal PSOcalled
Dynamic Neighbourhood Learning Particle Swarm Optimizer (DNLPSO), which
uses learning system whereby each other molecule chronicled best information is
used to invigorate a molecule speed as in CLPSO [5]. Regardless, instead of CLPSO,
in DNLPSO, the model molecule is looked for over a region. This technique enables
the learner molecule to pick up from the chronicled information of its neighbourhood
or from that of its own. Furthermore, the regions aremade dynamic in nature, i.e. they
are changed after particular intervals. This helps swarm to stay away from premature
convergence.

2 System Description

Block diagram of a PV system, Fig. 1, consists of a 3× 2 PV array directly connected
to a DC–DC boost converter where the required duty ratio to the converter is given
through an MPPT controller using current and voltage sensors to extract maximum
power from the PV panel, then it is connected to a DC–AC converter which runs the
AC load.

3 Modelling of PV Cell

The single-diode model of a PV cell demonstrates [5] that the current source is
connected in parallel to the diode as shown in Fig. 1, where the light falling on the
panel particularly correspondsto the output of the present source. Modelling of PV
cell can be shown by a current source in parallel with the p–n crossing point which
is connected with the photograph bearers made. Lighting up flow parameter related
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Fig. 1 Block diagram of a PV system with boost converter

to the photoelectric effect flow is the modify tendency inundation flow for the diode
and n, the diode ideality factor.

Equation of the single-diode model

I = IPV − ID (1)

ID = IS
(
e

q(V+IRs)
nKsT − 1

)
(2)

KB—Boltzmann constant, q is charge is the absolute temperature of the p–n inter-
section and V is the output voltage. The solar cell active area and solar irradiance
corresponding to the illumination current related to the photoelectric impact related
with the photoelectric impact [5]. The series resistance is added to improve the accu-
racy of themodel; a solar cell with series resistance, which is known as a 1M4Pmodel
(four parameters, single component), considers the impact of contacts by methods
for an arrangement opposition Rs. The unknown parameters of this model are Rs, IPV
and Is; after introducing the diode, the new diode current expression is given as

ID = IS
(
e

q(V+IRs)
nKsT − 1

)
(3)

Generally, 1M5P models are commercially used which are series and shunt con-
nected. Shunt resistor will take account of the leakage current; Rsh, IPV , Is, n and Rs

are the parameters of the current, Eqs. (4) and (5)

I = IPV − ID − Ish (4)

I = IPV − IS

(
e

q(V+IRS )
nKsT − 1

)
− V + IRs

Rsh
(5)



400 B. G. Dharshan et al.

Fig. 2 PV cell model

Fig. 3 Single-diode model

With increase in the shadow rate, there will be increase in series resistance as the
shadow rate increases; in contrast, the leakage current and voltage drop in the contacts
will be higher. When hot-spot apparition increases, the probability shunt resistance
value decreases since it worksg as a load in reverse bias as shown in Figs. 2 and 3.

3.1 Characteristics of PV Module

The solar-based cell is a non-linear source, so understanding the traits of the PV
module [6] are required to track the best power point. Any PV cell is photodiode,
when n number of PV cells are related in parallel or course of action it makes a PV
module. In Fig. 2, the model of a single PVmodule has been shown. In Fig. 4a, the IV
curve has been shown,whereV oc, Isc,Vmpp, Impp are open-circuit voltage, impedance,
voltage at the most extraordinary power point and current at the maximum power
point, respectively. From these IV curves, we can see the non-linear nature of the PV
source because the PV system output depends on the load. Figure 4b demonstrates
the PV curve, where Pmax is the most extreme power.
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Fig. 4 a IV curve of a PV cell, b PV curve of a PV cell

3.2 Characteristics of PV Array Under Partial Shading
Conditions

The uneven presentation of a solar panel to the illumination is the reason for partial
shading [6, 7]. These adjustments in illumination are because of different ecological
elements like appearance of mists, bird droppings and shade of the building. Under
the incomplete shading conditions [6], multiple peaks will happen in the PV bend
because of the adjustment in the IV attributes of the particular PVmodules.Whenever
the partial shade occur the current in shaded panel goes through the bypass diode
associated to it in each panel. From Fig. 5a, b, diverse partial shading conditions are
discussed and their particular shading designs are shown in Tables 1 and 2 for a 3 ×
2 array.

4 Particle Swarm Optimization: Outline of PSO

Step 1: In this stage, five particles (swarms) are initialized arbitrarily in the curve
which are known as duty cycles. And these duty cycle values range should be between
Dmax and Dmin.
Step 2: In this stage, the converter is fed by the duty cycles; for every cycle, we get
voltage and power having feedback; and this voltage and power are stored in a vector
and compared with the previous step.
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Fig. 5 a IV curve for a 3 × 2 PV array under partial shading conditions, b PV curve for a 3 × 2
PV array under partial shading conditions

Table 1 Irradiance level considered under different partial shading conditions

Uniform irradiance Weak shading Strong shading

PV string 1 PV string 2 PV string 1 PV string 2 PV string 1 PV string 2

1000 1000 1000 1000 1000 1000

1000 1000 1000 1000 500 500

1000 1000 500 500 300 300

Table 2 Types of PSO and
its variants

PSO variants Velocity vector updation

PSO Global best + own best

CLPSO Neighbours best

DNLPSO Global best + neighbours best

Step 3: In this step, the algorithm will update global best and its own best based on
the comparison results of the previous step and both local and global best are stored
in a vector.
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Further stages are for CLPSO and DNLPSO

Step 4: (neighbour finding) In this stage, we are using the algorithm to find the
neighbour for a particular duty cycle in the form of a circle, square, triangle or a
random shape.
Step 5: (update best neighbour ) For a duty cycle A, duty cycle B will be picked as a
neighbour; at that point, it’s own best will turn into the neighbour best for duty cycle
A.
Step 6: (velocity and position updation) In this stage, the velocity and position vector
are updated based on own best, global best and neighbour best and the equations are
as follows for the algorithm used.

PSO : W ∗ Vi + C1 ∗ rand ∗ (Pbesti
d − X d

i ) + C2
(
gbesti

d − X d
i

)
(6)

CLPSO : W ∗ Vi + C1 ∗ rand ∗ (nbesti
d − X d

i ) (7)

DNLPSO : W ∗ Vi + Ci ∗ rand ∗ (nbesti
d − Xid ) + C2(gbesti

d − Xid ) (8)

Step 7: (convergence) The algorithm will find the global best after the maximum no.
of iterations are over; that will be given as the duty cycle to the converter.
Step 8: (re-initialization) Re-initialization of the algorithm will be done when partial
shading conditions occur. In the flow chart (Fig. 9), the basic PSO algorithm is
explained.

4.1 Neighbourhood Selection Scheme

In CLPSO and DNLPSO, velocity of the neighbourhood particle is updated for
choosing new duty cycle value for every three iterations. From Table 2, the velocity
is updated for the three algorithms as depicted in Fig. 6.
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Fig. 6 Flow chart of PSO

5 Simulation and Results Discussion

A comparative study of different variants of PSO-based MPPT algorithm for a 3 × 2
PV array fed boost converter is simulated in a MATLAB environment. The Simulink
model of the PV array fed boost converter is shown in Fig. 7. The required duty
ratio obtained from the PSO-based MPPT is given to the boost converter to extract
maximum power from the PVmodule. The simulation results shown in Fig. 8 signify
the uniform irradiance condition of PSO and its variants, Fig. 9 signifies the strong
shading conditions of PSO and its variants and Fig. 10 signifies the weak shading
conditions of PSO and its variants (Table 3).
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Fig. 7 Simulation model of a 3 × 2 PV array

6 Conclusion

From Fig. 8, the adaptive analysis of variants of PSO for uniform irradiance is
analysed where PSO and its variants are catching the global peak and there is no
oscillation. From Fig. 9, during the strong shade condition, PSO catches the peak
but variants of PSO such as DNLPSO catch the peak there is lot of oscillation where
CLPSO doesn’t catches the. From Fig. 10, in the weak shade condition, we can
observe that peak PSO catches the peak with no oscillation but variants of PSO such
DNLPSO also catch the peak but with little oscillation but CLPSO doesn’t catch the
peak. From the results and simulation, we can conclude that PSO is best suited for
MPPT tracking for all environments.
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Fig. 8 Simulation results of PSO and its variants under uniform irradiance conditions. a PSO,
b CLPSO, c DNLPSO



Adaptability Analysis of Particle Swarm Optimization … 407

Fig. 9 Simulation results of PSO and its variants under strong partial shaded conditions. a PSO,
b CLPSO, c DNLPSO
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Fig. 10 Simulation results of PSO and its variants under weak partial shaded conditions. a PSO,
b CLPSO, c DNLPSO

Table 3 Comparative study
of PSO and its variants

Algorithm No shade Weak shade Peak shade

PSO Catches peak Catches peak Catches peak

CLPSO Catches peak Doesn’t catch
peak

Doesn’t catch
peak

DNLPSO Catches peak Doesn’t catch
peak

Doesn’t catch
peak
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Fault Location Methods in HVDC
Transmission System—A Review

Jay Prakash Keshri and Harpal Tiwari

Abstract High-voltage direct current (HVDC) transmission system is commonly
used for transmitting the bulk electric power over long distance and the reason behind
this is, its less transmission losses and interconnection between two or more asyn-
chronous power systems.Due to the recent advancement in power electronics devices,
the terminal end converter and inverters cost is reduced and capacity is increased
which makes the HVDC transmission more effective comparing with HVAC trans-
mission over a long distance. The present scenario of HVDC in India is also given
more attention due to more power demand and we have limited resources, it is
being fulfilled by only through renewable energy resources, so the scope for HVDC
transmission increases day by day. Most of the renewable energy resources generate
energy at different frequency levels that fulfil the requirement of demand through
islanded mode or connect through grid, it is an obvious option to connect renewable
energy resources to grid via HVDC links. So, nowadays increasing HVDC links also
increase the probability of fault in the system.

1 Introduction

As the need of long-distance transmission and interconnection of asynchronous sys-
tem is increasing day by day, the use of HVDC transmission is predominant over
the HVAC transmission system. HVDC system has several advantage over HVAC
system like better stability, less transmission losses, less transmission cost for the
same power transfer, etc. In the recent times, power electronics field starts rapidly
growing. It effectively reduces the cost of HVDC system by making cheaper and
more stable terminal end converters.
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High-voltage DC transmission over long distance came into picture in 1882 in
Miesbach-Munich Power transmission but transmitted power is only 1.5 kW. While
the first commercial project of HVDC is in 1954 between Swedish mainland and
Iceland of Gotland, which uses undersea cable of 90 km for 20 MW of power capac-
ity. In recent years, DC transmission projects are growing at a rapid rate all over
the world [1]. The first HVDC project in India is installed in Vidhyanchal in April
1989, which is a point-to-point system with two units each of 250 MW. And other
back-to-back stations are Chandrapur, Sasaram and Gazuwaka (Vizag) each having
1000 MW capacity are also installed between 1997 and 2005. The first monopole
line in India is installed between Barsur and Lower Sileru in 1989 having a trans-
mission length of 196km with 400MW transmission power capacity. Long-distance
DC power transmission plays an important part for deciding the strategy for devel-
opment of “West to South, the national network” in our country. From the beginning
of Barsur to Lower Sileru project (200 kV, 400 MW) in 1989, the successive opera-
tions of Rihand to Dadri (400 kV, 1500 MW), Chandrapur to Padghe (500 kV, 1500
MW), Talcher to Kolar (400 kV, 2360MW) installed HVDC transmission system for
interconnection of two asynchronous system and laid a foundation for the national
unity networking [2]. In 2015, a DC transmission line of 1728 km length with 6000
MW at 800V is installed between Bishwanath and Agra which is the longest and
highest capacity transmission line in the world. A project of 1838 km transmission
distance with 6000 MW capacity is under construction between Raigarh and Puglur.
Two asynchronous link between India–Sri Lanka and India–Bangladesh is running.
Table 1 gives the brief scenario of power plants in India. Electric power transmis-
sion over long distances have fundamental major problems like large transmission
losses and poor stability. Overcoming these fundamental problems is a difficult task
in today’s transmission system. Primary reason for transmitting the electric power
over long-distance transmission is the increasing distance between generating power
stations and consumers like wind power plants, which are far away from locality and
generated electrical power from such power stations have to be transmitted to the
mainland distribution substation through the overhead transmission cables. High-
voltage direct current (HVDC) transmission is a reliable, economic and efficient
technology to transmit the electric power over long distance power. Capital cost for
DC transmission line is higher than HVAC transmission but it is compensated by the
lesser running cost of HVDC transmission system. Still the transmission for shorter
distance is not economical with HVDC because of expensive end point converters.
The transmission distance after which the HVDC is economic over HVAC is known
as break-even distance. Nowadays break-even distance is brought down to 500 km
with the use of fast and more capable power electronics devices like IGBT in termi-
nal end converters. For the same tower configuration as HVAC, 30–40%more power
can be transmitted in HVDC transmission system. Figure 1 shows the transmission
tower configuration and graph of break-even distance.

Accurate estimation of fault location is very useful when lines are long and run
through inaccessible areas where patrolling is difficult and time consuming and
during abnormal weather condition, visual inspection is also difficult. The line
impedance in DC lines is very less in contrast with AC line, and therefore level
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Fig. 1 Comparison between HVAC and HVDC transmission system

of fault current in DC line is higher than AC line hence an detection algorithm is
needed which is fast and accurate. A no off methods are present to detect the fault
in AC system, which can also be applicable for DC system but these methods are
not equally effected because of the less line impedance and capacitance effect in
DC lines. As mentioned above, level of fault current in DC line is very high so it
is obvious to detect and locate the fault as soon as possible to prevent the system
from major damage. Forecasting for both permanent and transient faults is provided
by fault locators. Generally, minor damage is caused by transient fault which is not
easily visible on inspection. These locations can be easily identified by fault locators
which will be helpful for fast clearance of permanent fault and save the system from
major damage. HVDC transmission researchers consider that travelling wave theory
is the main protection scheme in HVDC system because it has several advantages
from other methods like high speed, low transition resistance, less CT saturation and
long-term influence of distributed capacitance [3].

The subject of fault location requires more importance from the researchers and
power system engineers because of the impact of the of fault location in power
system reliability. Much research work has been done on locating the fault in HVAC
system but HVDC system still requires more methods. Some of the methods like
wavelet transform, support vector machine and travelling wave are presently used
by researchers which are fast and accurate too. In brief, some benefits of a fast and
accurate fault location algorithm are the following:

– Acceleration of the renovation process can be increased by fault location algorithm.
– By specifying the faulted node, faulted section can be isolated soon.
– Planning of preventive maintenance tasks and avoidance of future fault can be
possible by locating permanent faults.
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2 Literature Review on Fault Location Techniques

End terminal HVDC converter and inverter become cheaper and efficient nowadays,
and as a result of this reinforcement HVDC is generally used in extra-long distance
transmission like in India extra-long overhead line is Agra–Bishwanath (1728 km)
and Talcher–Kolar (1368 km) and extra-long undersea cable (268 km) is used in
some part of India–Sri Lanka HVDC interconnection. But in such a long line, accu-
rate location of fault is not an easy task. Currently, in the extra-long HVDC system,
the location of fault is located by the help of repeater station. But this method requires
installation of additional extra hardware at repeater station which increases the over-
all cost of existing transmission system. Researchers are investigating that whether
the accurate location of fault is possible with only the terminal measurements. It
eliminates the cost of additional equipment required in the repeater station.

Ping Chen et al. [4] have discussed a method for locating the fault in the VSC-
HVDC systems, which used the technique based on the travelling wave and suc-
cessive reflections generated by faults. Peak reflection generated by the faults are
detected by the use of differentiator and smoother. Yang et al. [5] have given an
algorithm which was also based on travelling wave and uses cross- correlation with
a kind of sample function. Kasun Nanayakkara et al. [6] used continuous wavelet
with travelling wave to locate fault in HVDC system. It also locates fault in orthodox
two-terminal HVDC systems. This technique is also good enough for overhead line
and cable mixed Multi-terminal VSC-HVDC system. Goo Bing et al. [7] presented
a technique that provides fault location using FFT and Pony method with only one
end current data used. Hang cui et al. [8] used radial basis function (RBF) neural
network with wavelet packet decomposition (WPD) for developing an algorithm to
detect the fault location in HVDC transmission line. Xu et al. [9] and Bao-de and
Jian-cheng [10] present a method by using frequency of travelling wave for sin-
gle ended fault location in UHVDC transmission lines. Natural frequency can be
extracted by analysing the transient signals after the occurrence of fault. Accuracy of
DTFT method can be improved by using continuous wavelet transform and Kasun
Nanayakkara et al. [11] proved it by using it in two-terminal travelling wave method
for detecting the time of arrival of travelling wave. Mohammed Shukr et al. [12]
discuss a technique for pinpoint faults in VSC-HVDC system, which is based on the
use of active impedance estimation.

A DC link capacitor is connected at the generated side, which generates a voltage
pulse in the DC line. Estimation of impedance between point of observation and
point of fault is made by using Fourier transformation signals of voltage and current
transients generated by DC link capacitor. The initial estimation of fault location
can be done with above-generated impedance by comparing it with the impedance
calculated from equivalent model of transmission line. Location of fault and calcu-
lated impedance are continuously updated by iterative method until measured values
and calculated values of impedance are made equal. Mohammad Farshad et.al. [13]
present a technique that shows that fault location can be done by taking the mea-
surement of voltage signal only at one of the line terminals. Thereafter by using the
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post-fault voltage signal, the corresponding fault location is estimated on the basis
of similarity of the captured voltage signal to existing patterns. In this approach,
to measure the similarity of patterns of both the signals a method called Pearson
correlation coefficient is used. Xie et al. [14] locate the faults by using steepness of
wavefront alongside and compared it differential mode with component criterion,
which is the present DC line protection scheme and obtained good reliability in con-
dition of high fault impedance and long fault location. Another method which uses
methodology of travelling wave is proposed by Zheng-You et al. [15] who uses the
natural frequency of current signal of only one end of a duration of 10-ms. This paper
develops a relationship among the natural frequency of travelling wave, distance of
fault and reflection coefficient at the terminal of the transmission line. Identification
of fault point can be done by calculating the travelling wave velocity and reflec-
tion coefficient under the dominant natural frequency. This method gives a primary
advantage that it doesn’t need surge arrival time and less complex as compared to
other conventional travelling wave method.

Liang Yuansheng et al. [16, 17] propose a methodology for fault location in
HVDC transmission line by the use of uncertain line parameter and unsynchronized
two-terminal data. The reference point of zero time for each travelling head is set to
the sample point of arrival at each end. With the change in zero time reference time
tags of all the sample point change accordingly.

The use integral reactive power in context with backup protection scheme for
UHVDC transmission system is proposed by Shuxin Luo et al. [18]. In this paper,
a directional protection scheme is constructed for internal and external faults and
this is done by theoretical analysis of reactive power flow. The reactive power is
calculated by the use of Hilbert transform, because it ensures that a continuous
output of calculation results which enhance the reliability of protection scheme.
John P. Trevino et al. [19] propose a method, which uses samples of voltage and
current sampled at the same time and pass them through a morphological filter and
superimpose them in order to highlighting the wavefront and detect the point of fault.
The use of morphological filter is that it reduces its complexity and computational
cost. Position. Accurate detection of wavefront plays a vital role in the accuracy of
detection of position of fault and this can be achieved by developing an algorithm on
the basis of a suitable combination of superimposed signal, morphological filter and
Structuring Element (SE). Zhao Li et al. [20] discuss that forward travelling wave
and backward travelling wave have different configurations for internal and external
DC line faults for post-fault condition. He explained that for internal DC line fault,
forward travelling wave is less than the backward travelling wave at both the ends
but in case of external fault forward travelling wave is greater than the backward
travelling wave at one end and at the other end forward travelling wave is less than
from the same. On the basis of these stats, he developed an algorithm for directional
pilot protection. This algorithm classifies whether the fault is internal or external
here.

Monday Ikhide et al. [21] discuss about future HVDC systems which are based on
modular multilevel converter (MMC) and their protection scheme. The mentioned
scheme for fault detectionmainly depends on the rate of rise of current. The behaviour
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of off-shore wind power plant is connected with MMVHVDC system plant, during
DC faults. Keshri et al. [22–24] discuss the fault location inAC andMTDC system by
the use machine learning based approach and provide a appropriate accuracy within
short span of time. Comparison of some of the important and latest papers are shown
in Table 2.

3 Conclusion

Above literature review shows that most researchers used travelling wave method
in different configurations for the point of faults in HVDC system. Although the
methods based on the travelling wave have low accuracy standard when fault occurs
near the relaying point and faults with small inception angle. Travelling wave meth-
ods have disadvantages that they require very high sampling rate and have more
implementation cost than the other conventional method like learning based meth-
ods. Although the non-travelling wave fault location method for HVDC system has
better reliability and better accuracy but these methods are just at the theoretical
research. Protection system of DC line can also inherent some method of AC line
protection with proper modification. Day by day complexity of transmission line is
increased, so that protection system of transmission line and control must be based
on real-time data. For increasing the reliability of transmission, protection system
must be a high-speed response system.
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Optimal Reactive Power Dispatch
Through Minimization of Real Power
Loss and Voltage Deviation

Ravi Ucheniya, Amit Saraswat and Shahbaz Ahmed Siddiqui

Abstract Optimal reactive power dispatch plays an important role to reduce the total
active power losses in transmission lines and the total voltage deviation at the load
buses. Optimal reactive power dispatch is a nonlinear, nonconvex, non differentiable,
andmultimodal optimization problemwith discrete and continuous control variables.
In this paper, the interface between MATLAB and DigSILENT PowerFactory soft-
ware has been realized to solve the optimal reactive power dispatch problem. The
power flow calculation has been executed on DigSILENT PowerFactory software,
and the process of optimization through Genetic Algorithm has been implemented
on MATLAB. The proposed approach has been tested on standard IEEE 30 bus sys-
tem. The results obtained by the proposed approach has been compared with results
presented in the literature.

Keywords Optimal Reactive Power Dispatch (ORPD) · DigSILENT
PowerFactory · MATLAB and genetic algorithm

Nomenclature

Ploss and V D Total real power loss in transmission lines
and total voltage deviation, respectively

NBus, NTap, NCap, NGen, NTline and NPQ Number of buses, tap changing trans-
former, shunt compensation, generators,
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transmission lines, and PQ or load buses,
respectively

gk Conductance of kth transmission line
Vi , Vj and Vk Voltage magnitude of ith, jth and kth bus,

respectively
δi and δ j Angle of ith and jth bus, respectively
V sp
k Specified voltage of the kth bus

PGi Real power generation through ith gener-
ator

PDi Real power demand at ith load bus
QGi Reactive power generation through ith

generator
QDi Reactive power demand of the ith load bus
Gi j and Bi j Conductance and susceptance of the line

connected between ith and jth bus
Vmin
Gi

and Vmax
Gi

Minimum and maximum limit of the volt-
age of the ith generator

Pmin
Gi

and Pmax
Gi

Minimum and maximum limit of the real
power generation through ith generator

Qmin
Gi

and Qmax
Gi

Minimum and maximum limit of the reac-
tive power generation through ith genera-
tor

Tmin
j and Tmax

j Minimum and maximum limit of the tap
setting of the ith tap changing transformer

Qmin
Ci

and Qmax
Ci

Minimum andmaximum limit of the shunt
compensation through ith capacitor

Vmin
PQi

and Vmax
PQi

Minimum and maximum limit of the volt-
age of the ith load bus

Smax
i Maximum limit of the power transfer

through ith transmission line
xT and uT Vector of control variables and state vari-

ables, respectively
PN1, PN2, and PN3 Calculated values of the inequality con-

straint violations associated with the slack
bus active power output, load bus voltage
and reactive power output of the all gener-
ators

αPN1 , αPN2 and αPN3 The proposed penalty factor
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1 Introduction

Optimal Reactive Power Dispatch (ORPD) is the subcategory of Optimal Power
Flow (OPF) optimization framework. In the ORPD, redistribution of reactive power
sources (such as the magnitude of the voltage of the generators, transformer’s tap
position, and value of VAR compensation devices) has been used to reduce total
active power losses and total voltage deviation. In literature, many solution method-
ologies for the ORPD problem have been already proposed and analyzed their per-
formances by various researchers. These solution methodologies may be classified
into two broad categories: (a) classical methodologies, and (b) intelligent meta-
heuristic methodologies [1]. The classical methods are appropriate for single modal
optimization problems with decent convergence capabilities. The main drawback of
the classical methods is that they are unable to handle the multimodal optimization
problems [1]. Whereas, the intelligent metaheuristic optimization methods may be
applied to solve the multimodal optimization problems.

The intelligent metaheuristic methodologies may be listed as: Particle Swarm
Optimization (PSO) [2], Cataclysmic Genetic Algorithm (CGA) [3], Self-Adaptive
Real-Coded Genetic Algorithm (SA-RCGA) [4], Principal Component Analysis
(PCA) based Real Coded GA [5], Differential Evolutionary Algorithm (DEA)
[6–8], Seeker Optimization Algorithm (SOA) [9], Harmony Search Algorithm
(HSA) [10], Biogeography-Based Optimization (BBO) [11], Ant Colony Opti-
mization (ACO) [12], Teaching Learning-Based Optimization (TLBO) and Quasi-
Oppositional Teaching Learning-Based Optimization (QOTLBO) [13], PSO with
scale-free Gaussian-dynamic [14], etc. Similarly, the hybrid form of these meta-
heuristic methodologies may be listed as real coded GA and Simulated Annealing
(SA) [15], the Multi-Agent System (MAS) and PSO [16], the modified PSO (GA
into PSO) and MAS [17], Shuffled Frog Leaping Algorithm (SFLA) and Nelder–
Mead (NM) [18], Modified Imperialist Competitive Algorithm (MICA) and Inverse
Weed Optimization Algorithm (IWOA) [19], Modified TLBO and Double Differen-
tial Evolution (DDE) [20], PSO and Gravitational Search Algorithms (GSA) [21],
etc.

In this paper, the interface betweenMATLABandDigSILENTPowerFactory soft-
ware has been used to solve the optimal reactive power dispatch problem [22]. The
power flow calculations have been executed on DigSILENT PowerFactory software,
whereas the process of optimization through Genetic Algorithm has been imple-
mented on MATLAB. The proposed approach has been tested on standard IEEE 30
bus system. The results obtained by the proposed approach has been compared with
the results presented in the literature [21]. Rest of the paper has been organized as
follows: the complete mathematical formulation of ORPD problem has been pre-
sented in Sect. 2. The flowchart of the proposed approach is presented in Sect. 3.
The results obtained from the proposed approach are presented in Sect. 4. Finally,
the conclusion of the paper is presented in Sect. 5.
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2 Problem Formulation

Theprimary purpose of theORPDproblem is to reduce the total active power losses in
the transmission lines and to improve the voltage profile of load buses. The complete
mathematical formulation for ORPD is presented below.

2.1 Objective Function

Ploss =
NT L∑

k=1

gk
[
V 2
i + V 2

j − 2ViVj cos
(
δi − δ j

)]
,∀ i ∈ NBus,∀ j ∈ NBus (1)

V D =
NBus∑

k=1

∣∣Vk − V sp
k

∣∣ (2)

2.2 System Constraints

PGi − PDi = Vi

NBus∑

j=1

[
Gi j cos

(
δi − δ j

) + Bi j sin
(
δi − δ j

)]
, ∀ i, j ∈ NBus (3)

QGi − QDi = Vi

N B∑

j=1

[
Gi j cos

(
δi − δ j

) − Bi j sin
(
δi − δ j

)]
, ∀ i, j ∈ NBus (4)

Vmin
Gi

≤ VGi ≤ Vmax
Gi

∀ i ∈ NGen (5)

Pmin
Gi

≤ PGi ≤ Pmax
Gi

∀ i ∈ NGen (6)

Qmin
Gi

≤ QGi ≤ Qmax
Gi

∀ i ∈ NGen (7)

Tmin
j ≤ Tj ≤ Tmax

j ∀ j ∈ NTap (8)

Qmin
Ci

≤ QCi ≤ Qmax
Ci

∀ i ∈ NCap (9)

Vmin
Li

≤ VLi ≤ Vmax
Li

∀ i ∈ NPQ (10)

Sj ≤ Smax
j ∀ j ∈ NTline (11)
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xT =
[
VG1 . . . VGNGen

, QC1 . . . QCNCap
, T1 . . . TNTap

]
(12)

uT =
[
PG1 , VL1 . . . VLNPQ

, QG1 . . . QGNGen

]
(13)

2.3 General Formulation of the Objective Function

The final objective function, which is used by the optimization algorithm as given
below.

minimize F = FOBF + PN1αPN1 + PN2αPN2 + PN3αPN3 (14)

PN1 = (
PG1 − P lim

G1

)2
, αPN1 = (PN1 + 1) (15)

PN2 =
NL∑

i=1

(
VLi − V lim

Li

)2
, αPN2 = (PN2 + 1) (16)

PN3 =
NG∑

i=1

(
QGi − Qlim

Gi

)2
, αPN3 = (PN3 + 1) (17)

3 Solution Methodology

The flow chart of the proposed approach has been presented in Fig. 1. In this paper,
two modification has been proposed: one is “MIN MAX modification” and second
is “Violation of the Constraints Penalize by itself”. In MIN MAX modification,
the minimum value of the control variables are set as the “base value” and the
difference between the upper and lower boundary of the control variables are set
as the “difference value”. Now, the new setting of the upper and lower limit of the
control variables are “1” and “0”, respectively. GA performs optimization process
using newly defined range of control variables.

In secondmodification, violations of control variables as depicted in Eq. (12) have
restricted by the lower and upper limit of the control variables. Similarly, violation
of the state variables as depicted in Eq. (13) have been restricted by penalty based
objective function as depicted in Eq. (14). Penalty function approach has been used to
handle the violation of the inequality constraint [5]. The violation of the constraints
has been penalized by the proposed penalty factor. The formulation of the proposed
penalty factors is presented inEqs. (15–17). PN1, PN2 and PN3 are themeasurement
of the violation of the state variables and αPN1 , αPN2 and αPN3 are the penalty factor,
respectively.
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Start

Initialize 
Power System Parameters on DigSILENT PowerFactory

Genetic Algorithm Parameters on MATLAB 

Generate random initial population and run load flow analysis to evaluate objective 
function value

Set iteration count (itrr=0)

Selection using tournament function ,
Fitness scaling using Rank function ,
Crossover using scattered function ,
Mutation using Gaussian function .

Run load flow analysis to evaluate objective 
function value in DigSILENT PowerFactory .

Increase iteration 
count by 1

Check Max generation reach ?  

stop

NO

YES

Apply the following genetic algorithm operators to generate new population

Fig. 1 Flowchart of the interface between GA and DigSILENT PowerFactory

4 Simulation Result

In this section, the proposed approach has been tested on standard IEEE 30 bus
system. The IEEE 30 bus system data and limits of control and state variables are
adapted from [21]. The total active power demand of the system is 2.834 p.u. at
100 MVA base. In this paper, 30 individual test runs have performed to validate the
proposed approach. Results obtained by the proposed approach have been compared
with those reported in [21]. The target objectives, those are presented by Eq. (1)
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Table 1 Comparison of results for case 1

Variable Initial base [21] PSO [21] GSA [21] The proposed approach

Vg1 1.05 1.1 1.1 1.1

Vg2 1.04 1.0944 1.0944 1.0946

Vg5 1.01 1.075 1.0748 1.0757

Vg8 1.01 1.0767 1.0768 1.0764

Vg11 1.05 1.1 1.1 1.1

Vg13 1.05 1.1 1.1 1.0998

T6–9 1.078 1.0473 1.0399 1.0375

T6–10 1.069 0.9 0.9 0.907

T4–12 1.032 0.9831 0.9827 0.9793

T28–27 1.068 0.9664 0.9699 0.9667

Qc10 0 5 3.5717 4.9998

Qc12 0 5 3.0984 4.9247

Qc15 0 5 3.2925 4.9268

Qc17 0 5 4.0166 4.9922

Qc20 0 3.4023 3.0309 4.0713

Qc21 0 5 4.0339 4.9697

Qc23 0 5 2.9946 2.8126

Qc24 0 5 4.3499 4.9872

Qc29 0 2.1038 2.6902 2.361

Ploss (in MW) 5.8223 4.5388 4.5515 4.5323

% reduction 0 22.04 21.83 22.16

(case 1) and Eq. (2) (case 2) and formulated as Eq. (14), have been solved using the
proposed approach. The comparison of the results obtained by proposed approach
and results reported in [21] are presented in Tables 1 and 2. The convergence graph
of the target objectives is depicted in Fig. 2.

It is observed from the Table 1 that the proposed approach is able to reduce the
total active power losses in the transmission line 4.5323 MW that is 22.16% from
the initial value 5.8223 MW in comparison to 22.04% with PSO [21], 21.83% with
GSA [21]. Also, it is observed from the Table 2 that the proposed approach is able
to reduce the total voltage deviation 0.1002 pu that is 91.29% from the initial value
1.1497 pu in comparison to 91.26% with PSO [21], 88.77% with GSA [21]. The
statistical analysis in terms of Best, Worst and Standard Deviation (SD) for Case 1
(i.e. power loss minimization) and Case 2 (i.e. voltage deviation minimization) are
listed in Tables 3 and 4, respectively.
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Table 2 Comparison of result for case 2

Variable Initial (base) [21] PSO [21] GSA [21] The proposed approach

Vg1 1.05 1.0264 1.0374 1.0307

Vg2 1.04 1.0162 1.04 1.0234

Vg5 1.01 1.0185 1.022 1.0183

Vg8 1.01 0.9987 1.0047 1.0003

Vg11 1.05 1.0427 0.9885 1.019

Vg13 1.05 0.9965 0.9924 1.0004

T6–9 1.078 1.0598 0.9772 1.0298

T6–10 1.069 0.9144 0.9 0.9074

T4–12 1.032 0.958 0.9274 0.9597

T28–27 1.068 0.9758 0.9612 0.968

Qc10 0 4.9995 1.9778 4.7364

Qc12 0 0 0.424 0.1194

Qc15 0 5 2.2268 4.4796

Qc17 0 4.9958 2.8945 2.0072

Qc20 0 5 4.0503 4.9906

Qc21 0 5 3.2996 4.9921

Qc23 0 4.9988 2.5926 4.9121

Qc24 0 5 2.6791 4.8805

Qc29 0 4.9994 2.8961 3.1536

VD (in p.u.) 1.1497 0.1005 0.1291 0.1002

% reduction 0 91.26 88.77 91.29
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Fig. 2 Convergence of the total active power loss (a) and voltage deviation (b) in IEEE 30 bus
power system using the proposed optimization method
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Table 3 Comparison of best,
worst, and standard deviation
(SD) for case 1

Case 1 PSO [21] GSA [21] The proposed approach

Best 4.5388 4.5515 4.5323

Worst 5.1327 4.6408 4.9215

SD 0.204 0.024 0.1001

Table 4 Comparison of best,
worst, and standard deviation
(SD) for case 2

Case 2 PSO [21] GSA [21] The proposed approach

Best 0.1005 0.1291 0.1002

Worst 0.1672 0.1884 0.1484

SD 0.0221 0.0164 0.0127

5 Conclusion

In this paper, the ORPD problem has been successfully solved by the proposed GA
based optimization approach. ORPD is a nonlinear, nonconvex, non differentiable,
andmultimodal problemwith a discrete and continuous control variable. In this study,
two different objective functions such as total active power loss in the transmission
line and total voltage deviation on load buses have been minimized subjective to
different equality and inequality constraints for IEEE 30 bus power system. In addi-
tion, the interface between GA and DigSILENT PowerFactory software has been
realized efficiently to solve the ORPD problem. The obtained results demonstrate
the potential and effectiveness of the proposed approach.
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Abstract Modern campuses have been built with many modern facilities and aids
for comfort and to enhance teaching quality. Some of these include smart electronic
boards, projectors, desktops, air conditioning apart from lights, and fans. Most cam-
puses have large number of classroom and student population with good number of
courses. This demands very complex classroom allocation prices for their optimal
utilization. In spite of best effects, continuous use of classroom is difficult. This
causes same classroom going vacant regularly and many times, the equipment and
light/fans are left ON, causing heavy consumption of energy. A system to eliminate
wastage of energy, a smart classroom energy management system (CEMS) has been
considered and pilot of the same has been tested. Based on the survey of a typical
modern campus academic building, the proposed system can give 10–30% of energy
saved which in turn provides a savings of lakhs of rupees per month. The system
can be easily adopted to other similar scenarios without considering infrastructural
redesign like in meeting room, etc. using Low Power Sensors (LPS), resulting into
huge savings.
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1 Introduction

Althoughwe strive enough to build campuseswith grand buildingswithmodern facil-
ities involving complex scientific and technological appliances requiring electrical
energy. The need for comfort has also brought in power guzzlers like air condition-
ers, room air filters, etc. in classrooms, seminar halls, etc. Even though automation
systems for such appliances and lighting, etc. are available, their exorbitant costs do
not permit management to deploy the same for managing the classrooms and other
facilities to remove human beings from the loop which leaves so much room for
human error and negligence. A number of surveys of classrooms in MUJ campus
(AB 1) have been an eye-opener. About 15–30% classrooms are found running with
full load of lights, fans, AC, and projector. Since the energy bill of AB 1 is huge, an
IoT based system has been envisaged to solve the issue without requiring complex
commercial automation systems. Advancements and upgradation of embedded tech-
nologies in such environments has never been an unavoidable problem due to highly
flexible IoT systems involved in building such smart campuses. Deployment of bidi-
rectional smart event-driven energy controller andHome energymanagement (HEM)
agents that provides real time consumptionmonitoring and control, will enable HEM
and similar energy management systems in “smart usage.” This paper proposes an
intelligent CEMS scheme which supports monitoring and optimization of energy for
large number of classrooms with the help of analog passive sensors like LDR, PIR
sensors, and current sensors without considering the architectural redesign demand
with higher flexibilities. The system also provides the count of students along with
their directions to detect whether entry or exit.

2 Related Works

Similar to CEMS, researchers have proposed Smart Home EnergyManagement Sys-
tem (HEMS) which analyzes electrical usage and history of all household appliances
through context-aware technologies, metaheuristics algorithms, and statistical algo-
rithms [1]. SiriwatWasoontarajaroen et al. proposed an IoT device system tomonitor
electric utilization in a room [2]. DanielWhite et al. proposed a study and implemen-
tation of sustainable smart city IoT applications: heat and electricity management
and eco-conscious cruise control for public transportation. The study addresses heat
and energy supervision and targets at developing various assets (such as heat and
electricitymeters) so that enhanced use of electricity in corporate and domestic areas.
The second application discusses to cruise controller for open access transportation
and aims at utilizing different sources (such as environmental and traffic sensors)
in order to provide driving endorsements that aim at eco-effectiveness. They also
highlighted the IoT problem statements as well as potential enabling technologies
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that will allow for the realization [6]. The study addresses review status of differ-
ent statistical approaches, machine learning, and artificial intelligence application in
implementing predictive maintenance applications [7].

3 Contextual Analysis/Background Survey

In the proposed study we have conducted a systematic survey to demonstrate the
wastage of electricity in academic blocks. While moving around in corridors of aca-
demic blocks we found a number of unoccupied classrooms during lunch hours,
during the period of which no classes are running, etc. are having all lights, AC, fans
switched ON and lots of energy is getting wasted. To support our conviction, we con-
ducted a systematic survey of classrooms and found that even for an Academic block
with capacity of around 120 classrooms, a monthly wastage of INR 40–45 K was
noted. This motivated us to propose an IoT enabled, automated smart classrooms for
optimized utilization and control of electric energy without going for infrastructural
system redesign just by using lowpower add-ons for existing classrooms using sensor
technologies and relay circuits. The proposed system will be able to automatically
detect the presence and count of footfalls in a classroom and have control over the
appliances in terms of switching them on and off based on algorithm. An open-end
survey by the team of 5–6 individuals are conducted for the period of 4 weeks in
a pattern of 3–4 times a day by each individual in an academic block having 120
classrooms across 4 floors to record the number of unoccupied classrooms and their
respective electrical utilities which are kept ON. As shown in Fig. 1. It was observed
that on an average for a day 39 classrooms during midday (12.00–13.00 h) kept all
fans and lights ON when the classrooms were empty.

Figure 2 shows the wastage of electricity for an academic block for one month.

Fig. 1 No. of unoccupied classrooms v/s time
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Fig. 2 Wastage of electricity for an academic block for one month

Figure 2 explains the wastage of electricity in terms of capital cost of INR
5,32,800.00 per year. With the proposed technology we can avoid wasting energy in
academic buildings based on the monitoring and controlling approach.

4 Energy Management in Campus: Challenges

The elementary components of any given academic campuses are the teaching staff,
nonteaching staff, student density, and the administrative body. We all tend to ignore
to be self-responsible for switching OFF the buttons in a situation where classrooms
are vacant and all the lights and fans areON.This causes high energywastage.An aca-
demic institution’s electricity bill is typically a huge amount of its monthly expenses.
Experience suggests that there is a need for smart, automated energy management
systems that can realize the energy savings. Let us contemplate heating, ventilation
and air conditioning (HVAC) schemes, which are massive energy consumers being
accountable for 30–50% of energy spent by buildings [4]. Easily available/sensed
information can be used to control HVACs and other devices, like fans and lights,
without compromising on the thermal comfort. Energy consumption of buildings is
correlated to occupancy, number of appliances, temperature, and other environmental
factors.
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5 Existing System

The existing approaches for reduction of wastage in the use of lights and fans in an
academic institution are based on simple motion detection in the area. However, this
approach has got numerous limitations such as the system enables or disables the
current flow for entire switchboard based on the input received from motion sensors
in terms of human presence and absence. Hence these approaches are considered to
be inefficient in real-life scenarios. Our approach would be more robust and sensible
as it is based on the actual count of occupants of the space and only when a significant
(threshold) number of people are present at the class, the devices would be armed in
such a way that one can put them ON and OFF based on the provision also if system
detects count 0, with the help of motion sensors, the system can take decision in
automatic shutdown of all power equipment of a classroom.

6 Methodology

6.1 Design Criteria

The system design began with the searching of available low-cost motion detector
sensors for implementing counting systems.REES52LDRMODULEPhotoResistor
Sensor Module was found comparatively best suitable for this counting application
since it was planned to detect the direction (entry/exit) as well. For sensing current
flow, Generic ACS712 30A Hall Current Sensor Module was found reasonable. An
Arduino Uno microcontroller board was chosen for interfacing these analog sensors.
The LDR module was then coupled with a laser emitting device. Since Arduino
doesn’t stand alone for transferring the data wirelessly to the cloud, the low-cost
Arduino’s add-on wireless adapter ESP 8266 board was chosen for wireless data
transmission in local server. As an initial requirement the database needed to be
implemented on a third-party service provider, the ThingSpeak cloud infrastructure
is selected for creating a remote database and test the data flow. A portable custom
made mobile application is designed to retrieve the data from ThingSpeak cloud.

6.2 Device Configuration and Working Principles

In the proposed work, two pairs of laser coupled LDR sensors have been placed at
a definite distance between each pair at the entry door of a classroom in such a way
that if there is some person entering or leaving the classroom should cross both the
pair of sensors. The following constraints have been set for the system for improved
accuracy of count read. (a) Distance between two LDR sensors ≥ Avg. Width of
the person. (b) A PIR motion sensor should be used in order to avoid negative head
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count due to inaccuracies. The accurate counting system is then integrated with
electricity consumption control and monitoring application. An 8 channel relay is
used for controlling the appliances based on the student strength. If the class strength
on someday is say around 50% then only first half of the classroom’s appliances are
activated, so that along with a huge save in electricity, there is a quality education in
the classes. For pilot testing, it has been considered that the class canceled or not active
if the strength is below 20%. In this project all the sensors, actuators and wireless
modules are talking to each other by a platform provided byArduino concerning their
status and have autonomous control over the electric infrastructure of classroom and
take decision accordingly. Relays are effectively used in the switches to arm the
switches so that the students may manually turn on/off the lights and fans of only the
allowed rows. Consider the 50% example, i.e., only the fans and lights of the front
half of the class will be available to be switched ON/OFFmanually if anyone desires,
the back half will remain deactivated. There will also be current sensors inserted in
the circuit to keep the track of the current flow so that we can keep a record of
how much electricity was consumed at any time of the day. When the class is over
and the students are leaving the classroom the LDR sensors will track the direction
and keep on decreasing the student count and will turn off the electricity when the
strength drops below 20%. The data collected by the sensors will be uploaded to
the webserver simultaneously, so that authorized person can see how much power is
being consumed at any hour of the day. The entire operation of the system is explained
in the flow diagram as shown in Fig. 3. Designing a local server that facilitates the
web interfacing for demonstration of electrical energy consumption with graphs in
real time for improving the system accuracy by data analysis. Figure 4 shows the
conceptual block diagram of the proposed system.

7 Testing and Evaluation of Project Implementation

The proposed pilot testingwas done during different phases of implementation. First,
the counting algorithm was tested in lab with one entry at a time and observed an
accuracy of around 85%. As an extended phase, the project was tested in a classroom
and following observations aremade.As shown in the Fig. 5. The energy optimization
was done on a unit classroom with small scale electric appliances like 2 LED bulbs
and 2 fans. During the lunch hour system detected no entries in the classroom and
the utility dropped down as shown below. Therefore, during lunch hour, we were
able to save electricity automatically. Figure 6 shows the energy utility graph for the
same classroom without having the system deployed and manual switching ON and
OFF neglected.



IoT Enabled Intelligent Energy Management… 437

Fig. 3 Workflow of the model
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Fig. 4 Conceptual block diagram of the proposed system

Fig. 5 Energy consumption optimization graph for unit classroom
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Fig. 6 Energy graph from a classroom without an IoT device

8 Future Scope and Conclusion

An IoT devicewas developed formonitoring, controlling, and reducing the electricity
wastage by means of low-cost available sensors. The pilot module was installed and
tested in real time in a classroom and compared the electricity consumption with
a non-installed classroom. It was observed during the test that the consumption of
electricity from a classroom with this IoT system is significantly lower than that of
the classroom without the IoT system. The web interface provides the visuals of
optimized electricity consumption graph, which can be used in making decision in
administrative levels related to implementation of this system to entire architecture.
This study can be further enhanced for improving accuracy by means of image
processing and using higher-end microcontrollers like raspberry pi, Intel Edison.
Automatic attendance marking system can also be embedded in this study. The
same system can be implemented in different scenarios like energy consumption
monitoring and controlling in large scale industries, meeting rooms, Hotels, etc.,
This system can also add intelligence by creating a central management system like
all the class time tables are updated in the server and server decides whether or not to
communicate with the devices installed in the classroom concerning their statuses.
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High Power Density Parallel LC-Link PV
Inverter for Stand-alone and Grid Mode
of Operation

Rudra Santhosh Kumar Athikamsetti and Satish Kumar Gudey

Abstract A parallel LC-link PV inverter is presented for grid-tied and grid-
independent operation. This topology is a single-stage system. This system produces
desired sinusoidal voltage and current in autonomous and grid connection operation.
In this topology inductor and capacitor are connected in parallel between unidirec-
tional switches and bidirectional switches. The inductor is an energy storage element
at the link and it charges and discharges through the unidirectional and bidirectional
active switches, respectively. The capacitor connected in across the link inductor
and it provides resonance. Hence the active switches are turned-on at zero voltage
which reduces the switching losses and voltage effect on the switches. In this work
parallel LC-link is used in place of electrolytic capacitor because it is an unreliable
component and is very sensitive to temperature. Most of the inverters fail because of
electrolytic capacitors, particularly at high temperature. Hence an LC pair is used in
this work which replaces an electrolytic capacitor to improve the reliability of this
PV inverter. The performance and operation are observed in various modes at high
frequency as a result of high frequency operation make inductor and capacitor size
compact. The modes are obtained through charging and discharging of the inductor.
This type of inverter is highly efficient, reliable with high power density. Simulation
is done by considering a 30 kWPV operation in grid interconnection and stand-alone
modes. The frequency of link is considered to be 6 kHz. PSCAD/EMTDC v4.6 is
used for simulation work.
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1 Introduction

Nowadays thewholeworld is using renewable energy systems as a source of alternate
power because most of the utility power is generated through thermal-based power
generationwhich is nomore available [1]. This led to the interest of many researchers
to learn and develop new methodologies to harvest renewable energy sources to use
it for high power applications with reliability. Most of the renewable energy systems
depend on the power electronic converter circuits to achieve load requirements.

Presently, wind energy, and PV systems are widely used renewable energy sys-
tems. As DC power is generated by PV and the load requirement is AC, power
electronics are needed to convert DC to AC [2]. The lifetime of the PV is 25 years
and for an inverter, it is less than 10 years. One should replace the inverter 2–3 times
within the period of PV [1]. Hence reliability plays an important role. In PV systems,
for inversion operation, few problems are noticed from past topologies which include
more losses, use of bulky transformers, etc., in both centralized and multiple-stage
based PV systems [3].

In centralized based PV system shown in Fig. 1, a low frequency transformer is
used but it requires larger space and also it is operated with poor efficiency [4]. In
multiple-stage converters based PV system shown in Fig. 2, losses are more because
of more stages [5]. It consists of chopper included with high frequency transformer,
inverter, and electrolytic capacitor.

We know that in an electrical system if number of stages are increased, losses
increase exponentially. An electrolytic capacitor is internally connected to the
inverter. This electrolytic capacitor is very sensitive to temperature [6]. While going
for higher power levels the voltage and currents are high so that the temperature in
electrolytic capacitor increases because of high charging current in the electrolytic

Fig. 1 Centralized power converter system

Fig. 2 Multiple-stage power converter PV system
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capacitor. Equivalent electrolytic resistance present in the electrolytic capacitor pro-
duces more temperature because of high charging current so that electrolyte used in
the electrolytic capacitor reduces. Therefore, the capacitor cannot maintain constant
voltage at the inverter input.

Hence the reliability of inverter reduces and the trust on PV system comes down
[7]. The soft-switched based parallel LC-link PV inverter reduces the EMI effect [8–
11]. High frequency operation makes the system very compact. A parallel LC-link
PV inverter discussed in this paper based on zero voltage switching (ZVS) and it
reduces the above identified problems [12, 13].

2 Operation Principle Under Different Modes

2.1 Configuration

Figure 3 represents the proposed PV inverter. It consists of a PV, four unidirectional
active switches, LC-link, and twelve bidirectional active switches. The link inductor
transfers the total PV from the load/grid by using active switches. The link inductor
charges through the PV and discharges into the load by using unidirectional and
bidirectional switches, respectively [1].

Link inductor charges through the PV by using unidirectional active switches
and energy discharges through the bidirectional active switches to the ac utility. The
charging and discharging takes place alternatively. The time period of charging and
discharging is called a link time period (T ).

Fig. 3 Circuit diagram of a parallel LC-link PV inverter
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Anonelectrolytic capacitor (C) is connected across the link inductor (L) to provide
partial resonance effect. Using the resonance effect, the switches are made to turn-on
at zero voltage which implies LC-link resonance provides zero voltage switching.

Filter capacitors are placed across the input and output side of inverter terminals
because this topology acts as a voltage source at both sides as alike to DC to DC
buck-boost chopper.

2.2 Principle of Operation

The link cycle shown in Fig. 4 and the operation of this topology is divided into
twelve modes, in which six are charging and discharging modes and remaining are
resonance modes.

Mode 1 (Charging). It is a charging mode during which switches S1 and S4 are
forward biased after resonance (assumed). In this mode, the VLink is equal to the
VPV . It is shown in Fig. 5.

Mode 2, 4, 6, 8, 10, 12 (resonance). During this period parallel LC-link resonates.
Hence none of the active switches conducts and the circuit acts as a LC circuit which
is shown in Fig. 6.

Mode 3 (Discharging). During this mode, T 7 and T 11 are turned-on and link
inductor energy is discharged to the output as shown in Fig. 7.

Fig. 4 Link current and voltage of in the PV inverter
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Mode 5 (Discharging). During this mode, T 7 and T 12 are turned-on and remaining
inductor energy discharged through output phase pair. It is shown in Fig. 8.

The remaining modes Mode 7 to Mode 12 are similar to Mode 1 to Mode 6. Here
charging and discharging takes place in the reverse direction in the negative cycle.
The complimentary switches conduct during these modes of operation.

3 Parameter Design Procedure

In this design procedure, an AC link inductor (L) is designed. It is assumed that the
resonance period of time is very less than the charging and discharging time period
at rated power, hence resonance time is neglected. The equivalent output load current
can be calculated as follows:

Ioutput−equivalent = 3Ioutput−maximum

π
(1)

where Ioutput–maximum is the maximum output load current.
The output equivalent voltage is given by (2)

Voutput - equivalent = πVoutput - maximum

2
cos θ (2)

where V output–maximum is the output maximum load voltage and cosθ is the load power
factor. From (3) and (4), ILink–maximum is the maximum current through the link induc-
tor, the voltage across the parallel link is equal to Vpv, tLink–charge is the charging time
of the link inductor current as shown in Fig. 4.

Fig. 5 Circuit diagram for mode 1 operation
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Fig. 6 Circuit diagram for mode 2, 4, 6, 8, 10, 12 operation

Fig. 7 Circuit diagram for mode 3 operation

ILink−maximum = Vpv × tLink−charge

LLink
(3)

ILink−maximum = Voutput−equivalent × tLink−discharge

LLink
(4)

The above equation indicates, ILink–maximum in the discharging time.

tLink−charge = Voutput−equivalent × tLink−discharge

Vpv
(5)
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Fig. 8 Circuit diagram for mode 5 operation

Equation (5) shows the relation between input and output with respect to charging
and discharging time.

ILink−maximum = 2Pload
VPV

(
1+

(
Vpv

Voutput−equivalent

))
(6)

From (6), the link maximum current depends on the load power, voltages of PV,
and load/grid. Equation (6) can be rewritten as

ILink,max = 2× (
IPV,dc + Ioutput−eq

)
(7)

From Eq. (7), the link maximum current is determined by using the PV current
and output currents. The characteristics of the switch and the power levels of the
system under operation determine the frequency at which the link operates. Hence a
predetermined frequency of the link is known, the link inductance can be determined
using (8).

LLink = VPV,dc

ILink,max

⎛
⎝ 1

2 fLink
(
1+

(
Vpv,dc

Voutput−eq

))
⎞
⎠ (8)

c = 1

4π2 f 2r LLink
(9)

Here f Link is the link frequency. Since the resonance period is less than 5% of
the link time period at rated power, the Link capacitance (C) is taken based on this
assumption. In this proposed work switching losses are negligible because switches
are turned-on at zero voltage. In this proposed work constant and variable losses of
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the inductor are only considered because these losses are proportional to frequency
and the link rms currents.

4 Zero Voltage Switching Operation (ZVS)

The control strategy is to turn-on the switches at zero voltage and is shown in Fig. 9.
Incremental conductanceMPPT technique [14] is used to generate a reference current
to control the input side switches (T 1 to T 4). For load side switch control, output
currents are compared with reference currents, these reference currents are generated
by taking output voltages and power loss in the system. Figure 9 shows the generation
of Ipv_ref on the input side and reference current generation Iaref , etc. on the output
side of the system under consideration.

Fig. 9 Block diagram of controller of the PV inverter
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5 Simulation Results

A PV system rated at 30 kW is used for simulation work. It is fed to a grid and also
for stand-alone (RL-Load) mode. The designed parameters of a parallel LC-link PV
inverter are shown in Table 1. The values are calculated from (1) to (8).

A 700 V nominal voltage PV inverter has been designed. The PV voltage and
current simulation waveforms are shown in Fig. 10. The PV voltage is 700 V and
PV current is 43 A at 850 W/m2 irradiance and 35° temperature. From Fig. 11
the maximum voltage (during resonance) is 850 V and minimum voltage (during
discharge) is around 650 V across the link. The maximum link current is 200 and
the link frequency is 6 kHz.

Figure 12 shows the simulated waveform of the phase voltage and current of load
at near to unity power factor. Figure 13, shows the simulation waveform of phase
voltage and current. The current legs the voltage by 37°. The magnitude of voltage
is 340 V and current is 59 A with 50 Hz frequency. Figure 14 shows the output
three-phase currents. The peak current of the load is 59 A and the rms value is 42 A
and frequency is 50 Hz. Figure 15 shows the phase voltages of grid. The phase crest

Table 1 Parameters of the
designed inverter

Parameters Value

PV voltage (Vpv) 700 V

Grid voltage (V0) 415 V (RMS, L-L)

Link inductance (LLink) 110 µH

Link capacitance (CLink) 0.7 µF

Maximum link current
(ILink–maximum)

200 A

Operating link frequency (f Link) 6 kHz

Filter on the PV side L = 360 µH; C = 170 µF

AC side filter L = 60 µH; C = 72 µF

Standalone load (RL-load) 30 kW, 0.8 pf lagging
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Fig. 10 PV voltage and PV current



450 R. S. K. Athikamsetti and S. K. Gudey

Link voltage and current
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Fig. 11 LC-link voltage and inductor link current
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Phase Voltages of Grid
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Fig. 15 Three-phase voltages of grid

value is found to be 340 V. In Fig. 16 the three-phase line voltages after the filter are
depicted. The maximum peak voltage of the line is 586 and 415 V is the rms value.

In Fig. 17 the voltage and currents of input side switches are presented. From
the waveform, it is clear the switches are triggered at zero voltage. Therefore, the
switching losses are said to be lowered. It is also clear that the voltage effect on the
switches are reduced. Figure 18 shows the THD of grid current is 0167% and Fig. 19
shows current THD for RL-load. Hence it can be realized that a parallel LC-link PV
inverter is capable of obtaining a desired sinusoidal waveform using soft-switching
technique. It results in fewer losses and higher efficiency. Also high rating of the
PV inverter can be used for grid interconnection and stand-alone operation. A high
efficiency PV inverter can be realized when connected to the grid. The proposed
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Fig. 18 FFT of grid currents

Fig. 19 FFT analysis of RL-load currents

work is tested through simulation only. The proposed work meets grid requirement
as per Indian grid standards and it is observed through simulation. The simulation
results are compared with the theoretical values for better understanding.

6 Conclusions

In this paper, a parallel LC-link PV inverter design and operation with different
modes are discussed. A novel configuration of a one stage LC-link PV inverter for
grid operation is developed and simulated in this work. The parallel LC-link provides
the Zero Voltage Switching (ZVS) operation and also the proposedwork provides the
isolation between input and output. Onemajor advantage this inverter possesses is the
exclusion of a large low frequency transformer and DC link capacitor. It makes the
proposed topology compact and reliable operation. The performance of the proposed
topologyhas beendone throughPSCADsimulator for grid interconnection and stand-
alone modes. The voltage and current waveforms obtained are sinusoidal with less
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THD. This type of inverter can be used for AC–AC and DC–AC power conversion
with less complexity. The paper can be extended using a series LC-link PV inverter
with two different sources of power.
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A Hybrid Forecasting Model Based on
Artificial Neural Network and Teaching
Learning Based Optimization Algorithm
for Day-Ahead Wind Speed Prediction

Madasthu Santhosh, Chintham Venkaiah and D. M. Vinod Kumar

Abstract In this analytical study, a hybrid day-aheadwind speedprediction approach
for high accuracy is implemented. The hybrid approach initially converts raw wind
speed data series into actual hourly input structure for reducing uncertainty and the
intermittent nature of wind speed. The back-propagation neural network is utilized
for its better learning capability and also for its ability for nonlinear mapping among
complex data. The teaching learning-based optimization algorithm is used to auto-
tune the best weights of the artificial neural network. This optimization algorithm is
used for its powerful ability to search and explore on a global scale. Then, the artificial
neural network teaching learning-based optimization approach is implemented for
wind speed forecasting. After that, the day-ahead prediction is performed using the
proposed hybridmodel for actual hourly input structure. The hybridmodel prediction
results give enhanced prediction accuracy when compared to existing approaches.

Keywords Day-ahead wind speed prediction · Hybrid model · Artificial Neural
Network (ANN) · Teaching Learning-Based Optimization (TLBO) · Parameter
optimization

1 Introduction

Electrical energy has come to play a significant role not only in modern human
life but also in the growth of the world economy. Specifically, wind energy is clean,
pollution free, and is part of the fast-growing renewable energy sources (RES) and this

M. Santhosh · C. Venkaiah (B) · D. M. V. Kumar
Department of Electrical Engineering, National Institute of Technology Warangal,
Hanamkonda 506 004, Telangana, India
e-mail: ch.venkaiah@ieee.org

M. Santhosh
e-mail: madasthusanthosh@ieee.org

D. M. V. Kumar
e-mail: vinodkumar.dm@gmail.com

© Springer Nature Singapore Pte Ltd. 2020
A. Kalam et al. (eds.), Intelligent Computing Techniques for Smart Energy Systems,
Lecture Notes in Electrical Engineering 607,
https://doi.org/10.1007/978-981-15-0214-9_49

455

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0214-9_49&domain=pdf
mailto:ch.venkaiah@ieee.org
mailto:madasthusanthosh@ieee.org
mailto:vinodkumar.dm@gmail.com
https://doi.org/10.1007/978-981-15-0214-9_49


456 M. Santhosh et al.

form of energy is drawing worldwide attention among RES. As per the Global Wind
EnergyCouncil (GWEC) report, the newworldwide total wind installed capacitywas
539.1 GW by the end of 2017 [1]. Advancement of power electronic devices gives
us better grid reliability services with wind turbines than with conventional power
plants. A reliable and efficient energy supplement planning requires accurate wind
speed and wind power prediction. An error-free wind speed prediction is required
for improved renewable energy integration for effective electricity market operation
and also for supporting the operators of the grid from better control of the balance of
power supply and demand. Several techniques employed for wind forecasting on the
basis of data usage are broadly classified as persistence method, physical approach,
statistical models, and artificial intelligence models.

Although there are numerous approaches available for forecasting wind speed in
the literature, as shown in Table 1, there is still a tremendous need for a method that
gives high prediction accuracy and low computational burden.

Themain idea of this analytical study is to propose a forecasting approach for accu-
rate day-ahead wind speed prediction. In this study, TLBO algorithm is employed
to greatly improve the performance of ANN so that forecasting error is minimized
to achieve the desired results. The experimental assessment confirms that the pro-
posed ANN-TLBOmodel can remarkably improve the robustness of the model. The
prediction results based on real wind speed data provided by a wind farm in the
U.S.A. give enhanced prediction accuracy in comparison with the existing bench-
mark approaches.

The rest of the paper is arranged as follows: Sect. 2 describes the fundamental
concepts required for implementing the hybrid wind speed predictionmodel. Section
3 presents the working principle of the hybrid forecasting model. Section 4 provides
the analytical study to validate the hybrid method, and Sect. 5 concludes this paper
with scope for future.

2 Working Principle of Hybrid Forecasting Model

The hybrid ANN-TLBO approach for STWSF is based on the ANN model [3] and
TLBO algorithm [7]. In this hybrid model, the main purpose of ANN is to enhance
better learning capability as well as the ability of nonlinear mapping among distinct
complex data. And TLBO algorithm is used just for tuning the weighting and biasing
factors of BPNN to improvise the training of the network. First, input data values and
target values that are past wind speed time series values must be normalized within
the specific range using Eq. (1); these are then to be utilized for training ANN.

W In = WTmax − WTmin

W Imax − W Imin
(W I − W Imin) + WTmin (1)

where W In is the normalized value of wind speed input; W Imax and W Imin are the
maximum and minimum wind speed inputs (WI), respectively; WTmax and WTmin
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Table 1 Primary wind speed prediction approaches by various researchers

Approach Subcategory Model used Observations

Persistence model or
Naive Predictor [2]

– P(t + k) = P(t) - Benchmark model or
approach
- Gives very accurate
results for very
short-term and
short-term predictions

Physical Approaches
[3]

Numerical Weather
Predictions (NWP)

- Predictor
- Global Forecast
System (GFS)
- Unified Model (UM)
- High Resolution
Limited Area Model
(HiRLAM)

- Accurate for
long-term forecasts
- Utilizes
meteorological inputs
like wind speed,
temperature, wind
direction, pressure,
humidity and dew
point, etc.

Statistical Approaches
[4]

Artificial Neural
Networks (ANNs)

- Feed forward NN
- Recurrent NN
- Radial basis function
NN
- Elman recurrent NN
etc.

- Very accurate for
short-term forecasts
- Better than time
series models

Statistical Approaches
[5]

Time series models - ARMA
- ARIMA
- Linear predictions
- GARCH etc

- Gives accurate future
values for short-term
predictions
- Certain best models
override NN models

Artificial Intelligence
Approaches [6, 7, 10,
11]

- ANNs
- Fuzzy logic approach
- Evolutionary
computation
- Machine learning

- ANFIS
- ANN + NWP
- ANN + PSO
- RBM + ELM

- Can easily extract
patterns and detect the
trends from nonlinear
data
- Optimization
algorithms can build
robust and accurate AI
models
- ANFIS is the best for
very short-term
forecasts
- ANN+NWP hybrid
approaches are most
accurately predicts
long-term predictions
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Fig. 1 Framework of hybrid ANN-TLBO model

are the maximum and minimum wind speed targets (WT), respectively. If the range
from [−1, 1] is considered, then WTmax = 1 and WTmin = −1.

A schematic diagramof the hybridmethod is depicted in Fig. 1. For developing the
hybrid ANN-TLBOmodel, an individual in the population possesses the information
of weights and biases expressed as a learner’s initial position. A group of weights
and biases [wl

i j , b
l
j ] and [wl

jk, b
l
k] is encoded to form a number of learners, where ’l’

means lth learner (an individual in the population), depicted in Fig. 2. The length of
each learner (i.e., the number of subjects) is always decided based on the architecture
of the ANN. After building the ANN structure, TLBO algorithm is started executing
for generating and optimizing the weights and biases of BPNN.

3 Forecasting Results and Discussions

The data utilized for this workwas collected from a site located in Boulder, Colorado,
theU.S.A. as hourly samples ofwind time series data [8].MATLABR2009b software
was utilized for implementation of hybrid ANN-TLBO model [9]. For STWSF only
2160 past wind speed observation values were selected. The initial 2136 values
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Fig. 2 Population of the class includes all learners

Table 2 Parameters of GA, PSO

GA PSO

Initial population = 30 Initial number of particles = 30

Number of variables = 4 Dimention of the problem = 4

Max. number of generations = 100 Max. number of steps = 100

Mutation probability = 0.1 Maximum velocity = 2

Crossover probability = 0.8 Inertia weight factor = 0.8

were utilized as the training data samples, and the remaining 24 values were used for
testing. The parameters considered for GA and PSO algorithms are shown in Table 2.

Parameters are initialized randomly in the first stage and then are updated using
evolutionary methods. The choice of the parameters can have a large impact on
optimization performance. The population size depends on the nature of the problem,
but typically it contains several hundreds or thousands of possible solutions. The
same population size and number of control variables are employed for consistency
of comparisons. The number of generations (100 generations or iterations) has been
chosen as the termination criterion. The reason for this number of iterations is that it
was seen that there was no significant progress after about 100 generations. For GA,
it is worth tuning parameters such as mutation probability, crossover probability, and
population size to find reasonable settings for the problem class being worked on.
A very small mutation rate may lead to genetic drift. A recombination rate that is
too high may lead to premature convergence of the genetic algorithm. A mutation
rate that is too high may lead to loss of good solutions unless the elitist selection
is employed. Where the PSO algorithm is concerned, the maximum velocity and
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the inertia weight factor are set as 2 and 0.8, respectively. The weighting factor in
the PSO algorithm has been updated during the optimization process adaptively.
The number of runs/trails of the evolutionary methods i.e., GA and TLBO are 25 to
50 trails presented in the paper. For the execution of TLBO, the algorithm control
parameters are initialized as follows: the initial number of learners = 30, number of
subjects = 4, and number of generations = 100.

Tables 3 and 4 have shown the comparison between the proposed hybrid ANN-
TLBO model and other reported models in terms of statistical measures such as
RMSE (m/s) and MAPE (%), respectively. For evaluating the model performance,
the RMSE (m/s) and MAPE (%) are used as model evaluation indices. The average

Table 3 Comparison between reported models and the proposed hybrid ANN-TLBO model on
RMSE for day-ahead prediction

Day Persistence
model [2]

NRM [2] ANN model
[4]

ANN-GA
model [10]

ANN-PSO
model [11]

Proposed
model

1 0.3486 0.3092 0.2821 0.1665 0.0293 0.0164

2 0.0409 0.0243 0.2609 0.065 0.0573 0.0734

3 0.4745 0.4395 0.4260 0.2861 0.0635 0.0483

4 0.3897 0.3680 0.3424 0.2722 0.1398 0.0436

5 0.3933 0.3196 0.2886 0.2313 0.1521 0.0529

6 0.3212 0.2920 0.2346 0.1446 0.1100 0.0524

7 0.1004 0.0742 0.0372 0.0346 0.0459 0.0663

8 0.4116 0.3584 0.3231 0.1916 0.1305 0.0569

9 0.5919 0.5729 0.5458 0.4138 0.1646 0.094

10 0.2206 0.1995 0.1812 0.1413 0.0839 0.0656

11 0.4332 0.4206 0.3999 0.2845 0.1354 0.0287

12 0.1912 0.1486 0.1336 0.0908 0.0336 0.0153

13 0.1542 0.1002 0.0559 0.0470 0.0409 0.0428

14 0.3061 0.2679 0.2584 0.1573 0.1102 0.0403

15 0.1409 0.0976 0.0297 0.0248 0.0182 0.0106

16 0.1608 0.1421 0.1088 0.0998 0.0689 0.0349

17 0.1640 0.1408 0.1340 0.0907 0.0494 0.0298

18 0.0954 0.0804 0.0669 0.0609 0.0460 0.0283

19 0.1911 0.1519 0.1061 0.0519 0.0447 0.0415

20 0.0886 0.0825 0.0788 0.0591 0.0463 0.0284

21 0.1092 0.0959 0.0899 0.0786 0.0380 0.0198

22 0.0083 0.0051 0.0033 0.0047 0.0057 0.0032

23 0.0176 0.0079 0.0057 0.0044 0.0029 0.0011

24 0.2580 0.2348 0.1840 0.1599 0.1246 0.0339

Average
RMSE

0.2338 0.2055 0.1907 0.1317 0.0725 0.0386
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Table 4 Comparison between reported models and the proposed hybrid ANN-TLBO model on
MAPE for day-ahead prediction

Day Persistence
model [2]

NRM [2] ANN model
[4]

ANN-GA
model [10]

ANN-PSO
model [11]

Proposed
model

1 35.7043 31.6753 28.8925 17.0545 03.0003 01.6789

2 52.0795 03.7869 40.6455 10.1240 08.9253 11.4372

3 32.6018 46.1415 44.7271 30.0366 06.6691 05.0683

4 24.0931 29.3262 27.2879 21.6921 11.1380 03.4763

5 13.7001 21.9828 19.8461 15.9084 10.4600 03.6359

6 17.6258 23.6232 18.9765 11.6960 08.8955 04.2372

7 18.9344 07.1389 03.5763 03.3308 04.4129 06.3789

8 09.3470 31.2580 28.1797 16.7088 11.3855 04.9655

9 20.0990 39.9277 38.0343 28.8362 11.4685 06.5508

10 01.3182 13.7206 12.4642 09.7169 05.7667 04.5089

11 12.1563 25.4100 24.1559 17.1887 08.1782 01.73502

12 05.3046 09.4560 08.4990 05.7734 02.1361 00.9739

13 23.3980 07.8661 04.3857 03.6887 03.2112 03.3602

14 02.6852 20.4666 19.7399 12.0195 08.4158 03.0813

15 21.0461 09.0224 02.7445 02.2896 01.6856 00.97586

16 11.2911 14.6227 11.1923 10.2743 07.0876 03.5963

17 02.9994 14.0598 13.3772 09.0553 04.9332 02.9770

18 11.5490 08.9510 07.4440 06.7780 05.1233 03.1526

19 20.3266 20.3512 14.2220 06.9524 05.9897 05.5548

20 27.9679 14.1397 13.5097 10.1358 07.9413 04.8614

21 24.4607 12.4233 11.6487 10.1787 04.9175 02.5672

22 01.4266 00.6677 00.4344 00.6141 00.7481 00.4156

23 00.3154 01.0398 00.7485 00.5747 00.3849 00.1443

24 36.9577 42.1051 33.0002 28.6802 22.3467 06.0846

Average
MAPE

17.8078 18.7151 17.8221 12.0544 06.8842 03.8090

RMSE values of Persistence model and NRM are 0.2338, and 0.2055, respectively.
These models are restricted to short prediction horizons (3–6 h). For control over
these models and for reduced RMSE values, AI models have been used. ANNmodel
gives an RMSE value of 0.1907 and this error value is further reduced by combining
the optimization algorithms such as GA, PSO algorithms with the ANN model. The
average RMSE value is reduced from 0.2338 to 0.0386 by employing the hybrid
ANN-TLBO model. The average MAPE value is also minimized from 17.8028 to
3.8090 by utilizing the proposed hybrid ANN-TLBO model. When compared with
all other five forecasting models, the average RMSE and the average MAPE values
acquired by using the proposed hybrid ANN-TLBO model gives the best perfor-
mance.
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This hybrid ANN-TLBO method is also effective in terms of the computational
burden. For short iteration times and small training sets, the CPU time is very effi-
cient in case of the developed ANN-TLBO model. With large scale data set such as
the U.S.A. case study, the computational time for training and testing ANN-TLBO
approach is 32.82 s. This CPU time is moderately low for the accuracy level of
best RMSE and MAPE values practically. The percentage improvement in RMSE
is 79.7063% and in MAPE is 78.6276% which is achieved by amalgamating ANN
model with TLBO algorithm. This is because of optimizing the weights and biases
of the ANN model. That means this hybrid ANN-TLBO model can predict the day-
ahead wind speed accurately compared to five other models such as the persistence
model, NRM, ANN, ANN-GA, and ANN-PSO models.

The dominance of the hybrid approaches is proved using paired sample T-test. The
test hypothesis is H0 : x1 − x2 = 0, H1 : x1 − x2 �= 0. Where x1 is mean estimate of
wind speed forecast byANNand x1 ismean estimate ofwind speed forecast by hybrid
approaches. From Table 5, it is evident that the probabilities of all pairs are below
the significance level of 0.05 because the level of confidence interval is 95%. This
signifies that x1 − x2 �= 0 is true for all pairs and the hypothesis x1 − x2 = 0 should
be rejected. The actual and forecast wind speeds utilizing different prediction models
are as shown in Fig. 3. Therefore, by using optimization algorithms in combination
with ANN models, one can improve the accuracy of STWSF.

Table 5 Paired sample T-test results
Mean Std.

deviation
Std. error
mean

95% confidence interval
of the difference

Probability
(two-tailed)

Lower Upper

Pair 1 ANN—ANN-GA 5.667 6.844 1.397 2.777 8.557 0.000

Pair 2 ANN—ANN-PSO 11 10.517 2.147 6.559 15.441 0.001

Pair 3 ANN—ANN-TLBO 13.958 11.611 2.37 9.055 18.861 0.000
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Fig. 3 Comparison of predicted wind speed values using different forecasting models with actual
wind speed
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4 Conclusion

The hybrid ANN-TLBO approach was implemented and examined successfully with
real-world wind speed dataset provided by Colorado wind farm. This approach was
developed based on the ANN model and TLBO technique to provide high accuracy,
low uncertainty, and low computational burden. The traditional BPNN model was
employed for its capability of nonlinear mapping from past complex wind time series
data to day-ahead wind speed. The TLBO algorithm was utilized for adjusting the
weights and biases of the BPNN so as to auto-tune the best parameters of BPNN. The
powerful ability of global search and exploration of TLBO algorithm enhances the
training ofBPNNsatisfactorily. TheRMSE (m/s) andMAPE (%) values of the hybrid
ANN-TLBO model are 0.0386 and 3.8090, respectively. Based on the performance
evaluation, the hybridANN-TLBOmodel has outperformedother benchmarkmodels
and that is evident in the results that had been forecast. In future wind direction would
be included for wind speed prediction model implementation.
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Risk Averse Energy Management for
Grid Connected Microgrid Using
Information Gap Decision Theory

Tanuj Rawat and K. R. Niazi

Abstract Energy management plays a critical role to accomplish a reliable and effi-
cient operation of a Microgrid (MG). As the power from renewable energy sources
and load demand is uncertain energy management problem (EMP) of aMG becomes
complex. This paper studies the EMP for a grid connected MG consisting of dis-
patchable distributed generators (DDGs), battery, and renewable generation such as
wind power, respectively. In order to handle the uncertainties ascending from wind
power and load demand, information gap decision theory (IGDT) is adopted in this
paper. An illustrative case study is presented to demonstrate the applicability of
the proposed method. Results show that least robustness is achieved on modeling
uncertainty in both wind power and load demand in comparison to the modeling of
uncertainty in either parameter.

Keywords Microgrid · Uncertainty · Energy management · Information gap
decision theory

Nomenclature

Pit Power from ith DDG at time t
Iit Commitment status of ith DDG at time t
SUit Start-up cost of ith DDG at time t
SDit Shutdown cost of ith DDG at time t
PM,t Power exchange with main grid at time t
PWT,t Power from wind farm at time t
Pbat,t Power from battery at time t
Dt Load demand at time t
P̃WT,t Predicted power from wind farm at time t
D̃t Predicted demand of MG at time t
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α Radius/Horizon of uncertain parameter
δ Cost deviation factor
OCo MG operation cost without any uncertainty
OCc Critical MG operation cost
q IGDT decision variables
u IGDT uncertain variables

1 Introduction

A microgrid (MG) is defined as an active distribution network which consists of
distributed energy resources (DERs) such as distributed generators (DGs), energy
storage system (ESSs), and controllable loads. One of the key features of an MG is
its capability to disconnect from the upstreammain grid in case of any disturbance or
fault in the main grid. With effective operation strategies, an MG can offer twofold
benefits to the power grid [8]: firstly, it provides reliable power supply to local loads
by coordinating DERs and secondly, it can also act as a manageable energy asset to
provide different grid services and grid friendly power responses.

The energymanagement problem (EMP) of a grid connectedMGhas been studied
extensively in the literature. EMPof aMGmainly aims to find optimal energy outputs
from different DERs of MG and power exchange with the main grid to minimize
electricity and operation cost. Due to the integration of advanced technologies such
as renewable energy sources (RES), EMP of a MG has become complex as RES
possess inherent intermittent and variable characteristics. To deal with uncertainty
in the input parameters of EMP such as wind power and load demand, a variety of
methods has been investigated in the literature.Numerical prediction techniqueswere
adopted in [1] and [3] to forecast the uncertain input parameters and the EMP of MG
is solved in a deterministic way. Renewable generation, as well as load consumption
was found using artificial neural network in [3]. In numerical prediction techniques,
the accuracy of prediction decreases as the horizon of prediction increases. Energy
management system (EMS) for a renewable based MG based on rolling horizon is
proposed in [5]. Using the rolling horizon algorithm, forecasts are updated at each
time step and then optimization problem is solved. But, only the decision variables
of the current time step are implemented.

To mitigate the risk of operating uncertainties in power generated from renew-
able sources and electricity prices in MG’s optimal operation a Hong’s 2m point
estimate method (PEM) is adopted in [6]. A 2m + 1 PEM is applied in [12] to solve
probabilistic energy and operation management problem of MG. A scenario-based
robust energy method is proposed in [17] to deal with the uncertain load demand
and renewable generation. Uncertainties of renewable generation and grid connected
condition of MG is studied in [7] using a two-stage adaptive robust optimization.
“Budget of uncertainty” is used to control the uncertainties. Stochastic Program-
ming especially, scenario-based method is also widely used in MG operation and
energy management [11]. In scenario-based method, uncertainties in input param-
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eters are described by using certain distributions such as weibull and normal dis-
tributions, respectively [15]. Scenarios are generated from these distributions using
scenario generation techniques. Each scenario stands for one possible/circumstance
that could occur with some probability. Apart from robust optimization and stochas-
tic programming, chance constraint programming (CCP) is also investigated for MG
energy management. A CCP based approach is used to solve two EMPs of MG
motivated by peak power shaving and frequency regulation, respectively [10]. CCP
energy management model for islanded MG is designed in [13].

Compared with other works, which utilize robust optimization, stochastic pro-
gramming, and CCP for modeling uncertainties in the MG energy and operation
management problem, an information gap decision theory (IGDT) based approach
is adopted in this paper. IGDT is used to deal with the uncertainties associated with
wind power and load demand, respectively. Unlike other methods, IGDT does not
require knowledge of membership functions, probability distributions or detailed
uncertainty sets [4]. It mainly concentrates on the difference between actual and
forecasted variables. Therefore, the main contribution of this paper is the applica-
tion of IGDT for modeling uncertainties in the input parameters of EMP for a grid
connected MG.

2 Information Gap Decision Theory

Theoretically, IGDT is a quantitative risk management and decision-making model
to take into account severe uncertainties involved in the decision-making process
[2]. The IGDT model will assure that the operation cost of the MG does not increase
beyond a certain critical value OCc while the horizon of uncertainty is maximized.
The critical operation cost OCc is defined as a percentage of deterministic operation
cost, i.e., (OCo.δ).(OCo.δ) declares the risk averseness of MG operator. System
model, uncertaintymodel, and performancemodel are the three components of IGDT.
Several models such as energy-bound model, slope bound model, and envelope-
bound model can be used to describe the uncertainty set. A special case of envelope-
bound model as given in equation (1) is used in this paper [14].

U (α, ũ) = {u : |u − ũ| ≤ |ũ|α}, α ≥ 0 (1)

In an IGDT model, based on the risk management strategies followed by the
decision maker, two different performance functions namely robustness function
and opportunity function can be defined. A robustness function is adopted to attain
immunity against the unfriendly deviations in uncertain parameter. Because of its
ability to consider worst case scenarios, only robustness function is considered in this
paper [16]. By adopting robustness function, MG operator will behave as risk averse
decision maker and will schedule resources in a way to become immune against
the unfavorable deviation in the forecasted values of wind output and load demand.
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A robustness function α̃(q, rc) is defined as the maximum value of α such that
minimum favorable or desired reward of the decision-making problem is fulfilled.

α̃(q, rc) = max
α

{α : minimum requirement of rc is satisfied} (2)

3 Problem Formulation

In this section firstly, mathematical model for the MG energy management without
considering any uncertainty is formulated. Thereafter, IGDT basedMG energy man-
agement model to incorporate wind output power and load demand uncertainty is
expressed.

3.1 Deterministic MG Energy Management

One of the vital goal of a MG operator is to minimize the operation cost. Mathemat-
ically, the objective function can be formulated as

Min OC =
∑

t

∑

i

[Fi (Pi )Iit + SUit + SDit ] +
∑

t

ρt PM,t (3)

The first term in the objective function is the operation cost of DDGs which
consists of generation cost, start-up cost, and shutdown cost, respectively and the
second term is a cost associated with power exchange with the main grid. When
power is taken from grid PM,t is positive and when power is transferred from MG to
main grid PM,t is negative. The objective function in Eq. (3) is subjected to power
balance constraint (Eq. 4),minimumandmaximumcapacity constraints ofDDGs and
main grid, respectively, ramp up, ramp down,minimumup andminimumdown limits
of DDGs, respectively. The operation model of battery for charging/discharging is
similar to [9].

∑

i

Pit + PWT,t + PM,t + Pbat,t = Dt ∀t (4)

3.2 IGDT Based MG Energy Management

The uncertainty in wind power and load demand illustrated by ut={PWT,t ,Dt} for
each time t is modeled in this section using IGDT. The decision variables are power
output from DDGs, power exchange with the main grid and battery charging and
discharging power, respectively, denoted by qt={Pit ,PM,t ,Pbat,t}. It is assumed that



Risk Averse Energy Management for Grid Connected … 469

the forecasted values of the uncertain parameters, indicated by ũt={P̃WT,t ,D̃t} is
accessible. The robust formulation is depicted in (5)-(8).

obj fun : Max α (5)

subject to:

Max
∑

t

∑

i

[Fi (Pi )Iit + SUit + SDit ] +
∑

t

ρt PM,t ≤ OCc (6)

(1 − α)P̃WT,t ≤ PWT,t ≤ (1 + α)P̃WT,t ∀t (7)

(1 − α)D̃t ≤ Dt ≤ (1 + α)D̃t ∀t (8)

For the sake of simplicity, same time volatility levels and forecasting errors for
both wind power and load demand is considered [16].

4 Numerical Simulation

The MG considered in this paper consists of four DDGs, one wind turbine, and
one battery. The characteristics of DDGs and battery is obtained from [9]. The 24 h
load profile and wind power output pattern in per unit is adopted from [9] and [14],
respectively. The peak load of MG is 18.14 MW and it is assumed that 5 MW of
wind generation capacity is available in the MG.

Results of four different cases are discussed in this section. In the base case, it is
assumed that there is no forecast error associated with wind power and load demand.
The simulation results are obtained keeping wind output and load demand equal
to their forecasted values and the objective is to optimize the total operation cost.
It is assumed that in case 1, wind output power and in case 2, load demand is the
only uncertain parameter in the model. Instead of minimizing operation cost, the
objective in these cases is to maximize the radius of wind power uncertainty and
load uncertainty, respectively. In case 3, both wind output power and load demand
are taken as uncertain parameters in the model. The objective is maximizing the
horizon of both uncertainties.

The simulation results for all the cases for different values of δ are shown in Table
1. It should be noted that different values of δ results in different critical costs as TCc

= TCo(1+δ). The total operation cost obtained in the base case is 6183.852$. It is
evident from the results that as δ increases, more uncertainty can be accommodated at
the expense of an increase in total operation cost. The simulation result also shows that
as the total acceptable deterioration in the operation cost is increased from 6183.852$
to 6802.236$ the decision maker can be immune up to 15% error in wind forecast
prediction and 3.33% error in load forecast prediction, respectively. Similarly, to
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Table 1 Optimal robustness value and critical MG operation cost for different cost deviation factor

δ TCc α (in %)

Case 1 Case 2 Case 3

0.00 6183.852 0.00 0.00 0.00

0.01 6245.690 1.50 0.33 0.27

0.02 6307.528 2.99 0.67 0.55

0.03 6369.367 4.50 1.00 0.82

0.04 6431.205 5.99 1.33 1.09

0.05 6493.044 7.50 1.67 1.36

0.06 6554.882 8.99 2.00 1.64

0.07 6616.721 10.5 2.33 1.91

0.08 6678.559 11.9 2.67 2.18

0.09 6740.398 13.5 3.00 2.46

0.10 6802.236 15.0 3.33 2.73

Fig. 1 Robustness value
versus robustness cost

0 100 200 300 400 500 600 700

Robustness Cost ($)

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

R
o

b
u

st
n

es
s 

V
al

u
e 

(α
)

Case 1
Case 2
Case 3

ensure that the maximum MG operation cost should not go beyond 6802.236$, the
maximum forecast errors in both wind power output and load demand should not
go beyond 2.73%. Clearly, α of case 3 being close to the practical scenario, results
in lesser admissible uncertainty horizon. Also, when δ is low, the operation cost is
closer to the base case cost and MG operator behaves as risk neutral behavior. For
example, when δ is 0.01, the total operation cost is 6245.69$, which is very close to
the base cost of 6183.85$. It should be noted that case 1, in which only wind power is
considered as an uncertain parameter result in more robustness at the same operation
cost in comparison to the other two cases.

Implementing IGDT robustness function imposes an additional cost to the MG
operator. The difference between risk neutral cost (δ equals zero) and risk averse
cost (for different values of δ) is defined as robustness cost. The variation of α with
robustness cost is shown in Fig. 1. It is obvious that on increasing robustness cost α
increases.

The variation of participation from different energy procurement options versus
α for case 1 is shown in Fig. 2. It is to be noted that ratios have been obtained
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Fig. 2 Ratio of DDGs, grid
and wind power versus
robustness value (α)
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Fig. 3 Ratio of DDGs, grid
power and load demand
versus robustness value (α)
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Fig. 4 Ratio of DDGs, grid
power, wind power and load
demand versus robustness
value (α)
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in comparison to the base/deterministic case. As α increases, the share of wind
decreases and consequently power from DDGs and main grid increases to meet the
wind power deficiency. For case 2, as shown in Fig. 3 the power from DDGs and
main grid increases to meet the additional load demand. Similarly, for case 3 as α

increase the contribution of DDGs and power from grid increases to compensate the
increase in load demand and a decrease in wind power generation as shown in Fig. 4.
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5 Conclusions

The problem of energy management in a grid connected MG is studied in this paper.
An IGDT based technique is utilized tomodel the uncertainty of wind power and load
demand.MGoperator behaves as a risk averse decisionmaker andmanages resources
in away to become immune against the unfavorable deviation in the forecasted values
of wind power and load demand. The obtained results from IGDT guarantees the
MG operator that the operation cost would not go beyond the predefined critical MG
operation cost. Also, it is found that considering uncertainties in both wind power
and load demand leads to lowest robustness in comparison to the modeling of either
uncertainty.
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Power Quality Improvement
of Microgrid Using Double Bridge Shunt
Active Power Filter (DBSAPF)

Rajesh Kumar Meena, Dheeraj Kumar, Vinay Kumar Jadoun
and Saurabh Kumar Pandey

Abstract In the modern power system, the role of distributed energy resources
has been changed from back up to primary source of electricity in the form of
microgrid and with that power quality of microgrid has become a serious issue. The
tremendous increase of nonlinear loads and power electronic devices create power
quality issues in the power system distribution. In this paper, the main objective is
to improve the power quality of a microgrid using proposed Double Bridge Shunt
Active Power Filter (DBSAPF). The simulation results obtained by proposedmethod
shows reduction in the harmonic components with a nonlinear load.

Keywords Distributed Generations (DGs) · Distributed Energy Resources
(DERs) · Power Quality (PQ) · Point of Common Coupling (PCC) · Shunt Active
Power Filter (SAPF)

1 Introduction

Microgrid is an integration of small scale DG’s located near consumer end that
normally operated to and synchronous with the main grid through PCC but can
disconnect and function autonomously to feed community load. DG units include
nonconventional sources like solar energy, wind energy, hydroelectric power fuel
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cells, etc. Microgrid has proved its significance over last few years to prevent black-
outs and power outages [1]. The power quality has always been a serious issue for
centralized grids. Power quality is the capability of power generator system to sup-
ply a clean and steady power flow that is fulltime available, has a pure noise-free
and smooth sinusoidal waveform, and is always within the prescribed voltage and
frequency range [2]. Since the microgrid includes nonlinear elements in excess for
control and conversion sake. So it is obvious to guess that it has harmonic contents in
it. The unbalance in voltage profile of the microgrid may result in tripping of circuit
breakers. Generally, it has been found that harmonic contents in current waveform
and imbalance in voltage and frequency profile increase losses in power system
[3]. A synchronous reference frame-based current control loop [4] and conventional
PI regulator [5] are used for voltage–frequency regulation. Indirect current control
technique by [6] has been presented to mitigate the voltage imbalance. Active and
reactive power control in both grid-connected and islanded mode has been investi-
gated in [7]. In order to improve the DG controller performance, several modified
models have been proposed by [8]. StaticVARCompensator (SVC) and ShuntActive
Power Filter (SAPF) have been adopted to improve power quality parameters like
voltage, frequency, and harmonic distortion [9]. The voltage and frequency control
mode are adopted in microgrid under grid tied or islanded in order to regulate voltage
and frequency in microgrid [10]. Droop control technique is developed to enhance
the power quality parameter like active and reactive power control both in grid and
autonomous operation. Droop control technique has been employed in V and I to
provide PQ control in microgrid, which has been investigated in [11].

2 Shunt Active Power Filter

The operating principle of shunt active power filters to inject the network and gen-
erated the harmonics current which is equal and in opposite direction of the current
generated by nonlinear load.

The basic structure of shunt active power filter connected to amain source is shown
in Fig. 1. The linear and nonlinear loads are supposed to be connected at the Point

Fig. 1 Basic structure of
shunt active power filter
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of Common Coupling (PCC). At this situation, the supply current (Is) will be the
load current (I l) having non-sinusoidal nature when flowing through the transmission
line. The active filter is parallel connected with the AC supply source through Point
of Common Coupling (PCC). This active filter is consisting of three-phase PWM
voltage source inverter.

The equations for current source can be expressed as

If = Il − Ilf (1)

If = Is − Isf (2)

where I f is the error reference current,

I l is the load current,
I lf is the load reference current,
Is is the source current, and
Isf is the source reference current.

For satisfactory performance of active filter, it is necessary to select a suitable
technique which identifies and extract the reference current and inverter control
strategy [12]. As a supply purpose, a DC voltage capacitor is used in this voltage
source inverter, which can act as a switched at high frequency to produce the current.
This generated current will be further used to remove the harmonic current from
the main source [13]. For suppression of the harmonics, the current waveform is
obtained from VSI in the current controlled mode and the interface filter [14].

3 Hysteresis Control Technique

In this paper, a hysteresis current controller method is used. This method is simple,
easy to implement, and fast response current loop. Another advantage of this method
is that there is no need of knowing the load parameters value. The variation of switch-
ing during the load parameters’ variation of fundamental period is the drawback of
this method.

Figure 2a, b shows the working of hysteresis current controller. This figure rep-
resents the upper and lower band and actual and reference current with reference
to T. In this method load current waveform is compared with the reference current
waveforms generated by using various algorithms, which is later on used to gener-
ate the firing pulses for the voltage source inverter provided with the DC link. The
voltage source inverter is used to generate the compensation current for the source
current to prevent load harmonics from entering the source which destabilizes the
alternator or main deteriorates the main power system power quality. In the work-
ing procedure, the measured load currents are compared with the reference current
generated by PLL using hysteresis comparators. In the past, various algorithms have
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Fig. 2 Working of hysteresis current controller (a) and (b)

been proposed to generate the reference current like PQ theory. Hysteresis control
scheme uses a band to generate firing pulses for the active power filter for which
reference currents and error current obtained by comparing the load current, used as
input to the hysteresis block.

4 Proposed Double Bridge SAPF

The simulation diagram of the proposed double bridge SAPF model is also shown
in Fig. 3. The proposed model consists of two bridge inverters coupled to same
branch of capacitors. This model uses two capacitors connected as series and mid-
point grounded. The voltage source inverter provided with the DC link to feed the
compensation current generated by using the control firing pulses obtained from hys-
teresis control. In this figure, a generalized configuration of shunt active power filter
has been shownwith the main power system configuration. This configuration shows
the generalized interconnection of shunt active power filter. The load current returns
with harmonics and shunt active filter injects the compensation current generated by
the VSI using the firing pulses generated from the control circuit of the shunt active
power filter.

In the proposed model, there are two types of Inverters and two types of control
circuits are used separately to generate compensation current by using the different
comparing signals for both control inverter, namely, Source Hysteresis Controlled
Inverter and Load Hysteresis Controlled Inverter. In the proposed model, both invert-
ers work on the same principle of hysteresis control method but use different currents
for their error reference current generation. Source hysteresis controller uses source
current as the input and PLL generates ideal source current by taking phase and
magnitude as a references. Here magnitude and phase of the waveform have been
used for the generation of ideal waveform.While load hysteresis controller uses load
current as input and PLL generates ideal load current. Output of error reference cur-
rent generator fed to the hysteresis controller, which generates the pulses for firing
the bridge inverter. The firing pulses generated from both the control circuits have
been fed to the voltage source controlled inverter and load controlled inverter. Based
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Fig. 3 Simulation diagram of proposed double bridge SAPF model

upon the respective control pulses generated by the control circuit both inverters of
the filter generate a compensation current which is passed through a reactor and then
fed directly to the supply to prevent the harmonic contents from entering the source
which affects the stability of the system. The stability and power quality control are
the prime objectives of the power system engineers, so this paper provides a solution
to the same. The simulation results obtained by proposed filter have been shown and
discussed in the next section.

5 Simulation Results

In this section, two case studies are considered. In the first case study, the problem is
solved without considering double bridge SAPF filter, whereas in second case study,
the proposed double bridge SAPF filter is used to solve this problem. In both the case
studies, the load is considered as nonlinear. The various system parameters used in
both case studies are given as follows: Supply Voltage is 400 V; Frequency is 50 Hz;
Nonlinear Load is Series RL Load, R = 150 �, L = 10 mH, Parallel Capacitor C =
1 uF.
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5.1 Case Study 1

In this case study, the result obtained without double bridge SAPF is presented in
Figs. 4 and 5. It can be seen from both the figures that the source and load waveforms
and source phase currents are distorted and not properly sinusoidal when double
bridge SAPF filter is not considered.

The percentage of total harmonic distortion obtained in this case study is given
as Phase A, Phase B, and Phase C has 30.97% THD, 30.61% THD, and 30.85%

Fig. 4 Source and load waveforms without double bridge SAPF filter

Fig. 5 Source phase currents without double bridge SAPF filter
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THD, respectively. It can be observed from this table that the % THD for all the three
phases is approximately 30%.

5.2 Case Study 2

In this case study, the problem is solved with the proposed double bridge SAPF filter.
The simulation results obtained by proposed SAPF filter are shown in Figs. 6, 7, 8,
and 9. It can be observed from the figures that when the load is connected with the
proposed double bridge SAPF, the waveforms are drastically smooth and sinusoidal.

In the Figs. 7 and 8, the compensation current injected by the source hysteresis
controlled inverter filter and the current injected by load hysteresis controlled inverter
filter has been shown,which are generated as explained in the proposedmodel section.
It can also be seen fromFig. 9, that the source phase currents for all the three phases are
sinusoidal in nature. The percentage total harmonic distortion in the source currents
obtained by proposed double bridge shunt active power filter is given as that the
percentage THD for Phase A, Phase B, and Phase C reduced drastically to 0.64%,

Fig. 6 Source voltage and source current with double bridge SAPF

Fig. 7 Current injected by source hysteresis controlled inverter filter
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Fig. 8 Current injected by load hysteresis controlled inverter filter

                     (a) Phase A                                                                (b) Phase B

(c)  Phase C

Fig. 9 Source phase currents

0.63%, and 0.63%, respectively. Thus, the overall power quality gets improved using
proposed double bridge shunt active power filter.

6 Conclusion

Microgrid is very popular in current trends. There is more emphasis given to
develop microgrid infrastructure because of the issues of need for rural electrifi-
cation, increased focus on renewable energy, and focus on higher efficiency. In this
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paper, the proposed double bridge shunt active power filter is implemented in the
existing microgrid. The results are compared without and with the consideration of
proposed.

Double bridge shunt active power filter. Based on the result section, it can be con-
cluded that the proposed double bridge SAPF filter has a capability to compensate
the harmonics. The proposed filter is also obtained for the positive results by dras-
tically reducing the percentage of THD of the line current. In fact, the distortions
of the power supply currents were diminished exceptionally to THD = 0.63%. It
can be concluded that the proposed filter has eliminated the harmonic components
efficiently which was occurred in the existing power system with a nonlinear load.
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Opposition Theory Enabled Intelligent
Whale Optimization Algorithm

Prateek Jain, Pooja Jain and Akash Saxena

Abstract Performance of any optimization technique is dependent on the perfect
combination of operators; these operators are used for analyzing the exploration
and exploiting capability. In the absentia of this combination, an algorithm inclined
toward premature convergence is trapped in local optima and is unable to find the
best solution. In this paper, a new variant of whale optimization algorithm (WOA)
is introduced which combines the concept of opposition-based learning, crossover
operator, and sinusoidal function to accelerate the convergence rate and to avoid the
trapping in local optima. This will be called as an opposition theory enabled intelli-
gent whale optimization algorithm (OIWOA). To test the effectiveness of OIWOA,
it is evaluated on an array of 23 classical benchmark functions. The performance
measures show that the proposed variant possesses a better capability in solving
optimization problems.

Keywords WOA · OIWOA · Opposition-based learning · Crossover operator

1 Introduction

Optimization is a method of finding the best solution with the most cost-effective
or highest achievable performance under the given constraints from all the feasible
solutions available. In the most straightforward condition, an optimization problem
consists of maximizing or minimizing a real function by adequately selecting input
values from within an allowed set and calculating the value of the function. Opti-
mization is useful in engineering, medical science, mathematics, and other research
works. There are different techniques for solving optimization problems, i.e., tradi-
tional optimization techniques and modern optimization techniques. The traditional
optimization techniques are useful in finding the optimal solution for continuous and
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differentiable functions for small problemswith fewer variables. The commonly used
conventional optimization techniques are dynamicprogramming, nonlinear program-
ming, linear programming based algorithms, Newton–Raphson method, quadratic
programming, etc., but these traditional techniques are more complicated to solve
due to sizeable mathematical part, local optima stagnation, and not efficient enough
to solve complex problems. So, modern methods like tabu search [4] and particle
swarm optimization [8] have become dominant and useful in solving almost all the
optimization techniques as they are efficient, convenient, and capable of solving com-
plex problems with less mathematics. Nowadays, meta-heuristic algorithms (MHAs)
[14] emerge as an effective method for solving almost every complex optimization
problemwithout trapping in local optima and giving a faster convergence rate. These
MHAs provide researches a limitless source of inspiration for the modification and
development of new algorithms. Like manyMHAs are inspired by some natural pro-
cess [23] such asWhale optimization algorithm (WOA) [12], Graywolf optimization
[13], Krill herd algorithm [3], Crow search algorithm [2], Bat search algorithm [24],
Cuckoo search algorithm [15], Flower pollination algorithm for Global Optimization
[25], Gravitational search algorithm [16], and Moth flame optimization(MFO) [11],
nature-inspired MHAs gives unlimited sources for researchers to develop different
techniques in algorithms for solving real-world problems. The two main features of
MHAs are intensification and diversification. Intensification means searches around
the present best solutions and selects the best solutions, and the diversification ensures
that the algorithm explores the search spacemore efficiently. Despite having somany
algorithms for solving optimization problems, we still cannot define any particular
algorithm for a specific problem and every time we require a new algorithm for a
new challenge to obtained useful results; this is explained by no free lunch (NFL)
theorem [22]. According to this theorem, there is no specific algorithm for solving all
optimization problems. It means that an optimizermay get good results in a particular
set of problems and fail to solve a different set of problems with the same param-
eters. Hence, there is an advantage for researchers to develop and modify different
algorithms to implement different kinds of the optimization problems.

This paper aims to propose a newvariant ofWOAcalled opposition theory enabled
intelligent whale optimization algorithm (OIWOA) which involves the concept of
opposition-based learning (OBL), crossover operator, and a sinusoidal function with
the optimization features of WOA. It is a nature-inspired MHA based on the unique
hunting behavior of humpback whales where these kinds of whales catch their prey
by making the net of bubbles in spiral form around the prey. It has been proved
that this algorithm is able to show very competitive results compared to other meta-
heuristic algorithms in solving various real-world problems like optimal sizing of
renewable resources for loss reduction in distribution systems [17], feature selection
[9], sizing optimization for skeletal structures [7], and data clustering [6]. Identical
to other meta-heuristic algorithms, slow convergence speed is the main problem
encountered byWOA [1]. To further enhance the performance, this paper introduces
some modifications into WOA.
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The following paper is structured as follows: Sect. 2 describes the whale opti-
mization algorithm, Sect. 3 explains the opposition theory enabled whale optimiza-
tion algorithm, Sect. 4 shows the results and comparison, and Sect. 5 contains the
conclusions of the paper.

2 Whale Optimization Algorithm

TheWOA is inspired by the unique hunting behavior of humpbackwhales, developed
by “Mirjalili” and “Lewis” in 2016 [12].Ahumpbackwhale is one of themain species
of the whale which can be as big as a large loading truck. Krill and small fish herds
are their common prey. By creating distinctive bubbles in spiral shapes forming loops
around the prey, they can easily attack them. This behavior is known as the bubble-net
hunting method. This algorithm is modeled in three steps: The first is the modeling
of the girdling phase of the prey, the second is the bubble-net attacking (exploitation
phase) characteristics of humpback whales, and the third one is the random prey
search process for the target, i.e., exploration phase. The mathematical formulation
is modeled and explained as follows.

2.1 Girdling Prey

After locating the prey, humpback whales start girdling the prey by using the loops
of bubbles. This behavior is formulated as follows:

−→
W =

∣
∣
∣
−→
Q · −→

K
∗
(n) − −→

K (n)

∣
∣
∣ (1)

−→
K (n + 1) = −→

K
∗
(n) − −→

P · −→W (2)

where n indicates the current iteration,
−→
P and

−→
Q are the coefficient vectors. K* is

the position vector of the best solution obtained, K is the position vector. K* will be
updated in each iteration for every better solution. || is the absolute value and · is an
element-by-element multiplication. The vectors

−→
P and

−→
Q are calculated as follows:

−→
P = 2−→p · −→v − −→p (3)

−→
Q = 2−→p (4)

where −→v is a random vector in [0, 1] and −→p is linearly decreased from 2 to 0 over
the course of iterations.
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2.2 Bubble-Net Attacking Method (Exploitation Phase)

As mentioned earlier, the humpback whales attack the prey with the bubble-net
technique. This method is mathematically formulated as follows:

Shrinking Girdling Technique: This technique requires decreasing the value of −→p
in Eq. (3). Here, −→p is decreased from 2 to 0 over the course of iterations. The new
position of a search agent can be specified anywhere in between the original position
of the search agent and the position of the ongoing best search agent by setting

−→
P

for random values in [−1, 1].

Spiral Position Modification: This represents the helix-shaped movement between
the positions of humpback whales and prey as follows:

−→
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W ′ − eyl · cos(2πl) + −→
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∗
(n) (5)

where
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W ′ =

∣
∣
∣
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K

∗
(n) − −→

K (n)

∣
∣
∣, l is a random number in [−1, 1], and y is a constant.

It is considered that humpback whales whirl around the target in a girdling cir-
cle and along a curling path simultaneously. For this simultaneous behavior, WOA
assumes that the probability to choose between shrinking girdling technique and the
spiral model is 50% each, respectively. The mathematical model of the search is as
follows:

−→
K (n + 1) =

{

shrinking girdling Eq.(2) if n < 0.5

spiral positioning Eq.(5) if n ≥ 0.5
(6)

2.3 Prey Search (Exploration Phase)

In this technique, we revise the position of the search agent (humpback whale) on the
basis of a random search agent instead of the best one. The variation of

−→
P can also

be used for the prey search. Hence,
−→
P is updated with the random values greater than

one or less than minus one to force search the whale to move away from a reference
whale. Therefore, −→
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−→
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where
−→
K rand is a random position vector.

Now, in the next section, we will discuss the improvements done in WOA.
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3 Opposition Theory Enabled Intelligent Whale
Optimization Algorithm

Although theWOA is capable of generating solutions which exhibit higher accuracy
than many meta-heuristic approaches, this still has a slow rate of convergence for
many complex problems. So, by using the concept of opposition-based learning
(OBL) and implementation of crossover operator and sinusoidal function in the
original whale optimization algorithm, an intelligent whale optimization algorithm
is developed to enhance the convergence rate further.

3.1 Implementation of OBL on OIWOA

The concept of opposition-based learning is a technique widely used in the field
of optimization, which helps in the search process of getting the best solution. It
improves the performance of MHA by simultaneously searching in the opposite
direction and increases the chance of finding the best solution. In [10, 20, 21], it is
described that instead of finding the best solution randomly, it is far better to look for
the possible solution in the opposite direction of the initial search simultaneously to
increase the chance of best initial guess, which may increase the convergence rate
and may decrease the searching time.

Definition: Let z be a real number defined on a specified interval: z[m, n]. Then,
the opposite number of z is defined as z* =m + n − z. Similarly, the opposite number
in a multidimensional case is zt ∗ = mi + ni − zi where zt ∈ [mt , nt ] and t = 1, 2,
…, N. Let Z = (Z1, . . . , Zn) be a point in an N-dimensional space. So, by definition,
the opposite point is Z* = (Z*1, . . . , Z*n). Now, if f (Z*) ≥ f (Z), then point Z will
be replaced by Z*; otherwise, continue with Z.

This concept of opposition-based learning is implemented in the initialization
process of OIWOA. The following steps describe the OIWOA with the following:

1. The first half position is generated by a random search and the other half is
generated in opposite direction according to OBL as mention in Sect. 3.1.

2. After the initialization process, the first half position are updated as given in
Sect. 2 and the other half positions are updated according to OBL as mention in
Sect. 3.1.

3. After updating the positions, the two sub-positions are composed of one position.
Further, we can sort the search results and locate the best position.
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3.2 Implementation of Sinusoidal Function

In the proposed OIWOA, −→p have been allowed to vary with a sinusoidal function
over the course of iterations rather than to decrease linearly as in Eqs. (3) and (4)
from 2 to 0 in WOA. This kind of variation reflects in the application of gray wolf
algorithm [18]. This modification enables OIWOA with better search capabilities
and it is given as

p = 2 ∗ (

1 − (

(sin(θ/2))2
))

(9)

where θ = 3.14 ∗ ((n) /Max_iteration) and n is the current number of iterations.

3.3 Implementation of Crossover

The crossover operator is familiar with the GA[5], KH[3], and DE[19] algorithms.
It keeps the search process going. In this paper, a new variant of a crossover operator,
i.e., crate(constant) is introduced. This crate operator implements on the standard
equations of WOA (1), (2), (5), (7), and (8) that result in the enhancement of the
convergence rate ofWOA. The significant changes in theWOAmodel with crossover
operator are as follows:

−→
W =

∣
∣
∣crate · −→

Q · −→
K

∗
(n) − −→

K (n)

∣
∣
∣ (10)

−→
K (n + 1) = crate · −→K ∗

(n) − −→
P · −→

W (11)

−→
K (n + 1) = −→

W ′ − eyl · cos(2πl) + crate · −→
K

∗
(n) (12)

−→
W =

∣
∣
∣crate · −→

Q · −→
K rand − −→

K
∣
∣
∣ (13)

−→
K (n + 1) = crate · −→

K rand − −→
P · −→

W (14)

Hence, the concept of opposition-based learning, crossover, and sinusoidal function
have been implemented on original whale optimization algorithm.

4 Results and Discussions

This proposedOIWOAhasbeendevelopedon an IntelCore i5-7200UCPUwith 8GB
ram and 2.70GHz speed and implemented by using the MATLAB software 2017a.
The effectiveness of the proposedOIWOA is evaluated on the 23 standard benchmark
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Table 1 Comparative analysis of benchmark functions

Benchmark
function

OIWOA WOA PSO

AVG STD AVG STD AVG STD

1 1.17E−142 5.90E−142 1.60E−73 6.20E−73 1.36E−04 2.02E−04

2 5.97E−84 2.77E−83 2.37E−51 8.82E−51 4.21E−02 4.54E−02

3 2.56E−69 1.22E−68 4.91E+04 1.45E+04 7.01E+01 2.21E+01

4 6.72E−46 2.63E−45 5.42E+01 2.50E+01 1.09E+00 3.17E−01

5 2.79E+01 3.39E−01 2.81E+01 4.25E−01 9.67E+01 6.01E+01

6 2.11E−01 6.76E−02 4.24E−01 2.15E−01 1.02E−04 8.28E05

7 1.51E−04 1.28E−04 3.82E−03 4.85E−03 1.23E−02 4.50E−02

8 −1.21E+04 1.02E+03 −9.68E+03 1.53E+03 −4.84E+03 1.15E+03

9 0.00E+00 0.00E+00 1.89E−15 1.04E−14 4.67E+01 1.15E+03

10 3.73E−15 1.72E−15 4.20E−15 2.63E−15 2.76E−01 5.09E−01

11 0.00E+00 0.00E+00 1.84E−02 6.15E−02 9.22E−03 7.72E−03

12 9.63E−03 2.80E−03 2.30E−02 1.86E−02 6.92E−03 2.63E−02

13 1.63E−01 5.82E−02 5.01E−01 2.29E−01 6.68E−03 8.91E−03

14 1.49E+00 1.06E+00 2.70E+00 2.88E+00 3.63E+00 2.56E+00

15 4.60E−04 2.02E−04 7.84E−04 6.71E−04 5.77E−04 2.22E−04

16 −1.03E+00 7.47E−03 −1.03E+00 7.58E−09 1.03E+00 6.25E16

17 3.98E−01 1.04E−03 3.98E−01 3.94E−06 3.97E−01 0.00E+00

18 3.02E+00 2.39E−02 3.00E+00 2.48E−04 3.00E+00 1.33E15

19 −3.85E+00 1.55E−02 −3.86E+00 1.00E−02 3.86E+00 2.58E15

20 −3.27E+00 9.34E−02 −3.21E+00 1.19E−01 3.27E+00 6.05E−02

21 −7.87E+00 2.36E+00 −8.00E+00 2.65E+00 6.87E+00 3.02E+00

22 −6.89E+00 2.88E+00 −7.04E+00 3.03E+00 8.46E+00 3.09E+00

23 −6.46E+00 2.77E+00 −8.33E+00 3.48E+00 9.95E+00 1.78E+00

functions as listed in [12] with keeping the number of iterations and search agents
the same (500 and 30, respectively) for a similar study between OIWOA, WOA,
and PSO. The numerical results (average and standard) are mentioned in Table1;
these 23 benchmark functions are classified in three categories: unimodal (function
1–7), multimodal (function 8–13), and fixed dimensionmultimodal (function 14–23)
benchmark functions.

1. For the unimodal functions, the proposed OIWOA outperforms the WOA on a
majority of functions. Their results show the better exploitation ability and assist
the OIWOA to converge swiftly toward the optimum. It can also be concluded
from the convergence curves as shown in Fig. 1.

2. While the numerical outcomes and convergence plots for multimodel and fixed
dimension multimodal of the proposed OIWOA prove to enhance the level of
exploration and show faster convergence over the original algorithm as shown in
Fig. 1.
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Fig. 1 Convergence characteristics of benchmark functions

5 Conclusions

The use of meta-heuristic algorithms has revolutionized the field of science with their
ability to obtain optimal solutions for complex problems. In this paper, the proposed
OIWOA is used to reduce the drawbacks of the standard WOA algorithm that shows
a slow convergence and is trapped in local optima. The OIWOA uses the concept of
opposition-based learning, crossover operator, and a sinusoidal function to enhance
the optimization standards of WOA. For validation purpose, a study is conducted on
23 standard benchmark functions, which proves the efficacy of the proposed variant
of WOA. The performance of the proposed opposition theory enabled intelligent
algorithm (OIWOA) is equated with that of WOA and PSO algorithms, and the
results show the more satisfactory performance of OIWOA with the minimization
of average values (AVG) in functions 1–5, 7–11, 14, 15, and 20. In future studies, it
can be applied to ELD problems, power system stability problems, control system
design, strategic bidding problems, etc.

References

1. Aljarah I, Faris H, Mirjalili S (2018) Optimizing connection weights in neural networks using
the whale optimization algorithm. Soft Comput 22(1):1–15

2. Askarzadeh A (2016) A novel metaheuristic method for solving constrained engineering opti-
mization problems: crow search algorithm. Comput Struct 169:1–12



Opposition Theory Enabled Intelligent Whale Optimization Algorithm 493

3. GandomiAH,AlaviAH (2012)Krill herd: a newbio-inspired optimization algorithm.Commun
Nonlinear Sci Numer Simul 17(12):4831–4845

4. Glover F, LagunaM (1998) Tabu search. In:Handbook of combinatorial optimization. Springer,
Berlin, pp 2093–2229 (1998)

5. Goldberg DE, Holland JH (1988) Genetic algorithms and machine learning. Mach Learn
3(2):95–99

6. Jadhav AN, Gomathi N (2017) WGC: hybridization of exponential grey wolf optimizer with
whale optimization for data clustering. Alex Eng J 57:1569

7. Kaveh A, Ghazaan MI (2017) Enhanced whale optimization algorithm for sizing optimization
of skeletal structures. Mech Based Des Struct Mach 45(3):345–362

8. Kennedy R (1995) J. and Eberhart, particle swarm optimization. In: Proceedings of IEEE
international conference on neural networks IV, vol 1000

9. Mafarja M, Mirjalili S (2018) Whale optimization approaches for wrapper feature selection.
Appl Soft Comput 62:441–453

10. Mahdavi S, Rahnamayan S, Deb K (2018) Opposition based learning: a literature review.
Swarm Evol Comput 39:1–23

11. Mirjalili S (2015) Moth-flame optimization algorithm: a novel nature-inspired heuristic
paradigm. Knowl Based Syst 89:228–249

12. Mirjalili S, Lewis A (2016) The whale optimization algorithm. Adv Eng Softw 95:51–67
13. Mirjalili S, Mirjalili SM, Lewis A (2014) Grey wolf optimizer. Adv Eng Softw 69:46–61
14. Osman IH, Kelly JP (1996)Meta-heuristics: an overview. In: Meta-heuristics. Springer, Berlin,

pp 1–21
15. Rajabioun R (2011) Cuckoo optimization algorithm. Appl Soft Comput 11(8):5508–5518
16. Rashedi E, Nezamabadi-Pour H, Saryazdi S (2009) GSA: a gravitational search algorithm. Inf

Sci 179(13):2232–2248
17. Reddy PDP, Reddy VV, Manohar TG (2017) Whale optimization algorithm for optimal sizing

of renewable resources for loss reduction in distribution systems. RenewWindWater Sol 4(1):3
18. Saxena A, Soni BP, Kumar R, Gupta V (2018) Intelligent grey wolf optimizer-development

and application for strategic bidding in uniform price spot energy market. Appl Soft Comput
69:1–13

19. Storn R, Price K (1997) Differential evolution-a simple and efficient heuristic for global opti-
mization over continuous spaces. J Glob Optim 11(4):341–359

20. Tizhoosh HR (2005) Opposition-based learning: a new scheme for machine intelligence. In:
International conference on computational intelligence for modelling, control and automa-
tion, 2005 and international conference on intelligent agents, web technologies and internet
commerce, vol 1, pp 695–701. IEEE

21. Wang GG, Deb S, Gandomi AH, Alavi AH (2016) Opposition-based Krill Herd algorithmwith
cauchy mutation and position clamping. Neurocomputing 177:147–157

22. Wolpert DH, MacreadyWG (1997) No free lunch theorems for optimization. IEEE Trans Evol
Comput 1(1):67–82

23. Yang XS (2010) Nature-inspired metaheuristic algorithms. Luniver Press, UK
24. Yang XS (2010) A new metaheuristic bat-inspired algorithm. In: Nature inspired cooperative

strategies for optimization (NICSO 2010). Springer, Berlin, pp 65–74
25. Yang XS (2012) Flower pollination algorithm for global optimization. In: International con-

ference on unconventional computing and natural computation. Springer, Berlin, pp 240–249



Adaptive Inertia-Weighted Firefly
Algorithm

Shailja Sharma, Pooja Jain and Akash Saxena

Abstract Real-life optimization problems required more and more technique,
which completely utilizes the search spaces to obtain the best optimal solution,
so researchers have an opportunity to propose a new technique or a modified ver-
sion of the existing technique. In this order, this paper is a new modified version of
nature-inspired metaheuristic firefly algorithm. FA is swarm intelligence algorithm
inspired by flashing pattern and behavior of fireflies. FA has a tendency to trap in
local optima and shows a slow convergence for optimization problems. To overcome
these problems, in the proposed variant we add an adaptive inertia weight to update
the position of search agents. To validate the performance of the proposed variant,
it is tested on 23 traditional benchmark functions. The static and numerical results
confirm the efficacy of the proposed variant over the original algorithm.

Keywords Firefly algorithm · Improve firefly algorithm · Inertia weight

1 Introduction

Optimization refers to the process of searching for the best solution for a particular
problem. An optimization technique used to find out the optimal solution from all
available possible solutions. Since long, conventional search methods have been
used to solve optimization problems, although these methods give promising results
in many problems, sometimes theymay fail to solve complex optimization problems.
If in the optimization problem the number of decision variables is very large and their
effect on objective function is significant then such problems cannot be solved by
conventional methods. So to solve these complex optimization problems, efficient
methods of optimization are needed.
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To solve such type of complex optimization problems, optimization algorithms
which are stochastic in nature is used. These are heuristics and metaheuristics algo-
rithm, in which a Heuristics optimization algorithm is used to find the approximate
solution for many complex optimization problems and does not guarantee that any
optimal solution is required. Metaheuristics optimization algorithm can make some
assumptions about the problem being solved so they can be useful for various types
of problems. It is very powerful in dealing with highly nonlinear design functions.
Most of the metaheuristics algorithm is based on swarm intelligence. In the past
years, the number of swarm-based optimization algorithms is increased. These algo-
rithms are based on natural phenomenon. Such algorithms are as follows: (i) Genetic
Algorithm (GA) is a nature-inspired algorithm, which was developed by John Hol-
land in the 1960s and 1970s. This algorithm was inspired by the natural evolution
process. Crossover and mutation are the keys to GA [2]. (ii) Particle Swarm Opti-
mization (PSO), which was developed by Kennedy and Eberhart in 1995, based on
the swarming behavior of fish and bird schooling [13]. (iii) Ant Colony Optimization
(ACO) was introduced by Marco Dorigo in 1992, inspired by searching behavior of
social ants of searching foods and shortest path to their colony [3, 4] (iv) Artificial
Bee Colony (ABC) was developed by D. Karabogo in 2005 inspired by the hunt-
ing behavior of bees. Studies have shown that a bee colony is capable of allocating
forage bees between different flower patches so that their total nectar intake can be
maximized. ABC algorithm is developed for numerical function optimization [7].
Another nature-inspired algorithm was (v) Firefly algorithm (FA) which was intro-
duced by Xin-she-Yang (Yang 2008), inspired by the flashing behavior of fireflies.
Fireflies communicate by flashing their light [5]. Grey wolf optimization algorithm
(GWO) [10], whale optimization algorithm [9], Differential Evolution [12], Tabu
Search [1], Harmony Search [8], Cuckoo Search [6] are some other metaheuristics
algorithms.

After the presence of many different algorithms in optimization area, we require
different algorithms for such multidisciplinary problems. NFL (No Free Lunch)
theorem explains that no one can applaud a particular method for solving various
kinds of the optimization problem [14]. Hence, the researcher has an opportunity to
modify an existing algorithm and apply on different optimization problem.

In this order, we proposed an improvement in the firefly algorithm by adding an
adaptive inertia weight. The flashing pattern of fireflies inspires firefly algorithm. In
which, brighter flies for communication attract dimmer flies. Light intensity obeys
the inverse square law with distance. This improvement gives a fast convergence rate
and effective results as compared to the original FA.

In this paper, Sect. 1 describes the introduction of paper. Section 2 describes the
original Firefly algorithm, Sect. 3 describes the improvement in Firefly algorithm.
In Sect. 4, we discuss simulation results and Sect. 5 concludes the paper.



Adaptive Inertia-Weighted Firefly Algorithm 497

2 Firefly Algorithm

Firefly algorithm was introduced by Yang in 2010, FA was inspired by flashing
pattern and behavior of fireflies [15]. There are about two thousand species of Fire-
fly. Flashing pattern of these fireflies vary according to the type of species. Firefly
produces short and rhythmic flashes to attract their partner for communication and
potential prey. In some species, female flies react tomale’s unique pattern of flashing,
while in some species female flies can imitate flashing pattern of other species to
tempt and attack male flies which may mistake the flashing as a dormant suitable
mate. As we acknowledge that light intensity at a certain distance r from the light
source follows the inverse square law, so we can state that light intensity varies as
the range varies because it absorbs by surrounding and can define as I ∝ 1/r2 [16].

In fireflies, few flies are dimmer and few flies are brighter, dimmer flies are
attracted by brighter flies. To develop Firefly-inspired algorithm, it is the idealized
flashing pattern of fireflies. This phenomenon is shown in Fig. 1. FA used three
idealized rules:

1. Fireflies are unisex so that a firefly attracts other fireflies regardless of their gender
2. The attractiveness is proportional to the brightness, as the distance between two

flies increases both will decrease, thus for any two flies the dimmer one will be
attracted by brighter one but if there is no brighter one then they move randomly.

3. The landscape of objective function determined the brightness of fireflies.

Fig. 1 Flashing of firefly
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In FA, the two main important variables are light intensity and attractiveness. The
attractiveness is proportional to light intensity seen by other flies, so attractiveness
is defined as

β = βoe
−γr2 (1)

Here β is attractiveness of fireflies at distance r and βo is attractiveness at distance r =
0, r is defined as distance between two fireflies i and j, γ is defined as light absorption
coefficient. Light intensity is inversely proportional to the attractiveness of flies at
distance r from source.

I = Ioe
−γr2 (2)

Here I is define as light intensity, Io is defined as original light intensity or light
intensity at initial. The distance r between two fireflies i and j located at xi and x j is
calculated as Euclidean Distance

r = ∥
∥xi − x j

∥
∥ =

√
∑d

m=1

(

xim − x j
m
)2

(3)

At time when dimmer flies i move toward brighter flies j, dimmer flies update their
location and it is determined by

xi
(n+1) = xi

n + βoe
−γri j 2

(

x j
n − xi

n
) + αn∈i

n (4)

In the given equation, the second term is for the attractiveness of two flies, where a
value of γ is tending to zero to infinity (too large). When γ → 0 then brightness and
attractiveness become constant β = βo, so Firefly can be seen in any position. When
γ → ∞ then brightness and attractiveness will be decreased, so the movement of
fireflies become random. In the third term of the equation,α is randomized parameter
and ∈i can be written as (rand-1/2), where rand is any random number between [0,
1]. The pseudocode of FA shown in Fig. 2.

3 Improved Firefly Algorithm

FA was developed to solve nonlinear problems. After some modification in the orig-
inal algorithm, it gives more effective results. The main disadvantage of FA, low
convergence rate and slow process, is improved by modifying in the original firefly
algorithm. FA is useful for multidimensional and nonlinear problems.

In FA, movement of Firefly is random to find fireflies for next iteration, in that ran-
dom movement of fireflies attractiveness and brightness decrease due to less attrac-
tiveness it leads to loss of performance in a particular iteration. Some improvement
takes place to move fireflies in a particular direction it is only done by improving the
brightness. For the improvement, an adaptive inertia weight is added for randomiza-
tion value α. If the value of α is large, firefly can explore unknown places, for a small
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Fig. 2 Pseudocode of FA

value of γ, firefly will make a local search. By changing random movement into
particular movement firefly move toward the best solution in the iteration. Improved
attractiveness is calculated as

βk = βkoe
−γr2 (5)

βk is improved attractiveness at distance rk between two flies. Now the updated
location of dimmer flies is calculated as:

xik
(n+1) = xik

n + βkoe
−γri j 2

(

x jk
n − xik

n
) + αk∈k

n (6)

From Eq. (4) ∈i is Improved into ∈k is define as

∈k = ∂ ∗ b (7)

In Eq. (7) b is uniform random number, value of b depends on functions, ∂ is define
as

∂ = 0.5 ∗ (u∗ − l∗) (8)

Here u∗ is upper bound of function and l∗ is lower bound of function.
For the modification in the algorithm, some inertia weight is used. IW parameter

defined by Shi and Eberhart. Inertia weight is categorized into three sections. In the
first class of IW strategy,weight is taken as constant, define as adaptive inertiaweight.
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In the second class of IW strategy, weight defines a function of iteration or time these
are time-varying inertia weight. This method can be increasing or decreasing. IW
is determined on the bases of iterations in the algorithm. In the third class, weight
is considered as those methods which are used as feedback parameter in algorithm
[11]. Improvement in αn define as:

αk = αn ∗ α_damp (9)

α_damp = 0.05 (10)

Here αn is initial randomization parameter, α_damp is an adaptive inertia weight.
In this paper, our inertia weight is defined as adaptive inertia weight and taken as a
constant value 0.05 which give effective results as compare to the original FA, the
convergence of IFA is faster than original FA by adding an adaptive inertia weight
to original FA.

4 Simulation Results and Discussions

To validate the performance of the proposed variant, the proposed method was eval-
uated on 23 traditional benchmark functions. These benchmark functions table is
taken from paper of Mirjalili [10]. The proposed modification is developed by using
MATLAB R2017a and run on i5 processor CPU 2.7 GHz & 6 GB Ram. To make
a fair comparison of the proposed modification, the number of iteration, population
size are repeated same for both techniques (i.e., Max no of iteration 1000), (Number
of fireflies = 25). Proposed modification is simulated one time on each benchmark
function the numerical results (Mean, Std, Max, Min) are reported in Table 1.

Benchmark functions are categorized into three groups; Uni-modal benchmark
functions (Function 1–Function 7), multi-modal benchmark function (Function 8–
Function 13), and fixed dimension multi-modal benchmark function (Function 14–
Function 23).

4.1 Results on Uni-modal Functions

According to the results reported in Table 1, it is evident that the proposed variant
outperformed standard algorithm on the majority of test cases from characteristic of
uni-modal functions. Proposed variant benefits from super-exploitation capacity. It
assists the proposed variant to convergence rapidly towards optimum which can also
be inferred from the convergence curve.
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Table 1 Comparative analysis of IFA and FA
IFA FA

Mean Std Max Min Mean Std Max Min

F1 2.53E+02 2.73E+03 5.48E+04 1.17E-75 2.73E+02 2.84E+03 5.28E+04 1.89E-16
F2 8.81E+03 2.74E+05 8.65E+06 2.58E-51 3.78E+04 1.19E+06 3.77E+07 5.76E-09
F3 1.74E+03 6.67E+03 7.58E+04 1.77E-05 1.04E+03 5.22E+03 6.11E+04 4.96E-07
F4 3.00E+01 3.92E+00 8.40E+01 2.96E+01 1.14E+01 7.40E+00 8.02E+01 9.06E+00
F5 6.09E+05 8.28E+06 2.22E+08 9.96E+00 3.97E+05 5.88E+06 1.59E+08 2.27E+01
F6 2.81E+02 3.05E+03 6.51E+04 9.24E-33 2.30E+02 2.50E+03 5.56E+04 1.92E-16
F7 2.08E-01 3.33E+00 9.82E+01 3.65E-03 2.49E-01 3.18E+00 7.53E+01 3.85E-03
F8 -8.15E+03 5.10E+02 -2.71E+03 -8.22E+03 -8.12E+03 4.78E+02 -3.43E+03 -8.20E+03
F9 1.02E+02 2.34E+01 3.95E+02 9.85E+01 5.93E+01 2.79E+01 3.84E+02 5.47E+01
F10 3.82E-01 2.06E+00 2.04E+01 2.93E-14 4.27E-01 2.03E+00 1.99E+01 2.77E-09
F11 2.40E+00 2.63E+01 5.75E+02 0.00E+00 2.58E+00 2.50E+01 4.60E+02 9.86E-03
F12 8.46E+05 1.44E+07 3.79E+08 1.80E-32 6.38E+05 1.37E+07 4.16E+08 3.93E-18
F13 2.41E+06 3.57E+07 8.65E+08 2.88E-03 1.94E+06 3.10E+07 8.57E+08 5.17E-17
F14 1.02E+00 2.82E-01 7.97E+00 9.98E-01 1.02E+00 3.95E-01 1.21E+01 9.98E-01
F15 6.33E-04 1.29E-03 4.14E-02 4.55E-04 4.25E-04 5.91E-04 1.82E-02 3.08E-04
F16 -1.03E+00 5.50E-03 -8.58E-01 -1.03E+00 -1.03E+00 1.14E-03 -1.00E+00 -1.03E+00
F17 3.98E-01 7.47E-03 6.34E-01 3.98E-01 3.98E-01 7.44E-03 6.31E-01 3.98E-01
F18 3.00E+00 7.50E-02 5.23E+00 3.00E+00 3.00E+00 6.70E-02 5.12E+00 3.00E+00
F19 -3.86E+00 1.82E-03 -3.81E+00 -3.86E+00 -3.86E+00 4.09E-03 -3.74E+00 -3.86E+00
F20 -3.20E+00 2.58E-02 -2.42E+00 -3.20E+00 -3.32E+00 2.33E-02 -2.84E+00 -3.32E+00
F21 -1.01E+01 4.81E-01 -5.21E-01 -1.02E+01 -2.68E+00 6.79E-02 -7.04E-01 -2.68E+00
F22 -1.04E+01 4.27E-01 -1.11E+00 -1.04E+01 -1.04E+01 5.55E-01 -7.65E-01 -1.04E+01
F23 -1.05E+01 3.78E-01 -1.49E+00 -1.05E+01 -1.05E+01 5.19E-01 -1.35E+00 -1.05E+01

4.2 Results on Multi-modal and Fixed Dimension
Multi-modal Functions

As per reported results, the proposed variant shows significantly improved results.
By evaluating a characteristic of the multi-modal test function, it may be written that
the proposed variant has improved the level of exploration. The convergence curve of
the algorithm on some of the multi-modal function is shown in Fig. 3 which proves
the efficacy of proposed variant over original FA.

5 Conclusions

This paper is inspired byNFL theorem,wherewe proposed an improvement in Firefly
algorithm and analyzed with the original algorithm. FA shows slow convergence and
trapped in a local optimum. Modification in FA was done to improve the local search
as well as global search. When compared results of our algorithm with the original
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Fig. 3 Convergence curves for some benchmark functions

algorithm, our algorithm (IFA) converges to an optimal solution faster, in Table 1
minimum value of the mean, std, max, and min of functions are highlighted, where
function F1, F2, F7, F8, F10, F11, F14, F17, F19, and F21-F23 gives minimummean
values of functions in IFA, and it shows minimum values than original FA.

For acceptance, the test was performed on 23 traditional benchmark functions.
For the future effort, IFA will be applied to real-life application. The researcher can
combine IFA with some other algorithm for better results.
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A Review of Scheduling Techniques
and Communication Protocols for Smart
Homes Capable of Implementing
Demand Response

Gurpinder Singh, Anil Swarnkar, Nikhil Gupta and K. R. Niazi

Abstract This paper presents a literature review of scheduling techniques and com-
munication protocols (STCP), which make adaptable smart home (SH) capable of
implementing demand response. In addition, it presents advantages and disadvan-
tages of various STCP mentioned in the literature. Also, the paper provides the
pathway to future researchers for designing of smart homes, as it briefly mentions
various specifications of STCP so that one could select according to their application.

Keywords Scheduling techniques · Communication protocols · Smart homes ·
Demand response

1 Introduction

According to a survey conducted in the United States, it is found that about 90% of
people consider having a personal, secured, and automated smart home (SH) as their
primary preference [1]. A lot of research work is available in the literature on SH,
according to which, SH offers improved quality of life by providing easy appliance
control using voice [2–4] or mobile phone [5–7], providing a healthcare environment
[8, 9], and reducing the energy consumption [10–12]. It can also provide economic
benefits to consumers and utility by implementing tariff-based demand response
programs [10, 12–14], energy resources management, and storage management [12,
15], etc.
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In [16], S. K. Das et al. suggested an agent-based SH, MavHomes, which pro-
vides prediction framework for the user tagged. The artificial intelligence laboratory
at Massachusetts Institute of Technology, develops very efficient human machine
interface techniques by which system can detects hand gestures and recognizes the
voice and emotions [17].

In this paper, various scheduling techniques and communication protocols (STCP)
suggested in the literature are reviewed. STCPs are two main technical drivers for
incorporating demand response into SHs. For designing an SH, which is capable of
implementing demand response, an optimization technique is required for optimal
scheduling of appliances based on tariff-based data received from utilities. More-
over, a communication protocol is required to provide communication of the energy
management system (EMS) with various appliances.

2 Scheduling Techniques

There are various scheduling techniques or algorithms available in the literature.
In this section, rule-based, training-based Artificial Intelligence (AI) techniques,
heuristic- meta-heuristic-based approaches for scheduling demand response are dis-
cussed.

2.1 Rule-Based Scheduling Techniques

Many Rule-Based (RB) algorithms are suggested for scheduling of appliances con-
sidering dynamic pricing. Rete algorithm is suggested in [18] by Tomoya Kawakami
et al., in which rules for managing energy are processed by smart taps in network,
and the loads for processing rules and collecting data are distributed to smart taps for
optimal scheduling. In [19], the RB method is used to produce if/then rules which
are based on low to high priority of appliances. But there are some drawbacks of
using RB system, e.g., an extra set of memory is required to store the set of rules, no
scope of system expansion, and also it is not so capable of dealing with large number
of data which makes it difficult for scheduling corresponding to RTP [20].

Another RB technique is Fuzzy Logic (FL), used for intelligent demand response
which is given in [21], and the results were also verified on IEEE 34-bus distribution
feeder. In another work [22], FL is used to optimize cost, comfort, and implement
demand response; in [23], the technique is used to directly control the load consid-
ering customer’s preference and in [24] the operation of water heater is scheduled
according to peak demand. FL control has amajor drawback that it highly depends on
appropriate variables, determined on the basis of trial and errorwhich takes additional
time [20].
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2.2 Training-Based Artificial Intelligent Techniques

These AI are the techniques in which large amount of data is required for training,
after learning that the system can detect and mimic patterns. AI techniques can be
employed in SHs to provide various intelligent services (including scheduling) to
users [23, 25]. One of the effective algorithms is Artificial Neural Network (ANN),
proposed for an optimal demand-side management of PV installed at the residential
site [26]. In another study [27], ANN is used to analyze the huge amount of data
which is collected from the digital meters and convert them into some useful pattern
that could be used for load forecasting and further helps in demand side response. In
spite of being a very effective technique, it receives certain criticism as proper data
based on history (size, variation) for training is required. If systems change, ANN is
to be trained again.

Another useful technique isAdaptiveNeural Fuzzy Interference System (ANFIS),
which is the combination of fuzzy logic and neuro computing, used for demand
response and for prediction of the potential schedules based on the customer’s life
style [28]. The challenges faced by ANFIS include the long training time as well as
long learning time.

The literature has given different ways to achieve effective performance using dif-
ferent techniques. Fuzzy logic controller can attain effective performance if appro-
priate parameters in the RB algorithm and membership functions are considered.
ANN-based controller will perform optimally if proper training data according to
size and variation is provided. ANFIS can produce optimal or near optimal results
if proper training data, activation function and number of nodes are determined. But
ANN technique is a bit on the favorable side due to excellent prediction and good per-
formance when there is real-time operation and also is able to learn many nonlinear
functions by training.

2.3 Heuristic and Meta-Heuristic AI Techniques

Heuristic and meta-heuristic AI techniques are derivation-free optimization tech-
niques which do not require any historical data and off-line training but may provide
optimal or near optimal solution for objective function formulated, considering the
provided constraints. As in [29–31], a multi-objective nonlinear model is formulated
for the optimal use of energy and the comfort level is considered as a constraint. In
[32], Chavali, Phani et al. proposed appliance scheduling for implementing demand
response. They also proposed the distribution framework where users can indepen-
dently minimize cost of billing using greedy approx. In [33], combination of the
RTP and the inclining block rate is used to reduced electricity bill cost and peak to
avg. ratio (PAR) using linear programming methods and also included the predic-
tion of prices coming ahead for better scheduling results. Whereas [34] is another
work where A. Mohsenian-Rad et al. efforts are made to reduce the billing cost as
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well as the PAR but they also aimed at deploying energy consumption scheduling
devices in smart meters which run distributed algorithm automatically. K. M. Tsui
and S. C. Chan [11] provided a convex programming DR optimization framework
for automatic load scheduling in smart homes. Particle Swarm Optimization (PSO)
is used for load balancing problem in green smart homes [35, 36].

Genetic Algorithm (GA) is used to optimize nonlinear problem in [14] for cost-
effective scheduling of home appliances using a combination of RTP and IBP. In [37],
GA is used for managing energy for home employing SCADA. While comparing
GAwith mixed-integer nonlinear programing, it is found that GA reduces the energy
consumption better. Reference [12] provides the optimized scheduling of appliances
using Binary Particle Swarm Optimization (BPSO) and resource management using
PSO. In [38], Gill et al. have designed and compared energy management controller
using five different heuristic optimization techniques GA, BPSO, bacterial foraging
optimization algorithm (BFOA), wind driven optimization (WDO), and genetic wind
driven (GWD), in which GWD reduces energy consumption up to 10% as compared
to GA and 33% as compared to WDO.

These techniques are mostly population-based and are computationally demand-
ing. These techniques are capable of providing optimal or near optimal solution but
may be trapped in local minima if not properly tuned.

3 Communication

Communication protocols are required to establish communication between all the
devices and energy management system. There exists various communication proto-
cols in literature, but this section mainly discusses somemore commonly used proto-
cols, e.g., KNX, X10, DSL, Zigbee, Ethernet, and Wi-Fi. Communication protocols
can be classified into three major categories according tomedium of communication,
i.e., wired communication protocols, wireless communication protocols, and hybrid
communication protocols.

3.1 Wired Communication Protocols

KNX (PL110) is a wired network which uses separate cables to transfer data. Data
transfer rate is high in this protocol. It is a noise-proof system due to separate cables,
but it is expensive and requires long installation time. In [39], management of KNX-
based smart home automation system through android mobile is presented.

X10 is a cheap wired network as it uses existing power line for communication
purpose. To uses this protocol, the consumer has to just plug the electrical devices into
the conventional power outlets but communication through power lines are not reli-
able because of noise and can send message at specific times only. In [40], Nicholas
Dickey et al. have developed home-automated system employing the integration of
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mobile devices, cloud computing wireless communication, and power line commu-
nication (X10 protocol-based).

Digital line subscribed (DLS) uses phone lines to communicate. This protocol
provides remote access via home gateway. But this system works with IP network
only. Reference [41] presents a home server platform which integrates the func-
tioning of communication using DLS protocols, digital broadcasting reception, and
applications of home automation.

ISDN is another wired communication protocol which communicates through
ISDN lines and have higher dedicated bandwidth. But is expensive than other ser-
vices. The patent [42] presents apparatus and method of implementing a universal
home network on a customer premises ISDN bus. Another efficient protocol is Ether-
net which uses twisted paired cable, which provides remote access by building an IP
network, but to use this protocol, IP network should be created. In [43], smart home
system which uses Arduino ethernet in cooperating voice activation is presented by
Shiu Kumar.

3.2 Wireless-Based Communication

Zigbee system is awireless-based systemwhich uses radio frequency (RF) to commu-
nicate. It consumes low power and is economical but has a tight power and bandwidth
constraints. A work [44] proposed a smart home security system using low-power
Zigbee (802.15.4).

Wi-Fi, which is very commonly available at homes nowadays is another wireless
communication system using ISM to communicate; its advantage is that it has high
bandwidth and its disadvantage is that it consumes high power. Residential gateway
or home gateway was introduced for providing the remote access, Wi-Fi is necessary
for this residential gateway, for example, in [45] Zigbee-based automation system
and Wi-Fi network are integrated through a common gateway.

3.3 Hybrid and Integrated Protocols

Hybrid protocols are one which use both the wired and wireless communication.
Universal Plug and Play (UPnP) is a hybrid communication protocol using Ethernet,
IR, and RF to communicate. It is not suitable in terms of economy consistency and
complexity. Reference [46] presents an OSHi-based home automation; in OSHi plat-
form of home gateway, UPnP (Universal Plug and Play) technology and intelligent
agent technology work together. The literature mentions about integrated protocols
like [47] bring together Zigbee and X10 technologies to make cost-effective home
automation systems, [48] implemented KNX and Zigbee together.

There are many other techniques mentioned in the literature like GSM module
using SMS technology to exchange data [49], Raspberry Pi based home automation
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system communicating through email [50], speech recognizing and communicating
through Internet and mobile SMS home automation model [51], Arduino and Rasp-
berry Pi and smart communication based home automation [52], andmanymore. But
one must choose the protocols and devices wisely, as one of the main problems is of
compatibility among devices from different vendors as they use different protocols.

4 Conclusion

This paper presents a review of the STCP suggested in the literature to design SHs
capable of implementing demand response. Different rule-based techniques like FL;
training-based AI techniques like ANN, ANFIS, and heuristic and meta-heuristic
techniques like GA, PSO, BPSO, WDO, BFOA, and GWD are reviewed. Various
wired, wireless, and hybrid communication protocols like KNX, DLS, X10, ISDN,
Ethernet, Wi-Fi, Zigbee, and UPnP are also reviewed. This paper may be helpful for
researchers working in the area of SH.

Further, advanced AI should be incorporated, which enables SHs to learn user’s
habits and minimize the user’s active participation. Moreover, a better human to
machine interface should be provided for better and easy interaction like employing
hand gesture and emotion detection.
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A Robust Open-Loop Frequency
Estimation Method for Single-Phase
Systems

Anant Kumar Verma, C. Subramanian and R. K. Jarial

Abstract This article proposes a robust open-loop frequency estimation method
for a single-phase system in the presence of grid disturbances. An even harmonic
generation scheme is formulatedwhich enables to introduce the benefits of half-cycle
delay orthogonal filters. In the proposed work, a digital signal processing approach is
employed for fundamental frequency estimation. In order to reject grid disturbances
sliding discrete Fourier transform (SDFT) filter (which acts as an orthogonal filter)
and moving average filters (MAFs) are employed into the scheme. Finally, rigorous
simulation test cases are carried out in MATLAB/Simulink environment in order to
prove the robustness of the algorithm.

Keywords Single-phase systems · Even harmonics · Orthogonal filters · Moving
average filters · Frequency estimation

1 Introduction

The advent of increased global warming and degradation of natural resources
throughout the world has led to increased penetration of distributed generation (DG)
systems into grid [1]. In order to control the power flow from DG systems to grid,
grid-tied power converters (i.e., inverters) are often utilized. Digital signal process-
ing (DSP) algorithms are adopted for synchronization and protection purposes of
these power converters. DSP based algorithms are highly immune and less sensitive
to grid disturbances (i.e. dc-offset, harmonics, frequency drifts, voltage sag/swell,
phase jumps, notches, and spikes) [2]. In literature, several DSP based techniques are
reported for grid frequency estimation [3–11]. One of themost common and simplest
techniques among these techniques is zero-crossing detection (ZCD) [4]. However,
the presence of noise owing to multiple zero-crossing results in an erroneous estima-
tion [4–6]. A demodulation method based frequency estimation is employed using
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Fig. 1 A general block diagram of the proposed scheme

recursive discrete Fourier transform (RDFT) [7, 8]. Inclusion of higher order FIR
differentiation filter can be utilized with demodulation method but at the cost of
slower dynamic response [9]. To overcome this issue, a computationally efficient
open-loop demodulation approach is developed in [12].

In the proposed work, an open-loop structure of the algorithm is shown in Fig. 1
which is unconditionally stable for single-phase application. The even harmonics
are generated by taking square of the grid signal. The fundamental frequency of
interest will now become twice the actual grid frequency (2ωg , where ωg = 2π fg ,
and fg = 50 Hz, i.e., nominal frequency). Hence, even harmonic generation helps to
introduce half-cycle (i.e., when Tg = 1

fg
= 0.02 s, then 1 cycle = 1

50 s) delay filters in
order to rapidly extract fundamental grid voltage component. The DC-offset present
in the signal is rejected by taking first-order discrete-time derivative of grid signal.
A digital half-cycle delay OSG (orthogonal signal generation)- based SDFT [10]
filter is chosen and amplitude normalization of fundamental orthogonal components
is required, since the proposed algorithm is sensitive to voltage sags. Thereafter,
moving average filters (MAFs) [11] are introduced to attenuate the higher order
even harmonics. The phase angle information is estimated and a phase unwrapping
algorithm is applied. A three-sample based differentiation algorithm is proposed to
estimate the grid frequency (ω̂g = 2ωg). Finally, the performance of the proposed
scheme is tested in simulation environment based on European standard, i.e., EN
50160 for public distribution systems [13].

This paper is organized as follows. A brief discussion on even harmonics gener-
ation is done in Sect. 2, A emphasis on filtering requirement is discussed in Sect. 3,
and an approach for frequency estimation followed by simulation results is presented
in Sect. 4. Finally, the summary of article is concluded in Sect. 5.

2 Even Harmonics Generation

In order to generate even harmonic components from single-phase grid voltage signal
(vi ) consider h as an odd harmonic order (i.e., h = 1, 3, 5, 7, 9, … k) where k is
considered as an odd integer. Herein, grid voltage signal is written as follows:

vi =
k∑

h=1

Ahsin(hωgt + δh) (1)
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where Ah stands for amplitude of respective harmonics, ωg is the fundamental fre-
quency, and δh is the phase angle. Note that in presence of grid disturbances all the
above aforementioned parameters will be different. Hereon, a new voltage parameter
can be considered as vs = v2i and which is expanded below subsequently to Eq. 2.

vs =
[ k∑

h=1

Ahsin(hωgt + δh)

]2

(2)

expansion of the Eq. 2 can be done as follows [3]:

vs =
k∑

h=1

A2
h

2
−

k∑

h=1

A2
h

2
cos(2(hωgt + δh))

+A1

k∑

h=3

Ahcos((1 − h)ωgt + (δ1 − δh))

−A1

k∑

h=3

Ahcos((1 + h)ωgt + (δ1 + δh)) + · · ·

+Ak−2Akcos(−2ωgt + (δk−2 − δk))

−Ak−2Akcos((2k − 2)ωgt + (δk−2 + δk))

Conclusion: Expansion of Eq. 2 contains even harmonics components and the lowest
harmonic component is twice the fundamental frequency (2ωg). Even harmonics
will be multiple of ω̂g (i.e., 200 Hz, 300 Hz, 400 Hz, 500 Hz, 600 Hz, …, and so
on). Therefore, a good filtering approach is required for rejecting higher order even
harmonics present in the fundamental grid voltage signal.

3 Filtering Requirements

In the proposed work, filtering requirements are based upon three criteria, i.e., DC-
offset rejection, extraction of twice the fundamental grid voltage component, and
finally the rejection of higher order harmonics.

3.1 DC-Offset Rejection

Amajor concern arises when grid voltage signal itself contains DC-offset component
(Vo) as given below:
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vi =
k∑

h=1

Ahsin(hωgt + δh) + Vo (3)

Hence, it can be concluded that if square of Eq. 3 is taken into consideration with
regards to generation of even harmonics then DC-offset will become V 2

o . In order
to overcome this issue, initially a first-order derivative of the grid voltage signal is
taken into consideration whose transfer function is given below:

HDERI (s) = v̂i (s)

vi (s)
= 1 − e−sTs (4)

From Eq. 4, it can be understood that derivative of grid voltage signal will reach to
steady state in a time period of one sample (i.e., Ts = 1

fs
where, fs = 1

Ts
= 12 kHz).

Hence, HDERI (s) will provide a zero gain at zero frequency and it will completely
block the DC component. In addition to it, discrete realization of HDERI ( jω) can be
obtained as follows:

HDERI (z) = 1 − z−1 (5)

3.2 Extraction of Fundamental Orthogonal Components

Generation of orthogonal signals using SDFT filter is implemented in Fig. 2. The
structure includes a complex pole at the nominal grid frequency which cancels outs
a zero at this frequency. The decomposition of single-phase grid voltage signal into
its orthogonal components can be achieved with the help of the transfer function,
i.e., GSDFT (z) which is described below [10]:

GSDFT (z) = (1 − z−N )e j 2πkN

1 − e j 2πkN z−1
(6)

Fig. 2 OSG based on SDFT filter
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�(GSDFT (z)) = 2
N

(1−z−N )(cos 2πk
N −z−1)

1−2cos 2πk
N z−1+z−2 (7)

�(GSDFT (z)) = 2
N

(1−z−N )(sin 2πk
N )

1−2cos 2πk
N z−1+z−2 (8)

where k is the frequency bin index and N = 120 samples is chosen to make to a
half-cycle delay (TSDFT = Tg

2 ) orthogonal filter structure.

3.3 Elimination of Higher Order Harmonics

The higher order even harmonics (i.e., 200, 300, 400, 500, 600 Hz,…, and so on) are
attenuated by nonadaptive MAFs. Two MAFs are cascaded which are tuned at 300
and 500 Hz and a sufficient amount of attenuation is offered. A discrete realization
of MAF is provided in [11] as expressed by

GMAF (z) = 1

N

(1 − z−N )

1 − z−1
(9)

In this work, moving widow length Tw = Tg
6 s is chosen where Tg = 1/50 s and N

can be computed as follows N = Tw
Ts
. For a fs = 12 kHz, the rejection of 300 Hz

and its multiple can be done by choosing N = 40. Similarly, for rejection of 500 Hz
harmonic and its multiple a window length of Tw = Tg

10 can be chosen by selecting
N = 24. Henceforth, overall block diagram representation of the scheme is depicted
in Fig. 3.

Fig. 3 Overall block diagram of the proposed scheme
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4 Frequency Estimation

The fundamental orthogonal grid voltage components vα and vβ are normalized to
unit amplitude, respectively. Thereafter, cascaded MAF1 and MAF2 are employed
to attenuate higher order harmonics. To proceed with frequency estimation process
phase angle information is determined by utilizing orthogonal components and an
arctangent function which is described below:

v1α = A1√
v2α + v2β

sin(θ) (10)

v1β = A2√
v2α + v2β

cos(θ) (11)

Where A1 and A2 are the respective amplitudes of the orthogonal components.
At nominal frequency condition A1 = A2. However, under off-nominal frequency
excursions A1 �= A2. v1α and v

1
β are the normalized orthogonal fundamental grid volt-

age components. Now, by applying “arctan2” function on these components phase
angle information can be obtained as follows:

[
θ = arctan(−v1β

v1α
)

]

unwrapping

(12)

A phase unwrapping function is employed and a three-sample based differentiation
operation is applied on “θ” information. Therefore, ω̂g can be estimated as follows:

ω̂g(n) = 1

N 2Ts
θ(n) − 2θ(n − N ) + θ(n − 2N ) + ω̂g(n − 1) (13)

Hence, actual grid frequency can be obtained as ωg(n) = ω̂g(n)
2 . The selection of

N = 60 for the algorithm is an optimum choice as it will provide a response time
equivalent to a half-cycle delay. The effect of second harmonic oscillations in esti-
mated frequency is attenuated by another half-cycle delay MAF3 whose window
length is Tw = Tg/2 with N = 120 is included.

4.1 Simulation Setup and Results

The frequency information is accurately estimated as per the grid standard, i.e., EN
50160, which states that the grid frequency of a public distribution systems should
not go beyond the frequency range of 47–52 Hz during 100% of the operating time
[13]. From Table 1, a single-phase grid voltage signal is developed with a 100 Vpeak
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Table 1 Harmonics present in fundamental component as per EN-50160

Harmonics THD

3rd 5th 7th 9th 11th 13th 15th 17th

5.0% 6.0% 5.0% 1.5% 3.5% 3.0% 0.5% 2.0% 10.67%

Fig. 4 Frequency jump from
50 to 52 Hz with harmonics

amplitude containing a DC-offset of 10 V in the simulation environment where
disturbance injection takes place at the simulation time instant of t = 0.5 s. Four test
cases were taken into considerationwhichwill be consisting of all possible frequency
conditions in the form of frequency step. In test case 1 (Fig. 4), grid voltage contains
fundamental component, harmonics, and DC-offset alone. Test case 2 (Fig. 5) is
developed by adding 30◦ phase jump and 50% voltage sag to test case 1 and retaining
the previous test conditions. In test case 3 (Fig. 6), effect of notches, DC-offset, and
harmonics present in the supply voltage at nominal frequency (50 Hz) is considered.
In test case 4 (Fig. 7), a large frequency variation of+5 Hz from 47 Hz is considered,
with all odd harmonics, DC-offset, and a phase angle jump of 30◦ combined with an
amplitude sag of 100–50 V in fundamental component is considered. Under steady-
state conditions, for frequency deviations of +2 Hz, an error of 0.004 Hz is observed
and under negative frequency deviation of −3 Hz, an error of 0.1 Hz is observed. In
Fig. 6, notches in supply voltage has no effect on the frequency estimation process
and under large frequency deviations lesser overshoots are observed.



522 A. K. Verma et al.

Fig. 5 Frequency jump in
presence of voltage sag and
phase jump

Fig. 6 Effect of notches in
grid voltage
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Fig. 7 Frequency jump
from 47 to 52 Hz

5 Conclusion

The main objective of this paper was to introduce an open-loop robust frequency
estimation approach which is based on even harmonics generation scheme and dif-
ferentiation algorithm. In effect, half-cycle delay OSG-based filters can be employed
for improving the dynamic performance of the algorithm. Under adverse grid condi-
tions, the frequency estimation process takes≈1.6 cycles, i.e.,≈32ms to estimate the
grid frequency. The proposed method has a high immunity toward notches present
in supply voltage. Nonetheless, proposed scheme is stable enough under large fre-
quency deviations and has good harmonic rejection capability under off-nominal
frequency excursions.
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Demand-Side Load Management
for Peak Shaving

Shailendra Baraniya and Manoj Sankhe

Abstract Differential tariff regime in electrical energy markets has opened up new
opportunities of consumer participation for improving economics of operation. This
paper studies a demand-side load management system, which works in a nonin-
terference, advisory mode. It advises the consumer through flags thereby strictly
does not interfere with operation of the appliances, thereby keeps consumer comfort
intact. The scheme has been evaluated throughmodeling and simulation. The scheme
promises substantial drop in mean active power drawn by the consumer during grid
peak hours, affecting the consumer experience the least.

Keywords Load profile management · Peak shaving · Bootstrap resampling ·
Shifting time of use

1 Introduction

Real-time differential tariff regime has emerged as an effective mechanism to reg-
ulate peak loads of grid. Application of peak hour penal tariffs deters consumption
during peak hours and motivate consumer to shift consumption to non-peak hour,
effecting a peak shaving. This shifting of loads to non-peak hours lead to savings on
cost of energy for utility and consumer. It helps the utility to bring peak to average
ratio (PAR) at grid under control. An overenthusiastic cooperation of consumers in
shifting consumption to non-peak hour may drift the peak hour for grid, instead of
peak shaving. This brings to the fore requirement of a framework, enabling real-time
communication between consumer and utility, for a calibrated action on consumer’s
part rendering demand-side load management (DSLM) effective. Consumers can
avoid penal tariffs during peak hours by knowing start and end of peak hour of the
grid, well in advance, by an appropriate rescheduling of loads can be done reduc-
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ing mean active power drawn from the grid. This rescheduling cannot be done by
brute force, as consumption of energy has motives, productive, and otherwise. The
time of consumption is an important determinant of consumer comfort. The DSLM
presented here is an indirect intervention in operations of equipment inside the con-
sumer premises. This work is a heuristics-based system, helping the consumer, to
reschedule utilization, aimed at bringing downmean active power drawn by him dur-
ing peak hour. The consumer needs to know whether plug-in is advanced or delayed,
for an appliance, so as to achieve a drop in his mean load during grid peak hour. This
DSLM is designed to work in an advisory mode; let’s the consumer define plug-in
and plug-out of appliances in his premises, and hence keeps consumer experience
unaffected. There are many relevant contributions available in the domain like [1–3],
a few to cite. Most of them have proposed a direct control of appliances in consumer
premises.

2 Demand-Side Load Management

This DSLM comprises of two components, namely, ICT (Information communica-
tion Technology) framework and Algorithm. The ICT framework in the consumer
premises, shown in Fig. 1, act as the vehicle for DSLM execution [4, 5]. The DSLM
is aimed at bringing down the mean active power drawn from the grid during grid
peak hours. The day’s forecast for start and end of grid peak hour ‘S’ and ‘E’, is part
of demand response signals available at smart meter, which shares the same with
‘power hub’ of DSLM ICT framework. The power hub which is in communication
with appliances, through their respective leafs, continuously collect current, voltage,
and p.f. at these nodes. The leafs contain transducers, for sensing current and voltage
at the node, transmitting the same to power hub continuously. The data received from
respective leaf are analyzed to extract ‘node vector’ of the appliance, which includes
its earliest plug-in time ‘EST’, latest plug-in time ‘LST’, mean operation time‘OT’,

Fig. 1 DSLM conceptual framework
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Table 1 Classification of nodes

S.
No.

Node type Plug-in time (ST) Plug-out time (ET) Loading grid
during PS?

Flag

1. I ST < S S < ET < E) Y G

2. II S < ST < E ET > E Y R

3. III ST < S ET > E Y -

4. IV S < ST < (E + S)/2 S < ET < (E + S)/2 Y G

5. V (E + S)/2 < ST < E (E + S)/2 < ET < E Y R

6. VI ST < S ET < S N -

7. VII ST > E ET > E N -

(PS = E − S; ET = ST + OT ; Flags: G- Green, R-Red )

and mean active power drawn ‘LD’. The power hub maintains database for node
vectors for all the nodes. The power hub processes node vectors, for a given set of
‘S’ and ‘E’, and releases flags, to the respective leafs, to glow either red or green
LEDs, to advise the user to delay or advance the plug-in of concerned appliance,
respectively, so as to effect a drop in active power drawn from the grid for the con-
sumer. These entities communicate with each other, through appropriate transceiver
modules.

The DSLM Algorithm has two modes; training mode and functional mode. The
DSLM system is allowed to operate in training mode for a significant number of
days, to enable it to establish communication links and create starter database for
nodes. During training different leaves pick current, voltage, and p.f. at respective
nodes, and transmit them to power hub. The power hub extracts node vectors out of
leaf data, and create database of node vectors for all nodes. It doesn’t release any
instructions to any of the nodes during this mode.

During functional mode, power hub gathers start ‘S’ and end time ‘E’ of grid
peak hour fromAMI (advancedmetering infrastructure or smart meters). The DSLM
sorts node vector database for typical plug-in time ST of different nodes. Peak span
of grid peak ‘PS’ is defined as (E − S). The DSLM classifies various nodes as per
their anticipated operation overlap into PS. This is described in Table 1. The column
named ‘flag’ suggests type of flag to be raised at concerned leaf. A green flag ‘G’
when raised, means that a green LEDwill light up at the concerned leaf, and conveys
to user, that plug-in of appliance concerned is advised, at the earliest. If user complies
to the flag, mean active load of the consumer drops. The user is free, not to comply
to a flag. On the other hand, a red flag‘R’ indicates that the user is advised not
to plug-in the appliance till red flag is on. The consumer again is free to comply
with a flag. Green flag ‘G’ is issued at ‘EST’ of the appliance, and withdrawn as
consumer opt to plug-in the appliance or at typical plug-in time of the appliance,
whichever happens earlier. On the other hand, the red flag ‘R’ is issued at ‘EST’ of
the appliance, and withdrawn at consumer opting to plug-in the appliance or at ‘LST’
of the appliance, whichever happens earlier. Span of advise for any node is kept from
‘EST’ to ‘LST’, and it is assumed that if a consumer complies to the DSLM request
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rescheduling plug-in of an appliance between ‘EST’ and ‘LST’, his comfort remains
unaffected. Also, the DSLM requests rescheduling of plug-in and not the plug-out,
hence, once operation of an appliance has begun it is not disrupted. The measure of
DSLMperformance is defined as “drop in mean active power drawn by the consumer
during grid peak hour for adaptation of DSLM per unit mean active power drawn by
the consumer during grid peak hour without adaptation of DSLM” [6].

3 Modeling and Simulation

Modeling and simulation are deployed as a tool for verification of efficacy of the
scheme. The exercise requires modeling of energy transaction system’s routine oper-
ation (RO), prior to invoking DSLM, and that after DSLM intervention (DO), and
that of the consumer.

3.1 Modeling

The consumer is modeled as a time series of electrical loads, with their plug-in
time and respective operation time. Here we apply a simplifying assumption that
the operation time remains constant for an appliance, for a consumer. The model
of RO/DO is evolved by pondering upon the working of DSLM described by the
flowchart in Fig. 2. Transactions in the system happen at discrete events (plug-in
or plug-out), changing state of the system. The consumer installation remains in a
state (indicated by power injected by the consumer into grid), till an event happens
in the consumer installation, which moves it to next state. Number of distinct states,

Fig. 2 Algorithm for DSLM
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the system can assume, are finite (depending on consumer installation). Thus, it is a
good case for being modeled as a discrete event system.

The DSLM System: Model of DSLM, is evolved out of a detailed analysis of the
process of generation of flags at different nodes, as explained in Table 1. Inputs to
the algorithm for DSLM for relaxed seasons, are start time ‘S’ and end time ‘E’ of
grid peak hour, in addition to database of node vectors, representing the consumer.
The DSLM is described as sequence of steps as follows:

1 Read start and end time of grid peak hour ‘S’, and ‘E’, set node number n = 1
2 Load node vector for the nth node, Read ST, EST, LST, and OT
3 Test if (ST + OT ) < S, if true n = n + 1, if n < N then go to step 2, else go to

step 8
4 Test if (ST < S), AND ((ST + OT ) > S AND (ST + OT ) < E ) if true then
release flag ‘G’at EST of the node, else n = n + 1, if n < N then go to step 2, else
go to step 8

5 Test if ST S AND (ST + OT ) S AND (ST + OT ) < S+E
2 is true then release

flag ‘G’ at EST of the node, else n = n + 1, if n < N then go to step 2, else go to
step 8

6 Test if [(ST > S), AND ((ST + OT ) > E)] is true then release flag ‘R’at EST of
the node, else n = n + 1, if n < N then go to step 2, else go to step 8

7 Test if [ST > S+E
2 ), AND ((ST + OT ) < E)] is true then release flag ‘R’at EST

of the node, else n = n + 1, if n < N then go to step 2, else go to step 8
8 End, release modified time series, with aggregate load defined for all node vectors.

This DSLM inputs stimuli, a time series of node vectors, represents a typical con-
sumer. The model generates flags for respective nodes. These flags are communica-
tion to the consumer and his response to these, define how successful the scheme
would be?

Another entity is the consumer. Standard consumer database [7] is referred for
this modeling. Consumer premises has numerous appliances with different power
ratings, with different plug-in times, and operation times. The observation of plug-in
time of an appliance over a large number of days, show its variation between EST
and LST.

3.2 Simulation Process

The simulation involves inputting time series of node vectors representing a con-
sumer, to the RO/DO model. The time series is appended by including additional
plug-in events, where plug-in computed as sum of ST andOT of respective appliance,
with negative power rating (plug-out is a plug-in with negative power drawn from
grid). This revised time series representing the consumer installation is sorted as per
plug-in time for different appliances.
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Simulation for RO: The first element in this series is fired to make aggregate active
power injected by the consumer as its active power rating. The simulation time is
advanced to next plug-in aggregate load is computed as algebraically summation
of earlier load and the new load. This process is continued till all the events are
exhausted. This process adds one new variable to the time series, ‘aggregate load’;
load profile for the consumer, without DSLM.
Simulation for DO: Time series representing the consumer, above, is sorted for plug-
in time. This sorted database is sifted through, to identify appliances whose operation
creep into grid peak span, as per criteria defined in Table 1. The plug-in time for nodes
type I and IV are delayed and those type II and V are advanced, from their typical
plug-in time ‘ST’, to effect a drop in mean active load drawn by the consumer.
Simulation of this act is done by appropriately redefining plug-in time for concerned
nodes. The quantum of delay or advance of plug-in time is a measure of consumer’s
compliance to DSLM requests. This DSLM scheme assumes that plug-in time, when
altered from the typical one, to a moment between EST and LST, causes the least
discomfort to consumer. The maximum shift, while advancing, can move the plug-in
time to EST and that while delaying, can move it to LST of the node. Simulation
of consumer compliance effecting revision in plug-in time is done using a random
number generator for beta distribution, between EST and ST for advancing, and
between ST and LST for delaying. Degree of consumer cooperation or compliance
to flags is defined by appropriately selecting shaping parameters α and β of beta
distribution.

Load profile of a consumer has three parameters, appliances represented by their
power rating, plug-in time of these appliances, and their respective operation time.
The plug-in time of appliances is spread from 0000 to 2359 h. The plug-in time of
appliances, and statistical distribution of LD and OT classify the consumer. The load
profile of a typical consumer (Fig. 3) can be is seen as comprising of three peculiar
segments:

Uphill shoulder segment (1000–2000 h.): Load profile has a positive slope. This
segment sees more appliance plug-ins than plug-outs.

Downhill shoulder segment (0200–0600 h.): Load profile has a negative slope.
This segment sees more appliance plug-outs than plug-ins.

Peak/Trough segment (2100–2300 h. and 0700–0900 h.): Load profile is flat.
This region sees no change in load, with time.

During grid peak hours, a consumer might traverse through any of these three
segments of his own load profile. In order to assess performance of DSLM, we
evaluate the mean of drop in power drawn by the consumer during grid peak hour,
for 100 iterations over all three segments of his own load profile. 10000 such samples
are created using bootstrap sampling technique [8], applied on 100 base members.
The performance is shown as a 90% confidence interval, from 95 percentile to 5
percentile values. The grid peak hour is made to sift through consumer load profile
at hops of 1 h, from 0100 to 2300 h, and performance of DSLM is evaluated at each
hop. The span of grid peak hour is taken as 90 min.
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Fig. 3 Load profile of a consumer

4 Simulation Results

First set of simulations is designed to identify the dominant parameter the two LD
and OT, defining performance of DSLM. Parameters LD and OT are statistically
distributed typically left skewed (LS), uniform (UN), normal (NR) and right skewed
(RS). The DSLM advises consumer to reschedule plug-in of the appliance between
EST and LST. The consumer cooperation is simulated by generating a revised plug-
in time of the appliance by random number generator BETA.INV function in MS
EXCEL, with appropriate shaping parameters α and β [9].

We chose consumer compliance varying uniformly from5 to 25% for this exercise.
The distributions for LD and OT are assigned all possible 16 combinations and
simulations performed. Four such sets of simulation for distribution of OT, as LS
are shown here, in Fig. 4a, d. These plots exhibit similar profiles and distribution
of LD has no significant influence on DSLM performance. Other three sets, i.e., for
distribution of LD taken as UN, NR, and RS have similar observations. This exercise
established OT as dominant variate for assessment of DSLM performance.

We selected LS as distribution for LD for next set of simulations, to evaluate 90%
CI for mean drop in grid loading of consumer, for adaptation of DSLM in different
segments of consumer load profile. The performances are shown in Fig. 5, drop in
consumer’s grid loading (mean over segments) for 95 percentile, 50 percentile, and
5 percentile mark, for consumer compliance from 5 to 25% in steps of 5%. These
plots are grouped by different distributions of OT.
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(a) LD Left Skewed (b) LD Normal

(c) LD Right Skewed (d) LD Uniform

Fig. 4 Drop in load versus grid peak time
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Fig. 5 %Mean drop in load
drawn, versus consumer
compliance grouped by OT
distribution

(a) Mean over UpHill segment

(b) Mean over peak/ trough segment

(c) Mean over DownHill segment
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5 Conclusions

The scheme described here promises to invoke consumer cooperation in reducing
the mean active power drawn by the consumer from grid, during grid peak hour
and hence bring down cost of energy for the consumer. Key takeaways from the
simulation results are as follows:

– The DSLM performance shows a positive correlation with consumer cooperation.
– The performance seen in the study is indicative, and dependant on distribution of
LD, OT, and ST.

– The scheme exhibits a drop in load drawn from the grid, in a range of 3.5–6 % for
a modest consumer cooperation of 25%, for LS distribution of OT.

– There is a significant reduction in mean power drawn from grid during two seg-
ments of consumer load profile, uphill shoulder and peak/trough.

– The DSLM performance is significant for left skewed (LS) distribution for OT; LS
distribution has members of OT with small values, and even small shift in plug-in
time contributes to drop in power drawn from the grid.

– The least DSLM performance is seen in case of right skewed (RS) distribution
for OT; RS distribution has members of OT with large values, and shift in plug-in
time contributes negligibly to drop in power drawn from the grid.
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A New Line Voltage Stability Index
(NLVSI) For Voltage Stability Assessment

Trinadha Burle, V. V. S. Bhaskara Reddy Chintapalli and Phanindra Thota

Abstract Power system is probably one of the most complex dynamical systems.
In these systems, active and reactive power demand is increasing day by day, other
way it can be said that the stress on these systems is increasing. Under these stressed
conditions, they are operating at the stability limits to meet their load demand. Due to
the above scenario, voltage stability problem became a major issue. For stable opera-
tion of power systems, continuous monitoring of proximity of the voltage instability
is necessary. This paper presents a New Line Voltage Stability Index (NLVSI) for
detecting the proximity of voltage instability of the system. In this work, constant
PQ and ZIP load models are considered to study the effectiveness of the proposed
index. Experimentally determined ZIP coefficients are used for ZIP loadmodels. The
proposed work is demonstrated on standard IEEE 14 bus test system. The results are
compared with some existing indices to validate its feasibility. All the simulations
in this work are carried out through MATLAB.

Keywords NLVSI · PMUs · SLPF · Voltage collapse · Voltage stability analysis ·
ZIP load model

1 Introduction

During the past two decades, the power demand has been increasing and to meet that
power demand modern power systems are forced to operate at its stability limit [1,
2]. Continuous operation of power systems under such conditions leads to voltage
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instability or collapse. Voltage stability means to maintain the voltages at all buses
with in the specified limits in a power system even it is disturbed from a given initial
operating conditions [3]. The major reason for voltage instability is due to non-linear
loads, continuously increasing of these loads may leads to voltage fall. The power
systems with load burden are associated with lack of reactive power support, low
voltage profiles and heavy reactive power flows are tends to blackouts. Therefore,
the study of voltage collapse and voltage instability is still a major concern in power
system operation and planning.

Several articles have been published in the literature in the area of voltage stability
using Single Line Power Flow (SLPF) concept. Moghavvemi et al. derived a line
stability index (Lmn) [4],Musirin et al. proposed a FastVoltage Stability Index (FVSI)
[5], using the same concept as Lmn . Mohamed et al. developed the line stability factor
( LQP ) [6].Based on the maximum power and power loss in a line, Moghavvemi et al.
derived four Voltage Collapse Proximity Indicators [7]. Line Voltage reactive power
index (VQIline) [8] was developed by Althowibi et al. and Kanimozhi et al. derived
an index NVSI for line voltage stability estimation [9]. In some of the above indices,
the effect of active power change, angle difference between two buses and shunt
components of the lines are neglected but not all these effects in a single through in
single index. Moreover, constant PQ loads are used in the NR load flow method for
calculating these indices in the analysis of voltage stability. But in any practical power
system, any bus/substationmay have constant impedance type loads, constant current
type loads and constant power type loads or combination of any loads mentioned
above. Constant impedance and constant current type loads are voltage dependent but
constant power type loads are independent of voltage and hence if voltage changes
at any bus the voltage dependent loads will change at that particular bus. So if only
constant power type loads are used in NR load flow method will give inaccurate
results.

In general, the stability studies of power systems depends on how the real load
models are represented. Each real load has its own load characteristics and hence in
simulation studies it is very difficult to incorporate each real load type individually.
Therefore, generalized load models are required for getting the optimistic results
when compared to constant power type loads. ZIP load models are one of them [10],
where Z represents constant impedance type load, I represents constant current type
load and P represents constant power type load. Constant impedance (Z) type load
is proportional to the square of the ratio between operating voltage to the nominal
voltage, constant current type load (I) varies linearly according to the ratio, constant
power type loads (P) are independent of voltage.

In this paper, a New Line Voltage Stability Index (NLVSI) is derived based on
the concept of SLPF. For the ease of mathematical calculations, shunts in a line are
neglected. In this index, the effect of active power flow, reactive power flow and
phase angle at the buses common to a line are also incorporated. For the analysis
of voltage stability, ZIP load models are used instead of constant power loads. The
results obtained with ZIP load model are compared with constant power load model.
The proposed index has been exhibited on standard IEEE 14 bus system [11] and
compared with some existing indices.
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2 Existing Line Based Voltage Stability Indices

2.1 Line Stability Index (Lmn)

Based on the concept of SLPF, by considering reactive power equation Mahmoud
Moghavvemi et al. proposed an index Lmn . Here line charging admittance and effect
of active power change are neglected and the index is given by

Lmn = (4XQr )/(Vssin(θ − δ))2 (1)

where, X = Line reactance, Qr = Reactive power available at receiving end bus, Vs

= Sending end bus voltage, θ = Line impedance angle, δ = angle difference between
two bus voltages of a line.

2.2 Fast Voltage Stability Index (FVSI)

This index was developed by Ismail Musirin et al. using the same concept as Lmn .
In this index formulation the effect of reactive power flow is considered. The line
charging admittance, the effect of active power flow and the bus angles of a line are
neglected. The index is given by

FV SI = (4Z2Qr )/(V
2
s X) (2)

where, Z = Line impedance and the remaining parameters are as given in previous
index.

2.3 Line Stability Factor (LQP)

A. Mohamed et al. derived a line stability factor LQP using the single line power
transmission system. The index is given by

LQP = 4(X/(V 2
s ))(Qr + (X P2

s )/(V 2
s )) (3)

where, Ps = active power available at sending end bus and the remaining parameters
are as given in Lmn . In this index, the effect of sending end voltage, active power and
receiving end reactive power are considered. Line charging admittance, receiving
end active power, and bus angle of a line are neglected.
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2.4 Line Voltage Reactive Power Index (VQIl ine)

F. A. Althowibi et al. derived a line-based voltage reactive power index using the
same concept as FVSI. The effect of reactive power at receiving end only considered.
Active power at receiving end, shunt elements, and bus angles of a line are neglected.
The index is given by

V QIline = (4Qr )/(|Bsr ||Vs |2) (4)

where, Qr = Reactive power available at receiving end bus, Vs = Sending end bus
voltage, Bsr = the susceptance of a line between sending end bus and receiving end
bus.

2.5 New Voltage Stability Index (NVSI)

R. Kanimozhi et al. developed an index NVSI. In this index, both the effects of
active power and reactive power are considered but shunt elements, resistance, and
bus angles of a line are neglected. The index for a transmission line is given by

NV SI = (2X
√

(P2
r + Q2

r ))/(2Qr X − V 2
s ) (5)

where, Pr = active power available at receiving end bus and remaining parameters
are as explained in previous section. For the system to be stable, all the above line
indices should be maintained less than one.

3 Effect of Delta on Voltage

Actually at themidpoint of a transmission line, voltagewill effect greatlywith respect
to an angle difference between two buses of a line [12]. The voltage at this point
decreases with increase in angle difference and hence the impact of this voltage
reduction will be on bus voltages. For the analysis purpose, a single line two bus
system is considered and different cases are chosen for observing the effect of angle
difference on receiving end bus voltage. They are shown graphically. Consider a
single-line two bus system as shown in Fig.1, where, Vs = Sending end bus voltage,
Vr =Receiving end bus voltage, δs = sending end bus voltage angle, δr = receiving end
bus voltage angle, Ss =Complex power available at sending end bus, Sr = Complex
power available at receiving end bus, Z = impedance of a line, R = resistance of a line,
X = Reactance of a line, Ps = active power at sending end bus, Qs = reactive power
at sending end bus, Pr = active power at receiving end bus, Qr = reactive power at
receiving end bus and I_sr = current flowing in a line between two buses. From the
Fig.1, the complex power flow at receiving end bus can be written as
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Fig. 1 Single line diagram of a two bus system without shunts

Pr + j Qr = VsVr

Z
∠ (θ − δs + δr ) − V 2

r

Z
∠θ (6)

let δ = δs − δr and by comparing the imaginary parts on both sides, the above equa-
tion can be written as

Qr = VsVr

Z
sin(θ − δ) − V 2

r

Z
sinθ (7)

⇒ V 2
r sinθ − VsVr sin(θ − δ) + ZQr = 0 (8)

the roots for the above quadratic equation can be written as

⇒ Vr = (Vssin(θ − δ) ±
√

[Vssin(θ − δ)]2 − 4ZQrsinθ)/2sinθ (9)

since Zsinθ = X , the above equation can be modified as

⇒ Vr = (Vssin(θ − δ) ±
√

[Vssin(θ − δ)]2 − 4XQr )/2sinθ (10)

For the case study simulation, 17th line is randomly selected from standard IEEE 14
bus system and the data for the17th line is given as R = 0.12711 pu, X = 0.27038
pu, Z = 0.29877 pu, θ = 64.8210, Vs = 1.056 pu, Qr = 0.0336 pu. From this data,
Eq. (10) can be modified as

⇒ Vr = (0.58344)sin(θ − δ) + (0.5525)
√

[Vssin(θ − δ)]2 − 1.0815Qr (11)

Here the following eight cases are considered for showing the effect of delta on
receiving end bus voltage, Case1: Vs , Qr fixed at given values and δ increase; Case2:
Vs decrease, Qr fixed and δ increase; Case3: Vs increase, Qr fixed and δ increase;
Case4: Vs fixed, Qr and δ increase; Case5: Vs fixed, Qr decrease and δ increase;
Case6:Vs decrease, Qr and δ increase; Case7: all Vs , Qr and δ increase and Case8:Vs ,
Qr decrease and δ increase.
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Fig. 2 Effect of delta on receiving end bus voltage for different cases

From Fig.2, it can be concluded that the receiving end bus voltage is falling as
delta increases and severity may be more near the collapse point. Hence, delta should
be considered in stability index definition for getting accurate voltage collapse point.

4 Proposed Index Formulation

The proposed index named as New Line Voltage Stability Index (NLVSI) is derived
from Fig.1, the current entering the receiving end bus can be expressed as

I_sr = (Vs∠δs − Vr∠δr )

Z∠θ
(12)

The complex power available at receiving end bus can be written as

Sr = Vr∠δr . (I_sr)
∗ (13)

where, (I_sr)∗ is the conjugate of current reaching the receiving end bus. The com-
plex power can also be written as

Sr = Pr + j Qr (14)

in polar form it can be expressed as
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Sr =
√
P2
r + Q2

r∠φr (15)

where, φr = tan−1
(

Qr

Pr

)
and therefore from Eqs. (12), (13) and (15)

√
P2
r + Q2

r∠φr = Vr∠δr ∗ (Vs∠ − δs − Vr∠ − δr )

Z∠ − θ
(16)

Z
√
P2
r + Q2

r∠(φr − θ) = VsVr∠(δr − δs) − V 2
r ∠0 (17)

Let δr − δs = δ and by comparing the real parts on both sides, we will get

V 2
r − VsVrcosδ + Z

√
P2
r + Q2

r cos(φr − θ) = 0 (18)

to get the real roots for Vr , discriminant should be greater than or equal to zero

(−Vscosδ)
2 − 4Z

√
P2
r + Q2

r cos(φr − θ) ≥ 0 (19)

⇒ (Vscosδ)
2 ≥ 4Z

√
P2
r + Q2

r cos(φr − θ) (20)

from the above equation, finally it can be expressed as

(4Z |Sr | cos(φr − θ))/(Vscosδ)
2 ≤ 1 (21)

where, |Sr | = √
P2
r + Q2

r and therefore, the proposed index is

NLV SI = (4Z |Sr | cos(φr − θ))/(Vscosδ)
2 (22)

In this index, for optimistic prediction of line voltage stability, active and reactive
power flow available at receiving end bus are incorporated. In addition to this, angle
between twobuses of a line is also included asmentioned in the previous section.Here
Z and θ are the line impedance and impedance angle respectively and they are known
parameters. By using Phasor Measurement Units (PMUs), |Sr |, φr , Vs and δ can be
measured online and hence it can also be used for online voltage stability monitoring.
The step-by-step procedure for identifying the proximity of voltage instability point
of a line with respect to a particular load bus using proposed index is given below:
step1: Start with the initial data of the system; step2: Run the NR load flow for base
case loading; step3: Evaluate the proposed index for each line in the system using
NR load flow solution for the base case; step4: Select one load bus (especially weak
bus) in the system; step5: Increase the load at that particular bus and run again the NR
load flow; step6: Re-evaluate the proposed index for each line in the system usnig
the load flow solution; step7: Note down the line number and corresponding index
values in a table; step8: Check whether the proposed index value of any line in the
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system is less than one or not; step9: If yes repeat the steps 5–8, otherwise stop the
process. The line which exhibits index value more than one is called critical line to
the respective load bus. Hence if index reaching near to one, information should be
given to the operator then the operator can take necessary action. For a stable system,
index value for any line should be maintained less than one. The same procedure can
also be applied to ZIP load case by replacing all the constant power loads with ZIP
load models.

5 Representation of ZIP Load Model

ZIP load model is the voltage dependent generalized load model [10] and the math-
ematical representation of this model is given as

PZ I P = P0[Z p(Vi/V0)
2 + Ip(Vi/V0) + Pp] (23)

QZ I P = Q0[Zq(Vi/V0)
2 + Iq(Vi/V0) + Pq ] (24)

where PZ I P and QZ I P are the active and reactive powers at operating voltage Vi ;
P0 and Q0 are the active and reactive powers at rated voltage V0; Z p, Ip, and Pp are
the ZIP coefficients for active power; and Zq , Iq , and Pq are the ZIP coefficients for
reactive power.

6 Test Case Results

In this section, IEEE 14 bus system is considered to demonstrate the proposed index
for line voltage stability analysis. It is having 5 generator buses, 9 load buses, and
20 interconnected transmission lines. In this system, each load bus is considered
individually and reactive load at each bus is increased step by step from its base
case loading until voltage collapse point of a line is reached. The load at remaining
buses is maintained at base level. The maximum loading, critical lines and line
voltage stability indices values with respect to that particular bus are given in Table 1.
Ranking is given to the buses based on maximum loading to identify the weak bus in
the system, i.e. the bus which is having least maximum loading ability has 1st rank
and highest maximum loading ability has last rank. According to the ranking, the
first rank bus is the weak bus in the system. From the Table 1, it can be concluded that
bus 14 is the weakest bus in the system and the corresponding reactive loading at this
bus is 72 MVar. At this loading 17th line, which is connected between 9th bus and
14th bus, is the most critical line. The 20th line, which is connected between 13th
bus and 14th bus, is less critical when compared to 17th line with respect to bus 14
and it is obvious from the Table 1. After identification of weak bus, by changing both
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Table 1 Line stability index values at each load bus and corresponding critical lines with conven-
tional (i.e constant power) reactive load

Bus no. Maximum
reactive loading
in MVar

Rank Critical line
number

NLVSI Lmn FVSI V QIline NVSI

4 258.6 9 4 (2–4) 0.9311 0.8015 0.8312 0.8312 0.7389

10 (5–6) 0.7756 0.7756 0.7656 0.7656 0.7675

5 207.6 8 2 (1–5) 1.0727 0.8585 0.8989 0.8989 1.0413

7 146 5 8 (4–7) 1.0795 1.0795 1.0752 1.0752 1.2109

9 196.6 7 9 (4–9) 1.0529 1.0529 1.0478 1.0478 1.1589

14 (7–8) 0.8714 0.8714 0.8714 0.8714 0.7721

10 158.8 6 11 (6–11) 0.8693 0.9749 0.9432 0.9432 0.6464

18 (10–11) 0.9584 1.0876 1.0456 1.0456 0.8069

11 92.8 3 11 (6–11) 0.8432 1.0047 0.9545 0.9545 0.645

12 74 2 12 (6–12) 1.0091 1.0051 1.0195 1.0195 1.0038

13 95.8 4 10 (5–6) 0.7899 0.7899 0.7762 0.7762 0.8269

13 (6–13) 0.8984 1.0464 0.9997 0.9997 0.6802

14 72 1 17 (9–14) 0.9714 1.1062 1.0622 1.0622 0.7924

20 (13–14) 0.7943 0.9083 0.8755 0.8755 0.5621

active and reactive load simultaneously, different case studies have been performed
at that bus and the corresponding results are explained in later sub sections.

6.1 When Conventional (i.e. Constant Power) Load is Used

It is well known that simultaneous real and reactive load variations are more probable
combinations in practical systems and therefore in this case both constant P &Q load
at load bus 14 is increased step by step simultaneously until voltage instability point
is reached. For each step, index values, voltage and angle at bus 9&14 are noted
down. The corresponding graphs and table are shown in Fig. 3. The S in graphs and
tables indicates that complex power load. Figure 3c shows the variation of indices for
different loading conditions and from Table 2, it is clear that both active and reactive
powers are increased to 64 MW & 50 MVar, respectively, from their base values. In
this case, the 17th line is stressed more and its index value is 1.0213. The proposed
index NLVSI is only infuenced by both the real and reactive power variations, while
other indices are not revealed.

From Table 2, it is clear that the indices FVSI & VQIline are showing same
performance. From Fig. 3a, it is observed that the angle difference between 9th bus
and 14th bus is increasing gradually from the starting itself and it can be observed
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(a) 9th and 14th bus angles Vs S
load change at bus 14.

(b) 9th and 14th bus voltages Vs S
load change at bus 14.

(c) Line stability indices Vs S load
change at bus 14.

Fig. 3 Plots for simultaneous change of active and reactive load at bus 14 for the conventional load
case

Table 2 Line index values for 17th line with S load change at bus 14 for the conventional load case

S. no Complex load Line
number

NLVSI Lmn FVSI V QIline NVSI

1 Base case i.e, P =
14.9 MW and Q = 5
MVar or S = 15.72
MVa

17 0.0811 0.0437 0.0445 0.0445 0.0518

2 Max. load i.e. P = 64
MW and Q = 50
MVar or S = 81.22
MVa

17 1.0213 0.7706 0.8263 0.8263 0.7457
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that the voltage at bus 14 is reducing drastically when compared to 9th bus voltage,
it is obvious from the Fig. 3b.

6.2 When ZIP Load Model is Used

In this section, the constant power loads at all buses are replaced with ZIP load
models and at all the load buses same ZIP coefficients are used. The aggregate values
of ZIP coefficients for 29 types of loads are taken from [13]. For the convenience of
comparison, the load at bus 14 is varied like conventional load case. Here NR load
flow solution is used and inwhich reference voltages are taken as rated voltages. In the
first iteration, rated voltages are considered as operating voltages and next iteration
onwards updated voltages are taken as operating voltages. From Eqs. (23) and (24),
P0 and Q0 are changed from their base values, corresponding PZ I P and QZ I P values
are used in NR load flowmethod. The final solution is used in calculation of the Line
stability Indices.

Like conventional case here also the angle difference between 9th bus and 14th bus
is increasing gradually from the starting itself and it can be observed that the voltage
at bus 14 is reducing drastically when compared to 9th bus voltage, it is obvious from
the Fig.4b. From the Table 3, it is clear that the active load is increased to 68 MW
and reactive load is increased to 56 MVar. The maximum loadability margin at bus
14 is icreased compared to constant power load (i.e. Conventional load) case.

6.3 Results Comparison Between Conventional Load
and ZIP Load Model

In this section, some results are compared for conventional and ZIP load models.
The maximum loading capacity at weak bus (i.e. bus 14) is increased with ZIP load
model when compared to conventional load model and it is obvious from Table 4,
the delta limit for the critical line is also given in same table. For comparing the
remaining parameters one particular loading is considered for both conventional and
ZIP load models. From the Table 5, for simultaneous change of active and reactive
load, it is clear that ZIP load model maintaining good voltage profile at the weak bus
when compared to conventional load model. The power loss in the critical line and
total power loss in the system also reduced by using ZIP load models.
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(a) 9th and 14th bus angles Vs S
load change at bus 14.

(b) 9th and 14th bus voltages Vs S
load change at bus 14.

(c) Line stability indices Vs S load
change at bus 14.

Fig. 4 Plots for both active and reactive load change at bus 14 for the ZIP load case

Table 3 Line index values for 17th line with S load change at bus 14 for the ZIP load case

S. no Complex load Line
number

NLVSI Lmn FVSI V QIline NVSI

1 Base case i.e, P =
14.9 MW and Q = 5
MVar or S = 15.72
MVa

17 0.0566 0.0167 0.0170 0.0170 0.0463

2 Max. load i.e. P = 68
MW and Q = 56
MVar or S = 88.09
MVa

17 1.003 0.7861 0.8358 0.8358 0.7262
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Table 4 Results comparision for maximum loading at weak bus in the system

S. no. Name of the
test system

Critical line
number

Conventional load ZIP load

Max. loading
in MVa

Delta in deg. Max. loading
in MVa

Delta in deg.

1 IEEE 14 bus
system

17 81.22 4.7519 88.09 4.1032

Table 5 Results comparision for one particular loading at weak bus in the system

S. no. Name of
the test
system

Loading
in Mva

Conventional load ZIP load

Voltage
at weak
bus in pu

Power
loss in
critical
line in
MW

Total
power
loss in
the
system in
MW

Voltage
at weak
bus in pu

Power
loss in
critical
line in
MW

Total
power
loss in
the
system in
MW

1 IEEE 14
bus
system

72.11 0.862 3.25 26.042 0.9130 2.1150 23.608

7 Conclusion

This paper presented a New Line Voltage Stability Index (NLVSI) and the effec-
tiveness of this index is shown by demonstrating it on IEEE 14 bus system. In this
system, weak bus is identified depending on maximum acceptable load at a bus. Dif-
ferent case studies have been performed with constant power and ZIP load models at
the weak bus, but simultaneous change of both active and reactive load case is only
presented in this paper. From the results, it can be concluded that proposed index is
effectively indicating the proximity of voltage instability point for both active and
reactive power load change. The delta limit at maximum loading condition for both
conventional and ZIP load model is shown in Table 4. The results obtained with ZIP
load model are compared with conventional (i.e. Constant power) load model. From
the results, it can also be concluded that when ZIP load models are used, maximum
loading capability and voltage profile at the weak bus are improved and the same
improvement can be appeared for remaining buses also with the increase in load at
the respective buses. The power loss in the critical line and total power loss in the
system are also reduced. The future scope of this work is to find out the contin-
gency ranking in a system and it has to be compared with existing contingency rank
estimation techniques.
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A Comprehensive Comparative
Economic Analysis of ACO and CS
Technique for Optimal Operation
of Stand-alone HES

Sri Lakshmi E and S. P. Singh

Abstract In a hybrid energy system, there are generally more than three sources of
generation to meet the given load, optimization technique optimally schedules the
generation of these resources such that a given objective is met. There are many such
methods to optimize a system to achieve desired results. This paper gives a com-
prehensive comparative economic analysis of ant colony optimization and cuckoo
search technique to achieve optimal operation of hybrid stand-alone system. For the
analysis, hybrid energy system having solar photovoltaic generator and wind tur-
bines with energy storage system backed by diesel generators is used to power a
remote village with no access to grid power. The comparative analysis of the two
optimization methods with objective to achieve lowest per unit cost of generation is
discussed.

Keywords Distributed generation · Convergence rate · Optimization

Nomenclature

vw(t) Velocity of wind w.r.t. time in m/s
vr Wind turbine’s Rated velocity in m/s
vco Wind turbine’s Cutoff velocity in m/s
vci Wind turbine’s Cut-in velocity in m/s
A Rotors Swept area
Cp Coefficient of Power
ηw Efficiency associated with energy conservation sys-

tem
P Density of Air
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Cp Constant determined by the wind turbine curve
STC Standard test condition
Ki Solar PV module Temperature coefficient of current

in A/°C
KV Solar PV module Temperature coefficient of voltage

in V/°C
ηMPPT MPPT device efficiency
f PV Derating factor
GSTC Solar PVmodules solar radiation (1000W/m2) under

STC
TSTC Solar PV modules Temperature (25 °C) under STC
T Temperature of solar PV module in °C
G Amount of Solar radiation on solar PV module in

kW/m2

SOC Battery’s State of charge
SDR Battery’s Self-discharge rate
ηRTE Battery’s Round tip efficiency
DOD Depth of discharge of battery
Pb(t) Power supplied by the battery at time t
PL(t) Total load in kW at time t
Pw(t) Wind turbine’s Total output power in kW at time t
Tbmin Minimum allowed time for a battery to discharge

from full to empty in hours
F(t) Diesel generators Hourly fuel consumption
PDG(t) DGs Actual power generated by at time t in kW
PRE Renewable sources Total power
PRdg DGs Rated power of in kW
λL Allowable LPSP of the load
Nw, Npv, Nb, Ndg No.of wind turbines, solar PV, battery, diesel gener-

ator
CT Total annual cost of system
Cw, Cpv, Cb, Cdg Annual capital, operation and maintenance, replace-

ment cost of wind turbine, solar PV, battery, and
diesel

Cuw ,Cupv ,Cub ,Cudg Cost of single unit of wind turbine, solar PV, battery,
diesel generator

COMw ,COMpv ,COMb ,COMdg Operation and maintenance cost for wind turbine,
solar PV, battery, diesel generator for a year

Nwmin, Npvmin, Nbmin, Ndgmin Min value of no. of units of wind turbines, PV panels,
battery, Diesel generator

Nwmax, Npvmax, Nbmax, Ndgmax Max Values of no. of units wind turbines, PV panels,
battery, Diesel generator

PLavg Average value of the load



A Comprehensive Comparative Economic Analysis … 551

Pbcap ,PRpv ,PRdg ,PRw Rated value of each battery unit, PV unit, diesel gen-
erator unit, wind generator unit

t(i, j) Intensity of the pheromone deposited by each ant on
the path (i, j)

α&β Intensity control parameter and visibility control
parameter

η(i, j) Visibility measure of the quality of the path (i, j) and
l(i j) Distance between two nodes
Sm(i) Set of sessions to be observed
ρ,�τ(i, j) Evaporation parameter, pheromone level
r, Lp Rate of interest, life of project

1 Introduction

A distributed generation based on renewable energy resources such as wind, solar
arrays, fuel cells, biogas, biomass, and micro-hydro has presented a reliable solu-
tion for many power system experts. The scope of expansion for electric power grid
has fewer limitation with renewable energy sources. In order to provide power to
the villages with shortfall of power located in far-flung areas, a stand-alone system
with renewable energy is a viable and fitting solution. Hybrid energy system (HES)
is an amalgamation of conventional energy sources and renewable energy sources
(RESs). The efficient utilization of RES requires techno-economic analysis of HES
[1–3]. So by using Metaheuristic optimization techniques [4], the optimal sizing and
performance of HES is achieved. The basic parameters of climate such as tempera-
ture, solar irradiance, and wind speed are always changing for different locations and
regions. Due to this, solar and wind turbine cannot generate stable power. In order
to reduce the instability, the system is backed by the battery bank. To achieve opti-
mum utilization of renewable energy resources, sizing optimization method provides
lucrative solutions for HES installation [5].

Many novel methods for optimal design problems have been developed over the
last two decades, and its application for renewable energy is a challenging problem
for researchers in defining the optimal size and location of the forthcoming feed-
ers and substation comprising of distribution network, a new possibilistic method,
is developed by Ramrez and Navarro [6]. To reduce the techno-economic risks and
monetary cost index,Haghifam et al. [7] developed a specializedNSGA-II algorithm.
Another novel multi-objective approach is made here to minimize the expected loss
of load, energy, computation time, and annualized system cost by Baghaee et al.
[8]. An enhanced method is proposed by Xu et al. [9] in optimizing the charge and
discharge state of batterywhich also reduces the total system cost. Yang et al. [10] dis-
cuss another novel approach comprising LPSP and LEC techniques in optimal sizing
model for hybrid power generation. Aurn et al. [11] discuss design space approach
which plays a vital role in the designing of isolated power system which optimizes
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the battery integrated diesel generation systems. Rachid et al. [12] work on determin-
istic approach in optimizing the size of hybrid energy system along with overall cost
reduction of the system. A linear programming model and simulation based method
is developed by Carlos et al. [13], for sizing a HES. Where, for establishing the
systems reliability, the concept of LPSP is used which also results in minimization
of the system cost. Song and Irving [14] discuss the major modern heuristic opti-
mization techniques and its integration and comparison with other methods. Based
on distributed autocatalytic process, a new search methodology is introduced by
Dorigo et al. [15]. It has been applied in solving the classical optimization problem.
The various characteristics such as distributed communication, global data struc-
ture revision, and probabilistic transition of the ant system are also been discussed
here. Cuckoo search (CS), a novel metaheuristic algorithm, is formulated by Yang
and Deb [16] for solving optimization problems. Compared to other metaheuristic
algorithms, it’s been proved to be more robust and generic for many optimization
problems. Yang and Deb [17] review the fundamental idea of cuckoo search and its
recent developments along with the applications. Another efficient approach is made
for multi-objective optimization, by framing a new CS technique by Yang and Deb
[18] which has been verified alongside a subset of relevant test functions. Cuckoo
technique emerges as the better solution over other optimization techniques under
wide range of test condition. Cuckoo search algorithm also encourages hybridization
with other algorithms, hence making the improvised version, an enhanced solution
for diverse problems [18]. A comprehensive comparative performance analysis of
ant colony algorithm and cuckoo search technique for optimal economic operation
of hybrid stand-alone system is discussed in this paper. The paper is structured as
follows:Mathematical modeling and objective function of hybrid stand-alone system
is presented in Sect. 2. Ant colony optimization technique is explained in Sect. 3, and
cuckoo search technique is discussed in Sect. 4. Comparative economic operation
of hybrid stand-alone system with ACO and CS techniques is explained in Sect. 5.
Finally, the conclusion of the presented work is discussed in Sect. 6 followed by
references.

2 Mathematical Formulation

The hybrid energy system (HES) comprises of two ormore renewable energy sources
amalgamated in such a manner to provide an efficient system with an uninterrupted
power supply.The hybrid energy system which is proposed here consists of wind tur-
bine generator (WTG), solar PV, battery bank as storage, and diesel generator (DG)
as shown in Fig. 1. HES is suitable for far-flung areas where connectivity to national
grid is not possible. Due to the geographical location of HES, where the availabil-
ity of power from renewable resources is very dynamic in nature, optimization for
economic operation becomes crucial. To carry out any optimization technique, math-
ematical modeling of complete system for obtaining the objective function plays a
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Fig. 1 Hybrid energy system

pivotal role. The following section features the mathematical formulation of numer-
ous components of HES. The time-varying equation expresses the real-time behavior
of different available sources. This represents a dynamic modeling of the system. In
terms of power generation, utilization, and load demand fulfillment, the effective
modeling of each component and source is very essential.

2.1 Modeling of System Components

HES comprises of solar PV module, WTGS, battery bank, and DG, as shown in
Fig. 1. The real-time performance of these components can be emulated by dynamic
modeling using time-varying equations. Modeling of discrete component depends
on several variables in which few are nonlinear by nature. Thereby making whole
HES system highly variable. Precise modeling of individual component justifies the
effectiveness of HES in terms of utilization of available power source meeting the
required load demand.
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2.1.1 WTGS

By considering the local weather conditions, the wind turbine’s output power is
calculated at any instant. The power generated at time t for a certain wind speed is
calculated as follows [8]:

Pw(t) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0 vw(t) < vw

PRw
(
vw(t)−vci
vr−vci

)n
Nw vci ≤ vw(t) < vr

PRwNw vr ≤ vw(t) < vC0
0 vw(t) ≥ vC0

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(1)

Here, the value of n for the above equation is chosen as 1 as it lies between 1 and
3, respectively. The wind turbine’s rated power is given as

PRw = 1

2
ρACPηwv

3
r (2)

2.1.2 Solar PV Module

The PV module output power using metrological data can be determined as

Ppv = fPVηMPPTVOC ISC (3)

The open-circuit voltage and short-circuit current of solar PV module can be
assessed using the following equations:

ISC = [
Isc(STC) + Ki(T − TSTC)

]
G

/
GSTC (4)

VOC = [
VOC(STC) + KV(T − TSTC)

]
(5)

Hence, the power of solar PV module is calculated as

Ppv = fPVηMPPT
[
VOC(STC) + KV(T − TSTC)

] × [
Isc(STC) + Ki(T − TSTC)

]
G

/
GSTC

(6)

2.1.3 Battery

The parameters like temperature, solar irradiance, wind speed ,etc., are volatile in
nature. In order to compensate the volatile nature of renewable energy resources, a
battery system is added. The SOC (state of charge) of the battery capacity is defined



A Comprehensive Comparative Economic Analysis … 555

as follows:

SOC(t) = SOC(t − 1)(1 − SDR)ηRTE − Pb(t)
nb

(7)

The SOC of the battery is limited by DOD (depth of discharge) as well as battery
rated capacity.

Pb(t) is the power supplied by the battery at time t is calculated by the following
equation [8]:

Pb(t) = Pw(t) + Ppv(t) − PL(t) (8)

When the combined power of wind and solar PV is more than load demand, then
the battery is charged or else it discharges. During charging, Pb(t) will be positive
and negative during discharging. The value of SOC depends on the previous SOC,
rate of charging or discharging, DOD, and rated capacity of the battery [11]. Its value
increases with charging and decreases with the discharge of the battery. Power of the
battery charging depends mainly on these parameters: (i) battery’s charging rate, (ii)
battery’s current SOC, and (iii) available power for charging. Therefore, at any time
“t” the charging power of the battery

(
Pbch

)
and discharging power of battery

(
Pbdch

)

is minimum of the above-discussed parameters and is given as (9), (10), respectively.

Pbch = min

[
{
Pw(t) + Ppv − PL(t)

}
{

ηRTEPbcapnb
Tbmin

}
{
(ηRTEPbcap − SOC(t − 1))nb

}
]

(9)

Pbdch = min

[
{
PL(t) − Pw(t) − Ppv(t)

}
{

ηRTEPbcap nb
Tbmin

}
{
(SOC(t) − (1 − DODmax)Pbcap )nb

}
]

(10)

2.1.4 Diesel Generator

To enhance the system reliability, a diesel generator (DG) is added. The power is
drawn from the DG only when the load is more than the wind, solar, and rate of
discharge or when the battery has reached the depth of discharge. The fuel type,
hourly fuel consumption, and efficiency specify the performance of DG. Here, F(t)
of the DG is given as [11].

F(t) = aPRdg + bPDG(t) (11)

The constants “a” and “b” rely on DG’s rated capacity. Typically, for DG system
rated under 20 kW, “a” and “b” are opted as 0.08415 liter/kWh and 0.246 liter/kWh,
respectively. Similarly, for DG rated above 20 kW, “a” and “b” is considered as
0.0184 liter/kWh and 0.2088 liter/kWh
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2.2 Operation Strategy

The primary generating sources of HES are wind energy and solar PV energy but
because of fluctuating nature of power from these sources, the system is supported by
battery backup and diesel generator. Whenever there is a shortfall of power from the
renewable sources, the power is first drawn from the battery storage; if the required
power is in excess of the current rating limit of the battery storage, then the remaining
power is met by the DG. And if the power produced from the renewable sources
exceeds the demanded load, then this surplus power is stored in the battery bank
considering the current limits of the battery set. If there is excess of power after
maximum limit of battery is reached, then this power is considered as loss to the
system. Hence, PRE denotes total power ‘generated by RES at time t given as follows
[12].

PRE = Pw(t) + Ppv(t) (12)

Here, �P1 (t) and �P2 (t) are the difference in generated power from renewables
and load power (13) and difference in generated power from renewables, battery
energy at time (t − 1) and load power is shown in Eq. (14)

�P1 = PRE(t) − PL(t) (13)

�P2 = PRE(t) + Pbdch(t − 1) − PL(t) (14)

The adapted power dispatch strategy on the basis of �P1 (t) and �P2 (t) is as
follows:

• If �P1 (t) > 0, charging of battery will begin and it will continue till SOC reaches
maximum (SOCmax) as applicable for battery. While charging battery, it is made
sure that batteries are charged only with the excess power from renewable sources
after feeding the load.

• If �P1 (t) < 0 and �P2 (t) > 0, then the excess load demand, �P1 (t) after being
fed from the renewable sources is met from the energy stored in the batteries till
SOC reaches the maximum Depth of Discharge (DOD)

• If �P1 (t) < 0 and �P2 (t) < 0, after feeding the excess load from the batteries, if
there is still remaining unmet load, it is fed from the diesel generators.

• If the total power from renewables, battery storage, DG are not able to meet the
total load, then it is considered as loss of power supply (LPS) given as

LPS(t) = PL(t) − {
Pw(t) + Ppv(t) + Pbdch(t) + Pdg(t)

}
(15)
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LPSP (loss of power supply probability) is the ratio of total LPS at time t [LPS(t)]
and load demand for that period (T = 8760) [14].

LPSP =
∑T

T = 1
LPS(t)

/
PL(t) (16)

Here, the LPSP is considered as 10% of load as the LPSP should be limited to
less than or equal to allowable LPSP of load (λL).

2.3 Objective Function

The prime focus of this paper is to optimally size the hybrid energy system for
curtailing the overall system cost by satisfying the constraints and also achieving
continuous supply of power.

Minimize,CT=
∑

CW +
∑

Cpv +
∑

Cb +
∑

Cdg (17)

where,CW = Cuw Nw fcr + COMw Nw (18)

Cpv = CupvNpv fcr + COMpvNpv (19)

Cb = CbNb fcr + COMb Nb + CRb Nb (20)

Cdg = CudgNdgfcr + COMdg (21)

Here, the capital recovery factor (f cr) is given as

fcr = r(1+r)L p

(1+r)L p−1
(22)

2.4 Constraints

To get a viable solution, a set of constraints should be fulfilled throughout the system
operations owing to the operational and physical limits of the target system which
are as follows.
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2.4.1 Power Balance

Reliability criteria should be satisfied by the power supplied to load at any instant
during the period t. The allowable LPSP of load (λL) represents the reliability. So
for the considered period, LPSP should be less than λL.

LPSP < λL (23)

2.4.2 Design Variable

The design variables Nw, Npv, Nb, Ndg, SOC defines the optimal operation of HES.
These variables need to be varied between the min and max limits.

PLavg

ηwPRw

≤ Nw ≤ 1.5 PLmax
ηwPRw

(24)

PLavg

ηpvPRpv

≤ Npv ≤ 1.5 PLmax
ηpvPRpv

(25)

nhPLavg

Pbcap
≤ Nb ≤ 6 nhPLavg

Pbcap
(26)

1 ≤ Ndg ≤ PLavg

ηdg PRdg

(27)

0.15 ≤ SOC ≤ 1 (28)

3 Ant Colony Optimization

Marco Dorigo [17] first introduces the ant colony optimization (ACO) technique
which is metaheuristic in nature and used in solving the combinatorial problems.
This technique is based on the actions of real ants. It is been explained that though
the ants being blind, they have the ability in determining the shortest path from nest to
food. The ant’s deposit pheromones while moving from one point to another point on
the path and the path with highest intensity of pheromone are followed by other ants
as deposited amount of pheromones is the medium of communication. The following
equation mentioned below define the transition rule from initial position i which is
given as
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Pm(i , j) =
[τi,j]α×[ηi,j]β

∑
k∈Sm(i) [τi,j]

α×[ηi,j]β if j ∈ Sm(i)

0 otherwise
(29)

The quality of visibility η(i, j) is measured by

η(i, j)=1
/
l(i j) (30)

Pheromone updating takes place and is depicted by the following equation:

τ(i, j) ← ρ × τ(i, j) + �τ(i, j) (31)

4 Cuckoo Search Technique

A nature-inspired metaheuristic algorithm known as cuckoo search algorithm based
on the behavioral activities of the cuckoo bird [16] was introduced by Yang et al. It
mainly operates on two strategies, random walk and levy flight search techniques.
The probability of host bird to discover an alien egg in its own nest is done using
the random walk technique and the levy fights technique explore the search space
followed by a sudden 90° turn by various straight path flights. Therefore, the CS
technique is found efficient in solving optimization problems and they are further
briefly discussed in the upcoming subsection.

4.1 Levy Flights Technique

Levy flight technique proposes a novel solution using the best location previously
obtained for a particular solution and is calculated as follows:

Gnew
i =Gprev

i + (
χ ∗ rand1 ∗ �Gnew

i

)
(32)

The equation for �Gnew
i is expressed by

�Gnew
i =ψ ∗ {

σx (β)
/

σy(β)
} ∗ (

Gprev
i − Gbest

)
(33)

where Gnew
i is new solution, Gprev

i is previous known solution, and Gbest is global
best value.

and ψ = randx/
∣
∣randy

∣
∣1/β (34)
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σx (β)=
[

�(1+β) ∗ {
sin

(
β

/
2
)/

(�(1+β)
/
2)

} ∗ β ∗ 2
(

β−1
2

)] 1
β

(35)

σy = 1 (36)

4.2 Random Walk Technique

This method obtains a new solution which is expressed by

Gdis
i = Gprev

i + K ∗ �Gdis
i (37)

where value of K (coefficient of probability) is given as follows:

K =
{
1 if rand3 < Pa
0 other wise

(38)

and �Gdis
i is given by

�Gdis
i = rand3 ∗ [

randp1

(
Gprev

i

) − randp2

(
Gprev

i

)]
(39)

5 Comparative Analysis

For comparative performance analysis of both the optimization techniques discussed
above, a remote village, where solar, wind, DG alongwith battery storage emulates as
a HES. The metrological data of temperature, wind speed, and solar irradiation of the
locationwith geographical coordinates 17°08′48.6′′N,77°54′47.2′′E is collected for a
year fromNational Renewable energy Laboratory to calculate the power extracted by
the wind turbine generators and the solar power generators. Loads in remote villages
are primarily domestic and agricultural hence are mostly dependent on the seasonal
and demographical conditions. Load data for three seasons of winter, summer, and
rainy are shown in Fig. 2 is collected, the primary aim is to see that the load is met by
renewable energy resources, if the power generated is falling short of the demanded
load, then energy is drawn from the battery bank even then if the load is not met, then
the diesel generators are used leaving amargin of 10% for load shedding. The per unit
system details, investment cost/start-up cost, and operation and maintenance cost of
the considered energy sources are given in the following Table 1. The code for the
ACO and CS algorithm to achieve optimal economic operation of HES is designed in
MATLAB. The result gives the optimum number of solar panel arrays, wind turbines,
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Fig. 2 Hourly seasonal load profile for months of January, May, and September

Table 1 Per unit system detail

WTG PV Battery DG

• Rated power: 5 kW
Cut-in speed: 2.7 m/s
• Direct drive
PMSG* AC
generator

• cutout speed:
25 m/s

• Wind speed: 11 m/s
• Start-up cost
(Rs./single unit): 5
lakh

• Operation and
Maintenance cost
per year (Rs./per
unit): 25,000

• Rated power:
5 kW/200 W

• Open-circuit
voltage: 30.8 V

• Monocrystalline
• Open-circuit
current: 8.7A

• Optimum voltage
and current:24.5 V
and 8.16 A

• Start-up cost
(Rs./single unit): 5
lakh

• Operation and
Maintenance cost
per year (Rs./unit):
10,000

• Rated capacity:
100 Ah

• Rated voltage:
12 V

• Lead–acid battery
• Minimum SOC:
15%

• Round tip
efficiency: 85%

• Start-up cost
(Rs./single unit):
10,000

• Operation and
Maintenance cost
per year (Rs./unit):
720

• Rated power: 5 kW
• Output voltage:
440 V

• AC generator
• Diesel cost (Rs./l):
55

• Efficiency: 85%
• Start-up cost (Rs.):
l lakh

• Operation and
Maintenance cost
per hour (Rs.): 97

battery capacity, and diesel generators to be installed in the hybrid energy system to
achieve optimal economic solution shown inTable 2. The convergence characteristics
of ant colony and CS optimization technique are plotted in Fig. 3. It is observed that
cuckoo technique converges within 10 iterations whereas ACO technique takes more

Table 2 Optimal Sizing of HES using ACO and CS

Sources capacity Single unit rating No. of units Total

ACO CS ACO CS

Wind 5 kW 17 17 85 kW 85 kW

Solar 5 kW 16 20 80 kW 100 kW

Battery 12 v, 100 Ah 247 222 296.4 kWh 266.4 kWh

DG 5 kW 5 4 25 kW 20 kWh
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Fig. 3 Convergence characteristics of ACO and CS

number of iterations because in ACO algorithm, the newer solutions tend to follow
the pheromone trial left by previous ants.

Hence, the ability of the ants to search for an optimal solution is limited. In
cuckoo search algorithm, the cuckoo does levy walk to find a solution, cuckoo search
technique lacks the ability to think socially, randomness in search is very high.

Using the collected meteorological and load data, the optimal number of PV
strings, wind turbine, battery units, and diesel generators calculated by ant colony
algorithm and cuckoo search technique are shown in Table 2. The corresponding
annual cost incurred are evaluated in Table 3, for the ACO algorithm, the optimal
number of solar PV string, wind turbine, battery units, and DG units are 16, 17, 247,
and 5, respectively which incurs an annual expenditure of Rs. 19.39 lakhs, since the
ant colony lacks the ability to search locally, the solution gets converged at the point
where the pheromone deposition is higher. In case of cuckoo search technique, the
optimal number of PV strings, wind turbine, battery units, and DG units are 20, 17,
222, and 4, incurring an annual expenditure of Rs. 16.82 lakhs, since theCS technique
has the ability to search locally, a better solution can be obtained but with every new
iteration, a new nest is created. The randomness is very high and the probability
to find optimal solution reduces. Per unit cost of generation obtained with both the
optimization method is shown in (Table 4). The annual energy generation of HES

Table 3 Annual cost summary of HES using ACO and CS (Rs. in lakhs)

Component Capital per year O and M per year Annual total cost

ACO CS ACO CS ACO CS

Wind turbine 0.403716 0.403716 4.25 3.4 4.653716 3.803716

Solar PV 0.379968 0.47496 1.6 2 1.979968 2.47496

Battery 0.117316 0.10544 1.8525 1.665 1.969816 1.77044

DG 0.023748 0.019 10.7632 8.7558 10.78695 8.7748

System 0.924748 1.003116 18.4657 15.8208 19.39045 16.82392



A Comprehensive Comparative Economic Analysis … 563

Table 4 Per unit cost of
generation

Method of
optimization

Energy delivered
(kWh)

per unit cost of
generation (in Rs.)

Ant colony
optimization

219484 8.83

Cuckoo search
technique

219491 7.66

Table 5 Annual energy generation of HES using ACO and CS

Component Production Fraction

CS ACO CS (%) ACO (%)

PV array 57489 57363 26.19 26.14

Wind turbine 160656 160156 73.19 72.97

Generator 1346 1965 0.61 0.90

Total 219491 219484 100 100

Table 6 Average time taken
for each iteration

Technique Time (in sec)

Ant colony algorithm 126.46

Cuckoo search technique 58.35

using both the method is shown in Table 5 and average time for each iteration in two
methods is given in Table 6 which shows that the CS takes lesser time to converge
as compared to ACO algorithm.

6 Conclusion

The objective of this paper is to provide a conclusive comparative analysis of ant
colony optimization and CS technique in optimizing the size of units in a hybrid
stand-alone system. Convergence rate is a prime figure of merit for any optimization
technique for its adoption. With this comparative analysis, the average time taken
in each iteration as a unit of convergence rate is found to be substantially reduced
by 53.8% with CS technique as compared to ACO technique; hence, making the CS
technique the better choice for implementation. In addition to this, it is also observed
that for a HES, as compared to ACO technique, with CS technique, there is reduction
of 10 and 20% requirement in number of units of battery bank and DG, respectively,
at the cost of 25% increase in solar array utilization. As a result of which, the capital
and operation cost is curtailed by 10 and 20% in case of battery and DG, respectively.
The cost constraint for solar even though increases but the overall cost of the system
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is reduced by an ample amount. The results show that the CS technique emerged as
front-runner in terms of quality of the solution and the time taken to optimize the
problem.
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Demand Response in Distribution
Systems: A Comprehensive Review

Bhuvan Sharma, Nikhil Gupta, K. R. Niazi and Anil Swarnkar

Abstract The power system is growing from conventional grids to the smarter grids.
The development of smart grids has facilitated the communication infrastructure
between the grid and the end-user, which enables the grid to communicate with the
customer and vice versa. This development motivated the researchers to gain interest
in the area of Demand Response (DR). DR is capable to alleviate the economy of
the distribution systems, however, its impact percolates to centralized generating
stations via transmission systems. An extensive research work has been carried on
DR pertaining to vital concerns such as economy, efficiency and reliability of the
distribution systems. A brief review of this research is duly addressed by giving
special attention to several methodologies, formulations and optimization techniques
suggested and also throw some light on the issues and concerns of DR which are yet
not being explored, but may provide new dimensions to operate future distribution
systems.

Keywords Smart grids · Demand response · Distribution systems · Demand
response programs

1 Introduction

The emergence of DR in the future smart grids is gaining importance due to its
significant contribution in enhancing the efficiency, reliability and cost savings of
the utility as well as customers. DR is the change in customer’s energy consumption
pattern from its usual consumption pattern in response to the variable electricity
prices over time or the incentives paid to reduce the consumption when wholesale
electricity prices are high or when system reliability is at risk [1]. The significance of
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DR lies in the fact that it is the only program which motivates customers to shift their
load from peak hours to off-peak hours and hence provides peak shaving as well as
valley filling simultaneously. This shifting of the load from peak hours to off-peak
hours due to higher electricity prices during peak hours flattens the load profile and
therefore, generates elasticity in the load demand [2]. DR delivers certain financial
benefits to the utility both by peak shaving as well as valley filling. Peak shaving
considerably reduces the power needs to be purchased by the utility during peak
hours which results in substantial economic benefit to the utility. It also provides
capacity margin to the power system assets, which can defer the system upgrades for
future endeavours. Valley filling, on the other hand, enables the utility to purchase
cheap electricity in bulk during off-peak hours which again financially benefits the
utility. Hence, adopting DR can fetch benefits for the utility not only in peak but
also in off-peak periods. DR can be implemented by the utility either by following
price-based or incentive-based demand response programs (DRPs). In price-based
DRPs, variable prices are transmitted by the utility to the customers over the time
which inspires them to change their energy consumption by shifting their loads from
high price periods to low price periods while in incentive-based DRPs customers are
given incentives to reduce their energy consumption during the peak hours as per the
pre-signed contracts made by themwith the utility. These incentives are proportional
to the power reduction achieved by the customers.

Plenty of research work has been reported to seek the benefits of DR in the distri-
bution systems. Majority of the earlier research work focuses on the impact of DR
on renewable penetration, financial benefit to customers and utility, and reliability
of the system, where all these have responded positively toward DR. A brief litera-
ture about the research carried is presented by arbitrarily classifying the work into
four major areas, viz. the penetration of renewable DGs, operation of micro-grids,
benefit to residential customers and reliability of the system by critically examin-
ing the advantages and shortcomings of various methodologies proposed. The paper
also highlights the future directions of this research area considering more practi-
cal aspects and issues of DR which ought to be addressed in order to achieve more
realistic solutions to operate distribution systems.

2 Background and Classification of DRPs

Power system is facing new challenges to accommodate exponentially growing load
demand. Due to this growth in load demand, transmission lines become heavily
loaded during peak hours which infuse congestion in the transmission network. Since
we are living in a world having complex and interconnected power systems, heavy
congestion along one or more tie-line(s) may lead to a grid failure, if not duly taken
into consideration. There are several ways, such as network reconfiguration, optimal
placement of DG units, capacitors or energy storages in distribution systems so that
power flow can be managed which may relieve congestion in transmission lines. In
this context, DR is a direct approach as it directly affects load demand thus manages
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power flow in distribution systems. The attempt to change the consumers’ energy
consumption pattern in response to the variable prices of electricity over time or
financial incentives, when the system’s reliability is jeopardized is known as DR [3].
DR programmes can successfully provide peak shaving, valley filling and elasticity
in the load profile of distribution systems. This can be achieved easily by using
time-varying tariff structure to customers. However, customers’ require motivation,
economic, social and ethical, for being actively participating in DRPs. Different
customers group or different customers in a group may behave differently. This leads
to a variety of customers’ responses while they curtail or shift their load demand.

DR is majorly implemented by price-based and incentive-based DRPs. In price-
based DRPs, customers are motivated to change their energy consumption pattern
with respect to energy prices transmitted by the utility over time. They constitutes
three major programmes, viz., time of use (TOU), critical peak pricing (CPP) and
real-time pricing (RTP).While, in incentive-based DRPs, customers are motivated to
curtail their load demand during peak hours against the incentives credited to them.
They are classified into direct load control (DLC), interruptible/curtailable service,
emergency demand response program (EDRP), ancillary service markets, capacity
market program and demand bidding/buy back. A few of these DRPs have been
discussed below.

TOU pricing strategy consists of different electricity pricing during peak and off-
peak periods in a day. The prices are kept high during peak hours while they are
kept low during off-peak hours. Therefore, the customers get motivated to shift their
loads from peak to off-peak hours in order to gain financial benefits. While CPP is
different from the TOU in the context of defining the peak price period. The peak
price period is the time interval during which power system reliability is at risk owing
to generator outage or transmission line failure. Prices are kept substantially high
during this period [4]. In RTP, the prices of electricity are not predetermined but they
are decided on the real time wholesale market price and supply–demand conditions.
RTP can be implemented either on the hourly basis or on the day-ahead basis.

In DLC, customers allow the utility to directly control their selected appliances
such as electric water heaters (EWHs), air conditioners and pumps remotely. The
utility can shut down or cycle the users’ appliances during the peak demand or
when the system reliability is jeopardized.Incentives are given to the customers for
participating in the program. Interruptible/curtailable service programs are called for
the customers who agree to reduce their energy consumption during the peak periods
or under any contingency to gain the financial incentives. Moreover, to address the
system contingencies and reliability issues EDRP is designed. Contingencies may
happen due to insufficient generation at the peak time due to generator outage or
transmission line failure. In this situation, utility makes the call for interruptible load
programs focussing to interrupt the major industrial loads for a small duration and
let them operate on their back up supply. The other option is to go for a bulk load
shedding to restore the system security, stability and reliability. Incentives are given
to the customers for curtailing their loads [5].
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Few other incentive-based DRPs such as ancillary service markets, capacity mar-
ket and demand bidding/buyback programs are also designed for customers for dif-
ferent applications and situations.

3 An Overview of DR

Following research has been carried out to study the impact ofDRon the performance
of distribution system. The literature portrays the effect of DR on the renewable
penetration, economy, customer benefits and reliability of the distribution system.

Initially, researchers applied DR to reduce the curtailment of wind energy and
hence increasing its penetration level so as to achieve clean and inexpensive form
of energy which can be judiciously utilized to match the supply and demand. In
[6] the impact of DR on increasing the wind penetration by adopting RTP has been
discussed. Authors suggested that RTP is capable of reducing peak load demand
during low wind periods so that majority of demand can be met through inexpensive
and clean wind energy, which leads to the considerable financial benefits for both
utility aswell as customers. In [7], analysis of the costs and potential ofDR in addition
to its significance in improving wind penetration for future power system has been
conducted. It was observed that per unit cost of electricity decreases drastically
using DR. It has been observed that implementing DR reduces the operating cost
considerably, supports the higher wind penetration and improves peak to average
ratio (PAR) [8]. In [9] the impact of DR in integration to various energy storage
systems was investigated with an aim to reduce the wind energy curtailment and
authors concluded that compressed air energy storage, when combined with the DR
gives the most promising results.

A fewof the researchersworked onmaximizing themicro-grid operator’s (MGOs)
benefit by optimally scheduling the resources and loads. Optimal scheduling of
resources as well as loads in presence of DR contributes to enormous cost sav-
ings to the utility along with the customers. In [5] the authors discussed the various
incentive-based DRPs and their implementation in smart grids. In [10], an optimal
economic dispatch of micro-grid has been achieved by maximizing the MGO’s eco-
nomic benefit and minimizing the fuel cost of the conventional generators as well as
power trading cost between grid and micro-grid. Authors in [11] applied incentive-
based DRPs to compensate the uncertainties caused by the intermittent nature of the
renewable energy and to reduce the operational cost of the MGO as well as the pol-
lution caused by the DGs and the grid. In [12], the effect of DR on the performance
of the isolated micro-grid has been studied. It has been observed that optimal energy
management and application of DR can lead to reduced peak demands, less load
curtailment, improved load factor, deferred system upgrades and more economic
gains to the MGO. However, in [10–12] the scope of the EVs was not considered
which ought to be the major loads for the distribution systems to accommodate in
the near future. As EVs are non-critical as well as the major shiftable loads, not only
in residential but also for commercial and industrial customers, hence, their impact
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on the distribution system in the DR environment cannot be ignored. It has been
observed that smart charging of plug-in electric vehicles (PEVs) in the presence of
DR and battery energy storage system (BESS) can significantly address the energy
management problem and hence can increase the MGO’s economic benefits [13]. In
[14] profit of MGO has been maximized considering the risk aversion and system
frequency security constraints. It has been reported that as the customer participation
in DR program increases, MGO’s profit as well as system frequency security gets
alleviated. In [15], work has been done to minimize the operational cost of virtual
power players (VPP) by managing the energy resources intelligently. In [16] energy
management of the resources using the distributed generation as well as the electric
vehicles has been studied to minimize the operational cost of the network operator.
EV trip reduction and trip shifting were the two unique DRPs implemented in this
work.

A section of researchers also worked on analysing the impact of DR in the res-
idential sector. The deployment of smart grids with contemporary communication
infrastructure laid the foundation for the application of DR. To accomplish residen-
tial DR the advanced metering infrastructure (AMI) has been incorporated by the
utility. Smart meters are installed at the residential premises to enable the commu-
nication between utility and the customers. The utility transmits the pricing signal
to the customers, which motivate them to change their energy consumption patterns
according to the pricing signals. Most of the literature studies residential DR in order
to reduce the customer electricity bills and utility economic gains. In [2], the authors
performed the optimal scheduling of the residential loads considering the different
price-based DRPs combined with an interruptible load (IL) program to minimize the
electricity consumption cost of the customers. In [17], a household energy system,
combined with the small renewable generators and energy storage system (ESS) is
deployed in presence of RTP to minimize the energy procurement cost of the grid by
optimally scheduling the residential loads. In [1], the energy consumption cost of the
customers has been optimized using DRPs. The results are optimized using TLBO
and SFL algorithms, which indicate that the customers who opted for DR programs
achieved reduced power consumption and costs (electricity bills) in comparison to
the customer who did not opted for it. In [3], an energy management system (EMS)
for optimization of smart grids has been proposed and it has been observed that EMS
as well as DR are capable to alleviate the network constraints and reduce the cost of
energy. In [18], the authorsworked onminimizing the bill of the residential customers
by scheduling the EVs in different modes such as vehicle-to-grid (V2G), vehicle-
to-home (V2H) and vehicle-to-neighbour (V2N) in the residential DR environment.
The authors focused on smart charging of EVswhich can reduce the operating cost of
EVs as compared to dumb charging. A few of the researchers also incorporated home
energymanagement systems (HEMS) and intelligent residential energymanagement
systems (IREMS) which are capable enough to automatically schedule the residen-
tial loads optimally so as to minimize the customer’s electricity consumption cost. In
[19] HEMS has been incorporated in the residential environment so as to schedule
the home appliances automatically according to the price signals transmitted by the
utility. Objective of HEMS is to optimize energy consumption pattern of users in an
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efficient way to enhance the customer economic gains. In [20] the combination of PV,
EV, ESS, dynamic pricing and peak-limiting DR strategies have been incorporated
in presence of HEMS with an aim to reduce the consumer’s electricity bill amount.
However, in [19, 20], the impact of DR on other shiftable residential loads (washing
machines, dish washers, electric cookers and cloth dryers) was not realized which
may render less convincing results. Therefore, to obtain more realistic results the
above shiftable residential loads needs to be incorporated in this research. In [21]
an IREMS has been deployed with an objective to optimally schedule the loads in
presence of DR and gain the significant economic benefits for the customers as well
as utility. Authors in [22] proposed building energy management system (BEMS)
which schedules the resources optimally to maximize the economy of the generated
energy as well as to ensure customer’s comfort level. To achieve this authors per-
formed simultaneous dispatch of source, load and storage while adopting TOU, a
price responsive DRP.

Efficient performance of DR depends on the effective communication between
customers and utility. In [4], the authors reviewed the scope of DR globally and
proposed the communication based DRP and block tariff scheme depending on the
customer’s income and load profile so that DR can be efficiently incorporated in
the distribution system. Accurate price prediction also alleviates the DR operation
as well as financial benefits of customers on electricity bills. In [23], the authors
discussed the importance of prediction techniques for day- ahead price prediction.
The support vector regression with genetic algorithm (SVRGA) has been proposed
which is later compared with linear prediction model (LPM) as well as artificial
neural network (ANN) and superiority of SVRGA over the others has been reflected.
However, it has been observed that majority of the research is limited to residential
sector only which denies the impact of DR on the commercial as well as industrial
sector.

A few of the research works associated DR with reliability of the system. It has
been observed that reliability of the system tends to improve by adopting DRPs. The
efforts were made to optimize the operational cost, customer’s payment, and reliabil-
ity of the network by integrating DRPs with SCUC [24]. In [25], authors investigated
the impact of DR on major characteristics of service reliability in a residential dis-
tribution network. It was concluded that the energy not served and its associated
costs decreases significantly when DRPs were considered. The reliability indices
such as EENS, SAIFI, SAIDI, EIC improves as the DR participation increases. Also,
considering the fact that EV population will be going to increase in the near future,
cost-based sizing and siting problem of the electric vehicle charging stations (EVCS)
has been worked upon implementing the incentive-based DRPs [26].



Demand Response in Distribution Systems: A Comprehensive Review 571

4 Conclusion

This paper discusses the importance of DR in the distribution system. The work
presents two different DR implementation techniques and their classifications. The
previous and current research works on DR have been studied extensively and their
brief review has been reported.

This work also throws some light on the future aspects of DR. It has been observed
that majority of the research work for DR has been carried out considering only
residential customers, however, it can be extended by considering commercial and
industrial customers in the view that these customers would also be capable to pen-
etrate power into the system via DGs and EVs in the near future primarily on the
economic basis. Also, the effectiveness of DR has been considered the same for
all customers under dynamic price of electricity. However, this cannot be true in
practice. A more comprehensive modelling should be developed and investigated
by considering annual consumption of customers, as the customers of each income
group respond differently, and more precisely all customers of the same income
group never respond in a unique fashion toward DR.

Though reduced electricity billing to customers participating in DRPs has been
looked as their reward. But, this benefit is on account of sacrificing their comfort,
especially during peak load hours. Engineering provides comfort to all living crea-
tures. With this aspect, means should be explored to compensate against the reduced
comfort levels of customers by providing monetary reward. The impact of DR may
also be investigated in interconnected GENCOS system to have most economic
operation in totality. This may not provide most economic operation of individual
GENCO for a given hour, but shall provide most economic annual operation of all
GENCOS due to the advantage associated with almost constant power dispatches.
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Stochastic Operational Management
of Grid-Connected Microgrid Under
Uncertainty of Renewable Resources
and Load Demand

Sonam Parashar, Anil Swarnkar, K. R. Niazi and Nikhil Gupta

Abstract This work presents the operational management of microgrid under inter-
mittency of non-dispatchableDGs and load. A single busACmicrogrid installedwith
amix of dispatchable and non-dispatchableDGs is considered as a test system.A new
stochastic approach is proposed to capture the randomness of the non-dispatchable
DGs. A short-term operational problem for microgrids is formulated and solved by
using Modified Elephant Herding Optimization (MEHO). The results obtained by
implementing the proposed stochastic approach are presented, analyzed, and com-
pared with the deterministic approach and the significant effects on the operational
management of the microgrid are manifested.

Keywords Wind power · PV power · Battery energy storage · Stochastic
modeling · Modified Elephant Herding Optimization (MEHO)

1 Introduction

Operational management of microgrids is an important issue in achievinge vari-
ous techno-economic challenges. Operational management of microgrids is widely
focused on the scheduling of the available generating sources following the load
demand of the system over a finite time horizon. The increasing non-dispatchable
DGs penetration creates an uncertain environment for microgrid operational man-
agement. It is a very challenging task for a system operator to take various planning
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and operational decisions under the uncertainty or without knowing the informa-
tion about the power generation and consumer load. The uncertain generation and
load may create some serious technical and economical disasters in operation man-
agement of microgrids such as mismatch of demand and generation, mismatch of
frequency, and economic losses. Thus, it is necessary to model the uncertainty of
the intermittent generation and load for the smooth operation of microgrids and
to achieve various techno-economic and environmental benefits. In the literature,
deterministic scheduling of microgrids is widely attempted using traditional opti-
mization techniques and various evolutionary computation such as Genetic Algo-
rithm (GA), Particle Swarm Optimization (PSO), Improved Bat Algorithm (IBA),
Gray Wolf Optimization (GWO), and Modified Elephant Herding Optimization
(MEHO) [1–7]. However, it has been noticed that very less work is reported on
stochastic or probabilistic scheduling of the microgrid. Stochastic scheduling of the
microgrid is attempted, where expected total cost of the microgrid is minimized for
all generated scenarios; these scenarios are obtained bymodeling of uncertain data of
intermittent sources [8–11]. A probabilistic constrained approach is implemented in
[12] to capture the randomness of renewable resources and load. Some othermethods
are also available in the literature to model the uncertain renewable sources and wind
power [13–15]. Chen et al. implemented time series and FNN to model the wind and
solar power [13]. A probabilistic scenario generation with roulette wheel selection
is presented to forecast the renewable resources and load demand for the volt/VAr
planning ofmicrogrids [14]. A probabilistic approach using probabilistic distribution
function is used to model uncertain wind and solar power [15]. It has been observed
from the literature that the probabilistic scenario generation and reduction methods
are widely used to capture the uncertainty of the renewables. These methods require
a lot of computational efforts and may be less efficient. By addressing these short-
comings, a new stochastic model is proposed in this paper to model the uncertain
renewable generation and load demand that requires less computational efforts and
will be more efficient with higher probability to reach the realistic renewable gener-
ation and load demand scenario. Also, a recently proposed optimization technique,
MEHO is explored to solve the problem.

2 Stochastic Modeling of Renewable Generation
and System Load

2.1 Stochastic Modeling of Wind Power Generation

Wind speed is uncertain and varies with different geographical conditions. It is a
random variable following a certain type of probabilistic density function (PDF).
Generally, wind speed followsWeibull distribution function [9, 14, 15]. In this work,
an hourly stochastic wind power generation is modeled using Weibull distribution
function which is a well-fitted PDF for wind speed and is given below:
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F(v) = B

A

( v

A

)B−1
e−( v

A )
B−1

(1)

where A and B are the shape index and scale index, respectively. v is the random
variable representing wind speed.

Weibull PDF is fitted to an hourly annual historical data [14] to obtain shape and
scale index parameters. The Nw no. of random samples using Eq. (1) for each hour
are drawn for wind speed. The hourly wind power generation for each sample is
calculated using piecewise function given below.

Pw,t =

⎧⎪⎨
⎪⎩

0 vt < vin or vt > vout
Pwr,t × (vt−vin)

(vr−vin)
vin ≤ vt ≤ vr

Pwr,t vr ≤ vt ≤ vout

(2)

where Pw,t and Pwr,t are the forecasted and rated wind power at time t, respectively.
vin, vout, vr , and vt are the cut-in, cut-out, rated, and forecasted wind speed.

A set of wind power generation called wind power scenarios (Pw ∈ Nw) for each
Nw sample is obtained having (ρw ∈ Nw) probabilities.

2.2 Stochastic Modeling of PV Power Generation

Mainly, solar irradiation is modeled using Normal or Gaussian distribution function
[14]. In this paper, solar irradiation is modeled as Normal distribution function and
is shown by

F(x) = 1√
2πσ 2

e
−(x−μ)2

2σ2 (3)

where x is a random variable denoting variable solar radiation to be modeled, μ

and σ are the mean and standard deviation of the solar irradiation historical data,
respectively.

The Normal PDF is fitted to the hourly annual solar irradiation data. Also, the
hourly mean and standard deviation are calculated from the historical data. The NPV

random samples are drawn for each hour using Eq. (3). The hourly PV power is
calculated using Eq. (4).

Ppv,t = η × S × x × L (4)

where Ppv,t is the hourly PV power output η (%) is the efficiency of the solar cell
array, S is the area of the array in m2, and L is the power loss coefficient.

A set of PV power generation called PV power scenarios
(
Ppv ∈ Npv

)
for each

Npv sample is obtained having
(
ρv ∈ Npv

)
probabilities.
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2.3 Stochastic Modeling of System Load Demand

The system load demand is also modeled as a Normal PDF as discussed in the
previous section. An hourly load (Pd , t) is modeled having ND random samples
drawn from Eq. (4) (Pd ∈ Nd) with corresponding probabilities (ρd ∈ Nd).

2.4 Combined Stochastic Modeling of the System

As discussed in the previous sections, for each hour, wind power, solar power, and
load demand have forecasted scenarios or set of values namely Pw,t , Ppv,t and Pd,t ,
respectively, with corresponding probabilities ρw, ρpv and ρd . Thus, the modeled
system will have Nw × Npv × Nd possible scenario states with a probability of
ρw × ρpv × ρd for each hour. In this study, equal number of random samples are
considered for wind, PV, and load, i.e., Nw = Npv = Nd = 365.

2.5 Tournament Selection Based Scenarios Sampling

In this work, Tournament selection method is used for the scenarios sampling. Tour-
nament selectionmethod is a probabilistic method and chooses themost probabilistic
scenario state from the pool of the competitor scenarios states. This method is a more
accurate method as compared to the other scenario samplingmethods available in the
literature [8, 9, 15]. The method calculates the combined probability of the randomly
selected independent events and chooses the most probabilistic individual scenario
states as an outcome. From the previous sections, hourly scenarios and possible states
of the whole system are obtained for 24 h. Each hour has a number of scenarios and
Nw × Npv × Nd possible states with corresponding probabilities. The Tournament
selection method randomly selects the hourly possible states [Pw,t , Ppv,t , Pd,t ] and
calculates their corresponding combined probability ρw × ρpv × ρd . The scenario
state having the highest probability is chosen as the forecast of wind power, solar
power, and load demand.

3 Problem Formulation

3.1 Objective Function

The objective of the operational management of microgrid is to minimize the total
cost of the microgrid. Hence, the objective function for the operational management
problem of the microgrid for a time horizon T may be defined as
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minimize TC =
T∑
t=1

⎡
⎣∑

i

[(
ai + (bi × Pi,t )

)] +
∑
n

Cn × Pn,t +
∑
j

C j × Pj,t +
∑
i

SUCi,t + SDCi,t

⎤
⎦ + Cgrid,t × Pt,grid

(5)

where TC is the total cost of the microgrid in $, a and b are the cost coefficients of
dispatchableDGs,Cn andCj are the cost coefficients in $/kWof the non-dispatchable
DGs and battery energy storage, respectively; Cgrid,t is the hourly grid price in
$/kW, Pi,t , Pn,t , Pj,t and Pgrid,t are the output power of the dispatchable DGs non-
dispatchable DGs and battery energy storage at tth hour and hourly exchange of
power from utility grid, respectively. SUCi,t and SDCi,t are the start-up cost and
shut-down cost of the dispatchable DGs at tth hour, respectively.

3.2 Constraints

1. Power balancing constraints: The constraint ensures that at each hour, the total
generation of the system including the generation from dispatchable DGs, non-
dispatchable DGs, and battery energy storage should be equal to the system load
demand.

Pgen,t = Pload,t (6)

where Pgen,t = Pi,t + Pn,t + Pj,t + Pgrid,t .
2. State of Charge (SOC) constraints of battery energy storage: At each hour, SOC

of the BES should remain in predefined limits for the satisfactory operation and
longevity of BES.

SOCmin
j,t < SOC j,t < SOCmax

j,t (7)

where SOC is the state of charge of BES.
Also, SOC of the battery at each hour can be calculated using Eqs. (8−9)

Charging state : SOC j (t + 1) = SOC j (t) + �t × (Pj,t ) × ηc (8)

Discharging state : SOC j (t + 1) = SOC j (t) − (�t × (Pj,t ))

ηd
(9)

where ηc and ηd are the charging and discharging efficiency of BES.
3. Power limiting constraint: The power output of each DG, BES, and utility grid

should be in a predefined limit.

Pmin
i,t < Pi,t < Pmax

i,t (10)
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Pmin
j,t < Pj,t < Pmax

j,t (11)

Pmin
grid,t < Pgrid,t < Pmax

grid,t (12)

4 Solution Methodology

In this work, the Modified Elephant Herding Optimization (MEHO) algorithm is
implemented to solve the problem formulated in Sect. 3.1. MEHO is a recently
proposed optimization algorithm [6] that suggests some modifications in Elephant
Herding Optimization introduced by Wang et al. [5]. The algorithm is modeled by
capturing the behavior of the herd of the elephants having different clans where each
clan is lead and followed by its matriarch and their calves, respectively, and it is
capable to solve such type of real-word complex problems and is imposed by many
equality, inequality, and dynamic constraints.

5 Simulation Results and Discussion

In this work, a single-bus grid-connected AC microgrid is considered which is
installed with Microturbine (MT), Fuel Cell (FC), Wind Turbine (WT), Solar (PV),
and a Lithium Ion Battery Energy Storage (BES). The energy rating of BES is 1000
Kwh, ηc and ηd are taken as 0.9. The depth of discharge of BES is assumed as 90%.
Initially, BES is assumed to be fully charged. The various cost coefficients and power
limits of the considered Distributed Energy Resources (DERs) are shown in Table 1
[11, 13].

The parameters of theWT arePwr = 1000 kW, vin = 3m/s, vout = 30m/s, and vr =
12 m/s. The parameters of the PV source are η = 15.7%, L = 0.75, and S = 7000 m2.

Table 1 Distributed generator, BES, and utility grid data

S. no. Type Min.
power
(kW)

Max.
power
(kW)

Bid
($/Kw)

a ($/Kw) b ($/Kw) Startup/
shutdown
cost ($)

1. MT 100 3000 – 30 0.13 150

2. FC 100 1000 – 80 0.50 30

3. WT – – 0.082 – – –

4. PV – – 0.122 – – –

5. BES −500 500 0.07 – – –

6. Utility
grid

−1000 1000 – – – –
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The systemhas a peak load of 4000 kW.TheTimeofUse (TOU) grid prices for selling
and purchasing the power to/from the utility grid are considered as 0.055$/kWh (if
load factor <=0.5), 0.072 $/Kwh (if 0.5 < load factor ≤ 0.75) and 0.122 $/kWh (if
load factor >0.75). It is assumed that non-dispatchable DGs are always in on state
and generate the forecasted power. Figure 1a shows the deterministic output power
of the wind and PV [14]. Figure 1b shows the deterministic load factor of the load
demand for the considered system [15].

In order to study the stochastic scheduling over the deterministic scheduling of
grid-connected microgrid, the test system discussed above is considered. AModified
Elephant Herding Pptimization algorithm is implemented to solve the formulated
problem for two types of scheduling, i.e., deterministic scheduling and stochastic
scheduling. The parameters of MEHO, α and β are set to 0.8 and 0.1, respectively.
The population of elephants in a clan is taken as 60, and the maximum number of
iterations is considered as termination criterion which is set to 30. The wind power,
PVpower, and loaddemandof the systemare forecastedusing theproposed stochastic
approach discussed in Sect. 2 and are shown in Fig. 2a and Fig. 2b, respectively.

Figure 3 shows the comparison of the total cost of the microgrid obtained after
minimizing the formulated objective function in Sect. 3.1. Figure 4a and Figure 4b
shows the deterministic and stochastic scheduling of the microgrid, respectively.

It has been observed from Fig. 3 that the stochastic scheduling manifested the
significant effects on daily scheduling of the microgrid as a reduction in TC by
15.65% in stochastic scheduling over deterministic scheduling is noticed which is
worthy of attention for operational planning of the microgrid.

Fig. 1 a Deterministic PV and wind power b Deterministic load factor of the system

Fig. 2 a Forecasted PV and wind power b Stochastic load factor of the system
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Fig. 3 Cost comparison of TC

Fig. 4 a Deterministic scheduling of DERs and utility grid b Stochastic scheduling of DERs and
utility grid

6 Conclusion

In this work, stochastic scheduling ofmicrogrid is presented. A new stochastic model
to predict the uncertain renewable resources and system load demand is developed
and discussed. A recently proposed optimization technique MEHO is explored to
solve the formulated problem. The study reveals a significant impact of stochastic
scheduling over the deterministic scheduling which results in a noteworthy reduction
in the total cost of the microgrid. It may be concluded that the proposed stochastic
model can forecast more realistic renewable generation and load demand that may be
very useful for better decision-making for optimal operationalmanagement strategies
of microgrid.
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Real-Time High-Speed Novel Data
Acquisition System Based on ZYNQ

Himanshu Tyagi, Nagendra P. Gajjar, Mainak Bandyopadhyay
and Arun Chakraborty

Abstract Continuous acquisition along with streaming of analog signals at high
sampling rates of order of 100 MS/s is a difficult task due to both memory and
network bottlenecks. At such high sampling rates the data acquisition system follows
themodel of storing and forwarding the data. This needs large size on boardmemory.
Commercially available platforms are not only quite expensive but also provide
limited configuration freedom to the end developers. In order to develop a custom
data acquisition device, a platform with high-speed ADCs, large onboard RAM, and
embedded controller is needed. Presently, Xilinx ZYNQ offers a system on chip
(SOC) based solution with strongly coupled ARM processor and FPGA. The benefit
of such architecture is that the processor can handle configuration management and
the FPGA can be available for handling critical time-bound tasks. The present work
focuses on development of continuous high-speed acquisition system based on Zynq
SOC with user-configurable options. For development of the prototype, Zynq board
with two onboard ADCmodules and 512 MB RAM is selected. The ADCs although
support maximum sampling up to 125MS/s, acquisition at such high rate will lead to
large file sizes which will be difficult to handle and analyze. The developed system
is developed for two modes, offline acquisition and live streaming over Ethernet
interface. In the offline mode, the acquisition will operate at highest sampling rate of
125 Ms/s and the file will be saved locally on the Linux OS on ZYNQ. In run time
streaming, the data will be transferred over the Ethernet interface to a host system.
In this mode, the data is saved in chunks which are defined by the client software.
In continuous streaming of data to host, the effective sampling rates were found to
be of order of 30 MSps. The server program is being performed using a C program
which communicates to the ARM processor. The client program is developed using
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Python open-source libraries with Qt-based GUI. In this paper, the details of the
system design, architecture, benchmarking, software flow, and analysis of results are
mentioned.

Keywords SoC · ZYNQ · FPGA · Data acquisition

1 Introduction

Data acquisition systems are important for any experimental system in order to
characterize the physical events. High-speed acquisition is needed in multiple areas
where signal of interest has high-frequency contents such as optical signals and
spectroscopic signals. Some of the areas are physics-based diagnostics [1], wireless
systems [2], and many other areas.

Development of any such acquisition system needs three primary components,
namely ADCs, memory, and a controller. The controller must be efficient enough to
provide the requisite signals to ADC and memory so that the operation of sampling
and storing the data sample is performed within required time. Another paradigm is
the software interface in the DA systems which act as an interface for passing on the
configuration parameters and acquired data. In present work, the focus has been laid
to develop the software interface based on open-source programming languages such
as C and Python. The server application is developed on C and the client interface is
based on Python.

Commercial platforms based on LXI [3], PCI [4] interface are available at lower
sampling rates and are expensive. One of the main motivations of present work is to
develop a better and configurable system at low cost.

The present work is focused on developing a low-cost configurable data acqui-
sition system (DAS) which can be widely adopted for diagnostic applications. The
paper is organized as follows: Sect. 2 covers the hardware details and comparison
with commercial solutions, Sect. 3 covers the block diagram details of the developed
DAS, and Sect. 4 covers the operational flow and software interface of the DAS.
Sections 5 and 6 provide the results and conclude the paper.

2 Overview of the Hardware Platform and Contemporary
Solutions

In order to achieve the required parameters for the developed DAS, the first step
is to identify the correct platform for development. Figure 1 shows the block dia-
gram of a generic DAS. For this purpose, a variety of ADC module and embedded
platforms were studied. ZYNQ was selected as the embedded platform. ZYNQ is
presently latest family of FPGA-based embedded platforms launched by Xilinx and
has extended the amalgamation of FPGA and processor. In earlier available families



Real-Time High-Speed Novel Data Acquisition System … 585

Fig. 1 Generic data acquisition system

of FPGA, the concept of soft processor in form of Microblaze was generally used
when the developer felt the need. With the induction of hard processor in silica, the
interface is more rugged and supports high speed transfers.

In terms of the front end component, the ADC module determines the maxi-
mum sampling speed achievable by the system. For the current development, ADC
LTC2145-14 [5] was selected which supports two channels with 14 bit resolution
and simultaneous sampling up to 125MSps. The data fromADC is transferred to the
processor via AXI interface [6]. For the development, Red Pitaya [7] based devel-
opmental board was selected. Red Pitaya platform supports all the needed features
such as ZYNQ controller, high-speed ADCs, and 4 GB of onboard RAM. Hence,
it provides all the resources for developing the targeted application. It has a Linux
interface and can be controlled/accessed by USB and Ethernet via SSH protocol. The
user can develop custom logic for the FPGA and interface it with the ARM controller
as per application requirement. The user can take benefit of the SOC architecture and
utilize the available analog front end resources for various engineering applications.
The most important aspect of SOC development is utilizing AXI bus interface.

In terms of available platforms, LXI and PCI interfaces are available but at lower
sampling rates. Agilent platform with LXI [8] supports up to 20 MSps sampling rate
only. NI PCR R [9] series digitizer card although supports 100 MSps sampling but
is quite expensive.

Some previous solution developed based on FPGA such as [10, 11] had some
limitations in terms of configurability and lack of client interface.

3 Firmware Design of Data Acquisition System

Figure 2 depicts the overall design implemented in the PL and PS side. With the
introduction of IP integrator [12] in Vivado, the practice of creating custom IPs
for each function and then integrating them in the main block diagram has made
hardware programming more efficient and fast. Each block is written in Verilog and
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Fig. 2 Hardware design within the PL and PS part of ZYNQ

customized as an IP package. After dividing the functions to be implemented in PL
and PS, the development can be initiated. As shown in Fig. 2, the PL is responsible
for interfacing the ADC with the required timing signals and streaming the data with
AXI stream bus to an encapsulating IP where the data is transferred to the PS side.
The ADC block is written with the help of IP manager and code reference from [13,
14] is taken with necessary modifications as required from targeted application.

The PS then transfers the data to onboard memory which is read by the C-based
server program. The PS is also responsible for transferring configuration parameters
from client side and allocating the memory size of the block to be read at each
instance. In the development, two modes were followed

– Standalone Mode: Here, the client program is specifying the memory size to be
acquired and the file is created locally on the Zynq platform itself. The file is later
retrieved to the host system for analysis.

– Streaming mode: In this mode, the client specifies the size of chunk and number
of chunks to be acquired. The data is then transferred over TCP/IP to client and
saved on host system. In this case, the network acts as a bottleneck.

The detail of operational flow is described in Sect. 4.

4 Software Interface for Data Acquisition System

The highest available sampling rates are 125MSps and at such rate, standard available
instrumentation bus interfaces are not capable of transferring data. Considering each
sample of 14 bits each,

Net throughput is 14 × 125 × 106 = 1.75 × 109 bit/s
Available capacity of 1 Gbps Ethernet = 1.07 × 109 bit/s
The above calculations point to the limitation posed by real-time streaming over

Ethernet interface. This is called for defining two operating modes of the developed
DAS.
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Figure 3 shows the overall flowchart of the software flow. The operational mode
is selected at the beginning which programs the required bit file in FPGA. After
the C-based server program is executed, it waits for the configuration parameters
from client interface. The client program was developed using simple C program
and Python with Qt [15] GUI interface.

The configuration parameters are different for standalone mode and streaming
mode. For streaming mode, the packet size is fixed which is transferred as a TCP/IP
packet to the host system. The numbers of packets are configured at client side after
which the connection is terminated and server goes in waiting mode. Since the data
is streamed, the network acts as an averaging system and limits the data transfer
rate. From practical observations, the data rate is observed at ~30 MS/s. Hence for
streaming mode, the maximum supported analog bandwidth is of order of 10 MHz
which is a significant bandwidth.

For standalone mode, the data buffer size is decided by client varying from 1 to
10 MS which gives the duration of acquisition as 8–80 ms. Larger size files can also
be created depending upon the need of experiment.

Fig. 3 Flowchart of process
within the processor
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Fig. 4 Client–server communication on terminal

Fig. 5 Python-based GUI for client application

Figure 4 shows the client and server communication together. 1 MS size of data is
received at client side with five different chunks. Figure 5 shows the Qt-based GUI
developed with Python in back end. The data received from the server is saved to a
file and retrieved in the GUI.

5 Results and Discussion

Figure 5 shows the acquired data plotted in Python-basedGUI. The data in standalone
mode was captured at full rate at various buffer sizes. Coming to the file storage
options, binary and text are widely used formats. Test file although human readable
occupy larger footprint for storage. Binary files on other hand allow for lesser size
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Fig. 6 File comparison for bin and text formats

footprint but are not readable by humans. During the development of present work,
the file formats were compared in terms of their footprints for various buffer sizes. A
clear advantage of binary files is observed as shown in Fig. 6. The files were written
using fprintf() and fwrite() functions available in C language.

The fwrite() function logs the entire data block at once from one memory location
to another instantly while the fprintf() function works in a serial manner.

6 Conclusion

The present work was motivated from exploring advance features of ZYNQ archi-
tecture for applications to the area of fast data acquisition. The work covered the
development of client–server interface for a system on chip-based solution for data
acquisition requirements. This also establishes the usage of ZYNQ platform for vari-
ety of applications
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Exergetic Analysis of Glazed
Photovoltaic Thermal (Single-Channel)
Module Using Whale Optimization
Algorithm and Genetic Algorithm

Sourav Diwania, Anmol Gupta, Anwar S. Siddiqui and Sanjay Agrawal

Abstract Photovoltaic thermal (PV-T) system gains greater attention in the last four
decades because of its quality to produce both electrical and thermal energy simul-
taneously and unites the electrical and thermal components in a single unit over the
conventional photovoltaic system and solar thermal system which are capable of
producing electricity and thermal energy, respectively. There are various parameters
which affects the performance of the PV-T system such as dimensions of the chan-
nel (duct), depth of the tedlar, thickness of insulation layer, solar cell fabrication
technology, velocity of fluid flowing through the channel, temperature of the fluid
at the inlet and outlet of the channel ,and cell temperature but in this paper, only
four of the above parameters have been considered for optimization study. But in
the proposed work, only four parameters such as air channel length (LM), depth of
the air duct (d), fluid velocity through the duct (VF), and temperature of the air at
the inlet of duct (Tin) have been considered for optimization using two dissimilar
optimization algorithms such as whale optimization algorithm (WOA) and genetic
algorithm (GA). The outcomes show that an improvement around 31.147% in exergy
efficiency and 41.29% in thermal efficiency of glazed PV-T (single-channel) module
is observed using WOA technique when compared with GA. Furthermore, WOA
is better in contrast to GA because of faster rate of convergence in identifying the
parameters.
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1 Introduction

In today’s scenario, the demand for renewable energy is increasingdaybydaybecause
the energy generated from conventional energy sources is not pollution-free. Apart
from all the renewable energy sources available, solar photovoltaic is most popular
because of the availability of sunlight inmost part of the globe. A PV system converts
sunlight into electricity while solar thermal converts sunlight into heat, but a PV-T
system converts sunlight into heat and electricity simultaneously. A channel or duct
is used below the PV panel in which air/water is used as a circulating fluid or cooling
medium to assimilate the heat energy from the PV panel by conductive or convective
process in order to enhance the electrical efficiency of the system. It was reported
in the literature that electrical efficiency of the solar cell decreases with increase in
temperature of upper surface of solar cell. The crucial factor about the popularity
of PV-T collector is the low efficiency of the solar cell that varies from 6 to 16% at
the temperature of 25 °C but in some of the countries the ambient temperature rises
up to 35 °C. The rising of temperature decreases the module efficiency therefore,
the extraction of heat energy from the backend surface of PV module is necessary.
Depending upon the type of cooling medium, PV-T system is classified as PV-T
air collector, PV-T water collector, and PV-T combi system in which both air and
water are used as cooling medium. From the last three decades, a lot of research and
development is done in this field in order to reduce the cost and complexity of the
PV-T system. In this direction, Wolf [1] performed the experimental investigation on
PV-T system and individual solar PV and solar thermal system. The PV-T is installed
in Boston, USA to supply a single family residence. The area of designed collector
is 50 m2 and the collector is of non-concentrating type as shown in Fig. 1.

Crystalline silicon technology is used in the fabrication of solar PV array. From
the outcomes obtained from the experimental investigation, it was concluded that that
PV-T system is technically feasible and cost-effective as compared to the individual
system used for electricity and thermal production. An active cooling system was
designed by Teo [2] in which parallel array of cooling ducts was attached with
back side of PV panel. The results obtained from the experimental analysis show

Air In Air Out

Glass layer

Solar cell

Tedlar 

Insulation

Fig. 1 PV-T air collector
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Paraffin wax as PCM Fins Water tubes

Absorber 

Fig. 2 PV-T water collector system with PCM

that the electrical efficiency of the system was enhanced by 4–5% with the active
cooling system.Kalogirou et al. [3] reviewed the applications of various solar thermal
collectors. The author discussed the latest advancement in the PV-T technology,
i.e., application of phase changing materials (PCM) in the channel so that better
thermal and electrical performance of the PV-T system is achieved. PCMs are used
in the cooling medium due to its high latent heat of fusion, it increases the thermal
absorbing capacity of cooling medium and keep the temperature fluctuations under
the controlled range. Stropnik et al. [4] discussed the advantage of using PCM in
the cooling medium as shown in Fig. 2. It was concluded that the average electricity
production in the city of Ljubljana was enhanced by around 7.3% by mixing PCM
in the cooling medium. Certain design modifications such as use of additional glass
cover (upper glaze), use of thin metallic sheets and fins in the channel, etc., were also
adopted by various researchers around the globe because these design modifications
help in achieving the better the performance of the PV-T system. An additional glass
cover (glaze) is used above the PV surface in order to trap more heat energy due
to which thermal efficiency of the system improves significantly. It was reported
that thermal output of the glazed PV-T system is almost double that of unglazed
PV-T but decreases the electrical energy output [5]. Apart from this, there are certain
disadvantages of the glazing such as edge shedding and increased temperature of the
surface which leads to reduction in electrical output [6] and increases the sensitivity
of photovoltaic module toward reflection losses and leads to the formation of hot
spots.

The reflection losses are then reduced by using antireflective coating and hence
improves the electrical efficiency of the system as compared to an ordinary glass
cover [7]. Since there are a lot of design parameters which affect the performance
of PV-T system. Therefore, optimization of parameters using soft computing tech-
niques proved be very efficient in the designing of the system. In this direction,
Singh et al. [8] use the genetic algorithm (GA) approach to optimize the parameters
of single-channel photovoltaic thermal air collector. The outcomes demonstrate that
the thermal and electrical performance of the system enhances significantly when
the parameters were optimized using GA as compared to un-optimized system. In
another study, the author [9] investigates the performance of the system with multi-
objective function using genetic algorithm for the climatic conditions of New Delhi
(India). Singh and Agrawal [10] implemented the hybrid GA-FS approach to the
single-channel PV-T and the performance is compared with GA and un-optimized
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system. The objective function during the course of optimization is exergy efficiency.
The conclusions drawn from the outcomes showed that the exergetic performance of
the PV-T system is significantly enhanced usingGA-FS approach as compared toGA
and an un-optimized system. Singh et al. [11] worked upon evolutionary algorithm
approach to optimize the parameters of glazed PV-T module and concludes that the
performance of the system is improved when compared with un-optimized system.

2 System Description

In the proposed work, two different algorithms such as whale optimization algorithm
(WOA) and genetic algorithm (GA) have been implemented on a single-channel
glazed hybrid PV-T air collector system to find out the optimum value of parameters
in order to maximize the exergetic performance of the system. There are various
parameters which affect the performance of the PV-T system such as dimensions of
the channel (duct) below the panel, depth of the tedlar, thickness of insulation layer,
type of solar cell fabrication technology, velocity of fluidflowing through the channel,
temperature of the fluid at the inlet and outlet of the channel, and temperature at the
upper surface of the PV panel but in this paper, only four of the above parameters
have been considered for optimization study. These four parameters were air channel
length (LM), depth of the air duct (d), fluid velocity through the duct (VF), and
temperature of the air at the inlet of duct (Tin). The overall exergy efficiency is
considered as an objective function. The exergy efficiency, thermal efficiency, and
electrical efficiency of the system are calculated according to the thermal modeling
given by Agrawal and Tiwari [12].

3 Tool Used for Optimization

In this paper, twodissimilar optimization algorithms such aswhale optimization algo-
rithm (WOA) and genetic algorithm (GA) have been used to optimize the parameters
of glazed PV-T (single-channel) module. WOA is a recently developed algorithm
which was based upon the hunting behavior of humpback whales. WOA is intro-
duced in 2016 byMirjalili and Lewis [13]. For feeding themselves, humpback whale
kills the little fishes close to the upper water surface. During this process, they formed
a spiral or nine-like structure of bubbles in order to encircle its prey. They go down
to 12 m and formed spirals of water bubbles to confuse the fishes and then swim up
toward the surface as shown in Fig. 3.

This foraging behavior of humpback whales is called bubble-net feeding method.
The movement of whale is classified in two ways, one in which whale goes down,
make bubbles, and then goes up and second method includes different stages: coral
loop, lobtail, and capture loop. When one of the whales updates its position to reach
an optimal location, other whales are also attracted toward that and updated their
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Fig. 3 Bubble-net feeding
behavior of humpback
whales [13]

positions according to Eq. 1.

�D =
∣
∣
∣ �P · −→

Y ∗(t) − �Y (t)
∣
∣
∣ (1)

−→
Y (t + 1) = −→

Y ∗(t) − �D · �Q (2)

�P and �Q are coefficients,
−→
Y ∗ is the position vector of best position obtained so

far, and �Y is the position vector. The P and Q vectors are calculated as follows:

�Q = 2 · �a�r − �a (3)

�P = 2 · �r (4)

where �a decreased from 2 to 0. The searching location dimension of whale is based
upon the number of tuning variables. Since four design parameters have been consid-
ered for optimization, so a hypercube for searching space can be considered in which
either optimal position or area around optimal position is the target of whale. The
optimal location for whale will be that for which value of exergy the set of searching
space parameters will be highest among nearby searching space positions. The flow
chart which explains the proposed work is shown in Fig. 4.

4 Result and Discussion

The optimization is performed on the data for a day taken from IndianMeteorological
Department, Pune for New Delhi India climatic conditions as shown in Table 1. We
have compared the results obtained by optimizing the parameters with WOA with
the results obtained when the parameters were optimized using genetic algorithm
(GA) using the same input data.
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Fig. 4 Flow chart for WOA algorithm
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Table 1 Input data taken
from IMD, Pune

Daytime (h) Intensity of sunlight
(W/m2)

Ambient temperature
(°C)

08:00 132.99 7.90

09:00 355.56 7.90

10:00 554.69 7.90

11:00 680.73 6.60

12:00 726.74 6.40

13:00 733.85 7.70

14:00 656.08 10.60

15:00 500.00 13.00

16:00 311.46 15.00

17:00 106.42 16.50

The optimization techniques are used to solve nonlinear complex programming
problems as in this work and good optimization is validated only if the iterations
convergence reaches earlier and no further variation in the results is observed.

The results show that the iterations converge at a faster rate when WOA is used
as an optimization technique and also it takes very less time for the identification of
optimum value of design parameters for the Glazed PV-T module. The convergence
curve is shown in Fig. 5.WOAoptimization is best in terms of convergence rate when
compared with GA. The optimization curve shows that the iteration is converging
after 32 iterations in case of WOA whereas, in case of GA, it is converging after 60
iterations.

For the proposed study, exergy efficiency is considered as an objective function.
Exergy efficiency is high-grade electrical energy obtained from the PV-T system.
Figure 6 demonstrates that pattern for exergy efficiency is increasing from 08:00
to 13:00 h and maximum when the intensity is maximum. When the intensity of

Fig. 5 Convergence curve of WOA and GA at 13 h
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Fig. 6 Overall exergy efficiency of glazed PV-T module using WOA and GA

sunlight is decreasing, i.e., from 13:00 to 17:00 h, the exergy efficiency is decreasing.
From the optimization curve, it is observed that exergy efficiency obtained when the
parameters were optimized using WOA is 15.0119% and by using GA, the exergy
efficiency is 11.58211%. Hence, from the results, significant improvements in the
exergy efficiency of the system were observed using WOA.

The variation in thermal performance of the glazed PV-T system with time is
shown in Fig. 7. The observations from the plot demonstrate that the thermal effi-
ciency is maximum when the intensity of sunlight is maximum (i.e., around 12–
13 pm) and thermal efficiency is minimum when the intensity of sunlight is mini-
mum. The outcomes show that significant improvement in thermal efficiency was
observed when the parameters were optimized using WOA.

The deviation in overall thermal efficiency with time is shown in Fig. 8. The out-
comes demonstrate that the calculated value of overall thermal efficiency of the PV-T
system is 43.67272% by using WOA while the calculated value of overall thermal
efficiency is 33.30057% by using GA at the optimized values of parameters. The

Fig. 7 Thermal efficiency of glazed PV-T module using WOA and GA
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Fig. 8 Comparison of thermal efficiency using WOA and GA

outcomes demonstrate that an improvement of around 31.147% in overall thermal
efficiency was observed when the parameters of glazed PV-T were optimized using
WOA.

5 Conclusion

In this paper, two different optimization techniques have been implemented to glazed
PV-T (single-channel) module to optimize its four variable parameters. For this pur-
pose, the exergy efficiency of the system is considered as objective function. The
outcomes of the proposed analysis demonstrate that exergy efficiency and thermal
efficiency of the PV-T system were significantly enhanced by optimizing the param-
eters using WOA. The optimum value of exergy efficiency at the optimized value of
parameters is shown in Appendix. The results show that an improvement of around
31.147% in overall thermal efficiency and 41.29% in exergy efficiency was observed
when the parameters were optimized usingWOA. The proposed work concludes that
WOA is proved to be an efficient technique for optimizing the parameters of glazed
PV-T (single-channel) module as its convergence rate is faster as compared to GA.

Appendix: Optimized Value of Parameters

Parameter to be optimized WOA GA

Length of the air channel, LM (m) 0.3 0.27948

Air channel depth, d (m) 0.1 0.00092

Fluid velocity at the inlet, VF (m/s) 1.5 1.37070

(continued)
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(continued)

Parameter to be optimized WOA GA

Temperature of fluid at inlet, Tin (°C) 4.98 3.62050
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An 8-Bit Charge Redistribution SAR
ADC

Yahya Mohammed Ali Al-Naamani, K. Lokesh Krishna
and A. Krishna Mohan

Abstract A power-efficient and moderate resolution Successive Approximation
Register (SAR) ADC design is implemented in this paper. ADC is an important
electronic circuit in biomedical electronic systems. Low-power operation and com-
pacted chip size are the essential requirements of various biomedical systems. Also
to precisely detect the various natural signals originating from the human body, res-
olution is of utmost importance. Among the different ADC designs available, SAR-
type ADC has shown superior capabilities in terms of low-power operation, better
resolution, a small form factor, and less die area. This proposed paper comprises
of capacitive type Digital-to-Analog Converter (DAC) based on charge distribution
method, SAR logic implemented using basic logic gates, and low-power operated
comparator circuit. The inner blocks of the proposed architecture were designed and
simulated in CMOS 130 nm N-well technology operated with VDD of 1.2 V supply.
The simulated Integral Nonlinearity error (INL) and Differential Nonlinearity error
(DNL) are between 0.2/−0.03 LSB and 0.41/−0.22 LSB, respectively. The proposed
ADC exhibits SNDR (signal-to-noise plus distortion ratio) of 42.3 dB and reside in
a die area of 0.106 mm2.

Keywords Resolution · CMOS · Differential · Flip-flop · Clock · Transient and
capacitive

1 Introduction

Rapid improvements in integrated circuit design technologies have made electronic
systems such as digital audioworkstation based sound recording, digital imaging sys-
tems, high performance data acquisition systems, TV tuner cards, software-defined
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radios, aircraft wireless communications, medical imaging and diagnostic equip-
ment, spectrum analyzers, high-speed signal generators, 4G long-term evolution
systems, high speed, high-frequency digital storage oscilloscopes, and fiber optic
applications to be used in every part of day-to-day activities. The physical informa-
tion for measurement purposes is continuous in nature. These informations or data
are low peak valued or high peak valued, non-quantized, and successively fluctuate
with changes in time. Currently, with the advances in digital signal processing sys-
tems, extreme processing of data is carried out in digital area only. Benefits such as
easier data storage, design becomes simpler as exact values of current and voltages
are not prerequisite, highly precise and accurate, logic can be reprogrammed several
times, and finally, it becomes easier for an electronic circuit to distinguish an original
signal and a noisy signal. Hence, it becomes very much vital, to convert to digital
output so that the received physical input signal can be monitored and measured
accurately.

The transformation of analog signal to digital signal and vice versa is performed
using a data converter circuit. Data converter circuits are very important and essential
blocks in applications related to measurement of physical data and wireless commu-
nications. The main purpose of a converter circuit is to change the given analog
voltage signal to digital voltage output signal or a digital signal to an analog sig-
nal output voltage. Therefore, these converter circuits act as key interface circuits
between analog and digital processing circuits and digital and analog processing
circuits. In specific, there are two different categories of converter circuits such
as (i) Digital-to-Analog Converter (DAC) and (ii) Analog-to-Digital Converter
(ADC) . An ADC circuit converts a given input signal (which is continuous both
in amplitude and time) into corresponding output signals (which is discrete-time
quantized magnitude). By and large, different ADC architectures exist, that can be
utilized for wide variety of applications such as both in wireless communication
systems and in biomedical systems. The choice of the selection of accurate and pre-
cise converter architecture is based on various design parameters. However, single
converter architecture cannot be used for all the wide applications. Hence, select-
ing the proper converter architecture involves assuming trade-offs between various
design parameters such as signal-to-noise ratio, total harmonic distortion, conversion
time, silicon area, integral nonlinearity, resolution, packaging, operating temperature
range, dynamic performance, differential nonlinearity, static performance, chip cost,
and channel count. Lastly, the vital parameters to be well thought out in the design of
any ADC circuit are high sampling rate, ultralow power operation, and linear circuit
operation.

Successive Approximation Register converter architectures are the best choice
and more regularly used in the design of biomedical systems with sample rate under
50 MS/s and for medium resolution levels between 6 and 16 bits. The performance
specifications of SAR converter architecture can be improved by technological scal-
ing of transistors and incorporating changes at the architectural design of the logic.
Depending upon the resolution, SAR ADCs operate with several comparison cycles
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to complete one-bit conversion. Due to this, they are operated at limited speed. The
recent advances in feature sizes, i.e., (W/L) ratio of CMOS transistors have led to
operate at several tens of megasamples per second to very low gigasamples per
second, while simultaneously consuming low power. SAR ADCs offer better reso-
lution, low power consumption, high speed, and have very less latency. These better
features make SAR architecture specifically suited for challenges that arise in crit-
ical applications such as in implanted biomedical devices and in energy harvester
applications.

Y. Lin et al. described a subrange SAR ADC architecture implemented in 90 nm
CMOS of resolution 9-bits and with an operating speed of 150-MS/s [1]. Y. Cho et al.
explained the complete design and implementation of 9-bit SARADC,which utilizes
a comparator using offset voltage cancelation technique and digital calibration for
error correction [2]. K. L. Krishna et al. described a unique hybrid ADC implemented
using a flashADCoperating at 1GS/s and a SAR architecture operating at low power.
The simulated results reveal that it operates at high speed and consumes low power at
better resolution levels [3]. SAR architecture based on split-CDAC which includes
on-chip digital calibration techniques, an internal clock signal to compensate for
PVT variations, and comparator offset voltage cancelation technique is presented by
Yoshioka et al. [4]. A linear and power-efficient switching scheme utilized in asyn-
chronous SAR architecture is presented in [5]. Speed and resolution are improved
by using a low leakage latched dynamic cell in SAR logic. Harpe et al. presented
the complete design and implementation of a moderate resolution level and low-
power operated asynchronous SAR architecture for low energy wireless radios [6].
The complete linearity analysis of a split-type DAC technique based on conven-
tional charge redistribution switching method and Vcm-based switching method is
described by Zhu et al. [7]. A 10-bit pipelined ADC employing techniques namely
pipeline stage scaling algorithm, capacitor ratio independent conversion scheme, and
a nested gain boosting technique is presented by Murshed et al. [8]. In this proposed
work, ultralow power SAR architecture is designed and simulated in 130 nm N-well
CMOS technology.

The main summary of the presented work is as follows: The block diagram details
and its explanation are shown in Sect. 2. Section 3 presents the design and implemen-
tation of the inner blocks of the proposed SAR architecture. The achieved simulation
results are presented in Sect. 4. Lastly, Sect. 5 gives the conclusions.

2 8-Bit SAR ADC Architecture

A conventional diagram of SAR converter architecture is presented in Fig. 1. In its
simplest form, the architecture comprises of a CMOS comparator, a DAC utilizing
charge redistribution technique, and an 8-bit SAR logic. Because of the presence of
charge redistribution technique, the sample and hold process in integrally present in
the circuit. Due to its fast conversion time and easier fabrication, charge redistribution
DACs are frequently used in many applications. Also, they operate at very less power



604 Y. N. A. Al-Naamani et al.

Fig. 1 Block diagram of 8-bit SAR architecture

and generate less mismatch errors compared to the resistive operated DAC circuits.
The occupied die area of the SAR ADC can be greatly minimized by decreasing the
total capacitor size in a capacitive-based DAC. SAR architecture is the appropriate
choice for ultralow power applications such as in portable wireless devices and
biomedical devices. It employs a successive binary search algorithm to find the
closest digital word to match the input analog data. In this proposed work, 8-bit
resolution is considered. During the first clock pulse, the SAR logic is set tomidscale,
i.e., 10,000,000, so that the DAC output produces an analog output. The obtained
output voltages of the proposed SAR logic and the 8-bit DAC are compared and
output polarity is determined. This determines the value of MSB. If the given input
voltage(Vin) is higher than the DAC voltage (VDAC), then logic 1 is allocated to the
MSB bit, else logic 0. During the next clock pulse, once again the comparison is
performed. If analog input voltage is greater than the DAC voltage, then once again
the next MSB bit is assigned with logic 1, else logic 0. Similarly, the comparison
process continues until all the bit conversion is completed.
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3 Implementation of Inner Blocks

The architecture consists of an inherent sample and hold circuit (S/H), dynamic
CMOS comparator, a DAC based on charge redistribution, and 8-bit successive
approximation logic.

3.1 S/H Circuit

The benefit of using the charge distributive capacitive type DAC architecture is that
it makes obtainable inbuilt sample and hold function. The concept is to use binary-
weighted capacitor values to describe different resolution levels; the largest capacitor
in the circuit produces the largest current, and therefore corresponds to the MSB;
similarly, the value of smallest capacitor corresponds to the LSB. Figure 2 shows the
operation of sample mode of operation, while the hold mode of operation is shown
in Fig. 3. The 8-bit capacitive DAC utilized in the SAR architecture comprises of
an array of eight capacitors that are appropriately selected according to the binary-
weighted values, i.e., C, C/2, C/4, C/8, C/16, C/32, C/64, and C/128 plus one dummy
LSB capacitor. The last two capacitors connected at the LSB side have a value of
C/128 so that the total equivalent capacitances of the nine capacitors are 2C. In this
circuit, the 11 switches are implemented by bootstrappedMOS transistor technology.

Fig. 2 Sample mode schematic diagram
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Fig. 3 Hold mode schematic diagram

3.2 Comparator

The objective of a comparator circuit is to compare the continuous input signal at
one terminal with a known reference dc voltage (Vref) at the other terminal, and pro-
duces a digital logic at the output terminal. A wide variety of designs are available to
implement a comparator circuit. The proposed SAR ADC design utilizes dynamic
comparator circuit architecture because they exhibit better performance characteris-
tics such as very high input impedance, low offset voltage, rail-to-rail output swing,
low power consumption, and higher sampling speed. They employ positive feedback
so that any small input voltage difference between the input terminals can be con-
verted to full-scale digital output in short time of operation. The comparator circuit
consists of two cross-coupled differential pairs with an inverter latch placed above.
The threshold voltage of the comparator can be varied by changing the (W/L) ratio
of the transistors present at the input side. Figure 4 shows the schematic diagram of
comparator circuit.

During the reset period of operation, i.e., CLCK = low, the output nodes of the
cross-coupled inverters (transistors M3 and M9) are at the potential VDD through the
reset transistors M6 and M9. Similarly, during the evaluation phase, i.e., CLCK =
VDD, the transistor MT is switched ON. The transistors forming the input differential
pair M1 and M2 starts to discharge the drain node voltages with a different time
constant proportional to the each applied input voltage from voltage VDD to zero.
When the voltages of one of the either drain nodes of transistors M1 and M2 drops to
[VDD-Vtn], then the transistors M3 and M4 in the cross-coupled connection switches
ON and this starts the necessary positive feedback required for comparator action. As
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Fig. 4 Comparator circuit diagram

soon as the output node voltage reaches to [VDD-Vtp], the transistors M6 and M9 are
also switched ON, still further augmenting the effect of positive feedback and aiding
the regeneration of a small input differential voltage to full swing differential output
voltage. Due to this, latch-regeneration time reduces significantly, circuit operates
faster, and operating power is also lowered.

4 Simulation Results

The proposed 8-bit SAR architecture has been simulated using Cadence specter tool
in 130 nm CMOS technology. Figure 5 presents the simulated results of the dynamic
comparator circuit. The power consumption being a very vital parameter depends
on the performance of the CMOS comparator. The comparator was simulated with
VDD = 1.2 V, clock frequency = 1 MHz, and input voltage = 1 V.

Since SAR logic is realized using digital components, they consume less power
compared to the analog circuits. The obtained simulated waveforms of the proposed
8-bit SAR architecture are displayed in Fig. 6.
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Fig. 5 Simulated results of comparator circuit

Fig. 6 Simulated waveforms of SAR architecture
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5 Conclusion

An ultralow power SAR architecture operating at 8-bit resolution levels is described
in this paper. The designed architecture uses a capacitive type DAC based on charge
redistribution. Themain advantages of the capacitive type based charge redistribution
are the inherent sample and hold circuit, higher operating speed, and reduced offset
mismatch errors. Also, SAR architecture is suitable for sampling levels ranging from
few Ksps to Msps. The complete circuit is operated at a voltage VDD = 1.2 V and
the power dissipation is found to be 18.8 µW. The architecture is implemented in
130 nm N-well CMOS technology and occupies a die area of 0.106 mm2. The ADC
exhibits no missing codes and it is monotonic; the measured INL and DNL is found
to be less than 0.34 LSB and 0.25 LSB, respectively. From the simulated results, the
SAR ADC operates with low power, higher speed, and better resolution; hence, it
can be used in applications such as in design of biomedical electronic systems.
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Analysis of Triple-Threshold Technique
for Power Optimization in SRAM
Bit-Cell for Low-Power Applications
at 45 Nm CMOS Technology

Sudershan Kumar, Shaifali Ruhil, Neeraj KR. Shukla and Shilpi Birla

Abstract As the technology node is shrinking from micron to sub-micron and to
deep sub-micron, the device size of semiconductor components is getting smaller
and smaller to achieve greater functionality. It has been established that the power
consumption in the technology >100 nm is largely dominated by the active power
dissipation. The technology <100 nm (more transistors on a single chip area), the
active power dissipation is no longer a power dominant component as compared
to static power dissipation. At the lower CMOS technology nodes, the threshold
voltage of the devices also decreases. Therefore, the devices have becomemore noise
sensitive (bit-cell) which affects the stability of the systems profoundly and degrade
the overall system performance. The threshold voltage reduction also challenges
the device sub-threshold leakage current and noise margin. To address this issue,
this work presents the triple-Vth CMOS transistors approach which have different
threshold voltages. It is found that the read/write data stability is improved by 10%
at the cost of area overhead of one transistor.

Keywords CMOS · Noise margin · SRAM · System on chip · Threshold voltage

1 Introduction

Since the last few decades, CMOS devices have been scaled down to achieve the
higher speed and performance with optimal power distribution [1]. CMOS circuitry,
when scaled beyond 100 nm technology has a lower V th and an extrinsic thin gate
oxide (Tox ) tomaintain a better control between the switching speed ofCMOSand the
current drive through the device while dealing with the short-channel effects of the
device. The lowerV th of the device offers a sharp increment in sub-threshold leakage
current that result in an increase in the leakage power of the device. Also, the thin
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oxide layer of the scaled device also results in an increase in the gate-tunneling current
[2]. Thin gate oxide (Tox ) gives larger current drive at low supply voltage to overcome
short channel effect as Drain Induced Barrier Lowering (DIBL), ultra thin gate oxide
along eminent electric field results in substantial increment in gate direct tunneling
surpassing drain induced barrier lowering and feeble inversion leakage [3]. Due to
technology scaling below 90 nm, the SRAM standby leakage has become a major
threatening issue. To overcome the growing leakage challenge in the CMOS devices,
the dynamic leakage current reduction at the product level is mainly done through (i)
using sleep transistors to turn-off the circuit in the standby mode and (ii) increasing
threshold voltage by reversing the body bias of NMOS and PMOS [4]. To maximize
the battery lifespan of a portable device, various designs, circuits or architectural level
techniques have been adopted tominimize the power intake. Scaling down the supply
voltage will reduce the dynamic power quadratically and leakage power got reduced
along with the decrease in the supply voltage [5]. Ultra-Dynamic Voltage Scaling is
one more approach to reduce energy intake by adjusting the system supply voltage
[6]. This paper provides an overview of different technologies (45, 90, 180 nm) and
various design methodologies (such as multi threshold, body biasing, Power gating,
clock gating, re-mapping, radiation-harden techniques) on SRAMmemory and then
characterization of SRAM cell as per the specification or requirements of low-power.

A new design technique for the low leakage SRAM is presented, the methodol-
ogy is founded on the non-zero delay of interconnection of word-line, bit-line of the
SRAM cell. By using the proposed methodology, the leakage power of the bit cell
is optimized up to 40% [2]. In deep submicron technology, gate leakage has turned
out to be the dominant source of leakage as it is increasing with technology scaling.
By using two extra PMOS/NMOS devices which change the gate voltages of the
transistors, results show 66.5% reduction in total leakage at 65 nm technology [3].
The write power of SRAM is generally greater than the read power by using two
tail transistors in pull-down path. The leakage power of the SRAM cell is reduced
by 18% when compared to conventional 6T SRAM cell and 29% faster also [7].
Scaling down the supply voltage is an efficient way for ultra-low- power operation
[8]. ST-based SRAM bit cell which are worthy for ultra-low-voltage applications,
built-in feedback mechanism in the projected ST bit cell can be efficient for process-
tolerant, low-voltage SRAM procedure in future nano scaled technology [5, 9]. An
8T sub-threshold SRAMhas improvedwritemargin, better variation tolerance, speed
optimization of 52% in read bit line discharge time, and it is 20% faster than the con-
ventional SRAM [10]. Voltage scaling proficiency is used to optimize the total power
in SRAM with the trade-off of size of the sense amplifier and its statistical offset.
For this trade-off, a conception of sense amplifier redundancy is introduced which
reduced the statistical offset error [11]. An enhanced SNMwith the reduced leakage
power of conventional 6T SRAM circuitry, a new 9T SRAM cell was proposed with
separate data access for read and write mechanism for the SRAM circuitry. The sta-
bility of the SRAM cell is also optimized [12, 13]. A new 7T read SNM free SRAM
is developed to overcome the SNM problem in the conventional SRAM and the area
problem in the 8T conventional SRAM.The 7TSRAMcell reduces the area overhead
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from 13 to 30% [14]. A strong data stability and optimized leakage power consump-
tion are achieved by using the multi-threshold technique for designing the 6T CMOS
SRAM circuitry [15, 16]. The power is optimized by using various techniques such
as Dual-Rail technique which is implemented on the technology above 32 nm, a dual
threshold transistor is also used to design the SRAM circuitry which are specified for
low power consumption applications [6]. The SRAM circuitry which is designed for
the purpose of high speed operations uses small voltage swing on the bit-lines during
the write operation. Scaling on the various levels will affect the delay and power
of SRAM [17]. The work in this paper demonstrates several dual-threshold voltage
circuit techniques which will be helpful to reduce sub-threshold leakage current dur-
ing the standby mode of SRAM for combinational logic blocks [18, 19]. The sleep
transistor technique to design a 6T SRAM cell is the best technique by which we can
achieve a high leakage power optimization during the standby mode of operation in
the SRAM [20].

2 Approach

Design of 6T SRAM with Triple-Vth is similar in structure with the conventional
6T SRAM and the area is also similar to the conventional SRAM. The only differ-
ence is that we use a High-Vth, Low-Vth, and a standard Vth transistor in place of
conventional transistors used in conventional 6T SRAM.

These multi-threshold transistors are very useful for the reduction of the leakage
power of the complete SRAM bit cell.

3 Analysis and Result

3.1 Data Stability

See Figs. 1, 2 and 3.

3.2 Read Noise Margin

Read Noise Margin values are plotted as shown in Fig. 4 for different cells with VIL
(maximum allowable input to be considered as logic ‘0’), VIH (minimum allowable
voltage to be considered as logic ‘1’), NML (Noise Margin low) and NMH (Noise
Margin High)
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Fig. 1 Conventional 6T SRAM with standard threshold voltage transistor [14]

Fig. 2 6T SRAM with triple-Vth technique

3.3 Write Noise Margin

See Figs. 5, 6 and 7.
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Fig. 3 Stability curve for conventional 6T and Tri-Vth 6T

SRAM 6T SRAM 6T
TRIPLE_Vth SRAM 7T SRAM 8T SRAM 9T

VIL 226.01 250.04 131.722 218.042 131.6
VIH 286.267 308.275 192.225 275.45 192.923
NML 226.01 250.04 131.722 218.042 131.6
NMH 213.733 191.725 307.78 221.55 307.077
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Fig. 4 Read noise margin

3.4 Average Power and Leakage Power

The transistor with Low threshold works faster and hence consumes more power,
whereas high Vth transistor works slower than low-Vth transistor and consumes low
power. Leakage currents that are raised by the separate transistors are extremely
sensitive to process variations.
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SRAM 6T SRAM 6T
TRIPLE_Vth SRAM 7T SRAM 8T SRAM 9T

VIL 226.01 250.04 211.76 217.752 131.6
VIH 286.267 308.275 223.09 278.24 192.923
NML 226.01 250.04 211.76 217.752 131.6
NMH 213.733 191.725 276.91 221.76 307.07
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Fig. 5 Write noise margin
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4 Conclusion

With the triple-Vth approach used in 6T, 7T and 8T SRAM cells, a better write ability
is achieved.Data stability is better in tri-Vth 8T and 9T and also they have less leakage
power. On increasing the channel length of the transistor, the device read stability
may degrade. The read/write data stability is improved by 10% on using triple-V th
approach with an area tradeoff as an additional transistor is used in the SRAM bit
cell. Therefore the size of bit cell may increase due to that additional transistor. The
leakage power of the cell is reduced in SRAM using 9T in comparison to 6T SRAM
by 10%. Average power is also optimized in 9T SRAM as in 6T SRAM.
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Low Power Adder Circuits Using Various
Leakage Reduction Techniques

Shreya Upadhyay, Sugandha Tiwari, Shilpi Birla and Neha Singh

Abstract Due to scaling which is a remarkable feature of CMOS, the power con-
sumption in ICs having CMOS devices includes a major factor of leakage power. As
per Moore’s Law, the transistor count should be doubled in every 18 months as the
density is increasing continuously.With the growing technology, the smallest feature
size in CMOS ICs is now decreased to 7 nm and below within a span of few decades.
As the size of transistors is getting reduced, some limitations have also been observed
in CMOS circuits which are undesirable such as a drastic increase in leakage current
which results in an increase in leakage power. Different techniques being proposed
by various people that are helpful in reducing leakage current. This paper presents
the implementation of three techniques for the reduction of leakage power in 1-bit
adder and 4-bit full adder. The techniques used are Transistor stack technique, Sleep
Transistor Technique and Super Cutoff CMOS Technique (SCCMOS). The above-
mentioned techniques have been analyzed using the HSPICE Software with supply
voltage varying from 0.9 to 0.5 V using 45 nm technology. The three techniques are
being compared with respect to power reduction.

Keywords SCCMOS technique · Leakage power · Threshold voltage · Sleep
transistor technique · Transistor stacking technique

1 Introduction

Since the exclusive feature of Scaling came into existence the scaling of the device
and power utilization of the device varies a lot. In present scenario of miniaturization
of the devices leakage power becomes a crucial factor in investigating the device
power consumption. As we advance towards miniaturization the overall chip power
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utilization comprises of mainly leakage power. Furthermore, the existence of leakage
current is still therewhen the device is in the standby statewhichmakes leakage power
the most critical factor in CMOS VLSI circuits. In present scenario the nanoscaled
transistor’s leakage current mostly dependents on two major factors: Length of the
gate and its oxide thickness [1, 2].

Dynamic power is majorly depends on the square of the supply voltage so to
minimize it, scaling of supply voltage ismust. This reduction of supply voltage affects
the performance of the circuit. Due to an increase in the operating speed of the device,
the reduction in supply voltage exponentially increases the subthreshold leakage
current, and hence the leakage current rises and becomes responsible for increment
of power dissipation [3]. Thus, the present demand is of lowering the dynamic power
dissipation of the devices in nanoscaled devices. Different techniques have been
suggested from time to time by researchers to fulfill the abovementioned criteria [1].
This paper discusses the implementation of three techniques which reduce leakage
power. The techniques are Stack Transistor Technique, Sleep Transistor Technique,
and Super Cutoff CMOS Technique in 1-bit full adder and 4-bit full adder.

2 Literature Review

Various new techniques have been proposed by the researchers to reduce power
consumption in the circuits and various techniques have been experimented and
implemented to make low power circuits [1]. Three of those techniques are discussed
below.

2.1 Sleep Transistor Technique

The most used technique to reduce the subthreshold leakage power is sleep transistor
technique which is also called gated-GND and gated-VDD. In this technique, extra
transistors known as sleep transistors are inserted between the supply voltage of
the device and ground. These sleep transistors control the power supply to turn off
the circuit. The turning on of the sleep transistors during the active state provides
low resistance in the conduction path and the sleep transistors does not affect the
performance of the circuit [4, 5]. Since these transistors remain in off condition
during the standby mode of operation, it provides large resistance in the conduction
path which reduces the leakage current in the circuit [6]. By using this technique
leakage power can be minimized. Sleep technique is applied to both pull-up PMOS
transistor and pull-down NMOS transistor as given in Fig. 1.
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Fig. 1 Sleep technique

2.2 Stack Transistor Technique

The transistor stack is another technique which is used to reduce leakage power in a
circuit and it works both in active mode and in standby mode. The subthreshold leak-
age current through a stack of series-connected transistors is exponentially related
to the threshold voltage of the device, and the threshold voltage changes due to the
body effect. From these two effects, the subthreshold leakage can be reduced by
turning off more than one transistor in the stack which is known as the “stacking
effect” or “self-reverse bias” [7, 8]. The stacking device has lesser leakage current
than the leakage of a single transistor with two times the channel length. The transis-
tors introduced over the lower transistor will be having an upper threshold voltage
due to the voltage difference between the source and body terminal. This decreases
the VDS of the higher transistor as the intermediate node has some positive voltage.

The transistors M1 and M2 are turned off as shown in Fig. 2, due to the small
drain in current the voltage at the middle node (VM) is positive. The positive voltage
at the intermediate node results in the following effects:

Fig. 2 Stack transistor
technique
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(1) Due to the positive voltage present at source VM, the gate to source voltage
(VGS1) of transistor M1 becomes negative, and the subthreshold current reduces
significantly [3].

(2) Due toVM >0, body to source voltage (VBS1) of transistorM1becomes negative,
which increases the threshold voltage of M1, and consequently minimizes the
subthreshold leakage [3].

(3) Due to VM > 0, the voltage between the drain and the source of M1 decreases,
which increases the threshold voltage of M1 and reduces the subthreshold
leakage.

2.3 Super Cutoff (SCCMOS) Technique

Super Cutoff CMOS Technique (SCCMOS) is used for minimizing the subthreshold
leakage current and thus the power dissipation occurs. In this the gate terminal of
the sleep transistor is given the voltage more than Vdd or less than ground voltage
during idle periods by using a bias voltage [9]. In this technique, the Low-VTH cutoff
NMOS, whose VTH is lower than VTH of the full adder circuit, is introduced in series
to the logic circuits. The low VTH satisfies high-speed operation of the logic circuits
[7]. Figure 3 shows SCCMOS technique where Low-VTH cutoff NMOS is applied
below the logic circuit (Fig. 4).

Fig. 3 SCCMOS technique
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Fig. 4 1-bit full adder circuit

3 Implementation of Adder Circuit

3.1 1-Bit Full Adder

A full adder is a logical circuit that adds binary numbers and gives sum and carries as
output. The abovementioned three leakage reduction techniques are applied to 1-bit
full adder and their circuit-level diagrams are as shown below. Figure 5 shows the
schematic of Sleep Transistor technique where 1 PMOS is added above the pull-up
network and 1 NMOS is added below the pull-down network of 1-bit full adder.

Fig. 5 Implementation of sleep transistor technique in 1-bit full adder
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Figure 6 shows the schematic application of Stack Transistor technique in 1-bit full
adder where 2 NMOS stacks are turned off to lower the leakage power. Figure 7
shows the schematic application of SCCMOS technique in 1-bit full adder where 1
NMOS is added below the pull-down network of the full adder and voltage lower
than VTH is supplied to it.

Fig. 6 Implementation of stack transistor technique in 1-bit full adder

Fig. 7 Implementation of SCCMOS technique in 1-bit full adder



Low Power Adder Circuits Using Various Leakage Reduction … 625

Fig. 8 4-bit ripple carry adder using 1-bit full adder

Fig. 9 Simulated output waveform of the fourth stage of 4-bit ripple carrys adder

3.2 4-Bit Ripple Carry Adder

A 4-bit full adder is made up of four 1-bit adders giving output as 4 sums and 1 carry
[10] (Fig. 8).

On simulating the circuit of 4-bit full adder on applying leakage power reduction
techniques, output waveforms were obtained which are shown below. The following
figures show the waveform of the last stage of the 4-bit full adder using different
leakage reduction technique on application of leakage reduction techniques having
inputs a3, b3, and cout2 (which is the previously generated carry) and the outputs s3
and Cout3 (Figs. 9, 10, 11 and 12).

4 Simulation and Analysis

The effect of varying input voltage from 0.5 to 0.9 V on power consumption for the
abovementioned techniques in 1-bit full adder and 4-bit Ripple carry adder is shown
in Figs. 13 and 14. In both the adders we can analyze that the sleep technique has
minimum power consumption.

Table 1 shows power consumption in different techniques in 1-bit full adder and 4-
bit ripple carry adder. All the techniques are simulated in 45 nmCMOS technology in
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Fig. 10 Simulated output waveform of the fourth stage of 4-bit full adder on applying sleep tran-
sistor technique

Fig. 11 Simulated waveform of the fourth stage of 4-bit full adder on applying stack transistor
technique

Fig. 12 Simulated output waveform of the fourth stage of 4-bit full adder on applying SCCMOS
technique

Hspice software. The analysis concludes that in 1-bit full adder power consumption
comes out to be 10.1089 nW at 0.9 V supply voltage which has been reduced by 1.83
times using sleep transistor technique, 1.29 times using stack transistor technique and
1.3347 times using SCCMOS technique, whereas in 4-bit ripple carry adder power
consumption which comes out to be 73.5254 nW at 0.9 V supply voltage which has
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Fig. 13 Power consumption versus supply voltage for different techniques in 1-bit full adder

Fig. 14 Power consumption versus supply voltage for different techniques in 4-bit ripple carry
adder

been reduced by 3.95 times using sleep transistor technique, 1.16 times using stack
transistor technique and 2.42 times using SCCMOS technique.

5 Conclusion

We hereby note that reduction in power consumption was the most prominent in
Sleep Transistor technique. For 1-bit Full Adder, power reduction comes out to be
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Table 1 Power consumption of the abovementioned techniques at varying voltages

Circuit Power consumption (nW)

Vdd = 0.5 V Vdd = 0.6 V Vdd = 0.7 V Vdd = 0.8 V Vdd = 0.9 V

1-bit full adder 0.854 1.6297 3.0458 5.5933 10.1089

Sleep transistor
technique in
1-bit full adder

0.3511 0.7119 1.4084 2.7226 5.498

Stack transistor
technique in
1-bit full adder

0.674 1.2791 2.378 4.3447 7.8158

SCCMOS
technique in
1-bit full adder

0.5506 1.0722 2.0892 4.016 7.5739

4-bit ripple
carry adder

6.2098 11.8474 22.147 40.6771 73.5254

Sleep transistor
technique in
4-bit full adder

1.383 2.712 5.248 9.9714 18.6005

Stack transistor
technique in
4-bit full adder

5.3315 10.1648 18.9884 34.8528 62.9602

SCCMOS
technique in
4-bit full adder

2.2027 4.2888 8.357 16.0642 30.2961

10.1089 nW whereas sleep technique has 5.1498 which is lower than other tech-
niques. For 4-bit ripple carry adder, power reduction comes out to be 73.5254 nW
whereas sleep technique has 18.6005 which is lower than other techniques.

These techniques can be used for various circuits likemultipliers, carry look-ahead
adder, etc. for low power consumption.
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A Nature-Inspired Metaheuristic Swarm
Based Optimization Technique BFOA
Based Optimal Controller for Damping
of SSR

Rajeev Kumar, Rajveer Singh and Haroon Ashfaq

Abstract In the proposed paper, an innovative method for damping of sub-
synchronous resonance in a series capacitor compensated line has been investi-
gated. A nature-inspired metaheuristic swarm based optimization technique BFOA
is applied over the optimal control theory for damping and mitigation of sub-
synchronous oscillations, with a FACT controller (SVS) connected at the midpoint
of a series capacitor compensated network. The analysis has been carried out using
IEEE first benchmark model and the entire test system has been simulated using
MATLAB software, the simulation results include the eigenvalue analysis which
explicitly shows that the application of BFOA on the optimal control theory, the
problem of SSR is effectively minimized. Further the time domain analysis for the
response curve of rotor angle (Mech-Delta 5) also shows the effectiveness of the
proposed BFOA based optimal controller. All the time domain parameters viz., rise
time, settling time, overshoot, and peak time is improved by the application of opti-
mal controller which is further improved by the application of BFOA over optimal
controller.

Keywords BFOA · Eigen value · Optimal control theory · Static var system ·
Sub-synchronous resonance · Torsional oscillations · Time domain analysis

1 Introduction

The use of series capacitors in transmission line definitely helps in the improvement
of power transfer capability as well as transient and steady state stability limits of
power systems and it is also economical compared to the addition of new lines.
However, the Series compensated lines having capacitance C have a tendency to
produce series resonance at frequencies below the fundamental power frequency.This
is called sub-synchronous resonance [1–4]. SSRproblem results due to the interaction
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Fig. 1 Study system

between series capacitor compensated electrical network and the mechanical spring-
mass system of the turbine generator at sub-synchronous frequencies which can
lead to turbine generator shaft failure and electrical instability of the system. This
phenomenon is known as sub-synchronous resonance (SSR). Therefore, when going
for the series capacitor compensation the chances of SSRmust be carefully examined
using some well-defined techniques proposed by IEEE and the required counter
measures must be exercised to avoid the SSR, if the analysis reveals a potential
SSR problem. A number of techniques for damping and control of SSR have been
suggested in the past [2–5]. Excitation controller [6] and several series and shunt
FACT controllers such as STATCOM, TCSC, and SVS have been proposed and
tested [7] to avoid the torsional oscillations caused by SSR. Out of these, SVS has
become popular in the modern power system because of its potential to operate as
reactive power (var) compensator (generation and absorption).

In the proposed paper BFOA based optimal Controller has been used to mitigate
the problem of SSR in the power system, the power system model used is a modified
IEEE first benchmark model (FBM) with SVS connected at the mid of the line [8]
so as to achieve the optimum performance.

The purpose of the paper is to expose the potential of BFOA algorithm in damping
and control of SSR when implemented with optimal control theory and compare the
effectivity of both the controllers in the mitigation of the low frequency torsional
oscillations.

2 System Configuration

The system (Fig. 1) considered is a modified IEEE first benchmark model consisting
of an alternator supplying bulk power to an infinite bus over 400 kV, The length of
the line is considered as 600 km, for which the shunt parameters are duly considered.
The series compensation has been provided at both the ends of the line. A fixed
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capacitor thyristor controlled reactor type SVS is located at the mid of the line that
provides continuously controllable reactive power at its terminal.

The different subsystems of the model are described in [7].

3 Development of Overall System Model

The entire systemmodel has been developed by associating the differential equations
of each constituent subsystems model developed earlier in [7] to result in state space
model equation of the entire system.

4 Application of Optimal Control Theory

The equation that we have developed for the overall system is similar to the standard
equation used in the optimal control theory.

ẋ = Ax(t) + Bu(t) + Fw is the standard form of equation used in the optimal
control theory [9].

5 Optimal Parameter Selection Using BFOA

5.1 A Brief Overview of BFOA

Bacteria Foraging Optimization Algorithm (BFOA), proposed by Passino, is one of
the metaheuristic nature-inspired evolutionary optimization algorithms. Evolution-
ary algorithms influenced by the law of natural selection have solvedmany real-world
optimization problems. All the evolutionary algorithms have almost three things in
common like the process involves initialization, selection, and reproduction. A fit-
ness function generally used to rank the health of each population and based on
which appropriate selections are made. After this selection the unhealthy population
those having low fitness function are eliminated and new population is formed for
further evaluation and selection. One such evolutionary algorithm based on swarm
behavior is Bacterial Foraging Optimization Algorithm (BFOA). The algorithm as
suggested by Passino in the year 2002, was based on the foraging properties of the
E-Coli bacteria and mimics their behavior in searching nutrients for their survival.
Bacteria searches for their food in a way to optimize their energy gained per unit
time. They also communicate with each other via signals. The way by which the bac-
teria moves by making the small steps in search of the food is known as chemotaxis
and the key idea of BFOA is copying the chemotactic movements of hypothetical
bacterium in the search space. This movement if classified into two steps namely
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“swimming” (if the movement is in forward direction referred to as) and “tumbling”
(if is in reverse direction referred to as). Swimming and tumbling occur alternately
in bacteria’s search for nutrients. The nutrients represent the solution in the case of
optimization problems. A virtual bacteria is nothing but one of the trial solutions
regarded as a search agent which moves on a problem search space (objective func-
tion surface) to get the global optimum position. The algorithm and flow chart of
BFO is described in [10].

6 Results and Discussions

6.1 Case Study with 60% Series Compensation

The System data is taken from [11]. The system is delivering Pg = 800 MW, the
eigenvalues for different system modes for 20% change in the reference voltage
(considered as a step input disturbance to the system) have been computed for the
system with SVS only, with the application of the optimal controller and optimal
plus BFOA with and without natural damping at 60% compensation level.

Case 1. Natural damping considered is zero. A perturbance of 20% change in the
reference voltage is considered, the eigenvalues for different system modes obtained
are given in Table 1.

The various system response curves (viz. Rotor angle, HP-IP torque, and SVS
Susceptance) for step input disturbance (20% change in the reference voltage) with
SVS only, optimal controller, and optimal controller plus BFOA is shown in Figs. 2,
3 and 4, respectively. The time-domain results for the rotor angle (Mech-Delta 5)
curve shown in Fig. 2 is given below in Table 2 shows all the time domain parameters
viz., rise time, settling time, overshoot, and peak time have been improved by the
use of the optimal controller which is further improved by the application of BFOA
on the optimal controller.

Table 1 System Eigenvalues for case 1 at 60% compensation level

MODE Mech. With SVS only With optimal controller With optimal controller
and BFO

Mode 5 4.9296e−5 ± 298.18i −0.41984 ± 298.18i −0.42990 ± 298.18i

Mode 4 −1.3000e−1 ± 203.02i −6.9124 ± 202.95i −7.0198 ± 202.95i

Mode 3 −0.096318 ± 160.77i −8.5361 ± 160.80i −8.6401 ± 160.80i

Mode 2 −0.017522 ± 127.06i −6.2103 ± 128.50i −6.3110 ± 128.50i

Mode 1 0.0982 ± 99.6781i −8.1250 ± 98.6839i −8.2252 ± 98.6840i

Mode 0 −1.6621 ± 14.5739i −3.1593 ± 13.4312i −3.2598 ± 13.4312i
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Case 2. Natural damping considered is 0.0322. A perturbance of 20% change in the
reference voltage is considered, the eigenvalues for different system modes obtained
are given in Table 3.

The various system response curves (viz., rotor angle, HP-IP torque, and SVS
susceptance) for step input disturbance (20% change in the reference voltage) with
SVS only, optimal controller, and optimal controller plus BFOA is shown in Figs. 5,
6 and 7, respectively. The time-domain results for the rotor angle (Mech-Delta 5)
curve shown in Fig. 5 is given below in Table 4 shows all the time domain parameters
viz., rise time, settling time, overshoot, and peak time have been improved by the
use of the optimal controller which is further improved by the application of BFOA
on the optimal controller.

Fig. 2 Mech Delta 5 (Rad) for case 1 at 60% compensation

Fig. 3 HP-IP torque (p.u.) for case 1 at 60% compensation
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Fig. 4 SVC susceptance (p.u.) for case 1 at 60% compensation

Table 2 Time domain analysis for the rotor angle curve for case 1 at 60% compensation

Mech-Delta 5 Spec. With SVS only time
(s)

With optimal
controller time (s)

With optimal
controller and BFO
time (s)

Rise- time 0.55774 0.78061 0.7706

Settling- time 24.998 3.3696 3.3348

Over- shoot 19.002 16.12 15.45

Under- shoot 0 0 0

Peak- time 1.56 1.84 1.82

Table 3 System eigen values for case 2 at 60% compensation level

Mode Mech. With SVS only With optimal controller With optimal controller
and BFO

Mode 5 −4.4281 ± 298.14i −4.4478 ± 298.14i −4.5480 ± 298.14i

Mode 4 −3.4796 ± 202.96i −7.4854 ± 202.88i −7.5917 ± 202.88i

Mode 3 −2.4078 ± 160.66i −8.7372 ± 160.69i −8.8409 ± 160.69i

Mode 2 −10.738 ± 126.57i −12.030 ± 127.92i −12.531 ± 127.92i

Mode 1 −1.6293 ± 99.7485i −8.2377 ± 98.8839i −8.3378 ± 98.8840i

Mode 0 −2.5670 ± 14.5373i −3.8490 ± 13.3442i −3.9492 ± 13.3387i

7 Conclusion

In the proposed paper the potential of BFOA based optimal controller is investigated
for damping of the electro-mechanical torsional oscillations in a given series compen-
sated power system. The load flow study is carried out for calculating the operating
point. The eigenvalue analysis is done for the system at Pg = 800 MW with and
without natural damping at a compensation level of 60% to evaluate the dynamic per-
formance of the series compensated line and the unstable torsional systemmodes are
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Fig. 5 Mech-Delta 5 (Rad) for case 2 at 60% compensation

Fig. 6 HP-IP torque (p.u.)

Fig. 7 SVC susceptance (p.u.)
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Table 4 Time domain analysis for the rotor angle curve for case 2 at 60% compensation

Mech-Delta 5 Spec. With SVS only time
(s)

With optimal
controller time (s)

With optimal
controller BFO time
(s)

Rise- Time 0.5531 0.78956 0.7706

Settling- Time 5.2026 3.3761 3.3348

Over- shoot 25.869 16.28 15.45

Under- shoot 0 0 0

Peak- time 1.56 1.86 1.82

investigated. Time-domain analysis is also made for the response curve of the rotor
angle (Mech-Delta 5) with the application of BFOA based optimal controller. The
effectiveness of the proposed BFOA based control strategy is clear from the results
of the eigenvalues of the system states. The results of the time-domain analysis are
also seen from the response curve of the rotor angle (Mech-Delta 5) which shows the
effectiveness of the proposed BFOA based optimal controller. All the time-domain
parameters viz., rise time, settling time, overshoot, and peak time are improved by
the application of optimal controller which is further improved by the application of
BFOA over optimal controller. The responses for the SVS susceptance, mechanical
angle of the generator shaft, and HP-IP turbine torque are shown. A similar response
is also obtained for other system modes too. To illustrate the comparative effec-
tiveness of the proposed controllers the system is disturbed by 20% change in the
reference voltage. The natural damping of the system is considered to be zero so that
effect of the control strategies can be examined effectively. The simulation results
show that the proposed BFOA optimized SVS control strategy utilizes the effective-
ness of BFOA to optimize SVS control signals to improve the system eigenvalues
and time-domain response.
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New Fuzzy Divergence Measures, Series,
Its Bounds and Applications in Strategic
Decision-Making
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Abstract In this paper, we have introduced a series of fuzzy divergence measures
with proof of its validity. Some bounds of fuzzy divergence measure in terms of well-
known divergence using new f-divergence measure, fuzzy set, and inequalities are
studied. These relations may be interested in the literature of Information Theory and
Fuzzy Mathematics. Application of proposed series of fuzzy divergence in strategic
decision-making.
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Fuzzy set · Generalized fuzzy divergence measures · Strategic decision-making etc.
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1 Introduction

Let �n = {P = (p1, p2, . . . pn)
∣∣pi ≥ 0,

∑n
i=1 pi = 1

}
, n ≥ 2 be the set of all

complete finite discrete probability distributions. The domain of information theory
and statistics contains wide information and divergence measures. Jain and Saraswat
[1] and [2] and its particular caseswhich are interesting in areas of information theory
and statistics is given by

S f (P, Q) =
n∑

i=1

qi f

(
pi + qi
2qi

)
(1)

where f : �+ → �+ is a convex function and P, Q ∈ �n . Shannons’s [3] Entropy is
one of the key formeasure of information. Zadeh [4] introduced entropy as a degree of
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fuzziness. Fuzzy information is measured by an essential concept of Fuzzy entropy.
The fuzziness of a set can be measured by measuring the fuzzy entropy of the set.
Kapur [5] discusses that both fuzzy entropy and probabilistic entropy can measure
uncertainty. While the former utilizes the fuzziness of information, the latter uses the
information provided by a probability distribution only. The fuzzy sets as proposed by
Zadeh [4] has a rangeof usefulness in areas of speech recognition, pattern recognition,
feature selection, fuzzy aircraft control, image processing, bioinformatics, decision-
making, etc. Uncertainty can be of two types

(i) Probabilistic uncertainty
(ii) Fuzzy uncertainty.

In Information Theory, Shannon [3] defined entropy with probability distribu-
tion. The measure of divergence has first introduced by Kullback and Leibler [6].
Divergence measure is simply a measure of the degree to which the probability
distribution that has been assumed, deviates from the correct one. Other sets of prob-
abilities like discrimination, distance, etc., can have their ownmeasures of divergence
which can find enormous applications in areas of decision-making and various other
studies. Zadeh [4] in 1965 has proposed the fuzzy sets (FSs) theory as Probability
theory. Fuzzy divergence presented by Bhandari and Pal [7] gives information about
fuzzy measure for discrimination between two fuzzy sets A & B. It has found broad
applications in the fields of signal and image processing, pattern recognition, fuzzy
clustering, etc.

Here we give some examples of information divergence measures as following:

• Fuzzy chi-square divergence

χ2(A, B) =
n∑

i=1

[
[μA(xi )]

2

μB(xi )

]
+
[
[1 − μA(xi )]

2

1 − μB(xi )
− 1

]
(2)

• Fuzzy relative arithmetic-geometric divergence

G(A, B) =
n∑

i=1

⎡

⎣
μA(xi )+μB (xi )

2 log
(

μA(xi )+μB (xi )
2μA(xi )

)

+
(
2−μA(xi )−μB (xi )

2

)
log
(
2−μA(xi )−μB (xi )

2(1−μA(xi ))

)

⎤

⎦ (3)

2 New Information Divergence Measures

In the following section, we shall evaluate the new information measures with the
aid of the below convex function. Consider the function f : (0,∞) → R given by
(Fig. 1)

fα(x) = xα log x, α = 1, 2, 3, 4 . . . (4)
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Fig. 1 Graph of convex
function fα(x)
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f ′
α(x) = xα−1(α log x + 1)

f ′′
α (x) = xα−2[α(α − 1) log x + 2α − 1) (5)

The function fα(x) is always convex and normalized f (1) = 0. Applying in the
following new f-divergence property

S fα (P, Q) =

⎧
⎪⎪⎨

⎪⎪⎩

n∑

i=1
qi
(

pi+qi
2qi

)α
log
(

pi+qi
2qi

)

n∑

i=1

( pi+qi
2

)
log
(

pi+qi
2qi

)
, if α = 1

Then we get new fuzzy divergence measure

S fα (P, Q) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

n∑

i=1
μB(xi )

(
μA(xi )+μB (xi )

2μB (xi )

)α
log
(

μA(xi )+μB (xi )
2μB (xi )

)
= Zα

n (A, B)

n∑

i=1

⎡

⎣

(
μA(xi )+μB (xi )

2

)
log
(

μA(xi )+μB (xi )
2μB (xi )

)

+
(
2−μA(xi )−μB (xi )

2

)
log
(
2−μA(xi )−μB (xi )

2μB (xi )

)
= Z1

n(A, B)

⎤

⎦

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

3 Series of Fuzzy Divergence Measures

Now let the function f : (0,∞) → R and If α = 1 ∀x > 0. in Eq. (4), Thus, we
now have the series of convex functions as stated below.

x log x, x2 log x, x3 log x, x4 log x, . . . (6)
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Further, we can say that if f1(x), f2(x), f3(x), f4(x) . . . are convex functions,
then the following function c1 f1(x) + c2 f2(x) + c3 f3(x) + c4 f4(x) . . . is also a
convex function.

Where c1, c2, c3, c4 … are positive constants and at least one ci is not equal to
zero.

Now taking c1 = 1, c2 = 1, c3 = 1
2! , c4 = 1

3! . . .

And f1(x) = x log x, f2(x) = x2 log x, f3(x) = x3 log x, f4(x) = x4 log x, . . .
(7)

We have the next series of convex function

x log x + x2 log x + 1

2! x
3 log x + 1

3! x
4 log x + · · · = x log x

[

1 + x + x2

2! + x3

3! . . .

]

g(x) = x log x . exp(x) (8)

where exp{.} is the exponential function which when applied it to the following new
f-divergence property

Zr
n(P, Q) =

n∑

i=1

(pi + qi )

2
log

(
pi + qi
2qi

)
exp

(
pi + qi
2qi

)
(9)

we get new fuzzy divergence measure

=
n∑

i=1

[ [μA(xi ) + μB(xi )]
2

log

(
μA(xi ) + μB(xi )

2μB(xi )

)
exp

(
μA(xi ) + μB(xi )

2μB(xi )

)

+[2 − μA(xi ) − μB(xi )]
2

log

(
2 − μA(xi ) − μB(xi )

2[1 − μB(xi )]
)
exp

(
2 − μA(xi ) − μB(xi )

2[1 − μB(xi )]
)]

If α = 2 ∀x > 0 in Eq. (4).
Divergencemeasure g(A, B) is the combination of arithmetic and triangular diver-

gence measures.

Likewise,we get, c1 = 1, c2 = 1, c3 = 1

2! , c4 = 1

3! . . . and (10)

f1(x) = x2 log x, f2(x) = x3 log x, f3(x) = x4 log x, f4(x) = x5 log x (11)

We have the following new series of convex function

x2 log x + x3 log x + 1

2! x
4 log x + 1

3! x
5 log x . . .
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= x2 log x

[
1 + x + x2

2! + x3

3! . . .

]

= x2 log x . exp(x) (12)

Then we attain the subsequent divergence measure of new f-divergence class

=
n∑

i=1

qi
(pi + qi )2

4q2
i

log

(
pi + qi
2qi

)
exp

(
pi + qi
2qi

)
(13)

Applying fuzzy

n∑

i=1

[

μB (xi )
[μA(xi ) + μB (xi )]2

4μB (xi )2
log

(
μA(xi ) + μB(xi )

2μB (xi )

)
exp

(
μA(xi ) + μB (xi )

2μB(xi )

)

+[1 − μB (xi )]
[2 − μA(xi ) − μB (xi )]2

4[1 − μB (xi )]2
log

(
2 − μA(xi ) − μB (xi )

2[1 − μB (xi )]

)
exp

(
2 − μA(xi ) − μB (xi )

2[1 − μB (xi )]

)]

(14)

Similarly, by selecting appropriate constants and convex functions, it will achieve
a resulting series of convex functions

fk ∗ (x) = xk logx . exp(x), k = 1, 2, 3, 4 . . . (15)

and the subsequent series of divergence measures of new f-divergence class

Nk ∗ (P, Q) =
n∑

i=1

(pi + qi )k

2kqk−1
i

log

(
pi + qi
2qi

)
exp

(
pi + qi
2qi

)
k = 1, 2, 3, 4 . . .

(16)

Applying fuzzy

Nk ∗ (A, B) =
n∑

i=1

[
[μA(xi ) + μB (xi )]k

2k [μB (xi )]k−1 log

(
μA(xi ) + μB (xi )

2μB (xi )

)
exp

(
μA(xi ) + μB (xi )

2μB(xi )

)

+ [2 − μA(xi ) − μB (xi )]k

2k [1 − μB (xi )]k−1 log

(
2 − μA(xi ) − μB (xi )

2[1 − μB (xi )]

)
exp

(
2 − μA(xi ) − μB (xi )

2[1 − μB (xi )]

)]

(17)

It is apparent from the above graph that the convex function Nk ∗ (x) gives a
steeper slope as the value of k increases. Further, fk(1) = 0, so that Nk ∗ (P, P) = 0
and the convexity of the function fk(x) confirm that the measure (5) is nonnegative.
Thus, we can say that the measure (5) is convex and nonnegative in the probability
distributions pair P, Q ∈ �n.
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Theorem 3.1 Nk ∗ (A, B) is a valid fuzzy divergence measure.

(a) Nk ∗ (A, B) ≥ 0
(b) Nk ∗ (A, B) = 0 i f μA(xi ) = μB(xi ),∀i = 1, 2, . . . , n
(c) Nk ∗ (A, B) reach the maximum value for the following cases A = (0, 1), B =

(1, 0) or A = (1, 0), B = (0, 1), gives the required results, i.e., 0 ≤ Nk ∗
(A, B) ≤ 1

(d) It follows the condition of the convexity of Nk ∗ (A, B).

∂2Nk ∗ (A, B)

∂μ2
A(xi )

> 0 and
∂2Nk ∗ (A, B)

∂μ2
B(xi )

> 0, k > 0

Thus, Nk ∗ (A, B) is a convex function of fuzzy sets A and B and, therefore, in
view of the definition of fuzzy divergence measure of Bhandari and Pal [7] is a valid
fuzzy divergence measure.

By putting value of k = 1, 2, 3, 4 . . . in Eq. (16) we get the following information
divergence measures in Eqs. (18) (19) and so on.

N1 ∗ (P, Q) =
n∑

i=1

(pi + qi )

2
log

(
pi + qi
2qi

)
exp

(
pi + qi
2qi

)
(18)

N2 ∗ (P, Q) =
n∑

i=1

(pi + qi )2

4qi
log

(
pi + qi
2qi

)
exp

(
pi + qi
2qi

)
(19)

Hence, we get some new other fuzzy divergence measure which is the following:

N1 ∗ (A, B)

=
n∑

i=1

[[
μA(xi ) + μB(xi )

]

2
log

(
μA(xi ) + μB(xi )

2μB(xi )

)
exp

(
μA(xi ) + μB(xi )

2μB(xi )

)

+
[
2 − μA(xi ) − μB(xi )

]

2
log

(
2 − μA(xi ) − μB(xi )

2
[
1 − μB(xi )

]

)

exp

(
2 − μA(xi ) − μB(xi )

2
[
1 − μB(xi )

]

)]

(20)

and so on.
Therefore,we can conclude that themeasure Nk∗(P, Q) ismade up of generalized

series of combinations of and arithmetic and triangular divergence measure.
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4 Some New Other Fuzzy Information Divergence
Measures

In the following section, we shall come up with some new information divergence
measures using the convexity property of divergence measures. Since the addition of
two convex functions is also a convex function, hence we have the resulting convex
functions.

x log x + x2 log x = x log x(1 + x) (21)

x2 log x + x3 log x = x2 log x(1 + x) (22)

… and so on.
The resulting divergence measures are attained using a new f-divergence measure

which is given by

N1(P, Q) = 1

4

n∑

i=1

(pi + 3qi )(pi + qi )

qi
log

(
pi + qi
2qi

)
(23)

N2(P, Q) = 1

8

n∑

i=1

(pi + 3qi )(pi + qi )2

q2
i

log

(
pi + qi
2qi

)
(24)

Hence,weget somenewother fuzzy divergencemeasureswhich are the following:

N1(A, B)

= 1

4

n∑

i=1

[
[μA(xi ) + 3μB(xi )][μA(xi ) + μB(xi )]

μB(xi )
log

(
μA(xi ) + μB(xi )

2μB(xi )

)

+ [4 − μA(xi ) − 3μB(xi )][2 − μA(xi ) − μB(xi )]

[1 − μB(xi )]
log

(
2 − μA(xi ) − μB(xi )

2[1 − μB(xi )]

)]

(25)

… and so on.
Likewise, we can create several series of different divergencemeasures bymaking

use of the properties of convex functions. The additional results of these divergence
measures shall be discussed later.
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5 New Information Divergence and Their Relation
with Other Well-Known Divergence Measures

In the following section, we shall derive inequalities related to new and well-known
divergence measure.

Proposition 5.1 Let μA(xi ) and μB(xi ) fuzzy sets defined on A, B ∈ �n, then we
have the relation

⇒ Zα
n (A, B) ≤ AT (A, B)

Proof

xαlogx < x, ∀x > 0 (26)

Put x = μA(xi )+μB (xi )
2μB (xi )

in Eq. (26), we get

(
μA(xi ) + μB(xi )

2μB(xi )

)α

log

(
μA(xi ) + μB(xi )

2μB(xi )

)
<

μA(xi ) + μB(xi )

2μB(xi )

Multiply by μB(xi ) and taking the summation

n∑

i=1

μB(xi )

[(
μA(xi ) + μB(xi )

2μB(xi )

)α

log

(
μA(xi ) + μB(xi )

2μB(xi )

)]

≤
n∑

i=1

μB(xi )

(
μA(xi ) + μB(xi )

2μB(xi )

)
(27)

Put x = 2−μA(xi )−μB (xi )
2[1−μB (xi )]

in Eq. (26), we get

(
2 − μA(xi ) − μB(xi )

2[1 − μB(xi )]

)α

log

(
2 − μA(xi ) − μB(xi )

2[1 − μB(xi )]

)
≤ 2 − μA(xi ) − μB(xi )

2[1 − μB(xi )]

Multiply by [1 − μB(xi )] and taking the summation

n∑

i=1

[1 − μB(xi )]

[(
2 − μA(xi ) − μB(xi )

2[1 − μB(xi )]

)α

log

(
2 − μA(xi ) − μB(xi )

2[1 − μB(xi )]

)]

≤
n∑

i=1

[1 − μB(xi )]

(
2 − μA(xi ) − μB(xi )

2[1 − μB(xi )]

)
(28)

Adding the Eqs. (27) and (28), we get

=
n∑

i=1

[
μB (xi )

(
μA(xi ) + μB (xi )

2μB (xi )

)α

log

(
μA(xi ) + μB(xi )

2μB (xi )

)
+ [1 − μB (xi )]

(
2 − μA(xi ) − μB (xi )

2[1 − μB (xi )]
)α
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log

(
2 − μA(xi ) − μB(xi )

2[1 − μB (xi )]
)]

≤
n∑

i=1

[ [μA(xi ) + μB (xi )]
2μB (xi )

+ [2 − μA(xi ) − μB (xi )]
2

]

⇒ Zα
n (A, B) ≤ AT (A, B) (29)

where Zα
n (A, B) and AT (A, B) are new fuzzy divergence measure and arithmetic

divergence measures.

Corollary if α = 1, 2, 3, . . . we get the following relations

Z1
n(A, B) =

n∑

i=1

[
μB (xi )

(
μA(xi ) + μB(xi )

2μB (xi )

)
log

(
μA(xi ) + μB (xi )

2μB (xi )

)

+ [1 − μB (xi )]

(
2 − μA(xi ) − μB (xi )

2[1 − μB (xi )]

)
log

(
2 − μA(xi ) − μB (xi )

2[1 − μB(xi )]

)]

≤
n∑

i=1

[
[μA(xi ) + μB (xi )]

2μB (xi )
+ [2 − μA(xi ) − μB (xi )]

2

]

Z1
n(A, B) =

n∑

i=1

⎡

⎣

(
μA(xi )+μB (xi )

2

)
log
(

μA(xi )+μB (xi )
2μB (xi )

)

+
(
2−μA(xi )−μB (xi )

2

)
log
(
2−μA(xi )−μB (xi )

2[1−μB (xi )]

)

⎤

⎦

≤
n∑

i=1

[
[μA(xi ) + μB(xi )]

2
+ [2 − μA(xi ) − μB(xi )]

2

]
(30)

but we know

G(A, B) =
n∑

i=1

⎡

⎣
μA(xi )+μB (xi )

2 log
(

μA(xi )+μB (xi )
2μA(xi )

)

+
(
2−μA(xi )−μB (xi )

2

)
log
(
2−μA(xi )−μB (xi )

2(1−μA(xi ))

)

⎤

⎦

⇒ G(B, A) ≤ AT (A, B)

Replace A by B

Z1
n(B, A) =

n∑

i=1

⎡

⎣

(
μB (xi )+μA(xi )

2

)
log
(

μA(xi )+μB (xi )
2μA(xi )

)

+
(
2−μA(xi )−μB (xi )

2

)
log
(
2−μA(xi )−μB (xi )

2[1−μA(xi )]

)

⎤

⎦

≤
n∑

i=1

[
[μA(xi ) + μB(xi )]

2
+ [2 − μAxi − μB(xi )]

2

]
(31)

Adding Eqs. (30) and (31) we get the following results

T (A, B) = 1

2
[G(A, B) + G(B, A)] ≤ 2AT (A, B)

where T (A, B) Arithmetic-Geometric divergence and AT (A, B) Arithmetic
divergence.
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6 Application of Proposed Series of Fuzzy Divergence
Making in Strategic Decision-Making

The applications of the fuzzy divergence measure have been specified in different
areas in recent years: Ghosh et al. [8] in automated leukocyte recognition; Bhandari
et al. [9], Fan et al. [10], andBhatia and Singh [11] in image thresholding; Poletti et al.
[12] in bioinformatics. The proposed divergence measure provides an application in
strategic decision-making.

We assume that there be existent a set I = {I1, I2, I3, . . . Im} of m alternate inputs
and a set of n attributes (strategies) given by C = {C1,C2,C3, . . .Cn}. The decision
maker has to find the best alternative from the set I corresponding to set C of n
attributes (strategies).

The computational process for solving the fuzzy strategic decision-making prob-
lem contains the below steps:

1. Make a fuzzy decision matrix.

C1 C2 · · · Cn

I1 x11 x12 · · · x1n
I2 x21 x22 · · · x2n
...

...
...

...

Im xm1 xm2 · · · xmn

W = [w1,w2 . . . ..wn]

2. Construct a normalized fuzzy decision matrix. The normalized value ni j is cal-
culated as

n ji = x ji

/√√√√
m∑

j=1

x2j i , j = 1, 2, . . . ,m, i = 1, 2, . . . ., n. (32)

3. Construct a weighted normalized fuzzy decision matrix, Weighted normalized
value

v ji = win ji j = 1, 2, . . . ,m, i = 1, 2, . . . ., n. (33)

where the weighted matrix for each strategy is as follows: W = [1, 1, 1, 1, 1]
and the weight of i-th attribute is wi .

4. Calculate the fuzzy positive ideal solution A+ and negative ideal solution A−
using the formulae

A+ =
{
v+1 , v+2 , . . . . . . .v+n

}
=
{
max
j

vi j
/
i ∈ C

}
,
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A− =
{
v−1 , v−2 , . . . . . . .v−n

}
=
{
max
j

vi j
/
i ∈ C

}
(34)

respectively, where C is associated with the set of different strategies.
5. By using the proposed measure (17) define the separation of each option contri-

bution from the fuzzy positive ideal solution A+ and negative ideal solution A−,
respectively.

6. By using the formula, define the relative closeness of each alternate to positive
ideal solution

N ∗
k (Ai ) = N ∗

k (A−, Ai )(
N ∗
k (A−, Ai ) + N ∗

k (A+, Ai )
) i = 1, 2, . . . , n. (35)

7. Now according to the closeness coefficient, give rank the preference order of all
alternatives.

Now the application of the proposed measure Nk ∗(A, B)with TOPSIS technique
is considered in Table 1 by using the fuzzy decision matrix. Corresponding to the
fuzzy decisionmatrix given in Tables 1 and 2 presents the normalized/weighted fuzzy
decision matrix using the formulae (32) and (33). Table 3 shows the fuzzy positive
A+ and negative ideal solutions A− using formulae (34) (Tables 4 and 5).

The distance that is minimum to the fuzzy positive ideal solution A+ and is
maximum to the fuzzy negative ideal solution A− is the optimum solution. The
values that are derived from the relative closeness of every option to the positive

Table 1 Fuzzy decision matrix

C1 C2 C3 C4 C5

I1 0.5 0.2 0.6 0.9 0.4

I2 0.4 0.6 0.8 0.3 0.6

I3 0.8 0.3 0.5 0.7 0.2

I4 0.6 0.4 0.2 0.8 0.9

I5 0.9 0.5 0.3 0.4 0.7

Table 2 Normalized/weighted normalized decision matrix

μI j (C1) μI j (C2) μI j (C3) μI j (C4) μI j (C5)

I1 0.3356 0.2108 0.5108 0.6082 0.2933

I2 0.2685 0.6325 0.681 0.2027 0.4399

I3 0.5369 0.3162 0.4256 0.473 0.1466

I4 0.4027 0.4216 0.1703 0.5406 0.6599

I5 0.604 0.527 0.2554 0.2703 0.5133
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Table 3 Fuzzy positive A+ and negative A− ideal solutions

μI j (C1) μI j (C2) μI j (C3) μI j (C4) μI j (C5)

A+ 0.6082 0.681 0.5369 0.6599 0.604

A− 0.2108 0.2027 0.1466 0.1703 0.2554

Table 4 Calculated numerical values of N∗
k (A+, Ai ) for k > 0

k = 1 k = 2 k = 5 k = 10 k = 20

N∗
k (A+, A1) 2.765 33.021 279.363 11058.819 19541785.852

N∗
k (A+, A2) 3.351 7.483 64.673 2538.023 4662068.081

N∗
k (A+, A3) 5.153 13.253 203.5 21622.221 260602284.970

N∗
k (A+, A4) 2.27 4.977 40.844 1487.5 2200971.673

N∗
k (A+, A5) 1.731 3.432 17.382 230.182 45873.752

Table 5 Calculated numerical values of N∗
k (A−, Ai ) for k > 0

k = 1 k = 2 k = 5 k = 10 k = 20

N∗
k (A−, A1) 1.597 2.892 10.727 84.95 6277.538

N∗
k (A−, A2) 2.996 6.005 34.277 619.19 243317.882

N∗
k (A−, A3) 1.323 2.259 6.232 25.368 434.961

N∗
k (A−, A4) 1.862 3.385 12.648 104.959 9412.736

N∗
k (A−, A5) 1.586 2.805 9.122 55.098 2501.001

ideal solution A+ using formula (35) and their ranks are shown in Table 6. According
to the coefficient of closeness, the ranks of the partiality order of these options
I j ( j = 1, 2, 3, 4, 5) is determined. Therefore, we conclude by taking different values
of k, the ranking of the alternatives get changed but the finest choice is unaffected.
So I5 is the superior alternative.

Table 6 Computed values of relative divergence measure N∗
k (Ai ) for i = 1, 2, 3, 4, 5

k = 1 k = 2 k = 5 k = 10 k = 20

Nk ∗ (A1) 0.3661 0.0805 0.03697 0.007623 3.211E−04

Nk ∗ (A2) 0.472 0.4452 0.3441 0.1931 0.001279

Nk ∗ (A3) 0.2042 0.1456 0.02971 0.001171 1.66E−06

Nk ∗ (A4) 0.4506 0.4048 0.2364 0.06591 0.004258

Nk ∗ (A5) 0.4781 0.4497 0.3464 0.1961 0.0517
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7 Conclusion

In the current paper, we have achieved some series of fuzzy divergence measures by
using new f-divergence measure properties with proof of validity. We have recom-
mended generalized series of combinations of arithmetic and triangular divergence
measure. We have derived inequalities relating to new and well-known divergence
measure. And finally, the application of introduced fuzzy divergence measure is used
in strategic decision-making.
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Mutual Coupling Reduction of Biconvex
Lens Shaped Patch Antenna for 5G
Application

Ribhu Abhusan Panda, Udit Narayan Mohapatro and Debasis Mishra

Abstract This paper is an attempt to highlight the reduction of mutual coupling
by implementing a simple structure rectangular strip. The proposed antenna consist
of two patches and both are the modification of conventional circular patch. The
structure resembles the biconvex lens structure. To reduce mutual coupling a sim-
ple strip of copper has been implemented between the two patches. The maximum
distance between the two arches of the patches is equal to the wavelength λ which
can be computed by taking the corresponding design frequency of 15 GHz. The
frequency 15 GHz has been assigned for 5G communication. As mutual coupling is
an unwanted thing for the efficient utilization of patch antenna with more than one
patch so a simple structure has been implemented in the space which is greater than
0.5λ.

Keywords Biconvex patch · 5G · Mutual coupling · HFSS · Directivity · Antenna
gain

1 Introduction

In the past few years, many antennas have been developed to exploit the benefit of
small size and wideband. In the year 2016 the metamaterial substrate has been used
to reduce the mutual coupling between the high packet patch array [1]. In the year
2012 the mutual coupling has been reduced by using waveguide metamaterials [2].
The adverse effect of mutual coupling will take place if several antennas are closely
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packed. This will reduce the efficiency of the antenna by reducing the bandwidth
[3]. To reduce this mutual coupling many methods have been implemented. EBG
(Electronic Bandgap Structures) have been implemented to overcome this problem
[4–7]. By implementing strip, slot and via, a significant amount of mutual coupling
has been reduced without effecting the radiation pattern [8]. The motivation to do the
perturbation to the conventional circular patch antenna is the work which have been
done in the year 2016 [9–12]. The log-periodic implementation of this biconvex and
perturbed circular patch also has been done in the year 2016 [13, 14]. Here the same
biconvex patch has been implemented but as a combination of two patches separated
by a distance which is greater than 0.5λ. In recent years the mutual coupling has
been reduced for the conventional patches but in this paper, an attempt to reduce the
mutual coupling by implementing the perturbed strip for the modified circular patch
leading to biconvex patch.

2 Design of the Proposed Antenna

2.1 Rotman Lens Equations and Proposed Modification

The proposed patch design—The conventional circular patch has been modified and
the resultant structure is treated as a biconvex patch which has maximum distance
between two arcs is λ which is equal to 20 mm. The separation between the two
patches has been taken as 20 mm which is greater than 0.5λ = 10 mm coaxial probe
feed has been implemented by having the radius of outer probe r = 2 mm and the
inner pin r’ = 0.35 mm. The dimensions of the patch and the perturbed strip have
been shown in Fig. 1.

Fig. 1 Design of the proposed patch structure (left) and ground plane with slots (right)
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Fig. 2 Design of the proposed antenna using HFSS a font view b back view

2.2 Design of the Perturbed Strip

The perturbed strip has been implemented which has basically three parts—(i) strip
(ii) slot, and (iii) via. The strip consists of three parts, the narrow width W1 = 1 mm,
the medium width W2 = 2 mm, and the large width W3 = 3 mm. The second vital
part of the perturbed strip is the slot having the slot width S = 1 mm. The ground
plane has been implemented with three slots having equal width 1 mmwith different
lengths shown in the Fig. 2.

3 Design and Simulation of Proposed Antenna

3.1 Substrate Material and Height

The substrate material is chosen to be FR4 Epoxy which is easily available for
fabrication. It is having a dielectric constant of 4.4. The substrate is having the
dimension 80 mm × 50 mm. The height of the substrate has been chosen as 1.6 mm
which can support up to 18 GHz by the formula [15–18].

f t = 150

hπ

[{√
2

εr
− 1

}{√
tan−1(εr)

}]
(1)
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3.2 Design of the Proposed Antenna

The proposed antenna has been designed using Ansys Electromagnetic Solution
HFSS (High Frequency Structure Simulator) which uses the finite element method.
Wave Port has been assigned to each face of the probe feed. So, there are two ports
and based upon this S11 and S12 with S21 and S22 are calculated.

3.3 Results from Simulation of the Proposed Antenna

The simulation results includeS-Parameters,VSWR, gain, directivity, and the surface
current distribution. Main aspect is to verify the S11, S12, S21, and S22. As there are
two ports so four S-Parameters (S11, S12, S21, and S22) have to be taken into account
(Figs. 3 and 4).

Fig. 3 Comparison of S11 with perturbed strip (blue) and without perturbed strip (red)

Fig. 4 Comparison of VSWR with perturbed strip (black) and without perturbed strip (red)
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From the simulation results, the VSWR for the proposed antenna is coming as 1.8
without the perturbed strip and 1.71 with the perturbed strip. Ideally VSWR should
be less than 2 and for the proposed antenna this condition is matched.

From the Fig. 5 it is obvious that in the 14–15 GHz Range the transmission
coefficient S12 with the perturbed strip has less value compared to the proposed
antenna without strip. The edge to edge distance is 10 mm which is 0.5λ [18].
Similarly, the S21 result is also compared. From the simulation result it is obvious
that by implementation of the perturbed strip the mutual coupling reduces and the
resonant frequency comes in the desired range (Figs. 6, 7, 8, 9, 10 and 11).

For 5G communication, the 15 GHz frequency band has been allocated [19]. This
frequency is higher than that of the frequency for 3G and 4G LTE network. At this
frequency the parameters like S-parameter, VSWR, gain, directivity, and radiation
efficiency are measured (Table 1).

Fig. 5 Comparison of S12 with and without perturbed strip

Fig. 6 Comparison of S21 with and without perturbed strip
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Fig. 7 Radiation pattern of Gain at Phi = 0° (left) Phi = 90° (right)

Fig. 8 Surface current distribution of proposed patch antenna (with perturbed strip)

Fig. 9 Surface current distribution of proposed patch antenna (without perturbed strip)

4 Conclusion

The proposed antenna has been designed for 5G communication and the mutual cou-
pling has been reduced by implementing perturbed strip. The radiating waves which
are adversely affecting the gain and directivity are obstructed by the implementation
of slots in the ground plane. Overall a significant amount of mutual coupling has
been reduced for the biconvex patch without affecting the radiation pattern.
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Fig. 10 3D radiation pattern

Fig. 11 Directivity of the proposed antenna
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Table 1 Parameters for the band 1 for 5G communication

Parameters
→

Resonant
frequency
(GHz)

S11 dB S12 dB S21 dB S22 dB Gain dB Directivity
dB

Radiation
efficiency

Without
perturbed
strip

14.5 −11.2 −35.17 −35.17 −11.1 4.71 5.67 0.82

With
perturbed
strip

14.68 −11.2 −40.59 −40.59 −11.22 4.71 5.67 0.82
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Analysis of Anti-Islanding Protection
Methods Integrated in Distributed
Generation

Vikram Singh, Manoj Fozdar, Ajeet Kumar Singh and Satyendra Singh

Abstract The increase in electricity demand has given the Distributed Generation
(DG) technology a boost in the power system. DG units are increasing expeditiously
and majority of them are connected with distribution network in order to feed power
in the local load and network aswell. However, in order to do themaximumutilization
of DGs few issues have to be discussed. Islanding condition is a standout amongst
the most vital issue in this context. This paper discusses the various anti-islanding
protection methods followed by a comparison between one of the active method with
its improved variant on the basis of certain parameter.

Keywords Anti-islanding · Non-detection zone · Slip mode frequency shift ·
Quality factor

1 Introduction

Recently, more focus is shifted toward nonconventional, i.e., renewable sources such
as wind, solar, fuel cells, etc., because of the increase in consumption of energy all
over the world and the depletion of nonrenewable energy resources. Since the past
decade, nonconventional energy sources have been comprehensively utilized as Dis-
tributed Generation (DG) as they are eco-friendly and cause less CO2 emission and
therefore have less impact on the environment. Thus, the concept of DG introduces a
transformation from centralized generation of power to DG. But, the introduction of
DG creates some issues related to the stability and power quality in nearby utility. It
may result in certain protection related problemswhichmay include selectivity prob-
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(a) Configuration used for understand-
ing anti-islanding features of grid con-
nected inverters

(b) Islanding Detection Techniques

Fig. 1 Configuration used for understanding anti-islanding and classification of Islanding tech-
niques

lem during faults, failed auto reclosing and sensitivity problems created by reduced
fault current due to impact of DG. The most problematic issue in the present scenario
is islanding condition. The condition of islanding is an electrical phenomenon that
occurs when the energy supplied by the main utility gets interrupted due to sev-
eral factors but DG continues to energize some or the entire load [1]. Islanding can
be intentional as well as unintentional. Whereas intentional/planned islanding can
be used for repair/maintenance purposes and could potentially bring benefits to the
owner of DG by giving additional revenue due to increased power supplied in case
of power outage, unintentional islanding is not desirable as there are various issues
associated with it [2]. As per IEEE 1547, IEEE 929–2000, and IEC 62116 Standards
[3], grid-connected DER systems have to detect fault situation for the purpose of
safety and detach itself within a fixed interval of time, ranging from 0.1–2s, which
depends on the relevant standard and on the category of fault. The main ideology of
identifying a situation of islanding is to observe the output parameters of DG such
as, frequency, voltage, power, etc., and determine whether condition of islanding
has occurred or not from shift in the values of these parameters. Islanding detection
methods can be broadly classified as remote and local methods. Local methods are
further classified as active, passive and hybrid methods as indicated in Fig. 1a.

2 Passive Methods

Passive techniques measure current, voltage, harmonics, and phase information at
the point of common coupling (PCC) or DGs terminals, in order to identify whether
an islanding has occurred or not [5–8]. The values of these parameters differ highly
when the system is islanded. The most difficult thing in using passive detection tech-
niques is setting an appropriate threshold that can effectively determine the difference
between islanded condition and natural power system variations. Appropriate pre-
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Table 1 DG system response
to abnormal voltages [4]

Voltage range (%) Disconnection time (sec)

V ≤ 50 0.16

50 ≤ V ≤ 88 2

110 ≤ V ≤ 120 1

V ≥ 120 0.16

cautions need to be considered while setting the threshold value for the purpose
of discriminating islanding from other perturbations present in the system as small
value of threshold setting can lead to nuisance tripping and high value of threshold
setting can lead to failure of islanding detection (Table1).

1. Rate of change of frequency (df /dt): This islanding detection technique relies
on the frequency at the PCC to detect islanding. Deviation in frequency depends
on the mismatch in reactive power [9, 10]. Under normal operation, i.e., in grid-
connected mode, since there is no mismatch between consumed and generated
reactive power, there is no deviation in the frequency. However, in islandingmode
there is a mismatch between reactive power developed by DG and the reactive
power consumed by the local load in the island. Depending on the ratio of the
mismatch, the frequency will depart to a certain level. In case, there is a large
mismatch, then the frequency will depart beyond a predefined value of threshold
and the relay will trip followed by the disconnection of DG.

2. Voltage Phase Jump Detection (PJD): PJD method involves observation of error
in phase between output current of inverter and voltage at the PCC [11]. The
waveform of PCC voltage and output current of inverter are kept in synchroniza-
tion by utilizing an analog or digital PLL. When the islanding occurs, the PCC
voltage deviates from the grid voltage in order to compensate for the difference
in power and also to manage the phase angle of the load. However, the output
current of inverter remains invariable as it follows the PLL waveform. This leads
to a jump in voltage phase as indicated in Fig. 2b. The phase error is measured
and once the phase error exceeds a certain threshold value condition of islanding
is detected.

3. Voltage Imbalance and Total Harmonic Distortion (THD): In this method, two
criteria of islanding detection is discussed, viz., Voltage imbalance and Total
Harmonic Distortion of current. VU at DG terminals is defined by

VU = VNS

VPS
(1)

where VNS is negative sequence component of DG output and voltage VPS is
positive sequence component of DG output voltage. Also, as a result of discon-
nection of main utility change of loading occurs. This can lead to variation in the
harmonics of current. Total Harmonic Distortion of current is given by
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(a) Flowchart of Passive method (b) Operation of Phase Jump Detection
Method

Fig. 2 Flowchart of Passive method and operation of PJD

THD =

√
H∑
h=2

Ih2

I1
× 100 (2)

where Ih is the root mean square value of hth harmonic component and I1 is the
root mean square value of fundamental component. When islanding occurs DG
takes control of the local load. As a result, the loading of DG is immediately
modified. This immediate shift results into voltage fluctuations and can also lead
to current harmonics. At every interval of time, voltage unbalance of 3-φ voltages
and total harmonic distortion of phase current are calculated. These calculated
values are then compared with threshold.

3 Active Methods

Active islanding detection techniques are based on intentionally injecting distur-
bances with power systems operation. Islanding can be identified even in case of
exact match between load and generation with the help of active methods, which
would not be possible with passive techniques [12, 13]. The basic concept behind
these techniques is that a little disturbance can cause a considerable shift in param-
eters of the system when the islanding phenomenon occurs, though the effect of
disturbance will be small before islanding phenomenon occurs, i.e., when the DG is
operating in parallel to the grid (Fig. 3).
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1. Impedance Measurement Method: For direct measurement, an inductor is con-
nected across supply voltage in parallel and the reduction in supply voltage and
short-circuit current is utilized to evaluate the impedance of source of the power
system. But, in case of indirect method a signal of large frequency is introduced
into the terminals of DG with the help of voltage divider. This signal of large
frequency gets more powerful when the main utility is cut off [14].

2. Slip Mode Frequency Shift (SMS): SMS is an inverter based method of islanding
detection that utilizes a positive feedback control to make the source inverter
unstable the source inverter when an island condition occurs. The difference in
phase between the voltage at PCC and output current of inverter is made to be
zero normally in a PV inverter (i.e., unity pf). However, with SMSmethod, rather
of being controlled to zero, this phase difference between voltage and current of
the inverter is designed as a function of the frequency of PCC voltage. SMS curve
can be given by the following equation:

θ = θm

(
π

2

(f (k−1) − fn)

(fm − fn)

)
(3)

where θm is maximum value of phase shift that exist at frequency fm, fn is nominal
frequency, and f (k − 1) is the frequency of prior cycle.

3. Improved SMS (I-SMS) Method: For the purpose of eliminating the limitations
of the SMS method, a modified version of it with an additional phase shift called
I-SMS is recommended as (Fig. 4)

θI−SMS = n(f − fg) + F(f − fg)θ0 (4)

where, n and θ0 are constants, F(f − fg) is signum function of frequency error.

F(f − fg) =
{

1 f ≥ fg
−1 f < fg

(5)

Due to the added phase shift in I-SMS method when the frequency of grid is at
its nominal value fg , it still remains and aid to accelerate the frequency positive
feedback. As a result, the islanding detection technique becomes more reliable.
In order to examine the islanding detection, a parallel RLC load is considered.
The resulting phase angle of current advancing the voltage is given by

θload = tan−1

(
R

(
ωC − 1

ωL

))
(6)

or

θload = tan−1

(
Qf

(
f

f0
− f0

f

))
(7)
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where, Qf - Load Quality Factor and, f0 Resonant frequency. The Quality Factor
Qf , for a parallel RLC circuit is given by

Qf = R

√
C

L
(8)

4 Simulation Results

In order to demonstrate the design feasibility of the I-SMS method, a SIMULINK
model of the utility-connected converter system is designed in MATLAB R2013a to
carry out a digital simulation and authenticate the efficacy of the I-SMS technique.

Table2 indicates the simulated run time for different values of Quality factor, Qf

of aDG inverter to illustrate all possible values for a distribution line. The run-on time
is defined as the time instant between the main utility disconnection and the instant
the inverter gets tripped to stop feeding the RLC loads. For Qf < 2.5 the average
tripping time is less whereas, in case of RLC circuit withQf > 2.5 the identification
time is larger. As the value of load Quality Factor is raised, it can be seen that run-
on times are enhanced. Depending on the values of Run-on Time for Slip Mode
Frequency Shift (SMS) and Improved Slip Mode Frequency Shift (I-SMS) method,
a comparison has been made between them by plotting a graph taking Quality factor,
Qf as abscissa and Run-on time as ordinate (Fig. 5).

(a) Flowchart of Active Method (b) Phase response of DG and local load

Fig. 3 Flowchart of Active Method and phase response of DG and local load
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(a) Converter output voltage with I-SMS
and parallel RLC load (Qf= 1.0, f0=50
Hz)

(b) Converter output voltage with I-SMS
and parallel RLC load (Qf= 3.0, f0=50
Hz)

(c) Converter output voltage with I-
SMS and parallel RLC load (Qf= 10.0,
f0=50 Hz)

(d) Converter output voltage with SMS
and parallel RLC load ( Qf= 1.0, f0=50
Hz)

(e) Converter output voltage with SMS
and parallel RLC load (Qf= 3.0, f0=50
Hz)

(f) Converter output voltage with SMS
and parallel RLC load (Qf = 10.0, f0=50
Hz)

Fig. 4 Converter output voltage with I-SMS and SMS for different values of Quality factor

Fig. 5 Run-on time versus
quality factor for SMS and
I- SMS
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Table 2 Simulated run-on time for SMS and I-SMS

Qf L (mH) C (μF) Run-on time
SMS (sec)

Run-on time
I-SMS (sec)

0.1 1833.4 5.526 0.0165 0.0021

0.3 611.16 16.57 0.0158 0.0057

0.5 366.6 27.63 0.00652 0.00378

1.0 183.35 55.26 0.0052 0.0103

1.5 122.23 82.89 0.01007 0.00024

2.0 91.67 110.52 0.01295 0.01097

2.5 73.34 138.15 0.01672 0.01203

3.0 61.10 165.8 0.01289 0.01982

5.0 36.67 276.31 0.1823 0.1342

10.0 18.33 552.62 0.3821 0.3224

5 Conclusion

This paper portrays and analyzes different techniques of islanding detection. These
techniques can be divided into two categories relying upon their position in the DG
system, namely, local techniques and remote techniques. A MATLAB/SIMULINK
model of SMS which is one of the active method is investigated and has been com-
pared with I-SMS, which is the improved version of SMS on the basis of run-on time
(a parameter) for different load quality factor Qf and it is observed that due to the
additional shift in phase introduced in I-SMS method, the islanding detection effec-
tiveness is guaranteed and it also requires less time to detect islanding as compared
to SMSmethod. This shows the robustness of I-SMSmethod and its role in reducing
the run-on time and increasing the speed of islanding detection.
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Color Image Watermarking
with Watermark Hashing

Neha Singh, Sandeep Joshi and Shilpi Birla

Abstract Color images are extensively used, published, and exchanged through
internet. The need to establish ownership of digital images has resulted in the devel-
opment ofmany imagewatermarking techniques.Many of these techniques are based
on Singular Value Decomposition (SVD) of images. But, the major issue with SVD
based watermarking is that it can be fooled easily to reproduce false data. This paper
uses SVD with three different hashing techniques to counter this issue. These tech-
niques for hash value generation are compared with respect to imperceptibility and
their recovery when two copies of 128-bit hash values are embedded in addition to
the watermark itself. The hash value of the claimed watermark at the receiver end
will be first verified with the extracted value. If verified, the watermark is extracted.
Experiments show that the PSNR of the watermarked image is nearly 41.5 dB for
Lena image, irrespective of the method used for hashing. Embedding two copies of
128-bit unique hash value of the watermark exhibits an average correlation of 0.7966
during retrieval of watermark after authenticating it.

Keywords Digital image watermarking · Hashing · Singular value
decomposition · SHA256 · MD5

1 Introduction

Digital image watermarking (DIW) is quite a successful tool to establish authorship
of images for copyright protection. The importance of techniques for establishing
ownership has grown with the growth of digital media and the use of internet for
their exchange or display. DIW embeds some author information in the form of a
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text, string, image, logo, etc., as watermark, into the cover images. This additional
data is required to be embedded such that, it does not bring in perceptible changes
in the cover. At the same time, hiding should be robust enough to resist various
malicious and non-malicious image manipulations. The imperceptibility of water-
marking technique is measured in terms of Peak Signal to Noise Ratio (PSNR) and
robustness is measured in terms of correlation of the extracted watermark and the
original watermark.

There have been several DIW techniques in the literature based on Discrete
Wavelet Transform (DWT) and Singular Value Decomposition (SVD).Most of these
techniques have been able to embed the watermark imperceptibly and resist the gen-
eral image processing operations like histogram equalization, filtering, noise, his-
togram equalization, compression, etc. This is because singular values exhibit high
stability against variation in them caused due to addition of weighted watermark.
But, the major weakness of SVD is that, if during reconstruction, singular vectors of
the original image are replaced by singular vectors of some other image, the recon-
structed image will closely resemble the other image. This gives rise to ambiguity in
the originally embedded watermark for SVD based DIW techniques that use singular
vectors as key for reconstruction of watermark from the extracted singular values.
The previous work [1] highlights the major ambiguity issues with SVD based DIW
techniques.

To solve this issue of extraction of the false watermark, hashcode of the origi-
nal watermark is embedded into the cover along with the watermark itself. During
extraction of embedded information, closematch of the extracted data and hash value
of the claimed watermark signifies that the claimed watermark is the original one.
This paper presents the experiments performed to study the effect on PSNR of the
watermarked image due to embedding hash values generated by simple bit-by-bit
XORing, MD5, and SHA-256.

The paper is organized as follows: Sect. 2 presents a quick refresher about the
image transforms used in the presented work, SVD, and DWT. Section 3 presents
three hashing techniques under consideration: Thresholding, MD5, and SHA256.
Section 4 outlines the embedding and extraction procedures used for experiments
and presents results and discussions. Finally, Sect. 5 concludes the study.

2 Background

2.1 Singular Value Decomposition (SVD)

SVD [2] is a generalization of the eigen-decomposition which can be used to analyze
rectangular matrices unlike eigen-decomposition, which is defined only for squared
matrices. The main idea of SVD is to decompose a rectangular matrix, A, into two
orthogonal matrices and one diagonal matrix, such that,
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A = U ∗ S ∗ VT (1)

where U is the orthogonal column-wise normalized eigenvectors of the matrix AAT,
called the left singular vectors of A;
V is the orthogonal column-wise normalized eigenvectors of the matrix ATA, called
the right singular vectors of A;
S is the diagonal matrix of the square root of Eigenvalues, called singular values.

SVD has been used for image compression, denoising, forensics, watermarking,
etc. [3]. Most of SVD based non-blind watermarking techniques update the S matrix
of the cover imagewith either theweightedwatermark or itsweighted singular values.
During recovery, the Singular values are extracted from the watermarked image, but
singular vectors need to be supplied. This calls for verification of the singular vectors
used for reconstruction of the extracted watermark [1].

2.2 Discrete Wavelet Transform (DWT)

The wavelet analysis method is a time-frequency analysis method which selects the
appropriate frequency band adaptively based on the characteristics of the signal.
Then the frequency band matches the spectrum which improves the time-frequency
resolution. In the wavelet space, a function is represented with an infinite series of
wavelets, whose most of the energy is confined in a finite interval. The transform
contains frequencies from a certain frequency band only.

3 Hashing Techniques

Hashing algorithms have been lately used for password security, image authentica-
tion, and watermarking. These algorithms are one-way functions, which means that
one can get the output from the input but input cannot be retrieved from the output.
A hashing algorithm generates a fixed sized output for an input message of arbitrary
size, based on the message itself. This fixed sized output is called the hash value, the
hashcode or the message digest, which serves as a fingerprint of the message. Possi-
bly, the simplest hash function generator uses bit-by-bit XOR. The result obtained for
bit-by-bit XORing of two message blocks is further XORed with the next block, and
so on. The resulting hash value denotes the parity at each bit position, respectively,
for all blocks.

MD5 is one of the well-known and widely used hashing algorithms which pro-
duces a one-way 128 bits hash value which is used for authentication of the message.
This 128-bitMD5hash is a sequence of 32 hexadecimal digits. This algorithmdivides
the input message into data blocks of 512 bits each, where extra bits are padded is
required. Each block is further divided into 16 words of 32 bits each. To begin with,
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MD5 initialized four constants referred to as, A = 01234567, B = 89abcdef, C =
fedcba98, and D = 76543210. Each message block is processed with 64 operations,
grouped in four rounds of 16 operations each. Each round is based on a nonlinear
function, modulo addition, and left rotation. A different function is used in each
round, where the functions are defined as follows:

F (B,C,D)=(B AND C) OR (NOT B AND D) (2)

G(B,C,D)=(B AND D) OR ( C AND NOT D) (3)

H(B,C,D) = B XOR C XOR D (4)

I (B,C,D) = C XOR (B OR NOT D) (5)

Longer hash values of 32-bytes or 256-bit are generated using Secure Hash Algo-
rithm (SHA)-256 to provide better security against collision attacks. This technique
too divides the information into blocks of 512 bits or 64 bytes to be processed in 64
rounds. The initial hash value H(0) is obtained by taking the fractional parts of the
square roots of the first eight primes.

It is experimented and shown in [4] that complexity of MD5 and SHA256 is the
same andMD5 consumes less time. Many others works [5–9] have used hashing as a
fragile watermark to detect manipulations in the cover image, especially in scanned
text pdf document [6], satellite images [7, 8], and medical images [9].

4 Experiments and Results

To conduct experiments for the choice of hashing technique, thewatermark is embed-
ded into 1-level DWT coefficients and two copies of hash values of the embedding
watermark are embedded in four-level DWT coefficients. To ensure recovery of hid-
den hash values, the hash value bits are embedded into high energy regions of the
image. So, HH coefficients of one-level DWT of the cover image undergoes multiple
level DWT further to embed two copies of unique hash value obtained for watermark.

Tests were conducted on the cover images shown in Fig. 1a for the embedding of
watermarks shown in Fig. 1b.

The watermark is embedded into singular values of one-level HH band coeffi-
cients, by replacing singular values of HH band with those of the watermark. For
maximum payload, watermark is assumed to be of the same size as one-level HH
band. Thus, for cover images of 512 × 512, the watermark is taken for size 256 ×
256. The singular vector matrices U andV for authentication are used to generate two
respective binary sequences as corresponding hash values using the three techniques
in Sect. 3. The individual hash is 256 bits in length. To add randomness to these
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Fig. 1 a Cover images b watermark images

binary hash values the two sequences are EX-ORed together and finally EX-ORed
with a random binary sequence generated with a secret key.

In order to embed the hash value in four-level coefficients, the maximum size of
hash value is 128. The watermark embedding and extraction procedures are depicted
in Fig. 2a and b, respectively.

To overcome ambiguity in deciding if the extracted watermark was originally
used for embedding or not, authentication of vectors being used for reconstruction
is required. This is done with the help of verification of hash value of these vectors.
The unique hash value of the watermark image originally embedded, is generated
using one of the three different techniques summarized in the previous section and
embedded blindly as hidden data. The claimed watermark is verified for its hashcode
with respect to the hidden info to allow to proceed for extraction of watermark.

Hash values of the orthogonal matrices to be verified is a random and unique
binary string, such that, the attacker is not able to predict it. To find the best suitable
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Fig. 2 a Watermark embedding b watermark extraction

coefficients for embedding 256-bit binary hash for the watermark was generated
using hashing. Two copies of this string are embedded into the band other than HH
band, where watermark is embedded. Table 1 shows PSNR of the image when two
copies of hash values are embedded into four-level LL and HH bands for each of
one-level LL, HL, and LH band of the cover image. The highest PSNR was obtained
for LL band, so the hash value is embedded in this band only. For all the bands,
the hash value was retrieved successfully with 100% accuracy, as is clear with a
correlation coefficient of 1 in Table 1.

Table 2 compares different hashing techniques with respect to PSNR of the water-
marked image and recovery of hash values. The PSNR of the watermarked images
obtained (after embedding two copies of hash generated and watermark itself) using
the three techniques are quite close, within 0.12 dB, for a fixed length of the hash

Table 1 PSNR for different locations of hash bits embedding for Lena image as cover

1-level DWT band for
hash value embedding

PSNR (dB) Correlation of extracted hash value bits with
original hash value

From 4-level LL band From 4-level HH band

LL 42.3484 1 1

HL 41.7490 1 1

LH 41.7946 1 1

HH 41.7641 1 1
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Table 2 Comparison of three hashing techniques w.r.t. PSNR and recovery of hash values

Hashing method
for U and V
matrices

Hash value full
length (number
of bits)

Number of bits
randomly chosen

PSNR (dB) Correlation of
extracted hash value
from

LL band HH band

Thresholding
w.r.t median

256 128 41.6418 0.7504 0.8280

MD5 128 128 41.5704 0.7148 0.7996

SHA256 256 128 41.6880 0.7967 0.7964

value. The hash embedded in the four-level HH band is recovered with higher corre-
lation as compared to that extracted from LL band. The high correlation coefficient
of the recovered hash value ensures that the watermark is verified before extraction.
The highest average correlation of 0.7966 is obtained for SHA-256 technique.

Use of different watermarks with the fixed hash length for embedding affected
the PSNR of the watermarked image but the difference was less than 1 dB. Table 3
shows PSNR obtained for different combinations of cover and watermarked images.
Higher PSNR is obtained for the random watermark shown in Fig. 2b for all cover
images. The number of bits randomly selected from the hash value, to be embedded
in the cover image, is taken as 16 bits. The hash is fully recovered for all cover image
and watermark images except for Aircraft cover image which gives a correlation of
0.8783 dB and 0.7460 dB for the hash value extracted from four-level LL and HH
band, respectively.

5 Conclusions

False positive problem is a major issue to be addressed for SVD based image water-
marking techniques. This paper presents experiments conducted to hide the hash
value of the original watermark into DWT coefficients and analyze the effect of
the choice of hashing technique on PSNR of the watermarked image. The PSNR is
achieved sufficiently high that the changes are imperceptible. The experiment is car-
ried out with the maximum hash length. However, it is expected that with reducing
hash length, PSNRwill improve along with higher correlation between extracted and
original hash value for verification. But smaller length of hash makes it easy to get
collision. Therefore, it is better to compromise with the PSNR and use longer hash
values. Thus, SHA-256 is the most suitable choice for generating hash values for
embedding to ensure best PSNR and fair recovery of hash value originally embedded.
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Table 3 PSNR for different watermarks for different cover images

Cover image Watermark PSNR 
(dB)

PSNR 
(dB)Watermark

43.4034 43.707
4

43.2591 43.548
2

39.2177 39.380
9

37.1346 37.265
1 

31.0551 31.127
6
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Global Neighbourhood Algorithm Based
Event-Triggered Automatic Generation
Control

Pankaj Dahiya, Pankaj Mukhija and Anmol Ratna Saxena

Abstract The present work studies global neighbourhood algorithm (GNA) to
tune/optimize proportional–integral–derivative with filter (PIDN) controller param-
eters for the stability of frequency in a one area thermal power system. The integral of
time multiplied absolute error is chosen as the performance index for the controller
tuning. For effective communication, periodic event triggered scheme is considered.
The effects of delay introduced by the communication channel is also considered.
Hence, delay dependent stability using Lyapunov theory is also investigated. Finally,
simulations are performed to confirm the effectiveness of the obtained optimized
gains using GNA.

Keywords Global neighbourhood algorithm · Linear matrix inequalities ·
Automatic generation control · Lyapunov theory

1 Introduction

Maintaining frequency to predefined range or active power balance in a power utility
is recognized as automatic generation control (AGC) problem. Modern power sys-
tem is a very complex structure consisting of distributed power generation sources.
Where, communication channels acts as backbone of theAGC scheme [1]. Dedicated
communication lines are not suggested because of the disadvantages such as high
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cost and rigidity. On the other hand, open channel is unreliable due to presence of
delays, packet dropout and limited bandwidth [2]. For effective utilization of band-
width, event-triggered control (ETC) has been given a greater attention in the recent
past. Moreover, ETC has also been implemented for AGC scheme in [3–6]. In [3],
an event-based output feedback PI controller is implemented for multi-area AGC
system. Along with PI controller, supplementary adaptive dynamic programming is
implemented for multi-area AGC scheme [4]. In [5], a sliding mode controller is
implemented for multi-area AGC scheme. An event- based state feedback controller
is implemented for an isolated area consisting of wind-diesel generator [6].

Because of robust and simple structure, PID controllers are very much used in
AGC implementation [7–11]. Tan in [7] proposed PID controller tuning for AGC
system using internal model control designmethod. In [8], PID controller is designed
for AGC scheme by expansion of controller transfer function through Laurent series.
Zhang et al. [9] designed PID controller considering communication delay in form of
linearmatrix inequalities (LMIs). LMIs based approach is used to obtain an optimized
PID controller for multi-area AGC scheme in [11]. A new modified structure of PID
controller, having low pass filter with filter coefficient “N” in the derivative term is
implemented in [12, 13]. This PID controller with filter (PIDN), eliminates the high-
frequency noise added due to sampling. So, for a system employing sampled data
or event-based PID controller, should be fitted with the low-pass filter in derivative
term.

To attain frequency regulation in AGC system, tuning of the controller gain is very
important. A number of heuristic algorithms have been proposed in the literature and
used in AGC for the tuning of the controller parameters. In [12], a new algorithm
named Jaya algorithm has been used for the tuning of PIDN controller. In [14], the
authors used teaching learning based optimization (TLBO). The authors in [13] pro-
posed differential search algorithm. The results in [12–14] have been compared with
other algorithms such as particle swarm optimization, TLBO, differential evolution
algorithms, etc. PID controllers give better response compared to PI controllers [13,
14], but till date, no attempt has been made for designing event based PID controller
for AGC system.

Recently, a heuristic algorithm named global neighbourhood algorithm (GNA)
has been proposed [15], and is used in [16] for automatic voltage regulator problem.
The algorithm looks promising for PID controller tuning for AGC system. Hence, in
this paper, a PIDN-structured ETC parameters are optimized using GNA.

The organization of the paper is given as: in section II, description and state-space
model (SSM) of a one area thermal power system with PIDN controller is done. In
next section first, objective function used is defined. Then, GNA implementation to
AGC system is described. Finally, a theorem in terms of LMIs is derived to find
delay dependent stability as well as maximum value of trigger parameter “σ”. Model
is simulated for the obtained controllers and results are presented and discussed in
section IV. In the last section, conclusions are drawn.
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2 AGC System Modelling

The transfer function model of conventional one area thermal AGC system imple-
mented with PIDN controller is shown in Fig. 1 and PIDN controller structure having
PID gain “KP , KI , KD” and filter coefficient “N” is shown in Fig. 2. The SSM of
one area AGC system without controller is expressed in Eq. (1).

ẋ(t) = Ax(t) + Bu(t) + Fw(t)

y(t) = Cx(t)
(1)

where, x(t) = [
x1(t) x2(t) x3(t)

]T
, A =

⎡

⎢
⎣

− 1
TPS

KPS
TPS

0

0 − 1
TT

1
TT− 1

RTSG
0 − 1

TSG

⎤

⎥
⎦ ,

B =
[
0 0 1

TSG

]T
, F =

[
− KPS

TPS
0 0

]T
and C = [

1 0 0
]

where A, B, C and F are the AGC system matrices and the states x1(t), x2(t) and
x3(t) are the deviations in frequency, generator power and steam output, respectively.
Further, TSG , TT and TPS are the time constants of speed governor, turbine and power
system, respectively. Whereas, R and KPS are the speed droop of the governor and
gain of the power system. The SSM of closed loop AGC system, i.e., with PIDN
controller can be obtained by defining virtual vector z(t) = [

zT1 (t) zT2 (t) zT3 (t)
]T
,

where z1(t), z2(t) and z3(t) are x(t),
∫
y(t)dt and a dummy state variable, respec-

tively. The system equation with controller can be represented as Eq. (2).
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ż(t) = Āz(t) + B̄K C̄z(t) + F̄w(t)

y(t) = C̃z(t)
(2)

where,
Ā =

⎡

⎣
A 0 0
C 0 0
NC 0 −N

⎤

⎦ , C̄ =
⎡

⎣
C 0 0
0 I 0
NC 0 −N

⎤

⎦ , B̄ = [
BT 0 0

]T

F̄ = [
FT 0 0

]T
, K = [

KP KI KD
]
and C̃ = [

C 0 0
]

(3)

3 Problem Formulation

3.1 Objective Function

For the tuning of PIDN controller using an heuristic algorithm, an objective function
must be constructed. In AGC problem, the major performance index includes the
change of frequency should return to the nominal point and integral of change in
frequency should be minimum. Therefore, here Integral time absolute error (ITAE)
is used as the objective function “J”. Mathematically it can be expressed as J =∫ t
0 t. |x1(t)| .dt .

3.2 Global Neighbourhood Algorithm (GNA)

GNA is one of the latest heuristic optimization algorithm proposed by Alazzam and
Lewis [15]. It is a gradient free, iterative algorithm used to obtain the optimal values
in complex problems. It works on the assumption that probability of finding the
optimal solution is more in the neighbourhood of the best solution found in previous
iteration.

3.3 Delay/Sampling Time Dependent Stability

Event-based scheme for AGC system, as shown in Fig. 3, is introduced. Now, system
Eq. (2) becomes

ż(t) = Āz(t) + B̄K C̄z(tkh) + F̄w(t)

y(t) = C̃z(t)
(4)

To transmit the output, event generator monitors the output y(t) using an sample
and hold circuit regularly, at sampling interval of ‘h’ s. The error ey(t) and ez(t) are
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taken as
ey(t) = y((k + l)h) − y(kh) (5)

ez(t) = z((k + l)h) − z(kh) (6)

The output y(t) will be modified and transmitted to the controller if the error
violates Eq. (7), where σ ∈ [0, 1) and l = 1, 2, . . . and Ω̄ > 0.

ey(t)
T Ω̄ey(t) ≤ σy((k + l)h)T Ω̄ y((k + l)h) (7)

Now AGC scheme SSM Eq. (4) can be modified as Eq. (8), with initial condition
z(t0) = z0, ∀t ∈ [−h̄, 0] where h̄z is maximum allowable delay bound (MADB)
which equals h + τ̄ , τ̄ is maximum delay and τ (t) is as defined in [3], also ez(t) is
similar to x̂k(t) in [3] and Eq. (7) can be modified as Eq. (9).

ż(t) = Āz(t) + B̄K C̄z(t − τ (t)) + B̄K C̄ez(t) + F̄w(t)

y(t) = C̃z(t)
(8)

ez(t)
TΩez(t) ≤ σz(t − τ (t))TΩz(t − τ (t)), ∀Ω > 0 (9)

Theorem 1 For a given trigger parameter σ and PID controller gain K , filter coef-
ficient N , the AGC system Eq. (8) is stable. If there exist matrices P, R, Z ,Ω >

0, N = [
NT
1 NT

2 NT
3 NT

4

]T
and M = [

MT
1 MT

2 MT
3 MT

4

]T
, such that following

LMIs satisfy for error Eq. (6) and r = 1, 2:

⎡

⎢
⎢⎢⎢⎢⎢⎢
⎢
⎣

Φ11 ∗ ∗ ∗ ∗ ∗ ∗
Φ21 Φ22 ∗ ∗ ∗ ∗ ∗
Φ31 Φ32 Φ33 ∗ ∗ ∗ ∗
Φ41 Φ42 −M4 −Ω ∗ ∗ ∗
ψr
1 ψr

2 ψr
3 ψr

4 −Z ∗ ∗
F̄ T P 0 0 0 0 0 ∗√
h̄ Z Ā

√
h̄ Z B̄K C̄ 0

√
h̄ Z B̄K C̄ 0

√
h̄ Z F̄ −Z

⎤

⎥
⎥⎥⎥⎥⎥⎥
⎥
⎦

≺ 0 (10)
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where Φ11 = P Ā + ĀT P + R + N1 + NT
1 ,Φ31 = N3 − MT

1 ,Φ21 = C̄K T B̄T P +
N2 − NT

1 + MT
1 , Φ32 = −N3 + M3 − MT

2 , Φ22 = σΩ − N2 + M2 − NT
2 + MT

2 ,

Φ33 = −R − M3 − MT
3 ,Φ41 = C̄K T B̄T P + N4,Φ42 = −N4 + M4,ψ1

i =
√
h̄N T

i ,

ψ2
i =

√
h̄MT

i , i = {x ∈ N |x < 5 }
Proof Choose Lyapunov function as

V (t) = zT (t) Pz (t) +
t∫

t−h̄

zT (s) Rz (s) ds +
t∫

t−h̄

t∫

s
żT (v) Z ż (v) dvds (11)

with P, R, Z > 0. Differentiating Eq. (11), leads to

V̇ (t) = 2zT (t)Pż(t) + zT (t)Rz(t) − zT (t − h̄)Rz(t − h̄) + h̄ żT (t)Z ż(t) −
t∫

t−h̄

żT (v)Z ż(v)dv (12)

Introducing free weighting matrices N and M and using Schur complement lemma
[17], the proof is completed.

4 Case Study

In this section, simulation results obtained for the one area thermal power system
are discussed. The parameters for the power system under consideration are given in
Table1 and the corresponding model is shown in Fig. 1.

Two different test cases with periodic sampling time h = 1ms and h = 100ms
are considered for simulations. The cases are as follows.

4.1 Case I

Applying GNAwith h = 1ms, the obtained controller parameters are KP = 1.8776,
KI = 3.243, KD = 0.4652, N = 223.478 and the optimized ITAE is found to be

Table 1 Area parameters

Parameters TPS(s) KPS TT (s) R TSG(s)

Area 20 120 0.3 2.4 0.08

Table 2 MADB for different values of σ

σ 0 0.1 0.2 0.3 0.4 0.5 0.6 0.64

h̄ (ms) 96.7 58.3 44.4 33.5 23.4 14.3 4.4 1
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Fig. 4 Frequency response
for 1% load disturbance at
h = 1ms and different
values of delays
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Fig. 5 Frequency response
for 1% load disturbance at
h = 1ms and σ = 0 & 0.2
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Fig. 6 Samples release
instants for σ = 0 & 0.2
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1.202 × 10−3. Thereafter, using Theorem 1, for σ = 0. h̄ is found to be 96.7ms, and
for h = 1ms, σmax is found to be 0.64. For different values of σ, corresponding h̄
values are given in Table2. Now, the system is simulated to check stability, taking
h = 1ms and different time delay τ = 0, 30, 60 and 95.7ms and the time responses
for 1% load disturbances are shown in Fig. 4. The responses show that for the obtained
delay bound, system frequencydeviation is stable for the applied step disturbance. For
effective utilization of bandwidth, σ may also be varied up to σmax, which results in
decrease of the sampled data sent to stabilize the system. To show the effectiveness
of ETC, the model is simulated for σ = 0 & 0.2. The corresponding frequency
deviation and samples release instants are shown in Figs. 5 and 6, respectively. The
results shows numbers of samples sent, decreases from 10,000 samples to only 215
samples, as σ increases from 0 to 0.2.
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Table 3 MADB for different values of σ

σ 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.92

h̄ (ms) 174 114 92 80 69 57 45 31 20 4 1

Fig. 7 Samples release
instants for σ = 0 & 0.18
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Fig. 8 Frequency response
for 1% load disturbance at
h = 100ms and different
values of delays
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4.2 Case II

AgainApplyingGNAwith h = 100ms, the obtained controller parameters are KP =
0.9459, KI = 1.7967, KD = 0.2672, N = 101.3124. Then by applying Theorem 1,
for σ = 0 value of h̄ is found to be 174ms, for h = 100ms value of σmax is found to
be 0.18 and for h = 1ms value of σmax is found to be 0.92ms. For different values
of σ, corresponding h̄ values are given in Table 3. Again, the system is simulated
for stability, taking h = 100ms and different time delay τ = 0, 30, 60 and 74ms
and the time responses for 1% load disturbances are shown in Fig. 8. The responses
show that for the obtained delay bound system frequency deviation is stable for the
applied step disturbance.

For effective utilization of bandwidth, the model is again simulated for σ = 0 &
0.18. The corresponding frequency deviation and samples release instants are shown
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Fig. 9 Frequency response
for 1% load disturbance at
h = 100ms and σ = 0 &
0.18
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in Figs. 9 and 7, respectively. The results shows without much distortion in frequency
deviation, numbers of samples sent, decreases to only 61 samples from 100 samples,
as σ increases from 0 to 0.18.

5 Conclusions

In this article, PIDN controller is implemented, with event-based triggering, for the
frequency regulation of one area thermal power system. The controller parameters
are tuned using a new heuristic algorithm named GNA and ITAE is used as objective
function. The results shows, GNA can be successfully applied for solving real-time
AGC problem. Simulation studies also shows network bandwidth can be conserved
without much deviation from desired response by using periodic event-based sam-
pling.
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A Review on Voltage and Frequency
Control of Micro Hydro System

Priya Singh Bhakar, Saumendra Sarangi and Kirti Gupta

Abstract Modern technology developed in renewables has opened a door to utilize
micro hydro as one of the major sources of energy in micro-grid in terms of capital
investment and sustainability. With such developments, frequency and voltage vari-
ation in micro-grid arise as a major concern where conventional control technique
fails. This has driven the idea to develop electronic load controller to dump extra
power hence minimizing the frequency variations. As the efficiency is reduced using
such methods, batteries are applied in micro hydro to store the dumped power. How-
ever, to improve both voltage and frequency, combination of ELC and STATCOM
are developed. Further, in order to improve the system performance, modifications
in ELC corresponding to the load configuration were developed and proved to be
beneficial. To improve the efficiency of the system, water heaters, pump loads, or
other low wattage apparatus are also used. This paper presents a survey on vari-
ous frequency and voltage control techniques available in small hydro system with
their merits and demerits. The investigations on various problems demand further
development.

Keywords Isolated asynchronous generator · Electronic load controller ·
Integrated and decoupled configuration · Ballast load · Distributed ELC
1 Introduction

The progressive development of civilization with sustained growth in industries can
only be achieved with ample energy production. In order to meet the demand of
electrical energy with depletion of fossil fuel reserve, alternate sources of generation
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are being extensively studied in last two decades [1, 2] and found that resources like
wind, small hydro, solar, etc., are feasible [3]. However, the flow of wind and solar
insolation in photovoltaic are unpredictable, which makes them variable in nature;
hence, the deployment of hydro felt quite encouraging [4]. This has led hydropower
as one of the leading renewable energy sources contributing 71% of total renewable
electricity all over the world.

In comparison to existing hydro stations, small hydro is beneficial in few aspects
as hundreds of massive concrete barriers, rocks, and huge construction is done across
the river to build large dams which flooded large fertile land, displaced many inhab-
itants [5, 6]. The dam for micro hydro systems is very small and produces sufficient
electric energy for far-flung and rural areas [7]. Such power plant mainly employs
asynchronous generator for their working. However, voltage and frequency regula-
tion of IAGs is poor and causes underutilization.

The frequency control of asynchronous generators inmicro hydro can be achieved
in two ways: speed governor system and Electronic Load Controllers (ELC). Gov-
ernor control modulate frequency by varying the turbine flow in accordance with
the load demand. However for a small hydro station, governor systems are proved
to be complex, bulky in construction, costly, and require routine maintenance which
leads to the use of ELC for frequency regulation in small hydro. ELC uses power
electronic devices, which improves the time response and causes reduction of cost
(about one-tenth of the governor) for active power balance in the system.

Electronic load controllers work to minimize the difference between generated
and consumed power by dumping the surplus active power; regulates the system
frequency. It senses the frequency and connects the dump load to maintain the load
constant on the generator. Earlier resistive loads were connected with ELCs, where
surplus power was dissipated as heat energy. With the advancement in technology,
the energy loss is minimized and effectively utilized; SPVwithMPPT technique, PV
arrays, wind, Battery Energy Storage Systems (BESS), diesel generator as a backup
with micro hydro, and a combination of two or more micro hydros to constitute a
micro-grid are a few available arrangements.

The voltage regulation of SEIG can be achieved by using switched capacitors,
static VAR compensators, and static compensators (STATCOM). A switched capac-
itor scheme is less costly; however, it regulates the voltage in steps. SVC schemes that
mostly use either thyristor switched capacitor or thyristor controlled reactor use large
capacitors and reactors. STATCOM uses a Voltage Source Inverter (VSI) to control
the voltage. The innovation of devices like gate turn off thyristor that provides full
on/off control or fast-acting devices like insulated gate bipolar transistor has replaced
SVC with STATCOM. Various topologies for voltage control are presented in this
paper.

The combined frequency and voltage regulation of IAGs using ELC and STAT-
COM is also achieved for integrated or decoupled manner in micro hydro systems.
Integrated configuration uses a single controller for both voltage and frequency regu-
lationwhile the decoupled configuration uses separate voltage and frequency control.
Several control algorithms related to the working of ELC and STATCOM have been
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developed. Algorithms like instantaneous reactive power theory based algorithm,
adaptive noise cancelation filter based algorithm, and proportional resonant control
algorithm are used in micro hydro systems.

2 Voltage and Frequency Regulation in Micro Hydro
System

The use of asynchronous generator in micro hydro system imposes challenges in
the regulation of voltage and frequency. The basic idea behind this survey is to
address the issues threatening the voltage and frequency regulation in micro hydro
for achieving a milestone of stable operation of generator with minimum losses. The
most important factor that affects these goals hard to achieve is the management of
the load demand.

Frequency control on the load side inmicro hydro systemsworking autonomously
is remunerative by exercisingELC.An IGBT switchwhich is hitched during the oper-
ation of ELC whose triggering depends upon the frequency variations is employed
as a chopper [8]. Voltage and current sensors are employed to detect the fluctuation
in the generator parameters and any variation from desired; the switch is triggered
to dump the excess power. Voltage regulation in micro hydro is done by static VAR
compensators, SVC, solid-state SVS, and STATCOM. STATCOM with fast-acting
devices like IGBTs, MOSFETs, and GTOs is used to provide sufficient voltage reg-
ulation.

A classification of the combined voltage and frequency control in micro hydro
has been shown in Fig. 1. IGBT switches in place of diodes or thyristors to allow
the bidirectional flow of energy in the converter are exercised by improved ELC
configuration and the converter itself acts as load balancer, harmonic eliminator, and
reactive power compensator. The input power was earlier converted into the demand
and dump power due to the nonavailability of storage devices. With the innovation

Voltage and frequency 
control in micro hydro 

system

C- ELC IELC ELC with 
BESS
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rectifier with 
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rectifier with 
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Voltage source 
converter with 
uncontrolled 
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Fig. 1 Combined voltage and frequency control in micro hydro
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of battery energy storage system, the application of ELC with BESS instead of a
dumping load has eliminated power shortage while securing the energy balance.
Regular replacement of batteries after certain time duration produced toxic disposals
which emphasized on further amendment in ELC.

The conventional ELC shown in Fig. 2 has a disadvantage of having high total
harmonic distortion which can be slashed out by using thyristor bridge rectifier
instead of diode rectifier with an additional thyristor firing circuitry to trigger the
switches. A battery storage system in Fig. 3 ameliorates the conversion efficiency
and reduces noise and vibrations in IAG to supply peak load demandswhile providing
bidirectional power flow. However replacement of batteries produces toxic disposals
even multiplying the capital investment.

The reactive power demand of the consumer loads in the above configuration
is the drawback in micro hydro system which can be compensated by using static
compensator in parallel to the load. STATCOMmaintains the reactive power balance
ultimately regulating the voltage of the system.
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Both STATCOM and conventional ELC are independently used in the decoupled
load controller to modulate voltage and frequency as shown in Fig. 4.

3 Classification of ELC on the Basis of Loading

The configuration of electronic load controller depends upon the type of loads, i.e.,
three-phase three-wire or three-phase four-wire loads that generally categorize the
controller into three-leg or four-leg IGBT based converter. These loads are single
phase or three phase, linear or nonlinear that are further classified as static/dynamic
and balanced/unbalanced.

Three-phase three-wire loads do not require any neutral connection either from the
star connected capacitor bankor fromany transformer.All themain architectureswith
this kind of load along with their specifications, merits, demerits, and applications
are provided in Table 1.

Three-phase four-wire loads require a neutral connection as listed in Table 2. A
micro hydro system can also feed static or dynamic loads [9–11]. Further, the volt-
age and frequency controller gets divided into a configuration of different number of
legs depending on the application of load [12, 13]. Frequency regulation, control over
wastage of available water, and managing the electricity distribution are a few func-
tions performed by fuzzy controller employed in micro hydro systems guaranteeing
the closed-loop stability, a better solution to low-efficiency methods [14]. To attain
the frequency in the prescribed limits at a faster rate, many intelligent controllers
using the concept of artificial intelligence are used to reduce the system losses [15].
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Table 1 Main architectures with three-phase three-wire loads

Paper Specifications Merits/applications Demerits

8 Controller modeled as
variable impedance;
Integrated configuration

Less costly T.H.D. is very high

14 Parallel connection of
synchronous and induction
generator; STATCOM

• ELC is not used
• Additional circuitry for
synchronization is not
required

• Frequent maintenance is
required

• It has bulky construction

16 Decoupled configuration,
ELC, STATCOM

• Provides reactive power
compensation

• Better voltage and
frequency regulation

Additional circuitry for
generating signals for
STATCOM is required

23 Incremental conductance
based algorithm;
Bidirectional, solar PV
array, and BESS

• Peak load demands are
fulfilled by BESS

• Maintains stable and
continuous power
generation

System complexity and
cost increases

Table 2 Main architectures with three-phase four-wire loads

Paper Specifications Merits/applications Demerits

17 ELC (three-leg IGBT
based CC-VSC) with non
–isolated T transformer

• Less sensitive to load
perturbations and fast
response

• Mitigation of triplen
harmonics and derating
of the device

Complex circuitry

18 Least mean square
algorithm; Integrated,
Neural network based ELC

• Losses due to harmonics
and derating of
generators are reduced

• Provides improved
power quality

Zigzag transformer
currents are huge under
light load conditions

24 Integrated, VFC (three -leg
IGBT VSC), zigzag/star
transformer, DSP

• Provides neutral current
compensation

• Isolation between
generator and load

Tunning of PI controllers
is a difficulty

25 Indirect current control;
Two back-to-back
connected PWM
controlled VSC, MPT,
BESS

• Bidirectional active and
reactive power flow

• Provides mitigation of
zero sequence currents

• System complexity
increases

• Uses large circuitry
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The voltage and frequency regulation was collectively obtained using STATCOM
and ELC for which an additional firing circuitry was as described in Tables 1 and 2
[15–25].

The control strategy initially started with a resistance to dump the surplus power.
Methods were developed to find an alternative for the resistive loads. Seeing the
power demand during peak load conditions, a power backup was provided by the
configuration employing BESS.

4 Discussion

Methods were developed to improve the efficiency of the system employing ELC

• A centralized control strategy has been invented for frequency modulation with
enhanced efficiency where ELC and pump loads are connected in parallel which
are controlled by observing the rate of change of frequency as shown in Fig. 5.

• Owing to the disadvantage of power wastage, a method to avoid electronic load
controller is to divert the excess water coming to the penstock to the fields for
irrigation and other purposes.

• Until now, ELC or conventional ELC dissipates the surplus power in dump load
in the form of heat energy which can be effectively utilized by transferring it for
domestic consumption.
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5 Conclusion

The frequency regulation in autonomousmicro hydro system is a challenging task for
which the excess power is needed to be managed properly. Electronic load controller
is the new technology developed which dissipates the surplus power as heat. To
minimize power losses in ELC, electric power instead of being dumped is utilized
in one or the other way. Pump loads, water heaters, etc., are alternatives used in
unreachable places in order to improve the quality of life of people living there.
Distributed ELC is also an option providing separate ELC for all the houses such that
the dumped power can be utilized for running low wattage apparatus for household
purposes.

This review shows the need for further modification in controllers to minimize the
total harmonic distortion in the load current. Also there is a scope for upgrading the
efficiency of the system while using a control technique for frequency modulation
with minimum power losses.
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Performance Analysis of Solar and
Plug-in Electric Vehicle’s Integration
to the Power System with Automatic
Generation Control

Subhranshu Sekhar Pati, Tapas Kumar Panigrahi and Aurobindo Behera

Abstract Plug-in electric vehicle (PEV) is one of the essential constituents of the
smart grid. The loading of PEVs to the grid hinders stability, as the size and com-
plexity increases. This work prescribed a smart grid scenario with the incorporation
of renewable energy and PEVs. Here, Automatic Generation Control (AGC) is intro-
duced tomaintain the system frequency at the scheduled level through aProportional–
Integral–Derivative controller with n-filter (nPID) tuned by Jaya algorithm. Two-area
interconnected system considered consists of thermal, hydro, and photo-voltaic (PV)
sources with PEVs in each area. To check the system performance, dynamic loading
of ±5% in either area for a duration of 80s has been considered. To validate the
efficiency of the proposed system, diverse controller schemes such as PI, PID, and
nPID are deliberated. A noteworthy improvement in the response time is observed,
owing to the effective tuning of the controller for upholding system stability.

Keywords Automatic generation control (AGC) · Jaya algorithm · Integral of
time multiplied absolute error (ITAE) · Plug-in electric vehicle (PEV)

1 Introduction

Nowaround theworld, the prime focus of power generation is from renewable energy,
predominantly, from PV cells owing to its widespread advantages over conventional
energy sources. The operational efficiency and maintenance cost of PV plant has
been improving significantly in recent years. Moreover, solar technology can also be
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used as storage medium, because of the smooth conversion of power from one form
to other via suitable power electronics converter and advance controlling algorithm
like MPPT [1]. In spite of the increase in power generation from PV plant, most
of the power still comes from thermal and hydro units. Thus, in a highly complex
interconnected power network, frequency, and transaction of power between areas
through tie line should be maintained at scheduled level. In this case, AGC plays a
major role of maintaining the frequency and tie-line power within permissible limits
[2, 3].

The study of AGC is further extended with the implementation of the aggregate
model of PEVs by many researchers [4, 5]. The PEV technology can be switched
to generator mode thus supplying energy to grid or motoring mode for charging the
battery. So these dynamic interactions of the grid with PEVs need to be examined
and analyzed adequately. Thus, the authors have decided to implement the PEVs
with power rating of ±5KW each in this work for the study of AGC.

However, to achieve the system response at a satisfactory level, diverse controllers
can be used. Some of the commonly used controllers are PID, nPID, and fractional-
order PID (FOPID). Generally, the gain parameters are properly optimized with the
help of suitable optimization technique such as Particle Swarm Optimization (PSO),
Differential Evolutionary (DE), Teaching Learning Based Optimization (TLBO),
Chaotic Optimization (CO) [6], and Jaya algorithm. In the proposed study, Jaya
algorithm is considered for optimal tuning of controller parameters as it is simple
yet effective optimization technique.

2 Proposed System Study

With the advancement of technology and the negative impact of fossil fuel, use of
PEVs increases in an incremental manner across the globe. To examine the system
performance, two equal areas with different sources named as thermal, hydro, PV,
and PEVhave been considered, as shown in Fig. 1. In thermalmodel, boiler dynamics
(BD) is taken to realize the exactworkingmodel of a boiler in a thermal power station.
Moreover, appropriate nonlinearites such as Generation rate Constraint (GRC) and
Governor Dead Band (GDB) are implemented in both thermal and hydro units. GDB
of 0.05% for thermal and 0.02% for hydro is considered for this study. Likewise
GRC of 3% is taken for thermal plant and 270% for rising the generation as well
as 360% lowering the generation is reflected in proposed hydro plant [7]. Now,
most of the power utilities use solar harvesting technology such as PV in distributed
generation (DG) mode. To simulate a practical PVmodel, MPPT controlled units are
considered in either area. Although the DGs generate green power which is easier
to synchronize with the grid, it will add new complexities and challenges in the
existing power network. Two thousand numbers of PEVs are used in each area, also
the Jaya-optimized nPID controller is used in the proposed study for sustaining the
desired system state.
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Fig. 1 Block diagram representation of the a Multi-source system; b PEV

3 Selection of Controller and Objective Function

A simple PID controller with an additional filter coefficient (N) constitutes an nPID
controller. In this present study, nPID controller with parameters such as KP , Ki , KD

and N shown in Fig. 2 has been selected for investigation. The input to the controller
is the summation of error signals which are to be minimized by the control action of
the nPID controller [8]. The output of the controller is fed to the governor-turbine
system in the respective areas. The transfer function of the nPID controller is depicted
in Eq. (1).
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Fig. 2 Block diagram of
nPID controller
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For this optimization problem, Integral TimeAbsolute Error (ITAE) is used owing
to its suitability and efficacy of assisting the controller for producing an adequate
control action [9, 10].

J = I T AE =
∫ tsim

0
(|ΔF1| + |ΔF2| + |ΔPtie|).t. dx (2)

Here, ΔF1 and ΔF2 are the fluctuations of frequency in area-1 and 2, respectively,
and ΔPtie is the change in tie line power. Along with the formulation of objective
function, maximum and minimum value of the gain parameters is also considered in
the system.

4 Jaya Optimization Technique

Jaya algorithm is an effective and influential algorithmproposedbyRao [11, 12], used
for constrained as well as unconstrained problems. The algorithm is so designed that,
the solution for given set of problem always move closer to best solution and restrict
the solution not to go towardworst solution. The algorithm is devoid of any algorithm-
specific control parameter. The algorithm is analyzed against evolutionary-based
algorithm and swarm intelligence based algorithm and found that, the performance
is better over other traditional algorithms.

The steps of this algorithm are quite simple and easy to implement with optimum
accuracy. X j,k,i is the current set of parameters, whereas, r1 and r2 are random
numbers in the interval [0, 1]. From Eq. (3), modified solutions X ′

j,k,i is produced
through the interaction of X j,k,i with X j,best,i and X j,worst,i .

X ′
j,k,i = X j,k,i + r1, j,i

[
X j,best,i − |X j,k,i |

] + r2, j,i
[
X j,worst,i − |X j,k,i |

]
(3)
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Algorithm 1 Jaya Algorithm
Initialization process: Initialize the variables, population size and Set the termination criteria.
top:
Categorized the best X j,best,i and worst X j,best,i solution among the population.
New population generated:The current solution X j,k,i is revised to produce new solution X ′

j,k,i
depending on best and worst solutions, by using Eq. (3).
Check the new solution:
if J (X ′) ≤ J (X) then

Accept X ′
j,k,i and replace the previous parameters.

else
No change is allowed.

check the termination criteria:
if Nos of iteration (I tr ) < (I trmax ) then

goto → top.

Here, j is the number of controller parameters, i is the population size and k represents
the number of iterations completed.

5 Result and Analysis

The 2-area nonlinear system has sources such as thermal, hydel, and wind plants
along with PEV. Here, nPID controller is implemented and IWD is adopted for the
purpose of tuning the controller parameters. The range of controller parameters is:
0 < KP , Ki , KD < 2; 0 < n < 500. The system is tested with a dynamic load fluc-
tuation of −5,+3,+7 and −8% is considered, at t = 0, 30, 50 and 60s respectively
as presented in Fig. 3. Similar analysis, as in [13], has been performed to obtain the
results discussed in this section. The IWD tuned parameters for PI, PID and nPID
controllers are given in Table1.

Results in graphical format for the applied disturbance is presented in Fig. 4 and
themathematical analysis of the performance parameters such as overshoot (OS) and
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P D
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Fig. 3 Dynamic load variation considered for testing the system
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Table 1 The PI, PID and nPID controller parameter tuned by Jaya algorithm

Controller/Optimization
technique

Optimum controller parameter

KP Ki KD N

PI: Jaya 1.9521 1.9128 – –

PID: Jaya 1.5565 1.1962 0.5529 –

nPID: Jaya 1.2639 1.1194 0.8465 439

Table 2 System Response parameters ΔF1, ΔF2 and ΔPtie for different values of ΔPD in a
dynamic loading condition

Various operating
conditions

Controller/Optimization
technique

Settling Time
(2%) Ts (S)

Overshoot/Undershoot
(OS/US) (× 10−4)

ΔF1 ΔF2 ΔPtie ΔF1 ΔF2 ΔPtie

ΔPD = −5% at
t = 0s

No controller 18.35 14.52 22.76 10.23 9.645 2.238

PI:Jaya 8.828 8.969 9.821 38.73 31.21 4.051

PID:Jaya 3.593 4.595 8.822 16.12 14.70 1.459

nPID:Jaya 3.204 2.433 7.083 9.827 9.253 0.705

ΔPD = +3% at
t = 30s

No controller 18.66 13.29 19.25 –4.065 –3.970 –0.858

PI:Jaya 7.128 7.971 10.27 –19.44 –17.57 –1.926

PID:Jaya 2.914 4.385 7.180 –5.769 –5.516 –0.447

nPID:Jaya 1.826 3.262 4.690 –3.638 3.569 –0.226

ΔPD = +7% at
t = 50s

No controller NA NA NA –20.72 –18.02 –4.537

PI:Jaya 4.399 6.132 6.894 –27.80 –23.53 –2.836

PID:Jaya 4.482 8.036 7.891 –34.67 –28.59 –3.379

nPID:Jaya 4.027 5.731 6.435 –19.96 –17.61 –1.536

ΔPD = −8% at
t = 60s

No controller 19.61 18.46 19.63 31.88 24.21 7.097

PI:Jaya 5.327 7.021 8.69 38.53 31.02 4.017

PID:Jaya 6.691 8.823 9.54 49.63 36.35 5.024

nPID:Jaya 4.479 5.853 8.27 26.99 23.28 2.133

settling time (Ts) for either case is presented in Table2. A comparative assessment
of fault response for nPID, to that of no controller, PI and PID is done in Fig. 4 and
Table2 to provide clarity of observation.
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6 Conclusion

The work presents an extensive analysis of the multi-source PEV system with nPID
controller tuned by Jaya algorithm. The effectiveness of the approach can be observed
by the extent towhich the system response is stabilized, evenwith a large anddynamic
load deviation of ±5%. The major observations from the analysis of multi-source
PEV system, which is highly nonlinear and complex in nature, can be listed as

1. The suggested nPID controller tuned by Jaya algorithm is highly efficient even
under severe and continuous load variations.

2. The Jaya algorithm owing to its parameter-free operation reaches an optimum
result in least possible time. Thus, producing fast response of the system for any
load disturbance.

Acknowledgements This work is inspired by the integration of wind turbine as a power source to
a system with PEV as presented in [13].

7 Appendix

System Parameters:
Governor gain: τg1 = 0.2, τg2 = 0.3; Turbine gain: τt1 = 0.5, τt2 = 0.6;
Power system gain: H1 = 5, D1 = 0.6, H2 = 4, D2 = 0.9; Droop characteristics:
R1 = 0.05, R2 = 0.0625; Feedback gain: B1 = 29.6, B2 = 16.9; Tie line gain:
a12 = −1, T12 = 0.545.

PEV Parameters:
Droop coefficient: RAG = 2.4, EVgain: KEV i = 1, time constant: TEV i = 1, number
of electric vehicles: NEVi = 2000.
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and Developments of Photovoltaic
and Thermal Technologies
as a Combined System: PV/T System

Anmol Gupta, Sourav Diwania, Sanjay Agrawal, Anwar S. Siddiqui
and Yash Pal

Abstract In this hybrid photovoltaic thermal (PV/T) system, air or water is utilized
as a circulating fluid which helps in maintaining electrical efficiency as well as uti-
lization of thermal energy (space heating, crop drying, etc.) at the output. In this
article, a review of innovative work in the field of PV/T system and thermal mod-
elling of PV/T collector is presented. The thermal model having different equations
for PV-integrated flat plate collector, energy balance for air or water heating sys-
tem stored thermal energy, the instantaneous energy efficiency and the instantaneous
exergy efficiency has been presented. Analytical articulations for different thermal
parameters and electrical parameters, considering energy balance for several seg-
ments or components of PV/T collector is obtained. Various optimization techniques
used in the field of PV/T collector, in view of the exergy concept is also presented.

Keywords Exergy efficiency · Photovoltaic thermal · Optimization · Genetic
algorithm

NOMENCLATURE

αt Absorptivity of glass
b Width of PV/T collector (m)
L Length of PV/T collector (m)
dx Small length (m)
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Ac Area of the solar cell (m2)
Isl Solar radiation intensity (W m−2)
ηc Efficiency of the solar cell (%)
Ca/w Specific heat of air/water (J kg−1 K)
ma/w Mass flow rate of air/water in the channel (kg/s)
QU,N Useful heat gain for N no. of channels (kWh)
hp1 Penalty factor due to the presence of solar cell material, glass and EVA
Ta Ambient temperature (°C)
Tc Solar cell temperature (°C)
Tbs Temperature of the back surface (°C)
Taw Temperature of air/water (°C)
αc Absorptivity of solar cell
βc Packing factor of solar cell
ht Heat transfer coefficient of tedlar (W/m2K)
τg Transmittivity of glass
Uca An overall heat transfer coefficient from the solar cell to ambient (W/m2K)
Ut Convective heat transfer coefficient through the tedlar (W/m2K)
hp2 Penalty factor due to the presence of an interface between tedlar and working

fluid

1 Introduction

HybridPV/T technology is a combination of both solar thermal and solar photovoltaic
technology. A solar photovoltaic system changes sunlight into electric power while
solar thermal changes sunlight into heat yet a PV/T system converts sunlight into
heat and electricity simultaneously. The temperature of the PV module increases
tremendously when light radiations of certain intensity fall on it, causing reduction
in electrical efficiency. It is found that for every 1°C rise in temperature of PV surface,
it will cause 0.4–0.5% decrement in its electrical efficiency.

PV/T system has gained greater attention in the last four decades because of
its quality to generate both electric power/energy and thermal energy all the while
and joins the electrical and thermal parts in one element over the conventional PV
system and solar thermal system. The application areas of PV/T technology are space
heating, water heating, drying, integration of photovoltaic thermal in buildings, etc.
[1] (Fig. 1).
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Air based PV/T

1. Single Channel 
2. Dual Channel

On the basis 
of design

On the basis of approach 
to enhance cooling effect 
(types of absorber)

1. Attached fins un-
derneath PV panel 
2. V –groove absorber
3. Rectangular tunnel 
4. hexagonal honey-
comb heat exchanger

Water based PV/T

1. Aluminium hollow tube 
shape 
2. Copper hollow tube shape
3. Single glazed flat plates 
with fins 
4. Square/rectangular shape
5. Direct flow design 
6. Serpentine flow design 
7. Oscillatory flow design 
8. Spiral flow design 
9. Web flow design
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absorber
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(water heat extraction)
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1. WHE underneath the 
PV module 
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PV/T Combi

PV/T System

Type of PV Cells Type of Concentrator Type of covered panel Type of fluid flow

1. Monocrystalline c-Si
2. Polycrystalline pc-Si
3. Amorphous a-Si
4. Thin film solar cells

1. Low- Flat plate, Compound 
parabolic concentrator (CPC) 
2. Medium- Linear parabolic re-
flector, linear Fresnel reflector 
3. High- 3D Fresnel lens

1. Glazed
2. Unglazed

1. Natural flow
2. Forced flow 
3. Laminar flow

1. PV/T dual TMS model
2. PV/T dual FIN model 
3. PV/T dual TMS/RIB model

Modified design

Fig. 1 Classification of PV/T system in view of various literatures

2 PV/T Air Collector

A considerable number of researches have been conducted in the designs of PV/T air
collector because its performance is affected by several parameters such as position,
dimensions of air duct, input temperature, velocity of flowing air into channel and
surface roughness of air duct. A channel or duct is applied below the PV panel
in which air is used to absorb the heat energy from the solar cell by conductive
or convective process so as to improve the electrical efficiency of the system. The
critical factor about the popularity of PV/T is the low efficiency of the cell that
varies from 6% to 16% at the temperature of 25 °C but in some of the countries,
the ambient temperature rises up to 35 °C. The rising of temperature decreases the
module efficiency, hence heat removal from the module is necessary [2].

Hegazy [3] presented four different designs of PV/T collectors based on airflow
and investigated the thermal, electrical and overall performance as shown in Fig. 2.
The comparative study shows that system-(c) gives appropriate result as it converts
solar energy in the formof high-grade electrical energy and low-grade thermal energy,
and also it is simple to install in rural areas. Wolf [4] performed the analysis of PV/T
system and individual solar PV and solar thermal system and concluded that exergy
analysis is a valuable method for the evaluation and comparison of various solar
systems.
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Fig. 3 Cross-sectional view of single-pass and double-pass PV/T air collector with fins

2.1 Effect of Glazing

The overall energy output or thermal energy output can be maximized by using
glass cover above the PV surface to trap the extra heat energy which will increase
the thermal energy output almost double that of unglazed PV/T, but decreases the
electrical energy output [5] (Fig. 3).

2.2 Effect of Adding Thin Metallic Sheets (TMS) and Fins

Tripanagnostopoulos et al. [6] presented a study of PV/T air collectors and sug-
gested that the surface roughness and thin metallic sheets (TMS) used in the air
channel are the cost-effective and simple methods for heat removal from the PV
panel. Mojumdera et al. [7] experimentally observed the electrical and thermal effi-
ciencies of the system with TMS as 13.75 and 56.19%, respectively.
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2.3 Effect of Packing Factor

Packing factor refers to the area of the module covered by the solar cell to the left
blank and it affects the output power and operating temperature of the photovoltaic
module. Vats et al. [8] found that with an increase in packing factor, the temperature
at the output of the channel increases by absorbing the higher amount of thermal
energy. Hence, the temperature of the PV module increases which causes a decrease
in electrical efficiency. At lower packing factor, the absorber area is less, hence the
electrical efficiency if further reduced.

3 PV/T Water

PV/T air has the main problem of temperature issue because an air-based system
cannot work effectively at high-temperature areas as there are constraints of low
heat capacity, low density, etc.; instead of air, water can carry maximum heat so
researchers work in the field of PV/T water. In some areas, during summer season
the ambient temperature is very high and for the PV/T air standard, operating is at
20 °C temperature so PV/T water is preferred due to its higher density [9] (Fig. 4).

Huang et al. [10] relate the performance of conventional solar water heater system
with a new design which is a combination of the photovoltaic and thermal solar
system and evaluated electrical efficiency of 9%. Ji et al. [11] fabricated a flat box
aluminium alloy PV for large contact area with a circulation water heating system
and the experimental results are obtained with its electrical efficiency of 10.15%,
thermal efficiency of 45% and daily total energy of 52%. Chow et al. [12] designed
and presented a PV/T system having aluminium alloy flat box collector. In this work,
electrical efficiency of the system is 10% with a thermal efficiency of 45–48% for
closed circuit and thermal efficiency of 49–52% for open circuit.

The logical articulation of PV/T water heater in steady flow rate of hot water
is acquired by Tiwari et al. [13]. Ibrahim et al. [14] executed simulation on seven
types of water absorbers. The spiral flow configuration indicates the best result, it
has the highest thermal efficiency and parallel cell efficiency of 50.12% and 11.98%,
respectively. Dupeyrat et al. [15] investigated the impact of water flow in a flat plate
PV/T having single glazing and found thermal efficiency as 79%, electrical efficiency

Water in Water out

PV cell

Insulation

Glass cover

Graphite layer

Fig. 4 Cross-sectional view of PV/T water system
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as 8.8% and in totality, the efficiency is 88% for the propelled configuration. Liang
et al. [16] composed a PV/T water collector combined with graphite; it produced
the highest electrical efficiency of 7.2% and essential energy saving efficiency of
45%. Yazdanpanahi et al. [17] numerically estimated exergy efficiency of PV/T
considering pressure drop in flow channels and maximum efficiency of 13.95% is
observed experimentally. Yazdanifard et al. [18] presented mathematical modelling
and simulation of flat plate PV/T water system with and without glass cover. It is
found that PV/T system with glazing has better energy efficiency (Fig. 5).

4 PV/T Combi

To improve the absorption process on photovoltaic and to get maximum performance
of the overall system, the combination of various types of coolant media are utilized
(Fig. 6).

PV/T combi achieved better overall energy efficiency, particularly in the gener-
ation of electrical energy since heat is removed from the photovoltaic module by
integrating both air and water media [19]. Six PV/T combi system designs based on

Water tubes Insulation layer

Air in

Air out

Transparent PV

Fig. 6 Cross-sectional view of PV/T-combined system
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Fig. 7 Cross section of PV/T/dual solar system with TMS modification and with fins

Insulation

Air in
Air out

Water tubes
PV cell

Rib
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Fig. 8 Combination of TMS with ribs on opposite air channel

the arrangement of air-type and water-type absorber are presented and their perfor-
mances are observed by Tripanagnostopoulos [20]. Tripanagnostopoulos et al. [21]
worked on PV/T combi unit with slight modifications in the air heat extraction unit.

A thinmetallic sheet (TMS) is placed between the air channel and themodification
is named as PV/T/dual-TMS. This result in a temperature rise of TMS leads to
an increase in temperature of the circulating air and hence the thermal efficiency
improves (Fig. 7).

A fin plate element is used throughout the length of the air duct and the mod-
ification is named as PV/T/dual-fin. This results in increasing the temperature of
the air at the output which will further help in improving the thermal efficiency. In
the PV/T/dual-TMS/RIB model, ribs are used on opposite channel wall. This model
combines the advantages of the above two models mentioned (Fig. 8).

5 Modelling of PV/T Collector

The transfer of heat can take place by means of three mechanisms: conduction,
convection and radiation. Heat transfer coefficients of different modes are essential
for analysis [22, 23].

Energy balance for solar cells of the PV module (for glass—tedlar PV module)—

τg[αcβc + αt (1 − βc)]Islbdx = [Uca(Tc − Ta) +Ut (Tc − Tbs)]bdx + ηcαcτgβc Islbdx
(1)

Energy balance for the back surface of tedlar—
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Ut (Tc − Tbs)bdx = ht (Tbs − Taw)bdx (2)

Energy balance for air/water flowing below the tedlar—

[
ma/wCa/w

d

dx
Taw.dx

]
+ [Uwa(Taw − Ta) ∗ bdx] = ht (Tbs − Taw)bdx (3)

Thermal efficiency of PV/T collector—

ηth = Qu,N

bL Isl
(4)

Electrical Efficiency of PV/T collector—

ηel = ηo[1 − β0(Tc − To)] (5)

where ηo—efficiency at standard test condition, β0—temperature coefficient, To—
outlet temperature

Overall thermal energy gain—

∑
Qoverall,thermal =

∑
Qthermal +

∑
QElectrical

ηc,power
(6)

Overall Exergy gain—

∑
Exgthermal = Qthermal

[
1 − Ta + 273

Tawout + 273

]
(7)

Exergy Efficiency ηEXG =
(
Exgout f low
Exgin f low

)
× 100 (8)

6 Optimization Using Soft Computing

Optimization using soft computing techniques is proved to be very efficient to evalu-
ate the design parameters of PV/T air and water collector. Singh et al. [24] optimized
the parameters of a single-channel hybrid photovoltaic thermal air collector using
the genetic algorithm (GAs). The overall exergy efficiency of the system is found to
be 16.88% at the optimized value of parameters. Singh and Agrawal [25] work on
improving the results of GA approach by using the fuzzy-based rules. The overall
exergy efficiency with GA–FS approach is observed as 15.82%which is much better
than an optimized system with GAs and an unoptimized system. Singh et al. [26]
used Evolutionary Algorithm (EA) for parameter optimization of glazed SCPV/T.



A Bibliographical View on Research and Developments … 721

An annual carbon emission reduction of around 88% is observed than unoptimized
system. Sobhnamayan et al. [27] presented an optimized PV/T water collector sys-
tem in view of the exergy concept. To optimize exergy efficiency, genetic algorithm
is utilized for the given PV/T water collector system. Maximum exergy efficiency of
11.36% is experimentally obtained with optimum inlet velocity and pipe diameter.

7 Conclusion

The PV/T system is in the emerging phase and at present, there is vast acceptability
for facilitating development as well as advancement in the presently available PV/T
system. Numerous researchers are in this field to enhance the performance of the
ordinary air and water PV/T system; whereas, some researchers have presented a
small number of innovative ideas in the field of PV/T as heat pipe, nanofluid and
phase change materials. The purpose of the review of traditional PV/T systems, so
that bibliophile will be assessed advancement in the field of PV/T. Summary of
essential PV/T methods and additional attributes of thermal and electrical systems
like efficiency, exergy and energy is obtained towards the finish of each section, in
order to obtain real facts with respect to technical improvement in PV/T systems
initially. Apart from the advantages, further research is required to optimize cost,
improvement in efficiency and technological design development.
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UPM-NoC: Learning Based Framework
to Predict Performance Parameters of
Mesh Architecture in On-Chip Networks
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Abstract Conventional Bus-based On-Chips are replaced by Packet-switched
Network-on-Chip (NoC) as a large number of cores are contained on a single chip.
Cycle accurate NoC simulators are essential tools in the earlier stages of design.
Simulators which are cycle accurate performs gradually as the architecture size of
NoC increases. NoC architectures need to be validated against discrete synthetic
traffic patterns. The overall performance of NoC architecture depends on perfor-
mance parameters like network latency, packet latency, flit latency, and hop count.
Hence we propose a Unified Performance Model (UPM) to deliver precise measure-
ments of NoC performance parameters. This framework is modeled using distinct
Machine Learning (ML) regression algorithms to predict performance parameters
of NoCs considering different synthetic traffic patterns. The UPM framework can
be used to analyze the performance parameters of Mesh NoC architecture. Results
obtained were compared against the widely used cycle accurate Booksim simulator.
Experiments were conducted by varying topology size from 2×2 to 50×50 with dif-
ferent virtual channels, traffic patterns, and injection rates. The framework showed an
approximate prediction error of 5% to 6% and overall minimum speedup of 3000×
to 3500×.
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1 Introduction

NoCshavebecome the standard communicationplatform forMultiprocessorSystem-
on-Chips (MPSoCs) and in Chip Multiprocessors (CMPs). It coherently uses the
shared On-Chip resources, provides higher bandwidth and modular design for veri-
fication and fabrication. NoC architectures are tested using simulators before fabri-
cation. There are different Cycle accurate NoC simulators available viz. Booksim2.0
[7], Noxim [2], SICOSYS [11], Nirgam [6], Nocsim [17] to explore the Micro-
architectural design space of NoCs before fabrication. Booksim2.0 is a leading NoC
simulatorwhich iswidely usedbymost researchers. It offers network parameters such
as routing algorithm, flow control, topology, and router micro-architecture including
buffer management, allocation schemes, etc. System operational speed and overall
performance of NoC architecture depends on performance parameters like network
latency, flit latency, packet latency, and hop count [8].

Large NoC architectures are time-consuming to complete the simulation. Hence,
there is a need for a faster method to explore NoC architectures. Figure1 shows the
simulation time of Booksim simulator varying from 6 seconds to 10 days for Mesh
topology with uniform traffic pattern and architectural size ranging from 2×2 to
56×56.

Simulation time of NoC is linearly dependent on architectural size and resources
[7]. Experiments were conducted to verify the association between performance
parameters and size of NoC architecture. It was observed that performance parame-
ters also are linearly dependent on NoC architecture size which is explained in the
results section.

The significant contribution of our work is proposing a Unified Performance
Model which can be used to predict the performance parameters of discrete syn-
thetic traffic patterns by training the datasets obtained from Booksim simulator. The
UPM is designed using widely used ML regression algorithm like Support Vector
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Regression (SVR). It can be used to configure different NoC architectures. The pro-
posed framework shows a speedup of minimum 3000× to 3500× for single traffic
pattern over the Booksim simulator.

The rest of the paper is organized as follows: Sect. 2 describes the related work,
Sect. 3 specifies Experimental Procedure, Sect. 4 presents the results and Sect. 5 con-
cludes this paper.

2 Related Work

2.1 Learning Models Used in Different Aspects of NoC

Lu et al. [10] used reinforcement learning to allocate tasks like the selection of core
and temperature of the router to be used. The algorithm updated based on feedback
obtained from previously provided prediction. Results showed that the proposed
technique was swift in scheduling and reduced the temperature on an average of 4.3
◦C for a 49-core processor.

Ebranhimi et al. [4] proposed an adaptive routing algorithm based on minimal
and nonminimal paths for On-Chip networks using Reinforcement Learning. It pro-
vided a large pair of source and destination switches. The congestion information
was collected via a fully distributed approach with a small number of bits per link.
Selection function finally chose a less congested output channel.

Wang et al. [16] proposed a self-tuning framework which assists in building NoC
which can deliver high performance with a change in data traffic. Traffic flows were
recorded and dominated flows were identified. These flows were later optimized by
reconfiguring the network layer made of configurable switches.

Qian et al. [12, 13] used SVR model for evaluating Network-on-Chip latency
performance. This work differs from state of the art NoC analytical models. The
classical queuing theory was used to compute the average channel waiting time and
Booksim generated training data was used to analyze NoC latency.

Das et al. [3] proposed a robust design development methodology to boost the
energy efficiency of 3D NoC architectures. Online ML algorithm was utilized com-
bining the benefits of small world networks and machine learning techniques [1].
The proposed model achieved a reduction of 35% EDP over conventional 3D Mesh.

Most of the works in this area concentrate on smaller sizes of the Mesh topol-
ogy and on limited traffic patterns. The proposed regression-based UPM framework
predicts performance parameters for six synthetic traffic patterns the Mesh topology
and size was varying from 2×2 to 50×50.
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3 Design Strategy

3.1 Detailed Layout of Unified Performance Model

UPM consists of six submodels namely uniform traffic pattern model, tornado traffic
pattern model, transpose traffic pattern model, shuffle traffic pattern model, bitrev
traffic pattern model, and bitcom traffic pattern model. These, in turn, consists of four
performance parameters such as Average Network Latency(ANL), Average Packet
Latency(APL), Average Flit Latency(AFL), and Average Hop Count(AHC). Each
model works independently by considering training dataset obtained from Book-
sim2.0 simulator. This is later validated using the Booksim2.0 simulator results in
the testing phase. All six submodels works in a similar manner. The Outline of the
UPM framework is shown in Fig. 2. Results obtained from these six submodels are
fed into UPM. This framework gives the desired predicted output once the calibra-
tions are done. The detailed structure of individual submodel is shown in Fig. 3.

Submodels were tested against various regression algorithms like Artifical Neu-
ral Networks, SVR and different generalized Linear regression algorithms. Among
all the comparisons SVR gave the optimum results. SVR is predominantly used
regression algorithm [5]. It has two implementations namely ε-SVR and υ-SVR.
The fundamental aim of regression algorithms is to form a function that approxi-
mates the target values precisely using a set of input values. SVR is used to identify
a mapping function between input and output values [15]. The results have been
tested with both the variants of SVR algorithm. In ε-SVR, ε stands for insensitive
loss function which is employed to solve the problem of quadratic optimization. The
value of ε need to be set prior to the training of the SVR model, nevertheless, it is
hard to forecast the value of ε in most problems. To overcome this limitation, υ-SVR
[14] is used where υ indicates a lower bound on the number of support vectors and an
upper bound on the fraction of training samples. The kernels used in the framework
are linear and radial basis function(RBF). RBF works for both linear and nonlinear
data. There are other parameters for SVR likeC which controls the trade-off between
the margin and the size of the slack variables and gamma which is kernel coefficient

Fig. 2 Outline of unified performance model for mesh topology



UPM-NoC: Learning Based Framework to Predict Performance … 727

Fig. 3 Independent Learning submodel for different Traffic Patterns

for ‘RBF’ and ‘linear’. Higher the values of gamma algorithm trying fitting data as
per the training dataset. Experiments were conducted to test datasets with different
available kernels for SVR namely linear, RBF, and Polynomial to check whether
dataset works for all the kernels. It was witnessed that the algorithm worked effi-
ciently for ‘rbf’ and ‘linear’ kernels. Various combinations of (ε, C, γ ) and (υ, C,
γ ) were used in all our experiments.

3.2 Data Collection Using Booksim Simulator

The system specifications used for data collection and configuration details of Book-
sim simulator are shown in Table 1. Among the results acquired we considered
topology size, virtual channel, traffic pattern, and injection rates as input features.
ANL, AFL, APL, and AHC were considered as output features.

Each traffic pattern generates the traffic non-identically. Uniform and tornado
traffic patterns generate traffic for all size of NoC architectures. Data for uniform and
tornado was collected by varying architectural size, virtual channels, and injection
rate as specified in Table 1. Shuffle, transpose, bitrev and bitcom traffic patterns
generate traffic for architectures sizes only in powers of 2 (2, 4, 8, 16, 32, ...). Data
for these traffic patterns are also collected in a similar manner using Table 1.
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Table 1 Booksim network and system configuration details

Booksim network configuration details

Topology type Mesh

Traffic pattern (TP) Uniform, Tornado, Shuffle, Transpose, Bitrev, and Bitcom

Network size 2 × 2, 3 × 3, 4 × 4 …50 × 50 for Uniform, Tornado TP

2 × 2,4 × 4, 8 × 8 …64 × 64 for Shuffle, Transpose, bitrev, and
bitcom TP

Number of virtual channels 2, 3, 4, 5

Buffer size 10

Packet size 20

Sample period 100000 cycles

Injection rates 0.002, 0.0025, 0.003,....,0.09

Routing algorithm Deterministic XY routing algorithm

System configuration for mesh topology

Processor Intel Xeon CPU E5-2650 V2

Frequency 2.6 Ghz

Memory 64 GB

3.3 Generation of Dataset

Data is collected independently for each network size, traffic pattern, etc., as stated
above using Booksim simulator. This data is divided into training and testing datasets
which we further use in UPM framework. For uniform and tornado 32% (2×2 to
17×17) of data was considered as training data and remaining 68% (18×18 to
50×50) of data was used to test data and to validate UPM framework in a later
stage.

For shuffle, transpose, bitrev, and bitcom training dataset consist of data associated
with injection rates ranging from 0.004 to 0.009. Testing data comprises of remaining
data with injection rates ranging from 0.002 to 0.0035.

4 Results and Discussion

4.1 Experimental Results

Verification of Analytical Model The correlation study of performance parame-
ters with NoC architectural size was conducted, and the results showed that per-
formance parameters increase linearly with the increase in the architectural size of
NoC. Figure4 justifies Average Network Latency and Average Hop Count obtained
from Booksim increase linearly. Similar results were observed for Average Flit
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Fig. 4 Comparison of performance parameters between Booksim simulator versus Analytical
model for Mesh topology, where a Average Network Latency, b Average Hop Count with injection
rate 0.02, VC = 4, respectively
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Fig. 5 Comparison of UPM framework against Booksim simulator results for Mesh Topology with
Uniform traffic pattern a Average Network Latency, b Average Packet Latency, and c Average Hop
Count with injection rates 0.02, 0.025, 0.050 and VC = 3 respectively

Latency and Average Packet Latency. Average Network Latency follows the lin-
ear curve 4.8625 + 2.7303 ∗ (architecture_si ze), Average Hop count follows the
linear curve 0.8832 + 0.66929 ∗ (architecture_si ze), Average Flit latency fol-
lows 5.3495 + 2.7040 ∗ (architecture_si ze) and Average Packet latency follows
the curve 4.4962 + 2.6643 ∗ (architecture_si ze). These results were obtained for
Mesh topology with an injection rate of 0.02, virtual channel 4 and buffer size 8.
Similar results were found for different injection rates and traffic patterns.

UPM for Mesh topology Experiments were conducted using the Booksim config-
uration and system configuration as shown in Table1. UPM framework was used to
predict performance parameters like ANL, AFL, APL, and AHC which is explained
in detail for each traffic pattern.

Uniform traffic pattern submodel is fed with the testing data from 17×17 to
50×50. Figure5 shows a comparison of ANL, APL, and AHC of Booksim results
against UPM. For better vision we have represented only a few results, similar accu-
racy was found for remaining architecture sizes. It is observed that this submodel
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Fig. 6 Comparison of UPM against Booksim simulator results for Mesh Topology with Tornado
traffic pattern a Average Network Latency, b Average Packet Latency and c Average Hop Count
with injection rates 0.025, 0.035, 0.05, and VC = 3, respectively

gave the highest accuracy of 97.5% for υ-SVRwith Linear kernel andMSE of 0.025.
It was observed that the least accuracy of 94.1% with MSE 0.059 for ε-SVR with
RBF kernel.

Tornado traffic pattern submodel is tested with from 21×21 to 50×50. Figure6
shows a comparison of ANL, APL, and AHC of Booksim results against UPM. It
is observed that this submodel gave the highest accuracy of 95.9% for υ-SVR with
RBF kernel and MSE of 0.041. It was also seen that the least accuracy of 90% with
MSE 0.1 for υ-SVR with Linear kernel.

The graphs of shuffle, transpose, bitrev and bitcom are similar to the above shown
graphs. Shuffle showed a maximum accuracy of 99.98% using υ-SVR with Linear
kernel and least accuracy of 97.8%usingυ-SVRwithRBF kernel. Transpose showed
a maximum accuracy of 95.7% using ε-SVR with RBF kernel and least accuracy
of 93% using υ-SVR with Linear kernel. Bitrev showed a maximum accuracy of
92.8% using υ-SVRwith RBF kernel and least accuracy of 89.3% using ε-SVRwith
Linear kernel. Bitcom showed a maximum accuracy of 90.5% using υ-SVR with
RBF kernel and least accuracy of 88% using υ-SVR with Linear kernel.

Complete MSE values for each submodel with both ε-SVR and υ-SVR consid-
ering Linear and RBF kernel are shown in Table2. Similar results were obtained for
AFL by considering all traffic patterns and bitcom traffic pattern also showed the
same behavior for all performance parameters.

UPM framework gave the highest accuracy of 94.8% using υ-SVR with RBF
kernel and least accuracy of 93.4% using υ-SVR with Linear kernel. This result is
evident from Table2.

4.2 Validation

The testing dataset which was formulated for six traffic patterns earlier is used
to check the effectiveness of several traffic patterns and UPM framework. It was
observed that the UPM framework demonstrated an overall accuracy of 94.8% with
MSE 0.052.
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Table 2 Mean Square Errors of Different submodels and UPM framework
Mean square errors of UPM framework and submodels

Traffic
patterns

MSE of submodels MSE of UPM framework

ε-SVR
(LINEAR)

ε-SVR
(RBF)

υ-SVR
(LINEAR)

υ-SVR
(RBF)

ε-SVR
(LINEAR)

ε-SVR
(RBF)

υ-SVR
(LINEAR)

υ-SVR
(RBF)

Uniform 0.0428 0.059 0.025 0.036 0.062 0.061 0.066 0.052

Tornado 0.061 0.072 0.100 0.041

Transpose 0.067 0.043 0.07 0.048

Shuffle 0.00029 0.00032 0.0002 0.022

Bitrev 0.107 0.084 0.0843 0.072

Bitcom 0.098 0.11 0.12 0.095

Table 3 Timing Comparison of Booksim simulator with UPM for Mesh topology
Timing comparison of booksim simulator with UPM framework for different synthetic traffic patterns

Traffic Pattern Size of the
topologies used
for testing

Time consumed by booksim simulator Time consumed
by individual
submodels

Time consumed
by UPM

In Seconds In Hours In seconds In seconds

Uniform 17 × 17 to 50 ×
50

4955542 1376.54 [57.36
days]

2.53 114

Tornado 20 × 20 to 50 ×
50

1128230 313.4 [13.06
days]

1.19

Transpose 2 × 2, 4 × 4 ... 32
× 32

4833.438 1.34 2.91

Shuffle 2 × 2, 4 × 4 ... 32
× 32

4179 1.16 0.91

Bitrev 2 × 2, 4 × 4 ... 64
× 64

44172 12.42 52.08

Bitcom 2 × 2, 4 × 4 ... 64
× 64

40104 11.14 53.59

4.3 Runtime Comparison

Experiments were conducted using the system configuration as shown in Table1 for
Mesh topology. Table3 shows the timing comparison of Booksim simulator against
different submodels andUPM framework. Total time taken to complete the execution
of all architectural sizes with different traffic patterns was 6.18∗106 in seconds, 1716
in hours or 71.5 days for Booksim simulator. UPM framework took 114 seconds to
predict all performance parameters of different traffic patterns. Each submodel, in
turn, took an average of 18.8 seconds time to complete the execution.
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5 Conclusion

Unified Performance Model (UPM) is proposed to predict performance parameters
of different synthetic traffic patterns forMesh topology. It is designed usingMachine
Learning SVR Regression algorithm. Two well-known variants of SVR namely ε-
SVR and υ-SVR are adopted in our work. The datasets were verified against different
available kernels of SVR like ‘linear’, ‘radial basis function’ and ‘polynomial’. It
was observed that υ-SVR with RBF kernel provided the best results with error
rate of 5.2%. Individual datasets were created for each traffic pattern for network
size ranging from 2×2 to 50×50 and these datasets were split into training and
testing datasets. The designed UPM-NoC framework predicts different performance
parameters namely Average Network Latency, Average Packet Latency, Average Flit
Latency, and Average Hop Count. It showed an overall accurracy of 94% to 95%
for Mesh architecture. UPM framework works contrary to the conventional cycle
accurate simulators in terms of execution time. It shows a minimum speedup of
3000× against Booksim simulator.

Our target is to extend the framework for power and area model. The future work
also concentrates on the remaining regular and irregular topologies with Real time
traffic.
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Comparison of Performance Analysis
of Optimal Controllers for Frequency
Regulation of Three-Area Power System

Preeti, Vivek Shrivastava, Vikas Singh Bhadoria and Harish Pulluri

Abstract The purpose of this paper is to present the solution of load frequency
regulation problem of three-area power system comprising of thermal turbines in
each control area. The controllers namely proportional integral (PI), proportional
integral derivative (PID) controller, fractional order proportional integral derivative
(FOPID) controller, and sliding mode controller (SMC) have been used to solve
the automatic generation control problem in the present work. The gains of these
controllers have been tuned using disrupted oppositional learned gravitational search
algorithm (DOGSA) which exhibit the features of exploration and exploitation of the
search space to obtain more optimal solution. The optimal controller gains minimize
the deviations in frequency and tie-line power of the system under study. From
simulation results, it has been deduced that the optimized sliding mode controller
shows improved performance in terms of settling time, peak overshoot/undershoot,
damping ratio and fitness function value as compared to other tuned conventional
controllers.

Keywords Automatic generation control · Disruption · Opposition learning

1 Introduction

In an interconnected power system, generation has to vary with varying load demand.
Whenever the load is more than the generation, the frequency and speed of generator
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falls and vice versa. This disparity between the power generation and demand is
tackled using the automatic generation control (AGC) to attain intended level of fre-
quency and tie-line power independent of change in power demand by the consumers
in a control zone. For execution of AGC, the parameters namely frequency, tie-line
power and output of each alternator are checked constantly. Based on these examined
values and reference information, area control errors (ACEs) [1] are calculated. The
controllers in the system sense these ACEs and give appropriate control signal to the
alternators to synchronize with the varying power demand [2]. The difficulty faced
in this process is the optimal tuning of the controller parameters.

Many researchers [3–5] have worked towards the solution of AGC problem using
different control methodologies. From the literature survey of the work of various
researchers, it has been inferred that the optimization algorithms based controller
exhibit better performance in comparison to the conventional and manually tuned
control methods. The concerns with the classical controllers are their optimal tuning
and inefficiency to handle large size systems. These limitations are overcome by
the use of optimization algorithms in which the performance criterion constituting
the fitness function is minimized or maximized to achieve the optimal values of the
controller. In the recent past, a more robust control technique known as sliding mode
control (SMC) has been implemented to solve AGC for two-area power systems [6,
7] which overcome the limitations posed by the conventional control methodologies.
In these research articles, genetic algorithm (GA) and particle swarm optimization
(PSO) has been used to fine-tune SMC gains. However, GA and PSO sometimes get
trapped in local minima and exhibit the slow convergence of the fitness function.
Thus, keeping in view the need for a robust controller, an efficient optimization
technique having advantages of good speed of response and enhanced exploration is
needed to attain the optimal values of controller gains. In the recent past, gravitational
search algorithm based on Newton’s law of motion has been introduced in [8]. But
sometimes it saturates to local minima. To overcome this, two operators: opposition
[9] and disruption operators [10] have been added to improve the exploration and
exploitation capability, respectively, of the algorithm and a new hybrid algorithm
known as disrupted oppositional learned gravitational search algorithm (DOGSA) is
obtained [11, 12].

In this paper, the issue of AGC is explained utilizing established controllers to
be specific: integral (I), proportional integral (PI), proportional integral derivative
(PID) and fractional order proportional integral derivative (FOPID) control, and slid-
ing mode control (SMC).The controller parameters are tuned through DOGSA for
superior performance of the framework under load perturbations. The execution of
parameters tuned controllers is exhibited on three region interconnected power sys-
tem. In light of certain execution lists like settling time, peak overshoot/undershoot,
and damping ratio, the dynamic execution of the power system is contrasted for
various control procedures.
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2 Three-Area System Under Study

In the present work, the interconnected power system comprising of three control
areas and thermal turbine in each control area shown in Fig. 1 has been considered
for solving the problem of frequency regulation. The Fig. 1 also depicts the different
state variables, inputs, and disturbances used for state space analysis of the system.

The detailed structure of I, PI, PID, FOPID, and SMC controller can be referred
from [2, 11–13].

Fig. 1 Transfer function diagram of three-area power system
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3 Optimization of Controller Gains

The optimal tuning of the controller parameters implies to achieve the tuned gains
which help in attaining the minimum deviations in frequency and tie-line power.
Also, the chattering problem in SMC also needs to be diminished. This is achieved
by designing a fitness function comprising of integral square error and minimizing it.
The values of controller gains giving the minimum fitness function value will be the
optimal values giving the desired dynamic response when the system is subjected to
load variation. In present work, the fitness functions considered are the following:

ff1 =
n∑

j,k=1
j �=k

∫ (
�f 2k + �P2

tiejk

)
dt (1)

ff2 =
n∑

j,k=1
j �=k

∫ (
�f 2k + �P2

tiejk + �u2k
)
dt (2)

The fitness function ff1 aims to reduce the frequency (�fk) and tie-line power(
�Ptiejk

)
fluctuations. The second fitness function ff2 aims to diminish the chattering

in the control input (�uk) of the SMC in addition to ff1 parameters. The n is the
aggregate number of control regions in the power system.

To minimize the objective functions given in (1) and (2), the hybridized DOGSA
has been used whose detailed mathematical equations and algorithm steps are given
in [2, 11–13]. The steps of DOGSA is summarized below:

1. Initialize the controller parameters randomly.
2. Generate the opposition population as follows:

x̃ = x + h − l (3)

where x is initial population gain, h is higher bound and l is the lower bound
value of the controller gain.

3. Calculate the value of the fitness function for every parameter value in initial as
well as the opposite population. Select N gains with minimum fitness value from
initial and opposite population.

4. Evaluate the mass of every individual agent in selected N gains as

Mi(t) = Ji(t) − w(t)

(b(t) − w(t)) ×
q∑

j=1
mj(t)

(4)

where b(t) and w(t) are the best and worst values of fitness function.
5. Compute the force and acceleration of each controller gain as
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Fd
ij (t) = G(t) ×

(
Mi(t) × Mj(t)

Rij(t) + ε

)
×

(
xdj (t) − xdi (t)

)
(5)

adi (t) =
n∑

j=1j �=i

randj × G(t) × Fd
ij (t) (6)

6. The velocity and position of every individual in the population are upgraded.
7. Disrupt the gain’s position satisfying the disruption condition.
8. The steps from3 to 8 are repeated until the ceasingmeasure, i.e., themost extreme

number of iteration is reached.

4 Results and Discussion

In this segment, the examination of three-area interconnected power system is per-
formed to analyze the viability of the DOGSA tuned controllers in automatic gen-
eration control. Here, the fitness functions ff 1 and ff 2 are minimized using DOGSA
algorithm considering a load of 0.01 p.u MW in all the areas. The performance
indices of fitness function ff 1 for I/PI/PID/FOPID controllers and ff 2 for SMC con-
troller improved by the DOGSA is depicted in Figs. 2 and 3.

The DOGSA optimized I, PI, PID, and FOPID controllers attains the fitness
function ff 1 value of 0.012179, 0.014258, 0.00961, and 0.004806 in 4, 6, 6, and 7

Fig. 2 Performance indices of DOGSA optimized a I controller, b PI controller, c PID controller,
and d FOPID controller
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Fig. 3 Performance index of DOGSA optimized SMC controller

Table 1 Performance parameters of three-area power system with DOGSA tuned controllers

Factors Integral Proportional
Integral

PID FOPID SMC

Damping ratio 0.0532 0.0229 0.0228 0.0090 0.1007

�f1 OS 0.003945 0.0000 0.0000 0.0000 0.001631

US – 0.02807 – 0.02475 – 0.02176 – 0.01409 – 0.003475

ST 9.92 24.64 10.06 7.83 7.31

�f2 OS 0.00385 0.0000 0.0000 0.0000 0.0009959

US – 0.02803 – 0.02854 – 0.01747 – 0.01359 – 0.002409

ST 9.92 21.95 10.82 7.2 6.82

�f3 OS 0.003777 0.0000 0.0000 0.0000 0.00169

US – 0.028 – 0.02474 – 0.0173 – 0.01352 – 0.003792

ST 12.49 27.2 10.5 7.83 7.60

�Ptie1 OS 0.000006821 0.001861 0.0006802 0.0002548 0.0000

US – 0.0001479 0.0000 – 0.001715 – 0.0000656 – 0.0002629

ST 21.89 42.86 14.03 11.35 11.16

�Ptie2 OS 0.0000149 0.0000 0.000976 0.0001041 0.000672

US – 0.00000037 – 0.003641 – 0.0002849 – 0.0001089 – 0.00002693

ST 22.69 38.86 25.16 20.82 10.11

�Ptie3 OS 0.000133 0.00178 0.0007579 0.0001593 0.0001526

US – 0.000006451 0.0000 – 0.0004107 – 0.0002016 – 0.0000423

ST 27.49 46.86 26.11 9.27 7.6

Obj 0.012179 0.014258 0.00961 0.004806 0.000958
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Fig. 4 Frequency deviation of area 1 without controller

iterations. The frequency deviation of area 1 of three-area system without controller
is shown in Fig. 4 from which it is evident that deviation achieves steady state value
of –0.02353 and does not reach the zero steady state. The dynamic response of area
2 and area 3 are same as of area 1 and the tie-line power is zero.

Figure 5 shows the control input signal to area 1 using pole placement andDOGSA
optimized SMC controller for fitness function ff 2. It is evident from Fig. 5 that the
DOGSA tuned SMC generated control signal is smooth and optimized SMC gives
smooth and deprived of chattering control signal.

Figures 6a, b demonstrate the output of deviation in frequency of area 1 and
deviation in tie-line power of area 1. The performance parameters obtained using
DOSA optimized controllers are presented in Table 1. The simulation results dis-
played in Figs. 6a, b and Table 1 uncovers that the DOGSA tuned SMC controller
gives comparably better transient execution.

Looking at the execution of three-area power system with DOGSA optimized
controllers from Figs. 2, 3, 4, 5 and 6, and Table 1, it is uncovered that the optimized
SMCcontroller offers improved responseswhencontrastedwith alternate controllers.

Fig. 5 Tuned SMC generated control input signal



742 Preeti et al.

Fig. 6 a Frequency deviation of area 1 b Tie-line power deviation of area 1

5 Conclusion

The automatic generation control problem of three-area power system has been
solved using DOGSA optimized I, PI, PID, FOPID, and SMC controller. The con-
troller gains optimized using DOGSA effectively reduces the settling time, peak
overshoot/undershoot, and damping ratio of the dynamic responses of the frequency
deviations and tie-line power deviations in the system. It is concluded from the sim-
ulation results that amongst all the controllers, optimized SMC shows superior per-
formance depicted in terms of different performance criterion of dynamic responses
as compared to other controllers considered in the present study.
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Optimal DG Allocation in a Microgrid
Using Droop-Controlled Load Flow

Ankit Uniyal and Saumendra Sarangi

Abstract With increasing autonomy of the microgrid and the growing load, DG
allocation is a mandatory exercise. When output of DGs are droop controlled, their
bus location and corresponding droops may affect the system voltage and frequency
profile. To analyse such a system, droop-based load flow is required. In the present
work, optimal placement of droop-based DGs is done in an islanded/autonomous
radial microgrid system with an objective to minimise deviations of voltage and fre-
quency from the nominal values. The problem is formulated as a bi-objective opti-
mization problem and is solved using a multi-objective heuristic-based optimization
technique, namely, NSGA-II and FSM. The proposed analysis is carried out for an
IEEE 33 bus radial distribution system modified as an autonomous microgrid. The
results show the applicability of the proposed analysis.

Keywords Distributed generation (DG) · Fuzzy satisfying method (FSM) · Load
flow · Microgrid · Non-dominated sorted genetic algorithm (NSGA-II)

1 Introduction

The present power system is experiencing various changes both in structure and oper-
ation. The most prominent ones being the growing load demand with time and the
increasing intermittency in generation, owing to rise in penetration level of renew-
able energy sources. The renewable energy sources being pollution-free and non-
exhausting have numerous applications. The distributed generation system (DG) is
one such application which forms a vital part of the modern concept of smart distri-
bution grid [1]. A DG is a source of power which may be only active, only reactive or
both [2]. The massively rising load demand across the globe is one such vital factor.
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Tomeet such exponentially rising power demands, DGs allocation in the existing grid
is a necessity. However, the allocation of DGs is a momentous challenge concerned
to meet the safety and technical constraints of the grid [3]. The DG placement in the
distribution system is a complex optimization problem dealing with optimisation of
multiple objectives related to maximisation of power quality, voltage profile, power
system reliability, stability, security, etc. and minimization of power losses in the
system, line loading, power prices and related costs etc. [4, 5]. The massive pene-
tration of renewable-based DGs in the power grids has enabled them to get operated
without the aid of power from fossil fuel-based centrally located power generation
systems in form of low voltagemodular grids called autonomousmicrogrids (AMGs)
which have emerged as the most beneficial power providing solutions for islands,
hilly terrains etc. [6, 7]. In spite of numerous benefits, there are some issues with
renewable-based AMGs related to voltage and frequency fluctuations due to imbal-
ance of generation and load. In the present times, the renewable-based generation
sources are interfaced with the grid via power electronic devices. Such power elec-
tronic interfaces provide P-f and Q-V drooping characteristics to these DGs. Thus
frequency (f) and voltage (V) change with change in the active and reactive power
supplied by these DGs [8, 9]. The optimal planning of DGs in the distribution sys-
tem has been included in many works. Authors in [10] used an analytical 2/3 rule
for optimal DG allocation in radial systems. In [11] a power loss sensitivity analysis
was carried out to allocate DG in a practical distribution system with the objective of
minimization of power losses. The analytical method for optimal DG allocation was
used for minimization of power losses in [12] and improvement of line loss reduction
and voltage profile indices in [13]. Authors in [14] placed stochastically modelled
wind and solar DG using Monte Carlo simulation and fuzzy theory.

In [15], authors have done optimal planning to allocate DGs based on PV, small
scale hydro (SSH) and wind. Chu–Beasely Genetic Algorithm is used to determine
optimal buses for allocation and PSO is used to determine optimal size. In [16]
authors have used PSO to calculate optimal placement of wind-based DG in the
radial distribution systems with an objective to minimise the real power losses in
the system and voltage profile improvement. Sadeghi and Kalantar [17] have used
Rayleigh probability distribution function to model uncertainty of wind speed on
9-bus test distribution system. The objective function used here included cost of
energy loss, energy not supplied cost and purchased energy from transmission system
andDGowners. SrinivasaRao andKalyanRaj [18] havemodelled power flowof self-
excited and doubly fedwind generators at different speeds. Authors in [19] compared
optimal DG allocation methods in radial distribution system based on sensitivity-
based approaches. They used index vector, voltage sensitivity and combined power
loss sensitivity methods at unity and 0.9 power factor lagging. All the above works
have not used voltage and frequency constraints for the optimal DG allocation in the
system.

The present work is a novel attempt to optimally allocate droop-controlled DGs
in an autonomous microgrid considering deviations of voltage and frequency from
the nominal values as the dual objectives with varying load requirements. A multi-
objective problem is formulated in the present work and is solved using a heuristic
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optimization technique, namely, Non-Dominated SortedGenetic Algorithm (NSGA-
II). The analysis has been carried out at various load levels on IEEE 33 bus system
[19] modified as an AMG. The DGs has been assumed to be of droop controlled.
The backward–forward sweep load flow is modified for droop-controlled DGs in the
droop-controlled load flow. The analysis has been done using MATLAB� [20].

2 Problem Formulation

The present problem is related to allocation of DGs in the AMGwith increasing sys-
tem load. In present autonomous system entire load is met by the DGs, so as system
load rises it is quite obvious to add DGs in the system. The Q-V characteristics at
three different droops are shown in the Fig. 1a. As droop increases, more deviations
are observed and voltage limit is violated with droop nq3. Thus selecting an appro-
priate droop for a DG is important. The P-f droop characteristics at loads exceeding
generation are shown in Fig. 1b. Another observation done through the present work
is that the value of delF and delV changes with DG bus location. Hence, an optimal
bus location which minimises the voltage and frequency deviation is also an impor-
tant criteria for DG allocation. Taking into account the above factors, the present
problem is formulated as a multi-objective optimization as follows:

Min (delV 1 and delF)

subjected to the following constraints:

|Vmin| ≤ |V | ≤ |Vmax| (1)

|Ii| ≤ |Ii,max| (2)

Fig. 1 Droop characteristics of DG
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Fig. 2 Pareto optimal curve for second and third DG placement

|Pdg,min| ≤ |Pdg| ≤ |Pdg,max| (3)

|Qdg,min| ≤ |Qdg| ≤ |QLdg,max| (4)

|Fmin| ≤ |F | ≤ |Fmax| (5)

where V , Vmin and Vmax are the voltage at each bus, minimum and maximum voltage
limits, respectively. Vmin and Vmax are taken as 0.9 pu and 1.05 pu, respectively. Ii
and Ii,max are the branch current and maximum branch current, respectively. Pdg,min

is minimum active power of DG and Pdg,max is the maximum active power of DG.
Pdg,min and Pdg,max are taken as 1 KW and 1.5 MW, respectively. Qdg,min is the
minimum reactive power of DG and Qdg,max is the maximum reactive power of DG.
Qdg,min and Qdg,max are taken as 1 KVAR and 1.5 MVAR, respectively. F , Fmin and
Fmax are the frequency, minimum and maximum frequency limits, respectively. Fmin

and Fmax are taken as 0.95 pu and 1.05 pu, respectively.

3 Methodology

The methodology used in solving the present problem has three important segments.
First one is distribution system load flow involving droop-controlled DGs, second is
multi-objective heuristic optimization technique NSGA-II and third one is FSM.

3.1 Droop-Controlled Load Flow (DCLF)

In order to incorporate the V and f parameters due to droop-controlled DGs in the
load flow, a droop-controlled load flow is used in the present work. The first bus is
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assumed to be the virtual bus whose V and f determines the V and f of the entire
system [8, 9].

According to IEEE Std. 1547.7 [8], the power electronic interfaced DGs exhibit
drooping P-f and Q-V characteristics and the DGs output contributions to the grid
are based on their individual droop coefficients (droop gains). For smaller droop
coefficients, more power is contributed by DG and vice versa.

In Fig. 1b, A0 to A1, A1 to A2 and A2 to A3, respectively, represents the steps
followed during DCLF by a DG to reach final value of active power to be supplied
by it. As the iterations are increased the step size in terms of power supplied by the
DG Pdg decreases, i.e. PDG,3 − PDG,2 < PDG,2 − PDG,1 < PDG,1 − PDG,0. Finally
Pdg and f are settled to PDG,3 and f3, respectively, i.e. point A3. Similarly reactive
power is shared by the DG according to the Q-V characteristics. The algorithm for
DCLF is implemented in the present problem as suggested by authors in [8, 9].

3.2 Non-Dominated Sorted Genetic Algorithm

NSGA is a genetic algorithm techniquewhich is modified to solvemultiple optimiza-
tion problem [21, 22], but due to some criticism, it was adapted to NSGA-II which is
a better version of NSGA. In this technique, Pareto optimal front is obtained which
is nothing but a set of solutions generated after non-domination sorting and crowding
distance calculation. Non-dominated individual is the one which dominates others,
i.e. if the objective functions of it are no worse than the other and at least in one of
the objective functions it is better than the other.

3.3 Fuzzy Satisfying Method

Fuzzy satisfying method [23] is a membership function-based method to select the
most optimum solution out of the Pareto front. In this method, for each solution in
the Pareto front xi, a membership function is defined as µf ,i. If µf ,i = 1, solution
completely satisfies the decision-maker with respect to a particular objective func-
tion. If µf ,i = 0, solution completely dissatisfies the decision-maker with respect to
that objective function. Different types of membership functions can be used like
exponential, linear, etc. In the present problem, a linear type membership function
has been assumed. A conservative decision is achieved when solution of minimum
satisfaction is maximum over all the objective functions. Thus, the final solution is
achieved using Max-Min conceptual formulation.

4 Results and Discussions

The system configuration used was of Intel I3, 6 GB RAM, 2.53 GHz. For NSGA-II
population size, number of iterations, probability of crossover andmutation are taken
as 400, 80, 0.7 and0.4, respectively. The IEEE33busmicrogrid in island/autonomous
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Table 1 Optimal DG allocation for 33 bus systems

PL (KW, pu) 1114.5, 2.23 1857.5, 3.71 2600.5, 5.2 3343.5, 6.68

QL (KVAR, pu) 690, 1.38 1150, 2.3 1610, 3.22 2070, 4.4

Load levels (%) 30 50 70 90

No. of DGs (Bus) 2 (1, 15) 3 (1, 15, 12) 4 (1, 15, 12, 8) 5 (1, 15, 12, 8, 9)

mp, nq −0.01 −0.01 −0.01 −0.01

Pdg,Qdg(p.u.) 1.0382, 0.8967 1.065, 0.9326 1.0751, 0.9461 1.0803, 0.9518

1.1908, 0.4833 1.325, 0.6631 1.3753, 0.7305 1.4017, 0.7590

-,- 1.325, 0.7043 1.3753, 0.7717 1.4017, 0.8097

-,- -,- 1.3753, 0.7717 1.4017, 0.8097

-,- -,- -,- 1.4017, 0.8097

f (pu) 0.9981 0.9967 0.9962 0.9960

delV 1 (pu) 2.56E-06 1.86E-04 2.56E-04 3.61E-04

delF (pu) 5.17E-06 4.41E-06 4.16E-06 4.75E-06

mode with base KVA as 500 and base KV as 12.66 is used. The system has initially
a DG installed at bus 1 for supplying loads less than 30% of full load. As loads are
increased to 30, 50, 70 and 90%, number of DGs allocated to sustain the increased
load are 2, 3, 4 and 5, respectively. Bus 1 is assumed as slack bus or virtual bus whose
frequency is considered as the standard frequency of the grid.

Table 1 shows the load levels of the system, various DG locations obtained using
the optimization technique and their corresponding sizes using DCLF as per new
power flow requirement in the system. Before load level below 30%, there was only
one DG at bus 1. When P, Q load is increased to 30%, second DG is obtained at bus
15 with droop coefficients as −0.01. Now the P, Q generations by both the DGs is
adjusted by the DCLF to 1.0382 pu and 1.1908 pu for P-type while 0.8967 pu and
0.4833 pu for Q-type. Similarly, the new DGs for increased 50, 70 and 90% of the
total load are obtained at buses 12, 8 and 9, respectively, with identical droops of
−0.01.

The frequency values were obtained as 0.9981 pu, 0.9967 pu, 0.9962 pu and
0.9960 pu for 30, 50, 70 and 90% load levels, respectively. From the results, the
frequency values are well within the specified limits. The voltage profile at all load
levels is shown using Fig. 3. It is observed that with more DGs inclusion in the
system voltages are improved towards 1 pu mark. The Pareto optimal curves for the
DG placements are shown in Figs. 2 and 4.

5 Conclusion

In this work, optimal DG allocation is proposed for an IEEE distribution system
modified as an autonomous microgrid. The DGs are assumed to be droop controlled
so DCLF is used in the analysis. The minimum deviation of voltage and frequency
from the nominal values are the objectives considered in the analysis.
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Fig. 3 Voltage profile with DG

Fig. 4 Pareto optimal curve for fourth and fifth DG placement

Based on the results, it is concluded that the present multi-objective optimization
problem is solved using heuristic-based NSGA-II and FSM techniques and optimal
DG bus locations and their corresponding droops are obtained for minimum delF
and delV1 fulfilling the Pareto optimality criteria. The frequency and voltage profile
are well within the standard limits. It is also observed that to supply increased load
with more DG allocations, the voltage profile is improved.

Thus, through the present analysis, it is concluded that DG allocation in the droop-
controlled environment has supplied the increased system load, kept the voltage and
frequency profile within prescribed limits and improved the bus voltages.
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A Comparative Study of Classification
Algorithms for Predicting Liver
Disorders

Rashi Bhardwaj, Rajat Mehta and Prakash Ramani

Abstract In this era of technological advancements, the focus is on applying dif-
ferent machine learning and deep learning algorithms to solve real-life problems.
The current condition of the health sector is one of the major problems which can
be solved to a great extent by applying these algorithms. Some examples in the field
of medicine where these algorithms are being applied are—prediction of diabetes,
cardiovascular diseases, and cancer. Our aim is to predict liver disorders in patients.
There are several essential deciding factors which are used for classification. For this
purpose, a comparative study of classification algorithms has been performed for the
classification of patients into two categories, i.e., having or not having a liver dis-
order. The algorithms used for comparison are Decision Tree, Random Forest Tree,
Naïve Bayes, k-Nearest Neighbor (kNN), Support Vector Machine (SVM), Artificial
Neural Networks (ANN), and Extreme Gradient Boost (XGBoost). Among all the
classification algorithms, XGBoost results in the highest accuracy.

Keywords Decision tree · Random forest tree · Naïve Bayes · k-nearest
neighbor · Support vector machine · Artificial neural networks · Extreme gradient
boost

1 Introduction

Around 10 lakh patients of liver cirrhosis are newly diagnosed every year in India.
TNN [1] Liver disease is the tenth most common cause of death in India as per the
World Health Organization. Liver disease may affect every 1 in 5 Indians. Liver
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Cirrhosis is the 14th leading cause of deaths in the world and could be the 12th
leading cause of deaths in the world by 2020. Hepatocellular carcinoma (HCC), or
a cancer in the liver, is the second most common cause of death due to malignancy
in the world.

The problem which has been identified is that deaths due to liver disorders are
increasing year by year worldwide. Liver disorders are caused due to many factors.
MayoClinic Staff [2] Parasites and viruses can infect the liver (for example, Hepatitis
B, Hepatitis C), causing inflammation that reduces liver function, increased alcohol
consumption, immune system abnormality, obesity, etc.

The need of the hour is to build a fast and efficient systemwhich correctly classifies
on the basis of history of the patient and other parameters if the patient has a liver
disease or not. If a model can be prepared which gives great accuracy, it will be easier
for doctors for faster classification. If this identification and diagnosis are successful,
the patient can be treated well before his/her problem increases and takes his/her life.
This will help in further reducing the number of deaths worldwide per year due to
liver disorders such as—hemochromatosis (a hereditary disease associated with too
much iron in the liver), cirrhosis, liver cancer, etc. With the help of this, the required
resources could be allocated in advance to prevent liver disorders in people. Also,
by spreading awareness about the causes and effects of liver disorders, the number
of deaths due to liver problems can be reduced.

The problem undertaken here is a binary classification problem which will give
the result in the form of a binary answer, i.e., a person has a liver disorder or does
not have a liver disorder. The dataset used for the prediction of liver disorders in
patients is the Indian Liver Patient Dataset (ILPD) [3] which has been collected from
the UCI Machine Learning Repository. It consists of a total of 11 attributes out of
which 10 attributes are the major causes of liver disorders seen in patients and they
are considered as important factors for prediction since these are the parameters
which are the deciding factors for classifying patients into one of the two categories
mentioned above.

The last attribute of the dataset is the selector field which consists of only two
values—either 1 or 2. It is used to split the dataset into two sets—one comprising of all
those patients having a liver disorder (selector field 1) and the other one comprising
of all those patients who do not have liver disorder (selector field 2).

2 Literature Review

The initial work on liver disorder prediction was done by Ramana et al. [4] and they
evaluated particular classification algorithms for the classification of two different
liver patient datasets—the ILPD and the BUPA Liver Disorders [5] datasets. The
classification algorithms considered were Backpropagation Neural Network Algo-
rithm, Naïve Bayes classifier, Support Vector Machines, and C4.5. These algorithms
were evaluated on the basis of four criteriawhich areAccuracy, Precision, Sensitivity,
and Specificity.
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Following this research, in order to find out the reason for the difference in clas-
sification accuracies of several classifiers with different datasets, they analyzed the
populations of liver patients belonging toUSA and India [6]. ANOVAandMANOVA
analyses were carried out on these datasets. Observations showed that the reason for
difference in classifiers performance was that liver patients of both countries were
having huge differences.

Modified Rotation Forest algorithm was proposed in their further research which
is a combination ofmultiple classification algorithms that generally give better results
as compared to individual classifiers [7]. Classification algorithms were chosen from
different categories and feature selection technique was applied.

Using data mining algorithms and techniques to analyze medical data is Medical
Data Mining (MDM). Bahramirad et al. [8] applied 11 classification algorithms to
two different datasets and a comparison was done on the basis of performance of the
classifiers against each other in terms of accuracy, recall, and precision.

Computational intelligence techniques for liver patient classification were pre-
sented by Gulia et al. [9]. For this purpose, evaluation of classification algorithms
including Support VectorMachine, J-48, Random Forest, Multilayer Perceptron, and
Bayesian Network was done. This paper implemented the construction of hybrid
models and a comparative study for improving prediction accuracy of liver patients.
They also made the use of feature selection technique to get a subset of the dataset
and then applied the abovementioned algorithms.

Support vector machine was used by Hashem et al. [10] for classifying liver
diseases by utilizing two liver patients datasets with distinct feature combinations,
thus leading to an evaluation of the SVM classifier by measuring the performance in
terms of accuracy, sensitivity, error rate, specificity, and prevalence.

Pakhale et al. [11] used techniques like C4.5, Random Forest (RF), Multilayer
Perceptron (MLP), Classification and Regression Technique (CART), and applied
all these techniques on liver patient data collected fromUCI repository. In this paper,
they used ensemble model to develop a robust classification model which resulted
in a higher classification accuracy as compared to its individual model. Information
gain feature selection technique was applied.

In the paper by Babu et al. [12], K-means clustering algorithm was applied for
partitioning of data from which identification of some mis-clustered objects was
done and they were removed from the ILPD dataset. The new dataset (NDS) which
consisted of 373 patient records was supplied to classifiers such as Naïve Bayes,
K-NN and C4.5, and observed Accuracy, Precision, Sensitivity, and Specificity. In
this analysis, evaluation of performance was done using tenfold cross validation.

Jin et al. [13] investigated and analyzed the classification algorithms such as
Decision Tree, Naïve Bayes, k-NN and Multilayer Perceptron used previously in a
study, and additionally analyzed the Random forest and Logistic proposed by them.
For the purpose of comparing the algorithms in various types of evaluation criteria
like precision, recall, specificity, and sensitivity, they usedWEKA tool widely known
as a quite useful tool for data mining.

Naïve Bayes and Support Vector Machine (SVM) algorithms were used by Vija-
yarani et al. [14]. Two essential performance comparison factors, i.e., classification
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accuracy and execution time were used and the results showed that the execution
time of SVM was more than Naïve Bayes but it gave a much better accuracy than
Naïve Bayes.

Pahareeya et al. [15] utilized techniques like SVM, Multiple Linear Regression,
Multilayer Feed Forward Neural Network, Random Forest, Genetic Programming,
and J-48 on the unbalanced ILPD dataset. For balancing it, they used under sampling
and oversampling. Throughout the study, tenfold cross validation was performed.

In the paper by Olaniyi et al. [16], two different models of ANN, viz., backpropa-
gation and radial basis function were employed to solve the problems of diagnosing
liver diseases. The dataset used for this paper was the BUPA liver disorder dataset
obtained from the UCI machine learning repository.

3 Methodology

3.1 Data Collection

The dataset used here is the ILPD Dataset which has been taken from UCI machine
learning repository. It contains 10 important attributes used for liver disorder classi-
fication and one class field. The total number of records in this dataset is 583. Out
of the total number of records, 416 are liver patient records and 167 are non-liver
patient records.

3.2 Data Preprocessing

� There are some records in the dataset which have missing values and these were
replaced by the mean value of their respective columns.
� Encoding Categorical Data—In this case, the gender attribute of the dataset has
two values—male and female—which are converted into 1 and 0, respectively, so
that these values can be applied conveniently to the model.
�FeatureScaling—Done so that one independent variable does not dominate another
independent variable. It is done to standardize the range of independent variables.

3.3 Applying Different Classification Algorithms

Here, seven different classification algorithms, viz., Decision Tree, Random Forest
Tree, Naïve Bayes, kNN, SVM, ANN and XGBoost have been applied. These algo-
rithms are applied on the training set (70%) and tested on the test set (30%) to get
the different accuracies in each case. For ANN one hidden layer is used with input
and output layer. It is trained with a batch size of 5 for 200 epochs with “tanh” as
activation function. For kNN, five-nearest neighbors are considered.
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3.4 Predicting the Test Set Results

For this binary classification problem, the prediction of test set results is done based
on different models. The output obtained here is in the form of a confusion matrix
which helps to calculate the accuracy of the test set. K-Fold cross validation, in this
case, tenfold cross validation has also been applied to improve themodel performance
in each case and make the analysis much more relevant by reducing the variance in
the accuracies and giving their mean as results.

3.5 Comparison of Models

Accuracy has been used as a metric to compare the performance of different clas-
sification algorithms. First, a comparison is done based on the accuracies obtained
from the test set and second after applying tenfold cross validation.

4 Results and Discussion

Given below is the formula for calculating the accuracy using true positives, true
negatives, false positives, and false negatives.

Table1 contains values from the confusion matrices of each classification algo-
rithm and based on these, the accuracy is calculated. Since the data in training and
test set is split randomly, the value of true positives is lesser than true negatives as
the number of patients with no liver disease are more in the test set.

Table 1 Values from
confusion matrices

Algorithms True
positives

True
negatives

False
positives

False
negatives

ANN 8 115 7 45

DT 26 91 31 27

KNN 13 97 25 40

NB 53 47 75 0

RFT 19 100 22 34

SVM 0 122 0 53

XGB 5 113 9 48
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Table 2 Accuracies obtained
on the test set

Classification algorithms Accuracy (%)

ANN 70.28

DT 66.85

KNN 62.85

NB 57.14

RFT 68

SVM 69.71

XGB 67.42

Fig. 1 Comparison graph of
the test set accuracies

Table 3 Accuracies obtained
by applying K-fold cross
validation

Classification algorithms Accuracy (%)

ANN 73.298

DT 64.595

KNN 65.107

NB 52.892

RFT 71.071

SVM 72.071

XGB 73.749

On the basis of confusion matrices, the highest accuracy on the test dataset is
achieved by ANN and then SVM. Table2 and Fig. 1. show comparison and visual-
ization of the accuracies on the test set.

The evaluation of the different models was then done using the tenfold cross
validation which gives the mean of the accuracies. The best accuracy obtained was
73.749% usingXGBoost algorithm. BothXGBoost andANN gave good accuracies
as compared to other algorithms for the classification of liver disorders as shown in
Table3 and Fig. 2.
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Fig. 2 Comparison graph of
accuracies after tenfold cross
validation

5 Conclusion and Future Work

Classification techniques as applied here will have a very wide application since they
will help the doctors with faster and more accurate classification so that patients can
be provided with a better and faster treatment. Faster diagnosis will lead to saving
many lives and reducing the threat to patients caused due to various liver disorders
and their harmful effects.

Collection of more data from hospitals where the patients get their tests conducted
for diagnosis of liver disorders can be done. The test reports contain all the attributes
specified in the dataset such that this model can be applied in thousands of patients to
give better results. Construction of hybrid models could also be a possible solution
for improving the results in the future.
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Performance Analysis of Fabricated
Buck-Boost MPPT Charge Controller

Neeraj Tiwari, Amit Saraswat, Ravi Soni and Suchi Rawat

Abstract This paper presents a performance analysis of a MPPT charge controller
designed for two different atmospheric conditions, i.e., clear sky day and cloudy
day. The experiments are also performed in different atmospheric conditions such as
partial cloudy day and fully cloudy day. The developed power electronic converter
works as buck and boost regulator with MPPT algorithm. The comparative results
shows, the MPPT charge controller can extract 91% more energy from Solar Photo-
voltaic power plant compare towithout anMPPT charge controller. The experimental
results are satisfactory and demonstrate that developed charge controller is better and
cost-effective.

Keywords MPPT · Photo voltaic system · P and O algorithm · Power electronic
converter

1 Introduction

In the present scenario to fulfill the demand for pollution free electrical energy
renewable energy sources are the best substitute among the present energy sources.
The petroleum is more and more costly, also it pollutes the atmosphere. The solar
energy is the best alternative among other energy sources. It is clean and abundant
in nature. But due to low conversion efficiency of PV cells.the installation cost of
solar photovoltaic (SPV) system is high. Different authors presented and focused
towards the improvement of solar cell conversion efficiency, nowadays researchers
claim that organic cells have a good conversion efficiency of about 37%. MPPT
charge controller plays an important role. MPPT can extract maximum electrical
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power from SPV system by load matching concept. In the solar cell characteristics
it has been seen that I–V characteristics of solar cell vary with the variation of
sunlight intensity and temperature [1]. Thereby instant change in sunlight intensity
and temperature of atmosphere results fluctuation on voltage. In the past different
algorithms were presented by many authors. But most popular algorithms used in
MPPT charge controller is P and O.

This paper deals with the performance analysis of designed and developed MPPT
charge controller. A number of algorithms for MPPT charge controller have been
presented in the literature by different authors. Among them perturbation and obser-
vation is perhaps the most widely used algorithm which is also known as the hill
climbing method [2], the second popular algorithm is an incCond method [3], the
ripple based method for determining theMPP, [4, 5] and the constant voltage method
[6, 7]. The main function of the maximum power point tracking charge controller is
to draw the maximum power from the solar PV array by load matching technique.
MPPT Charge controllers not only extract maximum power from PV cells but also
prevents the battery from overcharging and deep discharging [7–11]. During the
installation of solar power plants with MPPT charge controller, study of Solar array
specification is necessary.

2 Experimental Setup

For analyzing the performance of the Buck-Boost Converter (BBC) power electronic
convertor, in the experimental setup, the output of the convertor is connected to two
100 W bulbs. The input port is connected to 170 W SPV panel. In the experiment it
has been observed that when the bulb load is directly connected to the SPV panel then
it glows low as compared to the load connected to MPPT circuit. MPPT is connected
between SPV energy source and load as shown in Figs. 1 and 2. As shown in Fig. 1,
when a 200 watts bulb load is connected to SPV panel without MPPT controller then
load gets only 38.16 V as indicated by digital multimeters while when the load is
connected with MPPT charge controller multimeter shows the voltage across load to

Fig. 1 Load connected to
SPV cells without MPPT
controller
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Fig. 2 Load connected to
SPV Cells with MPPT
controller

be 60.89 as shown in Fig. 2. This shows that the MPPT charge controller is boosting
the voltage and power level.

3 Experimental Result

To see the performance of designed BBC power electronic convertor. The data were
collected on different days under different weather conditions with an MPPT charge
controller and without an MPPT charge controller. The various results are presented
below. The data collectionwere done under partially cloudy day, on date 24-02-2017.
On this date load is connected via the MPPT charge controller. The maximum power
calculated across the load is 16W and voltage reaches to 50 V.While without MPPT
charge controller, maximum value of voltage measured across the load is 38.12 V.
The results obtained on this day has been shown in Fig. 5. The data collection were
done from 01:18 PM to 04:20 PM. Figures 3, 4 and 5 show the variation in power,
voltage, and current with respect to time, respectively.
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Fig. 3 Variation in power with respect to time across load on date 24-02-2017
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Fig. 4 Variation in voltage with respect to time across load on date 24-02-2017
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Fig. 5 Variation in current with respect to time across load on date 25-02-2017

The data were collected on date 25-02-2017 under fully cloudy condition. In
this day the load was directly connected via the MPPT charge controller. here it is
observed that themaximum value of voltage is 75V and the value of current is 0.38 A
the next experiment was performed under partially cloudy day when load is directly
connected to SPV cells. The data collection were done on date 25-02-2017 and varies
in power, voltage, and current were recorded from 11:20 AM to 03:40 PM and the
obtained results are shown in Figs. 5, 6 and 7. Here it is observed that the maximum
value of power and voltage measured across the load is 12.2 watts and 42.8 V.

The data were collected on date 26-02-2017, for the calculation of improved solar
energy getting across load via MPPT charge controller as compared to solar energy
getting without an MPPT charge controller. In this experimental setup, two 100 W
bulb load was connected in parallel. And data collection was done via a simple
microcontroller-based interfacing circuit. The front end is developed on VB.net as
shown in Fig. 8. The comparative results obtained are shown in Fig. 9. It has been
observed that the system with MPPT charge controller can extract 91% more solar
energy as compared to a system without an MPPT charge controller. Comparative
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Fig. 6 Power versus time, across load on date 25-02-2017
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Fig. 7 Output voltage versus time across load on date 25-02-2017
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Fig. 9 Variation in voltage across the load with MPPT and without MPPT w.r.t time
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Fig. 10 Variation in power across the load with MPPT and without MPPT with respect to time

variations in power, voltage, and current across the load with designed BBC charge
controller and without BBC charge controller are shown in Fig. 10. The data collec-
tion were done from 8:00 AM to 5:00 PM.

As shown in Fig. 11, when the bulb load is connected via BBC-MPPT charge
controller the measured voltage is above 40 V while the voltage across the load is
38 V when the load is directly connected to SPV cells. The main function of MPPT
charge controller is to boost up the out voltage level so that maximum power can
be obtained across load. The comparative variation in power is shown in Fig. 11.
In this figure it can be seen that the power getting across load with MPPT charge
controller is above 15 W while without MPPT charge controller the power across
load is approximately 10 W within the whole day.

The variation in current is shown in Fig. 11, the measured current value flowing
through the load is 0.34 A when the load is connected via a developed BBC-MPPT
charge controller while the current value measured across load without BBC-MPPT
charge controller is 0.26 A. In the Fig. 11, some disturbances can be seen after 2.40
PM. This disturbance comes due to the cloudy condition in the sky.
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Fig. 11 Variation in current across the load with MPPT and without MPPT w.r.t to time

4 Conclusion

The data collection has been done in different environmental conditions such as
cloudy days, partially cloudy day, and clear sky daywith different experimental setup
the load is connected with BBC-MPPT charge controller and without BBC-MPPT
charge controller. It has been observed that the designedMPPT charge controller can
increase the output solar energy by up to 91.6% under a clear sky day. The designed
MPPT charge controller is cheaper than the MPPT charge controller available in the
market. It’s designing cost is Rs. 550. The designed BBC-MPPT power electronic
convertor is also helpful to increase the efficiency of SPV power Plants.
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Performance Improvement
of Cycloconverter Fed Induction
Machine Using Shunt Active Power Filter

Vishnu Goyal and Sulochana Wadhawani

Abstract The cycloconverter is able to vary voltage and frequency simultaneously
to control the induction machine at rated air gap flux. Due to switching operation and
phase control approachof cycloconverter, it produces harmonics in supply current and
demands additional reactive power from the supply. The shunt active power filter is
developed to compensate the harmonic currents and reactive power demand. A fuzzy
logic based controller is used to generate the reference current of the active power fil-
ter by using hysteresis band current control technique. Therefore, active power filter
improves the Total Harmonic Distortion (THD) and supply power factor of the cyclo-
converter fed induction machine. This paper presents MATLAB/Simulation of fuzzy
logic based shunt active power filter to improve the performance of cycloconverter
fed induction machine.

Keywords Cycloconverter · Interharmonics · Reactive power compensation ·
Shunt active power filter · Fuzzy logic controller · Hysteresis band current
controller · Voltage source converter

1 Introduction

Cycloconverter fabricates the output voltagewaveforms at the desired frequency from
the input ac voltages simply by perpetually turning on and turning off the thyristors.
Therefore, cycloconverter produces harmonics in supply current at the frequencies,
which are dependent on input as well as output frequencies of cycloconverter. These
harmonic currents introduce voltage distortion in the electric system, which produce
several problems related to the electric power quality [1, 2]. In addition, due to
phase commutation, cycloconverter always consumes lagging reactive power from
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Table 1 Different harmonic
components and its frequency
range [4–6]

S. no. Harmonic components Frequency range (Hz)

1 DC component f = n f1 for n = 0

2 Sub-harmonics f > 0 and f < f1

3 Super-harmonics f > f1

Harmonics f = n f1

Interharmonics f �= n f1

f1 = Fundamental frequency (Hz) and n = Integral greater than
zero

the supply, irrespective of the load displacement factor (lagging or leading) and
the direction of real power flow [3]. Different harmonic frequencies are defined in
Table 1 over a frequency range. In this paper, an Shunt Active Power Filter (SAPF)
is developed to filter the harmonic components and compensate the reactive power
demand of the cycloconverter fed induction machine; henceforth, it improves the
displacement factor of the supply.

2 Input Current of Cycloconverter

In three-phase to single-phase cycloconverter, positive and negative group converters
are used to accomplish positive and negative half cycle of the load current. Thyristors
of cycloconverter are triggered by an appropriate firing sequence to synthesize the
single-phase load current at desired frequency by consecutive segments of three-
phase input currents. Hence, the input currents become discontinuous. Single-phase
load current is given by Eq. (1).

i0 = i A + iB + iC (1)

where i0 is load current and i A, iB , and iC are three-phase input currents.
Three separate and independent circuits of three-phase to single-phase cyclocon-

verter are used for synthesis of the balance three-phase load current. Each input phase
current is divided into three segments, which are supplied to individual output phase
through separate circuits of the cycloconverter. Three segments of input current of
phase A are denoted by i Aa , i Ab, and i Ac, which are supplied to three output phases
through separate circuits of cycloconverter. Input current of phase A is given by
Eq. (2), here a, b, and c denote three output phases of the cycloconverter. Hence, the
input phase currents of cycloconverter become near to continuous for three-phase
balance load. Therefore, certain harmonic components of input current cancel one
another when three-phase balance load is connected through the cycloconverter.

i A = i Aa + i Ab + i Ac (2)
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2.1 Harmonic Analysis of Input Current

The characteristic harmonic frequencies, which are independent of circuit configu-
ration of cycloconverter, are given by Eqs. (3) and (4) for single- and three-phase
output, respectively.

fch = fi ± 2n fo (3)

fch = fi ± 6n fo (4)

Moreover, the harmonic frequencies, which are dependent on thecircuit configu-
ration of cycloconverter for three-pulse cycloconverter, are given below.

For a single-phase output

fH = |[3(2n − 1) ± 1] fi ± (2N + 1) fo| and fH = |[6n ± 1] fi ± 2N fo| (5)

For three-phase output

fH = |[3(2n − 1) ± 1] fi ± 3(2N + 1) fo| and fH = |[6n ± 1] fi ± 6N fo| (6)

In which, fch is characteristic harmonics frequency, fH is circuit dependent har-
monic frequency fi and fo are input and output frequency of cycloconverter, n is an
integer from unity to infinity, and N is zero to infinity. In case of six-pulse cyclocon-
verter, harmonics of triple multiple of input frequency are eliminated, the harmonic
frequencies of input current are given byEqs. (7), (8) for single-phase and three-phase
load, respectively.

For a single-phase output fH = |[6n ± 1] fi ± 2N fo| (7)

For three-phase output fH = |[6n ± 1] fi ± 6N fo| (8)

3 Harmonic Analysis of Input Current of Cycloconverter
Fed Induction Machine

The block diagram of fuzzy logic based shunt active power filter of cycloconverter
fed induction machine is shown in Fig. 1. Cycloconverter supplies electrical power
at variable voltage and frequency to adjust the speed of the induction machine [7].

Simulation is carried out for six-pulse cycloconverter fed induction machine at
10 Hz frequency and phase A input current of the cycloconverter as shown in Fig. 2
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Fig. 2 Phase A input current of cycloconverter fed induction machine

THD of the input current of cycloconverter is found to be 16.91%. Harmonic fre-
quencies of input current with their amplitude and phase are shown in Table 2. It
can be observed that total harmonic distortion of supply current is higher than the
acceptable level of the grid and the magnitude of harmonics is independent of the
frequency of harmonic components. Table 2 shows that few higher order harmonics
in supply current has highermagnitude and ignores the lower order harmonics, which
has lower magnitude. Moreover, the phase angle of the fundamental component of
the input current is −26.1° in this case. It shows that the supply side power factor
of cycloconverter is lagging. The magnitude of subharmonic frequency is higher,
which is difficult to filter by passive filter circuit. Therefore, a suitable active power
filter is required to develop for filter harmonic components from supply current and
compensate the reactive power demand.
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Table 2 Harmonic analysis of input current of cycloconverter

S. no Harmonic frequencies (Hz) Amplitude of harmonic (%
of fundamental)

Harmonics phase in
(degree)

1 10 27.2 −7.8

2 50 (Fund.) 100 −26.1

3 70 10.6 −64.7

4 130 8.7 37.0

5 170 2.3 53.7

6 190 3.46 79.5

7 250 3.7 100.3

8 310 2.3 −25.0

9 430 2.27 67.6

4 Design Shunt Active Power Filter

Active power filters are superior in filtering performance compared to traditional
passive filters due to smaller in physical size, more flexible, and less sensitive for
frequency variation [8]. Therefore, shunt active power filter is generally used to
improve the harmonics of different nonlinear loads including cycloconverter load
[9].

4.1 Voltage Source Converter

The Voltage Sourced Converter (VSC) is used as active power filter to compensate
the harmonic currents of cycloconverter, which is connected just across the cyclocon-
verter. The turn off power switches, IGBTs are used in converter power circuit with
antiparallel diodes to operate the converter as rectifier as well as inverter as shown
in Fig. 3. A capacitor maintains the balance of real power flow between supply and
load during transient operation and ac side inductor compensates the reactive power
demand by load. Therefore, it improves the supply current harmonics and input dis-
placement factor. DC voltage across the capacitor always has single polarity with
reversible dc current. Therefore, it is capable to transfer power in both directions.

Voltage source converter can control the magnitude, phase angle, and frequency
of the ac side voltage using appropriate switching. When instantaneous current flows
from ac source to dc through the diodes; the converter operates as rectifier, on the
other hand, reverse current flow from dc to ac source through IGBT switches and
converter operates as inverter. DC side capacitor requires a controller to maintain a



774 V. Goyal and S. Wadhawani

GA

GA’

GB GC

GC’GB’

C
A
B
C

Vdc

Lf

Fig. 3 Three-phase voltage source converter

constant dc voltage at reference voltage with minimum ripple. In recent years, fuzzy
logic controller has become popular because it deals with imprecise inputs, does
not need an accurate mathematical model, and capable to handle nonlinearity of the
system.

4.2 Fuzzy Logic Based Controller

Fuzzy logic is an alternative technology that develops computer program, based on
human intelligence and nature of human thinking. In fuzzy logic system, the control
action is determined from assessment of a set of simple linguistic rules. The fuzzy
logic system can be developed by exploring the knowledge about the system in the
form of IF and THEN rules, and the order of the rules is not essential but all probable
rules are evaluated in parallel. The internal structure of the fuzzy controller is shown
in Fig. 4.

4.2.1 Fuzzification

The voltage across capacitor is compared with the reference voltage, which gives the
error (e) and hence calculates the change of error (ce). Signals of e and ce are used
from the real system as input of the fuzzy controller. The numerical value of these
inputs are changed to membership function with seven fuzzy sets, which are defined

Error (e)

Change of
Error (ce) 

Fuzzification

Decision Making

Defuzzification ∆Imax
(Crisp Output)

Fig. 4 Internal structure of the fuzzy logic controller
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μ∆Imax

ZE

(b)

-1 -0.5 -0.25 0 0.2 0.5 1

Fig. 5 Membership function of a Error (e) and change of error (ce) b change in maximum value
of line current

Table 3 Rule-based fuzzy label for output variable

ce e

NB NM NS ZE PS PM PB

NB NB NB NB NB NM NS ZE

NM NB NB NB NM NS ZE PS

NS NB NB NM NS ZE PS PM

ZE NB NM NS ZE PS PM PB

PS NM NS ZE PS PM PB PB

PM NS ZE PS PM PB PB PB

PB ZE PS PM PB PB PB PB

as NB (Negative Big), NM (Negative Medium), NS (Negative Small), ZE (Zero),
PS (Positive Small), PM (Positive Medium), and PB (Positive Big). Normalized
triangular membership functions are used in fuzzification. The membership function
of input variables (error and change of error) and output variable (change inmaximum
value of the line current) are shown in Fig. 5a, b.X-axis parameters define the universe
of discourse and Y-axis parameters define the membership function.

4.2.2 Rule Matrix

There are seven fuzzy sets for each input and output variables, therefore, rule base
matrix is a (7 × 7) square matrix as shown in Table 3 [10], in which error is defined
by row of the matrix and change of error is defined by column. Corresponding to
error and change of error, controller sets �Imax as output.

4.2.3 Defuzzification

Defuzzification is the process to convert the fuzzy outputs into crisp value to control
the real system. The Centroid of Area (COA) method of defuzzification is used
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because it finds the point where a vertical line would slice the aggregate set into
two equal masses and considers the rules, which are applied below as well as at the
maximum label of membership function. The output of fuzzy controller is provided
to Hysteresis Band Current Controller (HBCC) to generate the corresponding firing
pulses for VSC, therefore, VSC develops compensating currents at the harmonic
frequencies but opposite in phase.

4.3 Hysteresis Band Current Control Technique

The HBCC technique is used to generate firing pulses for SAPF to achieve higher
accuracy, stability, and fast response. HBCC requires synchronizing signal from
supply to generate firing pulses at supply frequency. These synchronizing signals are
multiplied by the output of fuzzy logic controller to obtain the reference line current
[11]. The actual input current of cycloconverter is subtracted from the reference line
current to find the reference current for SAPF. This reference filter current deducts
the present filter current to determine the error signal. This error signal is then fed to
the relay, which is defined by hysteresis band surrounding the reference current and
maintains the filter current within a band limits.

4.4 Simulation of Cycloconverter Fed Induction Machine
with Shunt Active Power Filter

Simulation of cycloconverter fed induction machine with fuzzy logic based shunt
active power filter is shown in Fig. 6. This simulation is carried out at 10 Hz output
frequency of cycloconverter with the supply frequency of 50 Hz for steady-state load
as well as dynamic load that changes at the simulation time of 0.2 s. Three-phase
output voltages of cycloconverter are shown in Fig. 7.

Corresponding electromagnetic torque and rotor speed of induction machine at
10 Hz supply fed by cycloconverter are shown in Fig. 8. Phase A supply voltage
with actual input current of cycloconverter fed induction machine without SAPF is
shown in Fig. 9a and with SAPF is shown in Fig. 9b, respectively.

In Fig. 9, it can be observed that the phase angle between supply voltage and
current of cycloconverter is completely compensated in addition, the waveform of
supply current is also improved. Consumed active and reactive powers of cyclo-
converter fed induction machine without and with SAPF are shown in Fig. 10 and
Fig. 11, respectively. It is seen that the consumed reactive power of cycloconverter is
completely compensated by SAPF. Performance parameters magnitude, phase angle,
and its THD of the supply current of cycloconverter fed inductionmachine are shown
in Table 4.
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Fig. 6 Simulation of the cycloconverter fed induction machine with shunt active power filter
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Fig. 7 Three-phase output voltages of cycloconverter for 10 Hz
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Fig. 8 Electromagnetic torque and rotor speed of cycloconverter fed induction machine with shunt
active power filter
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Fig. 10 Active and reactive power consumed by cycloconverter fed induction machine without
SAPF
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Fig. 11 Active and reactive power consumed by cycloconverter fed induction machine with SAPF

Table 4 Compare actual
input current with and
without SAPF

Actual input
current without
SAPF

Actual input
current with SAPF

Magnitude (Amp) 27.0 20.2

Phase (Deg.) −48.4 −0.1

THD (%) 16.91 2.12

5 Conclusion

Cycloconverter injects harmonics in supply current and draws additional reactive
power from the supply mains. SAPF improves THD of the supply current of cyclo-
converter fed induction machine from 16.91 to 2.12%. The phase angle of the input
current is also improved from −48.4° to −0.1°. Fluctuation of active power con-
sumption by cycloconverter is suppressed to acceptable label and reactive power
consumption is totally compensated by SAPF. Hence, cycloconverter fed induction
machinewith SAPFperforms similar to a resistive load,which draws the fundamental
component of load current in phase with ac mains voltage.
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Comparative Analysis of Speaker
Recognition System Based on Voice
Activity Detection Technique, MFCC
and PLP Features

Akanksha Kalia, Shikar Sharma, Saurabh Kumar Pandey,
Vinay Kumar Jadoun and Madhulika Das

Abstract Due to rapid advancement in technology, speaker recognition systems
become more robust and user friendly. The idea is to study and analyse the speech
signal based on feature extraction method. This paper compares the performance of
Mel-Frequency Cepstral Coefficient (MFCC) and PLP feature extraction with voice
activity detection (VAD) technique.VectorQuantisation approach is used for features
matching to select the combination which gives highest accuracy.

Keywords Speaker recognition systems ·Mel-frequency cepstral coefficients
(mfcc) · PLP · Voice activity detection (vad)

1 Introduction

The speech signal is capable of conveying different types and levels of information
to the listener. At the primary levels, speech simply conveys a message intended.
Additionally, the complete information (i.e. gender, identity and emotion ect.) of the
speaker is also identified by the speech. The aim of this system is to characterize the
identity of the speaker from the received speech signal. In practice, it is quite diffi-
cult to derive speech anatomy from the speech waveform. Hence, we generally use
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features derived from the waveform based on the various production and perception
models.

In the recent past, many works have been proposed by the researchers in this
area. Some of them are discussed as follows: Hermans [1]described the perceptual
linear predictive (PLP) analysis of speech. Gudnason and Brookes [2] developed a
novel feature set for speaker identification. The analysis has shown that a standard
speaker identification system can be improved significantly. Zhou et al. [3] have pre-
sented a comparison between the performance of MFCC (Mel-Frequency Cepstral
Coefficients) and LFCC (Linear frequency cepstral coefficients) for speaker Recog-
nition. Authors of Ref. [4] have introduced automatic speaker recognition (ASR)
system based onMel-Frequency Cepstrum Coefficients (MFCC) and Gaussian Mix-
ture Models (GMM) to develop a security control access gate. This paper [5] pre-
sentedFeatureExtractionMethodsLinear PredictiveCodes (LPC), Perceptual Linear
Prediction (PLP), Mel-Frequency Cepstral Coefficients (MFCC) in Speech Recog-
nition problem. Selvan et al. [6] proposed an improved strategy for Text Dependent
Speaker Recognition System for Security Applications. Jensen and Tan [7] proposed
an STFT-based algorithm for cepstral feature estimation of mel-frequency cepstral
features. Deepak and Prasanna [8] exploited the Foreground Speech Segmentation
features using Glottal Closure Instants and Mel Cepstral Coefficients. Daly et al. [9]
have implemented a recognition-based system models with MFCC, PLP, Jitter, and
Shimmer. In this paper [10], BARIS EROL et al. have presented a novel method
for Automatic Data-Driven Frequency-Warped Cepstral Feature Design for Micro-
Doppler Classification.

Feature extraction and the classification are the two main stage for speaker recog-
nition process. The features are extracted from the speech signal. There are various
methods available in the literature for feature extraction. The preferably usedmethods
for feature extraction are MFCC (Mel-Frequency Cepstral Coefficient), LPC (Linear
Predictive Coding), LPCC (Linear Predictive Cepstral Coefficient), etc. [11]. MFCC
is one of the most robust and efficient feature extraction method. It has two kinds of
filters which are linearly spaced at below 1000Hz and logarithmically spaced above
1000Hz. In this paper, a comparative Analysis of Speaker Recognition System based
on Voice Activity Detection technique, MFCC, and PLP features has been discussed.

The organization of the paper is given as: Section II discuss the Methodology.
Results and Discussion are presented in next section. In the last section, conclusions
are drawn.

2 Methodology

The process of identification of the true person from the characteristics of voice is
known as speaker or voice recognition. Speaker recognition systems can be divided
into two-step process, i.e., identification and verification. Further which is divided
into two modules of feature extraction and feature matching. In feature extraction
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process, unique features from the voice signal are extracted which is used for iden-
tification of the person. The second step is feature matching which involves the
procedure to identify the extracted voice features with the database of the already
known speakers. The efficiency of the system depends on various parameters that
present a challenge to speaker recognition technology.

2.1 Voice Activity Detection (VAD)

Voice activity detection is a technique used in front end processing which facilitates
the speech-based applications. The performance of speech processing depends on
various features required for voice and data applications. In our approach, we have
used a Voice Activity Detector based on Energy, Zero-Crossing Rate (ZCR) [12] and
have compared its accuracywith a normal amplitude threshold based truncation. ZCR
is an estimate of frequency and signifies the rate of change of signal from positive to
negative. Voiced part has higher energy and lower ZCR than the unvoiced part. For
truncation, the signal is first normalized and then compared with amplitude threshold
to extract the voiced part. Figure1 shows the actual signal applied in the systemwhich
is furthermore diversified after the inclusion of VAD as shown in Fig. 2. The third
waveform (Fig. 1) shows truncated signal based on amplitude threshold values. The
Fig. 3 shows the signal received after applying truncation and VAD technique.

Fig. 1 First graph shows the original signal. Second graph shows signal after application of VAD,
the third shows truncated signal based on amplitude threshold and the fourth shows signal after
truncation and VAD both applied to original signal
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Fig. 2 Subplot 1 shows the noisy sample. Subplot 2 depicts energy vector and subplot 3 depicts
the Zero crossing rate. The purple box shows the actual voiced part

2.2 MFCC

In this approach, 13MFCC coefficients are extracted. Considering that speech signal
is short term stationary, frame size of 15 ms and frame shift of 5 ms is used with a
hamming window. 20 filter bank channels were used with a pre-emphasis coefficient
of 0.97 and range of filter banks was 0–5000. This rangewas selected as it is observed
that the energy of the speech signal is considerable in this frequency range.

2.3 Vector Quantization

For feature matching and dimensionality reduction, Vector Quantization technique
is used. The high dimensional data (about 160 frames) is represented by 16, 32
and 64 centroids. LBG algorithm was used for clustering. This was used to build
speaker-specific vector quantization codebook.
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Fig. 3 Problematic sample after truncation

2.4 Perceptual Linear Predictive (PLP)

The basic idea behind the introduction of PLP Coefficients is the use of a perpetual
front end to determineLinear PredictionCepstral Coefficients and has been applied in
different ways to improve speech detection and coding, including echo cancellation,
noise reduction and reverberation suppression. PLP technique takes into account
critical-band spectral resolution, equal loudness curve, and intensity loudness power
law [13].

2.5 Database

A database which consists of word zero spoken by 49 persons is collected using
MATLAB voice recorder. Sampling rate is fixed at 16 and 12500KHz and stored
it in .wav format. Each person is asked to utter the word twice. The first is used as
training data and the second is used as test data for the respective speaker.



786 A. Kalia et al.

3 Results and Discussion

Problematic samples: The sample shown in Fig. 2 is an example of a noisy sample
which impedes the working of the voice activity detector. In such cases, noise is seen
to have more energy than the voiced section contrary to the normal notion. Also, the
ZCR for voiced and unvoiced parts is comparable and cannot be used for detection.
The result of normal truncationmethod includes the noisy part as well and this further
decreases the accuracy of the Speaker recognition system.

The accuracy of various tests is measured in terms of number of correct iden-
tifications made by the system. Speaker identification was done based on PLP and
MFCC features with vector quantization for feature matching. Number of centroids
is 16, 32, and 64 for the tests. The accuracy was highest for k = 64, hence it was
considered for further experiments. The accuracy of the various combinations tried
is given below: MFCC with vector Quantization, where k is the number of centroids
used.

FromTables1 and 2, it is evident thatMFCC features lead tomore accurate results
than PLP features. Also in case of MFCC, amplitude-based truncation method leads
to most accurate results.

Table 1 Accuracy results for MFCC features with VQ

Method of VAD Accuracy of detection for k = 64

None 79.59

Truncation 89.79

Energy and ZCR based 83.67

VAD based on truncation, ZCR and energy
threshold

81.63

Table 2 Accuracy results for PLP with vector quantization

Method of VAD Accuracy of detection for k = 64

None 81.6326

Truncation 67.34

Energy and ZCR based 67.34

VAD based on truncation, ZCR and energy
threshold

63.26
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4 Conclusions

Human speech signal has speaker-related differences that include linguistic, seman-
tic, articulatory, and acoustic. There are also anatomical differences in vocal tract and
learned speaking habits of the speaker. All these features are to be taken into account
to develop a robust and applicable to real-life scenario, efficient VAD techniques
must be designed which can take into account the large noise peaks in the signals.
Also a combination of features can be used instead of single features.
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Nonintrusive Load Monitoring: Making
Smart Meters Smarter

DeepRaj Bedi and Vineet Sharma

Abstract Recent advancements in smart metering have put interest in load moni-
toring techniques which can provide consumers with better understanding of load
in their environment. Electrical meters with NILM technology are used by utility
companies to survey the specific uses of electrical power in different homes. Once,
Equipment’s running in the environment are learnt, we can play with its features. The
system can intelligently understand if the equipment which needs attention by the
user, is in knowledge. It will inform the user with precautions to give attention and
this can save consumer’s energy and appliance, both. This all can be integrated into
a single energy meter without adding any cost for IoT appliances. Whereas, System
will be capable enough to predict if the appliance is working in the mode of operation
it was designed to work, or not. Also, keeping a check on its service requirement and
sometimes even recognizing which part is producing ambiguity and hence saving
customer from technician’s extra service fees.

Keywords NILM · Energy disaggregation · Load monitoring · Security ·
Appliance health

1 Introduction

1.1 Need for NILM in Smart Meters

You cannot improve what you cannot measure and that is the problem where the
increasing adoption of Smart Meters (SMs) in energy distribution networks are plan-
ning to address so that the utility providers (UPs) will be able to monitor the grid
more accurately. With the addition of NILM in a meter, both consumer and utility are
at benefit. Consumer gets to know where it is consuming energy, Which appliance
is most energy demanding and which appliance is not working properly, whereas
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utility knows which customer is responsible for disturbing power factor at its end
and at what time power scheduling as per the load is to be done as per the daily data
collected out of those meters, Which results in better customer utility relation.

2 Working of NILM and Challenges with It

NILM employs machine learning and pattern recognition algorithms through which
appliance signatures are read. This field has been increasing during the last years
after the release of a number of public data sets designed specifically for these
purposes as well as a Python toolkit enabling comparison of various algorithms.
The NILM methods can be considered as signal processing and time series analysis
strategies. Over the last years,manymethods have been proposed and have succeeded
in substantial advances. These methods refer to the extraction of appliance level data
from a single measuring point. It uses an appliance database of some known devices
and data is compared with the signal measured by the meters to conclude which
signatures best match. The frequency and the resolution of the A/D converter has
a significant role in the attempt to disaggregate appliances with low consumption
or similar power with other devices. Therefore, low frequency approaches are not
capable of identifying small loads. Improved sampling rate improves both the number
of recognized appliances and the accuracy of detection. A realistic example is given
on the following Fig. 1, where the appliance signature of three devices is given and
is asked to extract information about their use on an aggregate energy signal.

Fig. 1 Aggregate energy signal on a household
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2.1 Data Acquisition

Smart meters measure the alternating current (I), voltage (V ) and apparent power (S),
measured in Volt-Amperes: V.I) which is the product of current by voltage. There are
othermeasurements derived from theprevious ones: real power (P,measured inwatts:
W) is the transference of energy in the net, regardless of the direction. It is also called
the power or average power. Additionally, there are other advanced measures such
as electric characteristic, harmonic distortion, electromagnetic interference (EMI),
and transients. NILM: disaggregate this total amount to each appliance. Next to this,
it is necessary to emphasize the sampling rate of the data collected, as it determines
the type of information that could be extracted from the electrical signals. There are
two main groups of data collected based on this criteria.

Another approach is to work on already acquired data sets and train the module
as per it. If the same signature comes, NILM easily predicts the appliance and the
energy it is consuming. High sampling rate: The data is collected at a sampling
frequency of 1 Hz or more. This kind of data allows to extract some features in the
consumption which are only present at the sampling rates. In some cases these very
high sampling rates only can be achieved with special hardware. Low sampling rate:
This group includes frequencies of sampling lower than 1 Hz down minutes or even
hours. This kind of sampling rate is the most common in the smart meters which can
be bought nowadays. NILM works fine if provided with high frequency sampling
that puts concern for faster A/D converter and fast processing of microprocessor.
Extra RAM capabilities are also needed. In Fig. 2, is the trainer interface where
different equipment like washing machine, oven, and iron box can be added and
corresponding to it data can be accumulated and trainer can be trained.

3 Proposal

3.1 Security Feature to Safeguard Consumer as Well
as Appliance

Once the signature for certain appliance is known by software based on NILM, it can
analyze its working in the environment. Say, if consumer turns ON the iron box in
the morning and later forgets to turn it OFF and leaves the premises, NILM trainer
knows that Iron box is being set to ON position from say past 1 h as repeated curve
is repeated in its background and It will inform the consumer to give its attention to
certain load running from past 1 h as shown in Fig. 3. Thus, saving consumer from
any loss due to damage of appliance or fire hazardous, whereas appliance is saved
from getting damaged and turned OFF at right time.
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Fig. 2 Training the module trainer with data sets

Fig. 3 Logger depicting the billed amount as per consumption, running alert and health functioning
of appliance
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Fig. 4 Curve for different appliances shows the curve for electric oven taking extra clicks to ignite
(depicted by arrow )

3.2 NILM to Predict Appliance Health

NILM is trained for the general working signature curve of appliances. There may
be scenario where appliances are not working as it should be. NILM will predict the
error in the signature curve and intimate the consumer that appliance is lacking the
capabilities to work as designed. Say, Electric burner generally needs 15 clicks to
set up but it is taking double the required as depicted by curve, NILM will judge
the pattern for repeated occurrence and inform the user that it needs repair. Imagine,
user does not require any repair person to check for errors, hence saving the fees
to be paid to the repairer for just checking error, below is the analysis curve fed to
trainer in Fig. 4, which will intimate the consumer about the electric oven wrong
functioning.

4 Conclusion

NILM has lots of application out of which we worked on security features and
device health prediction. Integrating with the smart meter will help both consumer
and utility. The consumer can have better knowledge about where most of the energy
is being spent and which appliance is working abnormally. Whereas, for utility,
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complaints like meter faulty or thefts can be checked by matching the data provided
by smart meter. In India, where 60% of fire are caused by short circuits and allied
electricity problems, maybe due to consumer negligence can be avoided as smart
meter will be continuously checking for load at run and giving alert to consumer
accordingly. Whereas, consumer can replace the faulty part for the appliance and
save on electricity bills.



Stabilization of Chaotic Systems Using
Robust Optimal Controller

Madhulika Das and Vinay Kumar Jadoun

Abstract In this paper, a robust optimal controller is proposed to stabilize chaotic
systems. Chaos is a highly nonlinear system. A small change in parameters shows
different characteristics. Robust controller is suitable to stabilize the chaotic system.
To minimize the control effort the optimal controller is incorporated with the robust
controller. Optimal controller based on state-dependent Riccati equation is designed
for known part of the system tominimize the control effort.Whereas robust controller
is designed to tackle the uncertain part of the system. The proposed controller is
employed to the Lorenz chaotic system. In simulation, the proposed controller is
compared with the existing robust controller.

Keywords Robust control · Optimal control · Chaotic system · Lorenz system

1 Introduction

Chaos is a very worrying nonlinear phenomenon. It exhibits unpredictable and irreg-
ular dynamics depending on its initial conditions, that is, a small change in the initial
states can head to extraordinary perturbation in the system states. In the recent past
different chaotic system was proposed such as Lorenz system, Chua’s circuit, Chen
system [1] and the complex behaviour were also studied. Moreover, in many engi-
neering application chaotic behaviour is discussed such as lasers, Colpitts oscillators,
nonlinear circuits, communication [2], and so on. In 1990, chaos control was first
considered by Ott et al. [3], till then chaos control is extremely investigated by many
researchers. Many control strategy such as sliding mode control [4], adaptive control
[5], backstepping control [6], observer-based control [7], were developed to control
the chaotic system.
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Chaotic system is highly sensitive to its parameters. A small change occurred due
to parameter variegate or external disturbance varies the performance of the system.
So, robust controllers are the first choice to stabilize a chaotic system. Among all
the robust controller sliding mode controller is highly popular for its robustness to
the matched uncertainties [8]. In the sliding phase, it inherently nullifies the effect
of matched uncertainty. A SMC is mainly designed to tackle the uncertainty. There-
fore, the amount of control input requires to control a system is not taken in account.
Unnecessary high-control gain rises the cost of controller as well as it leads to insta-
bility.Moreover, very high controller gainmay saturate the actuator leading to failure
of the control scheme.

To overcome this problem, optimal controller is incorporate with the slidingmode
controller which introduces a new controller named as optimal sliding mode con-
troller (OSMC) [9]. Optimal controller is easily incorporated with the sliding mode
controller by designing integral sliding surface. In the field of optimal controller
linear quadratic regulator (LQR) [10] is highly popular due to its simplicity. But the
main drawback of LQR technique is that it cannot be applied directly to nonlinear
systems. So, several suboptimalmethods have been proposed in the literature.Among
them state-dependent Riccati equation (SDRE) [11] is a popular choice due to its
simple numerical analysis. SDRE technique is used to design the optimal control for
nonlinear system similar as LQR technique is used to define the optimal feedback
control for linear systems. In the case of SDRE technique the weighting matrices
are dependent on the states of the system. Another drawback of the sliding mode
controller is chattering which is also seen in OSOSMC. The sign function in control
input causes chattering. A common an efficient method to reduce chattering is to
design a higher order sliding mode controller [12].

2 Problem Statement

The mathematical model of three-dimensional chaotic system is considered as

ẋ1(t) = f (x1, x2, x3) − αx1
ẋ2(t) = x1.g(x1, x2, x3) + x3.Ψ (x1, x2, x3) − βx2
ẋ3(t) = x1.h(x1, x2, x3) − x2.Ψ (x1, x2, x3) − γx3 (1)

where x1, x2, x3 are state variables and α, β, γ are nonnegative known constant.
Each of the four function f (.), g(.), Ψ (.) are considered as smooth function, which
belongs to R3.

After adding the control input u(t) and the uncertainty Δf (x1, x2, x3) in the same
channel of the system (1), it can be rewritten as follows:
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ẋ1(t) = f (x1, x2, x3) − αx1 + Δf (x) + u(t)

ẋ2(t) = x1.g(x1, x2, x3) + x3.Ψ (x1, x2, x3) − βx2
ẋ3(t) = x1.h(x1, x2, x3) − x2.Ψ (x1, x2, x3) − γx3 (2)

The above equation can be rewritten as

ẋ(t) = A(x)x + Bu(t) + ξ(x) (3)

where x(t) =
⎡
⎣
x1(t)
x2(t)
x3(t)

⎤
⎦, A(x) =

⎡
⎣

α f (x)/x2 0
g(x1, x2, x3) −β Ψ (x1, x2, x3)
h(x1, x2, x3) −Ψ (x1, x2, x3) −γ

⎤
⎦,

B =
⎡
⎣
1
0
0

⎤
⎦ and ξ(x) =

⎡
⎣

Δf (x)
0
0

⎤
⎦

The objective of the proposed control method is to design a robust optimal controller
based on second-order sliding mode controller for the chaotic system affected by
matched uncertainties. The design of proposed controller is divided into two steps,
(1) optimal controller u1(t) design for the known part of nonlinear system based on
state-dependent Riccati equation, (2) second-order sliding mode controller u2(t) is
designed to tackle the uncertain part of the system control. So the control can be
written as

u(t) = u1(t) + u2(t) (4)

3 Optimal Controller Design

Neglecting the uncertain part of the system, (3) is written as

ẋ(t) = A(x)x + Bu(t) (5)

The performance index J is selected to minimize control input u1(t) is

J =
∫ ∞

0
[x(t)TQ(x)x(t) + u(t)TR(x)u(t)]dt (6)

where Q(x) ∈ R
3×3 and R(x) ∈ R

1 are weighting matrices which are the function of
states. The control law u1(t) is defined as

u1(t) = −R−1(x)BTP(x)x(t) = K(x)x(t) (7)
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where K(x) = −R−1(x)BTP(x), P(x) is solution of the state-dependent Riccati
equation [11].

Ṗ(x) = A(x)TP(x) + P(x)A(x) + Q(x) − P(x)BR−1(x)BTP(x) = 0 (8)

4 Design of Sliding Mode Controller

The purpose of designing sliding mode controller is to tackle unknown part of the
system. For the stabilization of uncertain chaotic system with least control effort the
SMC is combined with the optimal control methodology. While designing integral
sliding surface [9] optimal control can be incorporated easilywith the optimal control.
But the conventional sliding mode controller is effected by chattering. The sign
function in the control input is the reason of chattering. Second-order sliding surface
is designed to minimize the chattering. The second-order sliding surface is designed
in two section. In the first part, an integral sliding manifold is designed.

s(t) = C

[
x(t) −

∫ t

0
ϕ̇(τ )dτ

]
(9)

where
ϕ̇(t) = A(x)x(t) + Bu1(t) (10)

from (3), it is determined as follows

ṡ(t) = C [Bu2(t) + Bξ(t)] (11)

In the proposed integral sliding manifold, knowledge of initial condition is not
needed. But the system has some reaching phase. For finite-time convergence, termi-
nal sliding manifold is established based on the proposed integral sliding manifold.

σ(t) = s(t) + λṡ(t)
p
q (12)

where λ is the switching gain
λ > 0 (13)

in addition p, q meet the following conditions

p, q ∈ {2n + 1 : n is an integer} (14)

and
1 <

p

q
< 1.5 (15)
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The constant plus proportional reaching law [13] formulates to

σ̇(t) = −η1sgn(σ(t)) − ε1σ(t) (16)

where η1 > 0 and ε1 > 0.
Further

σ̇(t) = ṡ(t) + λ
p

q
ṡ(t)

p
q −1s̈(t)

= λ
p

q
ṡ(t)

p
q −1

(
q

λp
ṡ(t)2−

p
q + s̈(t)) (17)

As parameters p, q satisfy (14) and (15), the following conditions are also meet
[14]

ṡ(t)
p
q −1

> 0 for ṡ(t) �= 0

ṡ(t)
p
q −1 = 0 only for ṡ(t) = 0 (18)

Again, from (13)–(15) and (18), the term λ p
q ṡ(t)

p
q −1 in (17) can be substituted by

a scalar η2 > 0 for ṡ(t) �= 0. So, (17) is defined as written as

σ̇(t) = η2(
q

λp
ṡ(t)2−

p
q + s̈(t)) (19)

Substituting the value of σ̇(t) from (19), (16) can be expressed as

η2

(
q

λp
ṡ(t)2−

p
q + s̈(t)

)
= −η1sgn(σ(t)) − ε1σ(t)

or,
q

λp
ṡ(t)2−

p
q + s̈(t) = −ηsgn(σ(t)) − εσ(t) (20)

where η = η1
η2

> 0 and ε = ε1
η2

> 0. Then (20) can be rewritten as

s̈(t) = −ηsgn(σ(t)) − εσ(t) − q

λp
ṡ(t)2−

p
q (21)

Differentiating (11) formulates as

s̈(t) = G
[
Bu̇2(t) + Bξ̇(t)

]
(22)
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Using (21) and (22), the switching control law is defined as

u2(t) = −
∫ t

0
(CB)−1

[
q

λp
ṡ(τ )

2− p
q + ηsgn(σ(τ )) + εσ(τ )

]
dτ (23)

Parameters η and ε are designed such a way that |GBξ̇(t)| < η [15].

5 Simulation Results

In simulation result, the effectiveness of the proposed controller is depicted by sta-
bilizing the Lorenz chaotic system by using the proposed controller. Obtained sim-
ulation result is compared with already exists sliding mode controller.

Lorenz system is defined by the following equations [16]:

ẋ1(t) = −10x1(t) + 10x2(t)

ẋ2(t) = 28x1(t) − x2(t) − x1(t)x3(t)

ẋ3(t) = −8

3
x3(t) + x1(t)x2(t) (24)

where x1(t), x2(t), x3(t) are state variables The chaotic behaviour of the Lorenz
system is shown in Fig. 1

The Lorenz system can be controlled by using control input in either states x1(t),
or x2(t). Here the control input and disturbance Δf (x) are associated with the state
x1(t). The system (24) is rewritten as
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−20−1001020
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x1(t)

x1(t)
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x1(t)

x 3(t)
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Fig. 1 Lorenz system state-space trajectory
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Fig. 2 Convergence of states using proposed OSOSMC and ASMC proposed by Roopaei et al.
[16]

ẋ1(t) = −ax1(t) + ax2(t) + u(t) + Δf (x)

ẋ2(t) = rx1(t) − x2(t) − x1(t)x3(t)

ẋ3(t) = −bx3(t) + x1(t)x2(t) (25)

The performance index are chosen as

J =
∫ ∞

0

⎛
⎝xT (t)

⎡
⎣
1 0 0
0 1 0
0 0 1

⎤
⎦ x(t) + uT (t)u(t)

⎞
⎠ (26)

Using the SDRE-based optimal control the feedback control u1(t) is found as
u1(t) = −R−1BTP(x)x where R = 1, B = [

1 0 0
]T

, and P(x) is the solution of the
SDRE defined in (8). Design parameter of the integral and terminal sliding mode
controller are chosen as follows:

C = [1 0 0], p = 7, q = 5 and λ = 0.2
Convergence of states is shown in the Fig. 2. States obtained by employing the pro-

posedOSOSMC and adaptive slidingmode controller (ASMC) proposed byRoopaei
et al. [16] is compared here. From this figure, it can claimed that convergence time
for the states are more or less same for the both of the controller.

In Fig. 3, the characteristic of the proposed OSOSMC and ASMC proposed by
Roopaei et al. [16] is highlighted. From this figure it can be claimed that proposed
controller is capable to reduce but the required control energy and chattering, Though
the convergence time for the states is same.

To validate the claim more clearly, total variance (TV) [17] and control energy
(second norms of u(t)) is calculated for the zero to five seconds with sampling time
0.01 seconds for both the controller. The control indices are shown in Table1.
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Fig. 3 Characteristic of control inputs [16]

Table 1 Control indices for both the controller

Methods Total variance (TV) Control energy

ASMC [16] 6074.00 438.00

Proposed OSOSMC 25.29 36.00

6 Conclusion

The paper proposed a robust optimal controller to stabilize an uncertain chaotic sys-
tem. The optimal controller based on the state-dependent Riccati equation is designed
to tackle the known part of the system. System uncertainties and disturbance have
impact on the performance of chaotic systems. To ensure the robustness an integral
sliding surface is designed to combine the optimal control with the sliding mode
control. To design integral sliding mode control law information about initial con-
dition is not needed. For finite reaching a non singular terminal sliding manifold is
designed based on integral sliding manifold. A second-order sliding mode is formed
by designing a terminal sliding surface based on the integral sliding surface. It reduces
the harmful chattering phenomenon present in first order slidingmode. The proposed
OSOSMC is employed to Lorenz chaotic system affected by uncertainties and com-
pared with already developed sliding mode control method.
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Jaya Algorithm Based Optimal
Allocation of Distributed Energy
Resources

Manoj Kumawat, Nitin Gupta, Naveen Jain and R. C. Bansal

Abstract In this study, energydemandgrowthwith environment issues is considered
towards the environment-friendly planning of smart distribution network. Therefore,
Distributed Energy Resource (DERs) can be located to supply the required system
energy demand. This paper presents Jaya algorithms that can deal with the placement
of DERs with most effectively in radial distribution networks. This algorithm is
a powerful optimization method which can be easily handled in the single-phase
without any algorithms-specific control parameter. The strength of the proposed
strategy is validated on two distribution networks as IEEE 33-bus and 69-bus test
systems. The results are compared with already established methods as suggested
in the literature. The result would be proved that the proposed approach is a robust
approach that enhances the network performance by diminishing the demand for the
distribution load within the constraints of the system.

Keywords Backward/forward power flow · Distributed energy resource · Jaya
algorithm · Smart distribution system

1 Introduction

In the present scenario, conventional power systems are producing various types
of problems such as voltage deviations, high capital cost, static-, dynamic-, and
transient- stability problems, overloaded lines, high levels of resistive losses, service
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interruptions, and high amount of emissions [1]. Moreover, the regulatory commis-
sion is focused on environmental issues which object to reduce the pollutants content
in the atmosphere by decreasing the percentage of fossil fuel from the power plant
and increase the percentage of renewable sources in distribution system [2]. In addi-
tion to this issue, technological innovations under upcoming economy introduced the
renewed interest in distributed energy resources (DERs) to supply the incremental
demand of the distribution system in the deregulated power system.

An innovative and environment-friendly approach is to generate electric power
locally at the distribution network using distributed sources such as solar pho-
tovoltaic, wind turbines, small hydropower generation, fuel cells, biomass, and
capacitor. This type of power generation is called distributed generation. Moreover,
resources are used to provide the energy, named as distributed energy resources
(DERs) [1]. These technologies have their limitations and advantages [3]. However,
besides the several restrictions, the DERs contributes in the diversification of DERs
to enhance the energy security, increases the potential for service quality, reduces
the operating cost of peak load and competitive policies, supports for uncertainty in
the electricity market, and decreases the cost and losses of the system [4]. Hence,
DERs’ penetration into the distribution system would be required to improve system
performance. Moreover, unplanned allocation of the DERs may be distorted to the
distribution system. Therefore, the planning is important to avoid the mortification
of distribution service.

In [5–10], the various optimization algorithms were applied to minimizing power
loss by optimized DERs allocation in the radial distribution network. However, the
analytical based optimization algorithms conversion at a single point. Therefore, the
distribution system planner has not considered the planning of multiple DGs in the
large-scale distribution system. Further, the swarm optimization technique has been
applied for the optimistic location of the different type of distributed generators in
the radial distribution networks.

A genetic algorithm is a mature heuristic method. However, it takes high pro-
cessing time and even fails to converge in some applications [5]. Therefore, hybrid
heuristic algorithms have been applied to compensate for the negative impact of the
other algorithm. Hybrid swarm-based algorithms have obtained theminimum energy
loss whenever constraints of distribution are also satisfied at every location of DERs
[6]. However, the efficiency and computational time are inversely proposals in any
hybrid approach.

Further, a single evolutionary method is suitable whenever the computational
time also significantly essential to obtain the optimal solution for DERs planning.
However, the particle swarmoptimization (PSO) has exploration and greater diversity
in any dimensional population(s). Moreover, the PSO algorithm obtained the fastest
conversion speed by the momentum effect on particles. The heuristic algorithms
are widely used for distributed generation planning to minimize the losses by tuning
some algorithms-specific control parameters [7].However, TeachingLearning-Based
Optimization (TLBO) is a control parameter-less algorithms as applied in [8] to the
simultaneous placement of DERs on standard distribution system while considering
multilevel load scenario. Further, a Jaya algorithm is also algorithms-specific control
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parameters less method which operates in a single phase as compared to the TLBO.
Therefore, this algorithm is simple to applywith a powerful effort to search the global
solution.

This paper is presenting a Jaya algorithm forDERs planning on two IEEE standard
radial distribution systems. Simultaneous allocation of DGs and SCs in 33 and 69 bus
distribution systems usually enhanced the loss reduction with satisfied all constraints
of the distribution system. Comparison with a recently published article [8] shows
the strength of the applied method. The salient features of the paper are given below:

(1) Jaya algorithm is the specific parameter-less method which can be applied with
the simple process to achieve admirable outcomes.

(2) The energy demand of the radial distribution systems is addressed using the
optimal allocation of the distribution resources in multilevel load pattern.

2 Problem Description

The optimal allocation of DERs by minimizing the energy losses would be enhanced
the benefits of the system with better bus voltage profile. However, a nonoptimal
allocation may produce an unpredictable voltage profile which is a cause of poor
power quality. Therefore, the node voltage of the distribution system should be laid
in the specified boundary.

F = max

[
ρ

(
nl∑
i=1

Ploss,bi ∗ t −
nl∑
i=1

Ploss,ai ∗ t

)]
∀i ∈ nl (1)

where, Ploss,bi, and Ploss,ai is the power losses of the distribution system in each load
level in the absence and presence of DERs.

2.1 Boundary Limit of Node Voltage

Vmin ≤ Vmi ≤ Vmax (2)

The lower limit of node voltage Vmin is 0.95 p.u. and the upper restriction of node
voltage Vmax is 1.05 p.u.
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2.2 Power Balance

In the system, the total generation of power from the distributed energy resources
and grid must be equal to the addition of demand and losses of the network.

SGrid +
nb∑
i=1

SDER −
nb∑

i=1, j= j+1

B2
i j . Zi j =

nb∑
i=1

SD (3)

2.3 Distribution Thermal Limit

The thermal capacity must be considered as constraints because the line of the net-
work should be capable of carrying the current at a given condition.

Si j,max ≥ Si j & Sji,max ≥ Sji (4)

2.4 DERs Generation

The unit size of DGs and SCs should always be operated in the specified standard of
the distribution system.

Pmin
i < PDGsi ≤ Pmax

i (5)

Qmin < QSCsi ≤ Qmax (6)

3 Description of the Jaya Algorithm

Jaya algorithm is a simple optimization algorithm [9]. The process of the algorithm
is used the best and worst solution of each step of the process to optimize the solution
in best direction. It means, the solution should move towards or close to the best, to
best result and away from the worst result. Therefore, this algorithm has optimized
the problem with perfect consistency in very less computation time.

The Jaya algorithm has different characteristic as compared to other optimization
techniques. Each algorithm has required a specific parameter to obtain the best solu-
tion. The value of the specific parameters is varied according to the application of
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algorithms. However, Jaya method does not require any algorithm-specific param-
eter for neither constraints nor unconstraint problems. Therefore, Jaya algorithm is
a parameter-less method. The process of Jaya is different from Teaching Learning-
Based Optimization (which uses two phases: Teaching and Learning), whenever
Jaya algorithm requires only one phase. Therefore, the applied algorithm consumes
less computation time. In a comparison of TLBO, the Jaya algorithm can be han-
dled effortlessly on any constrained or unconstrained problem for optimization. This
algorithm is greedy to get success, so it always tries to get a best, to best solution and
tries to avoid the worst solution or failure. Hence, it makes every effort to become
victorious and to reach the best solution. Therefore, this algorithm is known as ‘Jaya’
(‘Jaya’ is a Sanskrit word which means ‘Victory’). In addition to this, it is very easier
to understand and simpler to apply.

The step-by-step process of Jaya algorithm implemented to optimizing the DERs
penetration at optimized siting in the distribution system is expressed as follows:

Step 1. Initialize the population and decision parameter for Jaya algorithm as:

• Parameters for Decision: Sz, St (Sz: DER Size, St: DER Site)
• Number of design variables: dn (Number of DERs for planning)
• Number of Population: m
• Iteration: itr = 100 (number of generations)
• DG/SC size Limit: UL—Upper limit, LL—Lower Limit

LL < Sz < UL

(UL and LL would be assigned as per the requirement of the distribution network and
geographic condition)

• Define the objective function f (X): Minimize f (X) where f (X) is the objective
function which will compute the annual loss reduction.

Step 2. Randomly assign the decision parameter of DERs for every population
which can be expressed such as:

For Size ofDERs For Siting ofDERs

Cand · Sz =
⎛
⎝ x1,1 x1,2, . . . , x1,dn

x2,1 x2,2, . . . , x2,dn
xm,1 x3,2, . . . , xNp,dn

⎞
⎠ Cand · St =

⎛
⎝ x1,1 x1,2, . . . , x1,dn

x2,1 x2,2, . . . , x2,dn
xm,1 x3,2, . . . , xNp,dn

⎞
⎠

Step 3. Evaluate the objective function on the randomly generated candidate’s data
values and calculate the annual energy losses of the system as Solutionαß (where α

= 1, 2, …, m and ß = 1, 2, …, dn).
Step 4. At the iteration itr, according to the solution of entire candidates, select

a particle that gives the best solution and assigns it as Bestß and also find another
particle, which calculates the worst result assigned as Worstß. Further, applying the
following equation on the candidate’s data:
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Cand · Snewzi tr = Cand · Soldzi tr + r1(Bestβ − ∣∣Cand · Soldzi tr

∣∣)︸ ︷︷ ︸
Term1

− r2(Worstβ − ∣∣Cand · Soldzi tr

∣∣)︸ ︷︷ ︸
Term2

(7)

Cand · Snewt i tr = Cand · Solditr + r1(Bestβ − ∣∣Cand · Soldti tr

∣∣)︸ ︷︷ ︸
Term 1

− r2(Worstβ − ∣∣Cand · Soldti tr

∣∣)︸ ︷︷ ︸
Term 2

(8)

where, r1 and r2 are two random numbers, which explore the search area for the
best solution. The part of the above equation “Term1” designates the leaning of the
solution to move closer to the best solution, and another part “Term2” indicates the
tendency of the result to away from the worst solution. The above equation uses the
absolute value of the candidate’s decision parameters which may also increase the
exploration capability of the Jaya algorithm.

Step 5. Apply the backward–forward load flow function on new calculated candi-
dates. If Cand · Snewzi tr gives a better result than Cand · Soldzi tr , then accept the new
selected particle otherwise remain as previously generated candidate’s decision
parameters.

Step 6. Afterward, apply the constraint handling mechanism and check limits of
the updated decision parameters, whenever it is not satisfied, then again it generates
Sz and St of the learner randomly. Further, assure the modified DER has not repeated
location.Moreover, if it is repeated then it removes the duplicity of thembygenerating
a new St randomly.

Step 7. Terminate/Stop, if the maximum number of iterations itr is reached then
show the optimal result. Else, the accepted function values of each iteration itr are
maintained and these values become the input to the next iteration. With this input,
go to step 4 and run the whole process until stopping criteria is not satisfied.

4 Simulation Results

In this section, Jaya algorithm is validated on the standard 33-bus [10], and 69-
bus [10] radial distribution network and results are compared with well established
Improved Teaching Learning-Based Optimization (ITLBO) [8] which is distin-
guished in case I for each test system.

The annual load profile is classified in light (L), nominal (N), and peak (P) load
level. The light load is 50% of nominal load, and peak load level is 160%. The light
load level is present for 2000 h and a nominal load level for 5260 h. Moreover, the
peak load level contains only 1500 h. The backward/forward power flow method is
applied for power load flow of the distribution system.
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Table 1 Optimal performance parameter for test system 1 (33-bus)

Particular Node (DGs in kW) Node (SCs in kVAr)

Light load level 13(395), 30(510), 24(524) 30(500), 25(200), 14(200)

Nominal load level 13(789), 30(1027), 24(1055) 30(1000), 25(400), 14(400)

Peak load level 13(1092), 30(1299), 24(572) 30(1300), 25(300), 14(500)

Table 2 Performance comparison for 33 bus system

Cases Load level Ploss (kW) Vmin (p.u.) Annual Eloss

MWh Reduction (%)

I Light 3.02 0.9963 191.83 90.52

Nominal 11.94 0.9911

Peak 81.99 0.9500

II Light 2.97 0.9963 169.75 91.61

Nominal 11.94 0.9910

Peak 67.34 0.9656

4.1 Test System 1:33 Bus Radial Distribution Network

The details of the standard 33-bus distribution network are given in [10], has been
applied to corroborate the Jaya algorithm. The DERs have got the optimal penetra-
tion for each load level after 100 autonomous trails. Further, the applied algorithm
achieved more diminution of annual energy losses. The optimal performance param-
eters are determined by the Jaya algorithm which is shown in Table 1.

Case II used the performance parameter of the applied method. Further, Table 2
shows the comparison of system performance between case 1 and case II.

Figure 1 demonstrates the node voltage profile for different load level in the
system. There is a significant improvement in bus voltage profile as prevailed by the
applied method. In the second case, losses are low from the case I for each load level.
Therefore, it depicts the most affirmative assess of DERs is obtained by the applied
algorithm.

4.2 Test System 2: 69 Bus Radial Distribution Network

A 69-bus distribution network [10] is considered as the secondary system. The best
allocation of the DERs for this network is obtained after 100 trails of the Jaya algo-
rithm which are shown in Table 3. Further, it attains the maximum diminution of
annual energy losses.
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Fig. 1 The comparison of the node voltage profile of the standard 33 bus system a light load level
b nominal load level c peak load level

Table 3 Optimal performance parameter for test system 2 (69-bus)

Particular Node (DGs in kW) Node (SCs in kVAr)

Light load level 19(200), 10(251), 61(836) 19(100), 10(200), 61(600)

Nominal load level 19(380), 10(523), 61(1672) 19(300), 10(300), 61(1200)

Peak load level 19(488), 10(300), 61(1899) 19(200), 10(200), 61(1300)

The performance parameter is obtained by an applied method which is used to
improve the system performance. Further, Table 4 shows the comparison of system
performance between case 1 and case II.

Figure 2 is depicted the comparison of node voltage profile for all load level of
the network. The Jaya algorithm has achieved a significant improvement in the node
voltage profile of all load level.

Table 4 Performance comparison for 69 bus system

Cases Load level Vmin (p.u.) Ploss (kW) Annual Eloss

MWh Reduction (%)

I Light 0.9971 1.082 134.16 94.08

Nominal 0.9943 4.331

Peak 0.9500 72.81

II Light 0.9971 1.142 128.16 94.34

Nominal 0.9942 4.554

Peak 0.9533 67.95
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Fig. 2 Node voltage profile of test system 2 a light load level b nominal load level c peak load
level

Further, it accomplishes the maximum diminution of annual energy losses in
every test system and corresponding their load level from ITLBO. Therefore, the
Jaya algorithm achieved the best result without tuning of any control parameter of
the algorithm.

5 Conclusion

Integrating DERs in the radial distribution network is accomplishing popularity in
restructured power system due to the significant positive impacts. In this work, a
Jaya algorithm is applied which is a generic simple and parameter-less method. This
method is used to optimize the best location of DERs and optimistic penetration
level of the DERs in themedium voltage distribution network under the different load
conditions. The application results of the proposedmethod using Jaya algorithm have
better performance as compared to ImprovedTeachingLearning-BasedOptimization
in all test cases. The applied method is well screened for each case for its reliability
and robustness.
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Bayesian Game Model: Demand Side
Management for Residential Consumers
with Electric Vehicles

Akash Talwariya, Santosh Kumar Sharama, Pushpendra Singh
and Mohan Kolhe

Abstract This paper proposes the game theory enabled approach for the integration
of electric vehicles for demand side management (DSM). Demand side management
is very complex with conventional approaches. In order to the efficient mechanism
of a game theory enabled approach may resolve the complexity. With the increased
penetration level of electric vehicles it will be difficult to control grid-to-vehicle
integration. The Bayesian game theory provides the solution of such problems in an
organized manner. In the presence of distributed energy resources, Electric vehicles
will play an important role to stabilize the grid integration. Electric Vehicles consume
power during off-peak load period and inject power to grid during peak load period
to minimize peak to average ratio (PAR).

Keywords Smart grid · Demand side management · Bayesian game model ·
Electric vehicles

1 Introduction

This paper evolves an approach based on game theory for efficient energy tariff with
different price functions during normal and peak hour consumption. Information
about electric energy price is provided through a communication network operated
by DSM center [1]. Two broad conditions (i) Intelligent Electronic Devices (IED’s)
and (ii) Real time price mechanism, are required to galvanize the DSM [2]. IED’s are
having the capability to communicate with local appliances as well as the utility [3].
The real time price mechanism is amethod to provide information about energy price
to consumers on hourly basis [4]. Most of the consumers are only interested in their
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benefits, incentive-based tariff is a methodology used to motivate the consumers for
DSM, mostly used price mechanisms are time of use, stepwise power tariff, two-part
tariffs, real time pricing, critical time pricing, etc. [5]. Domestic consumerswith EV’s
(Electric Vehicle’s) get attention of most researchers. EV’s charging and discharging
schedule manage peak to average power consumption ratio.

Demand side management is a complex problem which includes distribution net-
work operator, consumers with DG installations, consumers, consumers with EV’s,
and utilities. There are numerous approaches for the electrocution of DSMwhich are
game theory, machine learning, IoT, artificial intelligence, fuzzy logic controller’s,
Genetic algorithm, etc.

This research paper proposes the demand side management using game theory.
Energy tariff game based on the degree of information shared is categorized into two
types, complete information game, and incomplete information game or Bayesian
game. All information about payoff’s of participated consumers are shared is classi-
fied as complete information game.

In order to maximize the things, a part of information about payoff’s is not shared
by the consumer, to optimize the issue Bayesian game model is design [6]. For
the implementation of Bayesian game model, participating agents are consumers,
distributed network operators (DNO), EV’s, solar photovoltaic systems and small
wind generators. Results obtained from the proposed approach focuses the benefits
of consumers by reducing the peak to average consumption ratio.

2 System Model

Smart grid with N
¯
domestic consumers, one energy producer and demand side man-

agement center is shown in Fig. 1. To schedule the energy consumption of domestic

Consumer 1 Consumer 2 Consumer N

Demand Side 
Management 

Center

Electric Energy 
Producer

Power Line
Communication Line

Energy Charge Energy Discharge

Fig. 1 Energy consumption management scenario
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consumers and share the information with other consumers. Some assumptions are
taken:

i. Each consumer is connected with IED’s.
ii. Each consumer having electric vehicles.

Demand side management center is the control center of the grid which collects the
information about consumption design tariff structure and informed to consumers
through communication network. Grid is designed with an assumption that each
consumer have EV’s which could supply energy to grid as per the instructions of
DSM center [7]. The set of consumers is denoted by N

¯
= {1,2,…,n,…, N

¯
} and time T

¯is divided into different slots and denoted by T
¯
= {1,2,…,t,…, T

¯
}.

2.1 Energy Consumption Cost Model

Let energy consumption of household consumer n ∈ N
¯
is Et

n in time slot t ∈ T
¯
and

the total consumption for user n is calculated as

En =
∑

t∈T
Et
n (1)

The total energy consumption for all residential consumers in time slot t ∈ T
¯
, Er

t
can be formulated as

Er
t =

∑

n∈N
Et
n (2)

The total energy consumed during charging of electric vehicles Ec
t is formulated

as

Ec
t =

∑

n∈N
Et
n (3)

Similarly, let Ed
n,t represents the energy discharge to the grid with EV’s in time

slot t ∈ T
¯
and total energy discharge to the grid for all EV’s is

Ed
t =

N∑

n=1

Ed
n,t (4)

To encourage the consumers for managing the demand, a tariff structure based on
incentives for consumers is design. Itmanage the peak to average energy consumption
ratio:
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Ct = αt (Et ) + βt (5)

where αt , β t are the coefficient of energy cost αt > 0 and β t ≥ 0, and directly
proportional to total energy consumed.

The cost of energy consumed by the consumer nth in a day is formulated as

Cn =
T∑

t=1

Tt (Et )
(
Er
t + Ec

t

)
(6)

2.2 Payoff Model for EV’s

The fundamental objective of consumers procuring EV’s is traveling, thus users will
give preference to traveling and then the excess amount of energy is injected to grid
[8]. Let, consumer n have EV with storage capacity Qn and EV expend Qv

n on road
for primary fulfillment. If the consumer has excess energy in EV’s when consumer
goes back to home, consumer can discharge the remaining energy to grid. Let, nth
consumer have Qd

n energy discharge to grid in a day, then the total energy of the EV
for nth consumer is denoted as:

Qn = Qv
n + Qd

n (7)

A reasonable discharge model is required to motivate the consumers for discharg-
ing during peak hours. Dischargingmodel is required, if all consumers will discharge
electricity in a certain time to maximize their benefits will damage the stability of
the system and enhancing the overall power losses. Therefore, energy price for dis-
charging is continuous and decreasing function. In addition, the price of injected
period should be higher to the price of purchasing to provide benefit to consumers.
Therefore, the price model for discharging on incentive mechanism is formulated as:

I dt
(
Ed
t

) = αd
t E

d
t + βd

t (8)

where αd
t and βd

t are coefficient of discharging cost and varied time slots, αd
t < 0 and

parameter 0 < βd
t < βt . Therefore, the total utility function of EV’s for consumer n

in the whole day is formulated as:

Un
(
Ed
n , E

d
−n

) =
T∑

t=1

(
I dt

(
Ed
t

)
Ed
n,t

) + Qv
n (9)
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where Ed−n =
[
Ed
1 , . . . , E

d
n−1, E

d
n+1, . . . , E

d
N

]
is denoted all consumers cost except

Ed
n .

T∑
t=1

Ed
n,t = Qd and Ed

n,t ≤ E
dmax
n , where E

dmax
n is the maximum discharged

energy with EV’s in one hour.
On the basis of the analysis of consumption cost and discharge function, total cost

of domestic consumer n can be formulated as:

Hn
(
Ed
n , E

d
−n

) = Cn −Un
(
Ed
n , E

d
−n

)
(10)

3 Bayesian Game for Household Consumers

Bayesian game theory is based on uncertainty about the payoff’s of other consumers
[9]. Bayesian game has two factors: type of player and probability distribution of the
players. Type of consumer on the bases of the degree of information shared is the set
of Jn = {J1, …, Jn, …, JN} and the probability of type of household consumers can
be defined by probability function:

pn(J − n|Jn) = p(J−n, Jn)∑
p
(
J−n, Jn

) (11)

Payoff of the consumer n with type Jn is:

En(Jn) =
∑

J−n∈Jn

pn(Jn, Xn(Jn), X−n(J−n)) . p(J−n|Jn) (12)

where, Xn(Jn) = [
Xc
n(Jn), X

d
n (Jn)

]
denotes the charging and discharging approach

of consumer n with type Jn, while X−n(J−n) = [
Xc−n(J−n), Xd−n(J−n)

]
denotes the

strategy of competitor’s for the type J−n.
The Bayesian game is designed tomaximize the profit by scheduling the approach

Xn(Jn) on the basis of the competitor’s approach X−n(J−n). Therefore. the function
Xn(Jn) is converted into X∗

n(Jn), then
[
X∗
n(Jn), X

∗−n(J−n)
]
, is called Nash Equilib-

rium of Bayesian game model, which is mathematically expressed as:

En
[
X∗
n(Jn), X

∗
−n(J−n)

] ≥ En
[
Xn(Jn), X−n(J−n)

]
(13)

Nash equilibrium of Bayesian game is designed on the bases of the following
algorithm (Fig. 2).
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Fig. 2 Algorithm of bayesian game nash equilibrium

4 Simulation Results

A simulation-based on the proposed methodology is designed in MATLAB and
effectiveness of the results are shown in this section. Suppose that there are 50 users
and each user has an EV and IED’s. Demand is managed for a day and one day is
divided in 24 slots each slot is indicating 1 hour duration. Figure 3 denotes that from
time 00:00 to 5:00 and at time 24:00 energy consumption is very less and it is defined
as baseload consumption period, from time 06:00 to 15:00 and time 23:00 energy
consumption is moderate and from time 15:00 to 22:00 energy consumption is very
high and denoted as peak energy consumption period. As load curve defines that
from duration 00:00 to 05:00 energy consumption is less and consumers can allowed
to charge EV’s, and during peak load period from 15:00 to 22:00 consumers are
allowed to discharge their excess amount of energy to grid. In simulation parameters
of purchase and selling are taken from [10] as shown in Table 1.
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Fig. 3 Average consumption curve of N user’s

Table 1 Parameters of
consumption and EV’s
discharge in simulation

Time slot 0:00–5:00 5:00–15:00 and
22:00–24:00

15:00–22:00

αt 0.0002 0.0003 0.0004

β t 0.053 0.111 0.179

αd
t – −0.0006 −0.0005

βd
t – 0.098 0.132

Table 1 shows the constraints value for energy consumption cost function (5)
and EV’s energy discharging function constraints (8). αd

t negative value shows the
decreasing function. Average energy consumption curve after applying game theory
is shown in Fig. 4 represents the energy consumption during time 15:00 to 22:00 is
reduced from 5.27 to 4.76 kWh.

Energy consumption cost is calculated and denoted in Fig. 5 with and without
Bayesian game model shows that without game electricity cost of all consumers
are more as compared to the cost of applying game. Average energy consumption
cost during baseload hours are reduced from 5.3083 $ to 2.9699, average moderate
energy consumption cost is reduced from8.2379 $ to 5.8995 $, and average peak hour
consumption cost is reduced from 12.600 $ to 10.2622 $. Average cost without game
is 8.4132 $ reduced to 6.074807 $ by applying Bayesian game model is providing
benefit to the consumers.
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Fig. 4 Energy consumption after applying game theory
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Fig. 5 Energy consumption cost a without Bayesian game b with Bayesian game

5 Conclusion

Game theory is applied for the feasibility of DSM to provide benefits to participating
agents. Bayesian game is modeled for domestic consumers with incomplete infor-
mation about the payoff’s of other consumers. This paper highlights the effect of
EV’s on DSM, the proposed model focused on the methodology to inject energy to
grid during peak hour consumption and absorb during baseload duration. Simulation
results describe that peak to average energy consumption ratio is reduced from 2.34
to 2.29 and average energy consumption cost is reduced from 8.4132 $ to 6.0748 $.
Therefore, the Bayesian game model is beneficial for both consumers and utilities.
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Classification of Power System
Disturbances Using Support Vector
Machine in FPGA

Vivek Patel

Abstract Support vector machine (SVM) is a standard classification technique use
to envisage accuracy of extracted data in the power system. A real time implemen-
tation of SVM is yet at premature phase, because of requirement of advance parallel
calculation of features. In this paper, Software simulation of SVM using MATLAB
and Hardware Co-simulation of SVM in FPGA is designed to classify power quality
(PQ) disturbances. Initially IEEE 13 bus system is designed in PSCAD to gener-
ate various type of transient signals, caused by heavy load switching and capacitive
switching. Here, three different statistical features are extracted for feature classifica-
tion namely Means, Variance, and Standard Deviation of the signal. A Xilinx system
generator block sets are used to simulate SVM using radial basis kernel (RBF) func-
tion. Simulation result, reveals that the FPGA based SVM classification system is
fast and predicts high classification accuracy.

Keywords Support vector machine · FPGA · Capacitive switching · Load
switching

1 Introduction

In the last 2–3 decades’ evaluation of power system network main context was to
control the frequency of power system fluctuating near 50 Hz, with the advancement
of technology, use of an electrical instrument like an electrical machine, computer,
etc., has increased. Therefore, uses of these devices increases the electrical load on
the power system generally in day time, causing this voltage level of power system
go down and expected to be boost. A capacitor bank is used for increasing the voltage
level. When the capacitor bank is switched on then the voltage level increases along
with switching transient. The line to ground (L-G) fault is most usual of all fault
line to line, double line to ground, and 3-phase fault and this initiates the transient in
voltage and current waveforms [1]. These transient are very dangerous for electrical
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system and due to this severe problem comes and this also affect the power system
components, so it is essential to know which transient comes in power system and
which can be suppressed.

There are plenty of literature that exist for classification with the objective of
explorating SVM. As SVM is a strong candidate for pattern classification, Support
Vector Machine (SVM) is a technique which can classify these transient data. It is
one of the most reliable and good performance algorithm used widely in the field of
linear, as well as nonlinear classification and regression problems [2, 3].

In the scientific community, most of the SVM related study is based on software
up-gradation; various algorithms have been developed and tested on the software.
Nevertheless, the first significant work of hardware implementation on SVM has
been reported byAnguita [4]. D. Anguita has proposed a digital architecture for SVM
training and classification using linear and RBF kernel functions, But the proposed
hardware architecture utilized a lot of resources and not the desired computation
time. The Maximum frequency obtained by D. Anguita was 35.3 MHz. Author
Khan keeps away from the fixed-point computations for implementing testing phase
of linear SVMby using logarithmic number system, but faced problems in converting
real number to their equivalent logarithmic number [5, 6].

In the rest part of the paper, a basic of SVM is described in Sect. 2. Software
Implementation of SVM and Hardware Implementation of Linear SVM discussed in
Sect. 3. In Sect. 4, simulation result has been discussed in detail and the conclusion
is given in Sect. 4.

2 Support Vector Machine

Support vector machine is one of the most powerful techniques of classification and
regression initialized in the 1990s by Vapnik. SVM is basically a binary classifier
but it can classify sample or data of multiclass, as well as it makes possible to solve
linear as well as nonlinear classification or regression problems.

2.1 Linear SVM

The objective of linear SVM is to separate the hyperplane optimally with a large
margin. Now assume a set of feature vector of training samples xi which is to be
separable linearly and have been tagged in class1 and class2 which shown in Fig. 1.
Most of the data classify correctly but some data point falls into margin, called as
slack variables [7].

So the decision function of the Linear SVM is defined as follows:

D(x) = sign(wTx + b) (1)
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Fig. 1 SVM optimal
separating hyperplane
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We get Optimal hyperplane by solving dual Lagrangian problem in Eq. (2):

Maximize Ld (α) =
N∑

i=1

αi − 1

2

N∑

i,j=1

yiyjαiαjx
T
i xj (2)

Subject to

⎧
⎨

⎩

0 ≤ αi ≤ C
N∑
i=1

αiyi = 0

where W is a vector with real values and b is a constant, αi is Lagrange multipliers,
and yi is the class label, which is either +1 or −1 value.

w =
SV∑

i=1

αixiyi b = yi − wTxi

2.2 Nonlinear SVM

Practically in classification problem mostly it is not practicable to separate the data
linearly in original space. SVM can get better of this problem by transfer vector x
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Fig. 2 Nonlinear SVM
mapping

from input space to higher dimension space �(x), where this conversion takes place
by using Hilbert conversion, one where linear separation may be possible which is
shown in Fig. 2.

Decision function of Nonlinear SVM can be expressed as given by the following
Eqs. (3) and (4):

D(x) = sign(
sv∑

j=1

αjyjK(xj, x) + b) (3)

b = yj −
sv∑

j=1

αjyjK(xj, x) (4)

when dot product replaced with the kernel function, then it accepts the algorithm
to apposite the hyperplane with large margin and it is feasible to achieve nonlinear
SVM classification [5].

Some kernel function:

polynomial kernel of degree p : K(X ,Y ) = (X .Y − 1)p

Radial basis function (RBF) kernel: K(X ,Y ) = e− ‖X−Y‖2
σ

Hyperbolic tangent: K(X ,Y ) = tanh(λX · Y − δ)

When the kernel function is applied, then there is no necessity to map the input
data into higher dimensional space.
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3 Power System Transient

A transient in power system can be defined as the reaction of an electrical network
to an abrupt change in network conditions, either intentional or unintentional, (e.g.,
fault, switching action, Islanding or lightning strike). A transient is a usual part of the
operation where power system changes from one steady state condition to another.
It occurs for very small duration (µs to ms) but it can be in large magnitude. The
factors that affect the transient magnitude and characteristics are electrical source,
transmission lines, other transmission components like capacitor banks and switching
components.

Here, to analyze the transient events a 13 bus power system model has been
Simulated in PSCAD software as shown in Fig. 3. It consists of 120 kV, 50 MVA
and 50 Hz grid connected to the main transformer through bus B1. Three distributed
generations (DGs), i.e,. two wind plants connected at bus B9, B12 and one PV at bus
B10 along with six loads at different busses are connected. Each load having same
rating; 10 MW, 4 MVAR, and the busses are separated by a distance of 10 km using
pi section distribution line. Here, power quality disturbance is created like, capacitive
switching in Fig. 4, load switching in Fig. 5, fault signal in Fig. 6, and islanding in
Fig. 7.

Fig. 3 PSCAD Simulated 13 bus model

Fig. 4 Capacitor switching
transients
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Fig. 5 Load switching
transients

Fig. 6 Fault transient

Fig. 7 Islanding at zero
power mismatch

4 SVM Implementation

4.1 Software Simulation of SVM in MATLAB

MATLAB software has been used for SVM implementation, the feature of four
class data has been taken and labeled the corresponding class for the training phase.
Now for testing phase similar data have been taken and labeled the corresponding
class, and then run the program and get the accuracy and computation time for SVM
classification.

4.1.1 Feature Extraction of Different Classes

The Power Quality disturbance signals and islanding signal simulated in PSCAD
(V46) software. There are 40 sets of data generated for each separate event. Therefore,
the total (4 * 40= 160) datasets are used for training data. The following four different
statistical features are extracted for feature classification.

First Feature: Variance of the signal
Second Feature: Mean of the signals
Third Feature: Standard Deviation
Fourth Feature: Coefficients of the Variance.

Figure 8 reveals the procedural stages for classification of Power Quality (PQ)
disturbances for the same training and testing data. The above result shows that
SVM is a standard pattern classification technique to classify the disturbances into a
different class. Hence, boundary plots, being procured bySVM, showing four distinct
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Fig. 8 Boundary plot of SVM of the fault and capacitive switching

regions for four different classes of PQ disturbances such as load switching, capacitor
switching, L-G fault, and islanding. The hyperplanes separate all the different classes
from each other clearly. The detection accuracy of the radial basis function (RBF
Kernel) SVM model implemented for classification among four different classes is
obtained to be 98%, and it takes more computation time for classification is 0.847 s.

4.2 Hardware Co-simulation of SVM in FPGA

There are plenty of literature that exist for classification with the objective of explo-
rating SVM. As SVM is a strong candidate for pattern classification, the attempt
is made for real time implementation through FPGA. Prior to real time implemen-
tation accomplishment of the co-simulation of FPGA for disturbance classification
is carried out, which is the main focus for the classification accuracy for two-class
problems. The SVM implementation through FPGA is segregated into two parts such
as linear kernel as well as nonlinear kernel.

4.2.1 Linear SVM Using System Generator

The proposed architecture diagram of FPGA for linear SVM is given in Fig. 9. The
feature vectors (training datasets) of both class1 and class2 loaded in FPGA’s internal
memories, as long as the classification data or test data points are streamed through
the test data units into the FPGA. The dot product multiplication builds the decision
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Fig. 9 Linear SVM classifier architecture

function with training dataset and Lagrange multipliers, where all the multiplication
is done in parallel. The adder tree in linear SVM architecture builds the decision
function g(x) accompanied by parameter bias b [7].

To design hardware architecture, a series and parallel method have been used with
MATLAB System Generator block. Every array of a row of matrix SV is placed in
SV11–SV32 outputs, which operates by counter1. Test data are in block Test data1
to Test data2 operating by counter 2 with the period of 50 (number of support vector
of class1 and class2) [8–11].

In order to make easier mathematical operation, the dot product of vector α and
y into a vector yα is preferable to converge. A new vector yα placed in yalpha ROM
and addressed by same as SV ROMs. Block Multi 1 to Multi 8 and Add0 to Add5
perform inner product between test data and support vectors; the remaining operation
is the sum of this values, that is done serially and add Bias b, which is shown in Fig. 9
From PSCAD Simulated 13 bus Model we capture the PQ disturbance signal load
switching and capacitive switching signal and extract the feature like mean, variance,
and standard deviation of the signal. And put this data in system generator SVROMs.
We have used three different feature for two-class classifications.

4.2.2 Nonlinear SVM using System Generator

For the simulation of nonlinear SVM, we used the same feature which is used in
Linear SVM, but the decision function of nonlinear SVM with Gaussian kernel
function is given in Eq. (5) [11–13]:
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Fig. 10 Hardware architecture for the computation of αiyie− ‖X−Y‖2
σ

d(x) =
SV∑

i=1

αiyi exp(−γ ‖x − xi‖2) + b (5)

Figure 10 shows for computation of αiyiK(xi, x) in nonlinear Gaussian SVM, as
long as another part is same as linear SVM.

5 Simulation Result

Whenever implementing SVM classifier in hardware architecture, it is essential to
perform the training phase of SVM initially. In simulation we have taken two-class
data of capacitive switching and fault and labeled the corresponding class for training
sample of SVM.Wenamed 1 for class1 and−1 for class2.Wehave taken 100 samples
from each class1 were 75 samples were taken for training and 25 samples for testing
from each class. After vector multiplication and addition.

The classification result of Nonlinear SVM, where 0–23 sample time shows the
delay, in this simulation given 50 test sample date in SV rom having 1–25 of class1
data and 26–50 for class2, when the output is greater than zero then it is class1 and
when less than zero then it means class2, some data was misclassified, on the basis
of this calculated accuracy in linear SVM is 80% and in the nonlinear case it is 92%.
Simulation results of SVM are given in Table 1.
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Table 1 Hardware co-simulation results of SVM

System generator (linear SVM two
class) with C = 0.02

System generator (nonlinear two
class) with γ = 0.00008

SV Class1 25 test
sample

Class2 25 test
sample

Class1 25 test
sample

Class2 25 test
sample

No. of
misclassified

5 2

Bias −0.01 0.002

Accuracy 80% 92%

Computation
time

0.437 s 0.603 s

Maximum
Frequency

20 kHz 20 kHz

6 Conclusion

This paper demonstrates that the SVM is able to classify the faults, and capacitor
switching data point with high accuracy. The Two class FPGA based SVM having,
classification accuracy of linear SVM & computation time is 80% and 0.437 s,
respectively, and classification accuracy of Nonlinear SVM & computation time is
92% and 0.603 s, which is less than the computation time taken by MATLAB is
0.837 s and MATLAB classification Accuracy is 90% that shows good performance
of the hardware architecture.
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Designing a Smart System for Air
Quality Monitoring and Air Purification

Palak Gandhi, Kartik Upadhyay, Ashwani Kumar Yadav and Vaishali

Abstract Rise in the air pollution is a matter of concern as it slowly degrades the
health of a person. This increase in pollution has led to the monitoring of air quality
to analyze the ill effects it may have on health. Recent reports by WHO have listed
13 cities from India among the top 20 most polluted cities of the world. In this paper,
we have explained the design and results of a low cost automatic air purifier system
which can help deal with the ambient air pollution and curb it for healthier life. It also
discusses the various filters and sensors which can be used to remove and control
the air pollution and monitor the quality of air. The filters have been put to test in a
polluted environment and the results show that even when any one of the filters is
used the quality of air improves to a certain level but when both the filters are used
together, the results are enhanced.

Keywords Air pollution · Air quality index · Air purifier · Filters and sensors

1 Introduction

There has been a rapid growth in air pollution in the last few decades. Sixteen cubic
meters of exhaust gas are produced by burning one liter of gas in vehicles, the main
content of which is nitrogen dioxide [1]. It was reported by WHO in 2014 that there
was only one person out of every ten breathe clean air [2]. With 2.51 million deaths
in the year 2015 India has been ranked number one in pollution-related deaths of
which 1.24 lakh deaths were caused by indoor air pollution based on the reports
by the Lancet commission on pollution and deaths. This is mostly due to the use
of cow dung and wood as fuel sans ventilation [3]. Air pollution both indoor and
outdoor has been responsible for around 6.5 million deaths throughout the world [4].
It potentially raises alarm for people who commute via two wheeler and rickshaw
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pullers [5]. A recent report byWHO lists 14 cities of India out of the 15most polluted
cities of the world in terms of PM2.5 levels and 13 cities of India out of 20 cities in
the world in terms of PM10 levels [6].

According to WHO PM2.5 (Particulate Matter), PM10, and nitrogen dioxide
(NO2), sulfur dioxide (SO2) and Ozone (O3) are the pollutants which have adverse
effects on health [7]. In September 2014 India came out with an Air Quality Index
(AQI) systemwhich was recommended by Indian Institute of Technology (IIT) Kan-
pur and a group of experts. They have allotted categories to levels of pollutants in the
air indicated using various colors. In addition to the pollutants listed by WHO it also
includes NH3, CO, and Pb. The categories are good, satisfactory, moderate, poor,
very poor, and severe [8]. Currently there are 342 stations installed in the country
which are spread across 127 cities in 26 states and 4 union territories [9]. According
to WHO report the acceptable level of PM2.5 is 10 µg/m3 annual mean and PM10
is 20 µg/m3 annual mean [2].

Keeping the above-mentioned scenario in mind we have come up with a low cost
automated air purifier system which is discussed in the paper.

2 Filters and Sensors

2.1 Filters

The filters that have been used in the system are as follows.
Pre-filter. Pre-filter is placed before HEPA filter or activated carbon filter to remove
large particles from the air such as hair, mold, and large dust particles which reduce
the efficiency of subsequent filters. Hence pre-filter expand the life of HEPA filter.
Pre-filter is made of fiberglass and polysynthetic [10].
HEPA filter. HEPA stands for High-Efficiency Particulate Air. This filter traps
99.97% of particles which are more than or equal to 0.3 µm in size [11]. They
are made up of randomly arranged fibers of fiberglass. The size of pores of HEPA
filter ranges from 0.5 to 2.0 Âµm.
Activated Carbon Filter. Activated carbon filter removes hazardous elements from
the air and keep it odor free. The phenomenon used is adsorption. The porosity of the
activated carbon is proportional to its capacity to adsorb hazardous elements [12].
The smaller the size of particles of activated carbon the more is the adsorption rate
and hence better performance. The hazardous elements may degrade our health [13].
It is used in combination with HEPA filter to produce the maximum results.
Air Ionizer. Air ionizer is a negative ion generator circuit that is used to charge the
particles of the air with the help of emitters which are mounted on the circuit. It
operates at 230 V. The emitter releases electrons in the air. Electrons are excited with
the help of high electric field produced at the tip of the sharp-pointed needle which
is proportional to the voltage produced at the tip of the needle. The high electric field
produced at the tip is used to polarize themolecules of air around the needle and force
them to accept the electrons by the phenomenon called dipole polarization [14]. Ions
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produced by 1µA of current is equal to 6.28× 1023 × 10−6 where 6.28× 1023 is the
Avogadro’s number [15]. These cations target the positively charged pollutants like
pollen grains, dust particles, smoke, etc. as a result of which the particles become
neutral and settle down and can be easily trapped by the filters [16].

Corona discharge occurs in the conductors which are surrounded by air and
through which a high voltage is passing usually in the range of 2–6 kV. The corona
can be minimized using a needle that is rounded at the end or using a corona ring
[17, 18].

The air ionizer that has been used in the project has been designed using 30 units
of 0.01 µF capacitors and 30 units of 1N4007 diode and 3 units of 1M1 resistor and
1 unit of 2M2 resistor. The circuit is connected to AC mains power supply which
is 230 V. The circuit is basically a multiplier circuit which increases the voltage to
reach around 4 kV. A sharp end needle is mounted to the air ionizer which works as
an emitter and releases electrons at 4 kV which charges the air molecules around it
[19]. The circuit in Fig. 1 has been designed using proteus 7 professional showing
the circuit of air ionizer that has been integrated in the project.

The ion generator circuit has been described using a section of it with the help of
Figs. 2 and 3.

It is a basic full-wave rectifier circuit that would convert AC current to DC current.
Initially, both the capacitors C1 and C2 in the figure are discharged. It is a basic full-
wave rectifier circuit that would convert AC current to DC current. Initially, both
the capacitors C1 and C2 in the figure are discharged. In the first half cycle the AC
current flows through the circuit and D1 is forward biased as in Fig. 2, so the current
charges the capacitor C1 to the peak value of the input that is

√
2 times the AC input

Fig. 1 Simulation circuit of air ionizer

Fig. 2 Current flow during
first half cycle
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Fig. 3 Current flow during
second half cycle

supply of 230 V. In the second half cycle Fig. 3 the capacitor C2 is charged while
D2 conducts current as it is in forward bias.

During the second half cycle when D2 is in forward bias the input voltage and
charge across capacitor C1 are now in series due to which they add up to 650.54
(325.27 + 325.27 V). Thus this process is repeated in the same way for 15 pairs of
capacitors and diodes and hence at the last stage 4 kV is produced which is enough
for the excitation of electrons which are emitted out from the emitter. The circuit
hence is used to multiply the voltage without a transformer. The needle used in the
air ionizer is usually made of tungsten material.

2.2 Comparison of Various Filters Used in the Air Purifiers

Table 1 lists all the filters that are used for air purification around the world.

2.3 Sensors

The sensors that are used in the project are as follows.
MQ-135. A hazardous gas detection apparatus for the environment, suitable for
ammonia, aromatic compounds, sulfur, benzene vapor, smoke, and other gases harm-
ful gas detection, gas-sensitive element test concentration. Air quality sensor is for
detecting a wide range of gases, including NH3, NOx, alcohol, benzene, smoke, and
CO2. Ideal for use in office or factory, simple drive, and monitoring circuit [26].
GP2Y1010AU0F. GP2Y1010AU0F is a dust sensor using optical sensing system.
An infrared emitting diode (IRED) and a phototransistor are diagonally arranged in
this device. It detects the reflected light of dust in air. It is effective in detecting very
fine particle like the cigarette smoke. In addition to that it can distinguish smoke
from house dust by pulse pattern of output voltage [27].

Table 2 lists all the other sensors which are used in the designing of the air purifier.
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Table 1 Various filters

S. no. Filters Descriptions

1 HEPA filter High-Efficiency Particulate air (HEPA) is
used to remove particles whose size is in
sub-micron [20]

2 Activated carbon filter Activated carbon filter is used to adsorb
particles as it passes through it. The pores of
the filter chemically react with the particles
and trap them

3 Ionic filter They generate negative ions and the ions
attract positively charged dust particles
because of which they become heavy and
settle down and are picked up by the filters

4 Ultraviolet light air purifier This filter kills the pathogens by breaking the
bond in their DNA using a source of
ultraviolet light [21]

5 Ozone Ozone air purifier produces ozone to kill
contaminants. But health experts do not
recommend the use of ozone producing air
purifier because it has some health hazards
[22]

6 Electrostatic precipitator (ESP) It consists of two oppositely charged plates,
negative one is used to charge the dust
particles and positive one is used to collect
them using electromagnetic force [23, 24]

7 Pre-filter It is used before HEPA filter in order to trap
pollutants which are larger in size

8 Charged media filter They use charged metallic screens which is
stuffed between two filters which are fibrous.
A drop in voltage affects the efficiency of the
filter [25]

3 Proposed Model

The proposed model is an intelligent air purifier that would be switched on in the
presence of the air pollution. The air quality needs to be checked continuously with
the help of sensors MQ-135 and GP2Y1010AU0F.

The microcontroller used in this model is NodeMCU which has an embedded
Wi-Fi module ESP8266. The data sensed by the sensors is processed by NodeMCU
and uploaded to cloud. As the pollutant level exceeds the preset threshold limit
NodeMCU instructs the relay which in turn switches on the fan. The polluted air
hence is drawn into the purifier and is passed through the filters. The fan and the
air ionizer are operated at 230 V. The entire structure has been encased in a thick
cardboard box. The readings from the cloud can be accessed to analyze the quality
of the surrounding air.

Figure 4 shows the proposed model. The direction of the arrow indicates the
direction of flow of data and instructions.
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Table 2 Various sensors

S. no. Sensor name Detects Temperature range
(°C)

Operating voltage
(V)

1 MQ-2 Methane, butane,
LPG, smoke

−20 to 55 5

2 MQ-7 Carbon monoxide −20 to 55 Alternating 5 and 1.4

3 MQ-131 Ozone −20 to 55 6

4 MQ-135 Air quality (benzene,
alcohol, smoke)

−20 to 55 5

5 MQ-303A Alcohol, ethanol,
smoke

−20 to 55 0.9

6 MQ-309A Carbon monoxide,
flammable gases

−20 to 55 Alternating 0.2 and
0.9

7 MICS-2714 Nitrogen dioxide 23 to 50 5

8 MICS-5914 Ammonia 23 to 50 5

Fig. 4 Block diagram of the
proposed model

4 Results

The results have been shown with the help of Table 3. The readings are uploaded to
the cloud platform Think Speak each time the sensor senses the level of pollutants in
the air has exceeded the preset threshold limit. The threshold limit has been decided
depending on the surrounding environment. It can be changed if the pollutant level
exceeds than before. The result in the table shows that after the introduction of the
filters viz a viz pre-filter, HEPA filter, Activated carbon filter and air ionizer the level
of pollutants in the air decreases and hence we get a cleaner air to breathe.

5 Conclusion

Based on the results obtained, it can be concluded that the proposed system is able
to reduce the indoor air pollution to the good category of the AQI and is also saving
electricity as it only switches on when pollution level exceeds.
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Table 3 Sensors readings

S. no. Dust sensor readings (µm) Gas sensor readings (ppm)

Without filters With filters Without filters With filters

1 318 123 337 161

2 316 113 328 154

3 280 106 315 147

4 277 98 308 136

5 270 87 301 123

6 265 80 296 115

7 254 74 289 98

8 234 66 285 83

9 219 61 278 71

10 203 52 270 62

6 Future Scope

There is a scope for lot of work in the field of air purification. Drastic actions need
to be taken to control the rise of air pollution. Further a larger system can be built
to remove the air pollution on a larger scale from the cities which may make use of
sensitive sensor to detect the slightest of pollutants in the air.
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Activation Map Networks with Deep
Graphical Model for Semantic
Segmentation

Cheruku Sandesh Kumar, Ratnadeep Roy, Sanyog Rawat
and Archek Praveen Kumar

Abstract In this research semantic segmentation by the deep convolutional neural
network is used. Segmentation of contextual information with the use of patch-
patch between the regions and background. The patch-patch context is done with
the help of conditional random fields with CNN pairwise potential functions to
identify the semantic correlation of adjacent patches. Efficient piecewise training of
deep graphical model is then assigned to eschew continuous CRF inference through
background propagation. For Patch-background context capturing the network is
designed with the help of multi-scale image input and slide pyramid pooling for
the efficient performance. In the CRF model we have used both unary and pairwise
potential functions. The simulation results are verified in the semantic segmentation
dataset like MATLAB contextual modeling. The proposed technique will give better
accuracy. The evaluation metrics of invented method has been done in terms of pixel
accuracy. The model achieves outperforming innovation than the other algorithms
like Deeplab and DPN on semantic segmentation.

Keywords Feature extraction · Deep learning · Fully convolutional neural
networks · Dense CRF · Contextual models · Semantic segmentation ·
SS-semantic segmentation
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1 Introduction

Image SS has a category label for image pixel that plays an important role in the
complete scene of understanding an image. The related approaches like CNNs have
pixel-level labeling [15–17]. There are many CNNs methods FCNNs [16, 17] is
widely used because it has good computational efficiency, dense prediction, and
end to end training. Contextual information or data has the main cues for scene
understanding areas. The spatial context is applied in semantic compatibility relations
between one object and its adjacent objects/stuff where compatibility relation is a
point of co-occurrence of visual patterns. Considering on a highway, a bottle on a
stool, context encodes incompatibility relations which would be the example for a
boat on the highway. The relations can have good scales for assumption, object part-
to-part relation, and part-to-part object relations. Contextual information is mainly
useful in finding cue for isolated object that has visual uncertainty. The spatial context
is a broad area of research and has given in [18].

In our findings,we try to explore spatial context to obtaine good results of semantic
segmentation. Spatial context has patch-to-patch and patch-to-background context.
The patch-to-patch context has semantic relationships on visual patterns of two stuffs
of an image. Patch-to-background context had semantic relations in image patch and
whole background region. In our research we have explored contextual relations
based on CRF. CNNs pairwise potential captures semantic correlation on nearby
patches. Researchers in the past had used CNN-Sparse CRF [17, 19, 20].

In ourmodel, we used CNN-Dense CRF technique to refine our samples of resolu-
tion prediction to sharpen the object boundaries. CNN-DenseCRF uses Potts-Model-
Based pairwise potentials for local smoothness of images. Pairwise potentials are
log-linear functions for semantic compatibility in image regions. CRF pairwise is to
develop coarse-level prediction. CRF and Potts-model-based pairwise potential are
combined to obtaine good results for semantic segmentation. Figure 2 shows the pre-
diction of ourmethod. The patch-background context is traversed in this regard. CNN
based techniques of multi-scale image network give good output when compared to
recent semantic segmentation methods [15]. In this model the use of multi-scale net-
works to encode background data and then slidewindowon activationmaps is applied
to encapsulate intelligence from background regions of various sizes. Generally pair-
wise potentials have rich computational inference in CRF training. The piecewise
learning of CRF ignores continuous inference on back-propagation learning of deep
model.

2 Context Deep CRFs

The design of deep CRF model is given below. Let us consider i ∈ I one original
image and j ∈ J labeling mask that is label configuration of every node in the CRF
graph. As we know, the energy of a function is given by E(j, i; θ) model prognostic
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j. The networks are denoted by that the classifiers need to study [19]. As per the
probability theory, the conditional likelihood for the given image is as follows:

P(j/i) = 1

S(i)
exp

[−E(j, i
]

(1)

where ‘S’ is the partition function and is known as:

S(i) =
∑

j
exp

[−E(j, i
]
.

As we knew that energy function is a set of unary and pairwise potentials and is
given in the below equation.

E(j, i) =
∑

K∈k

∑

l∈MK

K(jc, ic) +
∑

T∈t

∑

(c,d)∈FT

T (jc, jd , icd ) (2)

HereK is unary potential function. To resolve the expression, we assumemultiple
types of unary potential k.MK denotes set of nodes of potentialK. NextT is a pairwise
‘t’ is pairwise potentials. FT edges of potential T. ic and icd associates to node and
edge.

3 Pairwise Potential Functions

Pairwise potential function in comparison with unary potentials by stack activation
map net [1–4]. Pairwise potential is given below:

T (jc, jd , icd ; θT ) = −wc,d ,jc,jd (i; θT ) (3)

Here wc,d ,jc,jd output pairwise net.
Node pair (c, d) to labeled with class value (jc, jd ) for the original image i. θT

Corresponds Convolution Neural Network for potential T. The pairwise net haveH 2.
[6, 17] This invention of pairwise potential nodes semantic each feasible (jc, jd ) by
CNNs. After coarse-level prediction, still we have to accomplish a refine stage to get
the end high resolution prognostic in Fig. 1. In our invention we applied dense CRF
technique at the stage of prediction refinement [10–14].
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Fig. 1 Prognostic proposed
approach

Deep Graphical Model

Coarse Level Prognostic Stage

Prognostic Refinement Stage

4 Prognostic Process

The two-stage prediction that is coarse-level prediction and prediction refinement
are shown in the Fig. 2 below to get last high-resolution prediction [5, 6]. In coarse
stage we proposed the deep graphical model and the main purpose of refinement
stage is to sharpen the object boundary.

Coarse level prognostic first 
stage

1. Original image
2. DGM

Prognostic refinement second stage
1. Dense CRF
2. Sharpen boundary
3. Last prognostic

Fig. 2 Two stage prognostic process [16]
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5 Prognostic Consummation Phase

Generating a score map to the coarse prediction is done by marginal distribution, can
be get bymean field inference. The size of the input image, we first bilinear upsample.
Use dense CRF technique for post-processing [16] to scarp. Boundary refinement
is done by post-processing. The low-resolution prediction, upsample the refinement
model to the last prediction [17, 20], do bilinear upsample. Refinement methods
example coarse training deconvolution networks multiple coarse for fine learning
[7–9]. Refinement approach is used for performance improvement. Practically we
got improvement in refine approach on Matlab contextual modeling.

6 Practical Experiments with Validation Set on Matlab
Contextual Modeling

The simulation of the introduced technique is verified on challenging SS test sets.
They are MATLAB contextual modeling that unfolds different kind of scene images
like counting indoor and outdoor scenes, etc. The simulation of the proposed tech-
nique got outperforming performance on the above stated test sets. The execution
is done in MATLAB contextual modeling of visual object classes’ data set. The
comparison has been done for various techniques with outstanding performance.
The proposed model is trained using images that gave accuracy score of 75.1%,
outperforming other techniques. The accuracy scores are shown in Table 1.

The original dataset contains 1464, 1449, and 1456 images for training, validation,
and testing , respectively. The prognostic results of the proposed method are tested
on Matlab contextual modeling. Figure 3 shows—original image and prognostic.

7 Conclusion

In this research, we jointly used FCNN and CRF technique to investigate context
information to get efficient SS. This can be done by CNN related pairwise potentials
to model semantic relationships between regions of an image. The practical results
were simulated in couple of datasets mentioned in this research which gave state of
the art performance. The technique introduced is well suited for all other SS related
works.

In all, classification accuracy rates are generated and the best results are selected
for design of DGM. Hence after many experimental techniques, Deeplab gave the
best classification accuracy of 72.6%, DPN gave the best classification accuracy
of 74.1%, and DGM gave accuracy score of 75.1% outperforming among other
techniques.
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Fig. 3 Prognostic examples
of our approach to MATLAB
contextual modeling

(a) Input Image     (b) Prognostic

DGM brings the state of the art designs to the general humans. At last this work
consists of extensive work on pre-processing, front-end processing, back end pro-
cessing, and post-processing in the design of a DGM for SS.
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Grey Wolf Optimized PI Controller
for Hybrid Power System Using SMES

Sandeep Bhongade and Ritu Verma

Abstract This paper emphasizes on load frequency control of hybrid power system
using SMES technology. The hybrid power system includes solar panels, wind panels
and diesel engine generator along with a microgrid for power generation. Whenever
a load change occurs in the system, frequency deviation occurs. In order to mitigate
the deviation occurred in the system, a PI controller is optimized. Parameters of
controller are optimized using Grey Wolf Optimization technique. SMES is used for
the purpose of energy storage and its impact on the frequency stability has studied.
Steady state stability analysis has been carried out for two cases viz. during off-peak
load and peak load conditions. The system is simulated under different operating
conditions and results obtained shows the supremacy of the controller.

Keywords Grey Wolf optimization (GWO) · Hybrid power system (HPS) · LFC ·
SMES

1 Introduction

Due to the degradation of fossil fuels, renewable sources such as solar, wind and
hydro plants plays a vital role to meet the required energy consumption. These clean
energy sources have an application of providing power to the off-grid area, where
the extension of power system is not possible. These renewable energy sources have
various advantages such as low running cost, less maintenance, ease of use and
nonhazardous. Solar andwind power plant can act as a stand-alone energy conversion
system and supplies power to the domestic locations [1, 2]. Solar panels can be
mounted on small scale and possess good flexibility of installation. Due the variation
of light in accordance with time, output power is variable. Similarly, as the wind
speed is random in nature, power output is also variable. The stochastic nature of
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these sources results in various technical problems such as voltage and frequency
deviation. In order to minimize this deviation various techniques are employed in
the system such as controllers, power system stabilizers and LQR In this paper
frequency deviation due to the operation of hybrid power system has been discussed
[3]. Whenever a load change occurs then frequency of the system deviates from
its nominal value. In order to mitigate this deviation energy storage systems are
employed, which possess the capacity of handling multifunctional tasks as backup
powers, active and reactive power injection from/to the grid [4]. SMES have higher
conversion efficiency, fast response time, injecting and storing real or reactive power
endorses it as a viable solution [5].

2 Hybrid Power System

Hybrid power system is designed for the generation of electrical power and inde-
pendent of large grid but includes number of power sources or microgrids. They
take advantage of transferring AC power to higher voltage with minimum power
loss. Microgrids are small scale power system, which consists of renewable energy
sources such as solar, wind, etc. energy storage, power electronic interfaces, and
system load. It acts as a local source of supply which is connected to a centralized
grid but able to function independently. Microgrid with hybrid renewable energy
sources operate in two modes viz. stand-alone (off-grid) or grid-connected (on grid).
A typical hybrid power system contains a combination of-

(i) Power generation sources
(ii) Energy storage system
(iii) Power conditioning system
(iv) Controllers

2.1 Mathematical Modelling of HPS

The mathematical modelling of the hybrid power system has been carried out.
Figure 1 represents the model of microgrid connected hybrid power system [3].

A linear model of the power systems, where the dynamics of a diesel power plant,
SMES is considered for study. For smooth operation of hybrid power system, load
generation balance should be maintained. For proper controlling, an error signal is
given to the system which is the difference between the change in load demand
(�PD) and change in net power (�PT )[3].

�PT = �PPV + �PW ± �PDEG ± �PSMES (1)
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Fig. 1 Model of hybrid power system [3]

�PS = �PT − �PD (2)

where �PS is net power controlling error.
And the frequency deviation is given by �F,

�F = KPS

1 + TPS
· �PS (3)

Transfer function of system frequency deviation to per unit power deviation is,

�F = 1

D + sM
· �PS (4)

D = 1

KPS
and M = TPS

KPS

where M is equivalent inertia constant (p.u) and D is Damping constant (p.u)

SMES
AnSMESunit is aDC current devicewhich stores energy in themagnetic field.When
DC current flows through the superconducting wire, a magnetic field is created due
to the large magnets (Fig. 2).

Due to the superconducting nature, energy stored for a long time duration may be
used either to inject active power into the grid or to absorb the surplus power available
in the grid. The SMES unit is able to damp out oscillation. The major advantage of
SMES coil is to discharge a large amount of rated power into the system with a short
duration of time [5]. The large superconducting coil is kept at cryogenic temperature
and the temperature is maintained by a cryostat which contains helium or nitrogen
liquid vessels. When the coil is on standby, a bypass switch is used to reduce energy
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Fig. 2 Configuration of SMES unit

losses. A power conditioning system (PCS) is required to transfer the power from
SMES to grid according to the requirement.

DC voltage is given below,

Ed = 2Vd cosα − 2Id RC (5)

where
Ed is DC voltage applied to the inductor, α is firing angle in degrees, Id is current

flowing through the inductor and RC is equivalent commutating resistance.
Charging and discharging of SMES Coil is done by varying the commutation

angle. When the load of the system increases, the frequency falls from the nominal
value in order to maintain the frequency, generation has to be increased. Thus, SMES
discharges power into the system and acts in inverter mode, i.e., α is less than 90°.
Similarly, when the load of the system reduces, frequency increases as the large
amount of power is available in the system, thus, SMES absorbs that energy and
operates in charging mode or in convertor mode, i.e., α is greater than 90° [6].

3 Grey Wolf Optimization

This optimization technique was proposed by Mirjalili in 2013 [7]. GWO algorithm
mimics the leadership hierarchy and huntingmechanismof one of themost successful
predators, grey wolves in nature [7]. Four types of grey wolves such as alpha, beta,
delta and omega are employed for simulating the leadership hierarchy. A pack of
around 10–12wolves is led by a leader, i.e., alphawolves and the subordinates respect
the decision of the leader. Tuning of PI controller depends upon two parameters
(KP and KI ) to regulate the change in frequency error (�f ). PI controller is selected
forminimizing the deviation in frequency and its optimal values are determined using
GWO.
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In order to achieve optimum system response, the integral time square error
method is used [1]:

F(X) = ITES = tsim∫
0
t ∗ (� f )2dt (6)

where X is the variable in terms of the value of Kp and Ki .

4 Simulation Results and Analysis

This section presents the simulation results of HPS. A 2 MW system has been con-
sidered for the study. Simulation is carried out with the scenario of HPS employing
PV panel, wind power, diesel engine generator with or without SMES. Following
system has been analyzed for two cases (i) during off-peak load (ii) during peak load.

The steady state stability analysis of hybrid power system is carried out through
step load change during themaximum andminimum power consumption period. The
system response is analyzed with or without SMES. Simulink model has simulated
for a time period of 30 s.

Case (1)—During Peak Load
In this case, wind and solar power variations are assumed to be absent. When the
load of the system changes, frequency deviation takes place. Consider the step load
change of 0.1 p.u is occurred as peak load. With the sudden change in load demand,
i.e., as the peak load change occurs, system frequency falls below a predefined limit.
In order to maintain the system frequency within the desired limit, energy storage
system plays the role. SMES unit which acts as a storage device starts providing
the additional energy to the system to meet the required demand. Thus, SMES is
operating under discharging mode and result shows that the response of the system
is fast and deviation is minimized. The effect in frequency response with and without
SMES using Grey wolf optimized controller is shown below.

(1) HPS without SMES:

At t = 5 s when sudden load change occurs in the system frequency deviates and
is minimized by grey wolf optimized PI controller shown in Fig. 4 and best fitness
value for the optimized controller is shown in Fig. 3.

(2) HPS with SMES:

When sudden load change occurs in the system SMES starts acting in inverter mode,
i.e., starts injecting power to the system so as the maintain the required demand and
frequency deviation with respect to this load change is shown in Fig. 6 and best
fitness value for grey wolf tune PI controller is given (Fig. 5).
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Fig. 3 Best fitness obtained
with respect to iteration

Fig. 4 Change in frequency
without SMES

Fig. 5 Best fitness obtained
with respect to iteration
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Fig. 6 Change in frequency

Case (2)—During the Off-Peak Load
Similar conditions as above are applied here but during off-load condition. A step
load change of 0.05 p.u. is occurred in the system and system response with or
without considering SMES is shown. When the load demand decreases, frequency
of the system increases above the nominal value. As a result surplus amount of power
is available in the system, which is absorbed by the SMES unit. Here SMES act as
a charging unit. The result of the system with or without SMES has shown below:

(1) HPS without SMES

Case (2) studies show the mitigation in frequency deviation (Fig. 8) due to the tuned
PI controller whereas, Fig. 8 shows the best fitness value (Fig. 7).

Fig. 7 Best fitness obtained
so far
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Fig. 8 Frequency deviation

Fig. 9 Best fitness with
respect to iteration

(2) HPS with SMES

Effect ofGWOoptimized PI controller is shown in Fig.10which shows themitigation
of frequency deviation occurred in the system alongwith its best fitness value (Fig. 9).

5 Conclusion

Steady state stability analysis of hybrid power system using SMES technology has
been carried out. GWO is used to tune the parameters of the PI controller. The
performance of the system has been represented through simulation results, with
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Fig. 10 Change in
frequency

step load change. Results obtained shows that the SMES plays an important role
in the mitigation of frequency deviation. With the emergence of smart grid, SMES
is receiving more attention in the area of power system due to several applications
such as fast response, large storage capacity and power handling capacity. Since
the modern era involves renewable energy sources for power generation, it provides
clean energy and pollution free environment. Therefore, it is shown that the several
advantages of renewable energy hybrid power system along with SMES makes this
system an important structure for power and energy system.
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JAYA-Evaluated Frequency Control
Design for Hydroelectric Power System
Using RFB and UPFC

Akhilesh Panwar, Gulshan Sharma, Ibraheem Nasiruddin and R. C. Bansal

Abstract The present paper discusses an early attempt to investigate and propose
the various control actions such as integral derivative (ID), integral double derivative
(IDD) and proportional integral derivative (PID) with gains evaluated via a new and
powerful evolutionary technique known as JAYA algorithm to maintain the equilib-
rium between power generation and demand of the hydroelectric power system, and
hence to reach system frequency in minimum time for variation in system demand.
At first, the enactment of JAYA-ID, JAYA-IDD and JAYA-PID founded designs are
assessed for standard demand change in one of the areas of a connected electric power
system and the comparative assessment is carried out on the acquired value of inverse
timemultiplied absolute error (ITAE). The assessment of hydroelectric power system
is carried out in terms of obtained gains, minimized error value and power responses
to demonstrate the efficacy of the proposed design. The obtained assessment shows
the advancement of JAYA-PID over other evaluated deigns. However, still the hydro-
electric power responses struggle with higher overshoot, unacceptable settling time
and error in reaching steady state. This is due to slow responding of hydroturbines
and hence the unified power flow control (UPFC) in series with tie line and support
from redox flow battery (RFB) is further used in the hydroelectric power system to
improve the assessment significantly. Further enrichment in the hydroelectric power
responses is realized by again calculating the gains of PID via JAYA algorithm with
positive contribution from RFB and UPFC.
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1 Introduction

The electric power system is escalating year by year to cater to the demands of
needy and developing society considering the bounds on carbon dioxide emission by
aiming towards power generation via cleaner energy sources in order to set the equi-
librium between the generations and future demands. The power delivery industries
are moving towards wind power, solar power, tidal power, geothermal power as well
as hydropower for future energy generation and many advancements are going in the
design and control strategies of renewable-based generation technologies. However,
the hydropower plants are well developed as compared to other renewable technolo-
gies and can play a major role in meeting the energy demands in future. As the power
generation shifts towards hydropower plants, it will be difficult to set the minute-by-
minute equilibrium between generations and system demands as the time constants
of hydroturbines are higher as compared to thermal turbines, and basically they are
more slower compared to thermal turbines to respond for change in system demand
and hence result in frequency variations andmay lose the system stability completely.
The equilibrium between power generation and system demand are met via load fre-
quency control (LFC) strategy which maintains the balance among these quantities
and hence keeps the electric system frequency close or near to original value as well
as the tie-power exchange among interconnected areas as per the defined value [1,
2]. To meet the requirements of LFC, the control design founded on conventional
design was the primary pain taken by the researchers worldwide and become unsuc-
cessful to meet the standards of LFC due to evaluation of controller gains via trial and
error technique. The recent advancement and development of artificial intelligence
techniques such as fuzzy logic, genetic algorithm, particle swarm optimization, and
hybrid bacteria foraging algorithm are explored and proposed by various researchers
in order to provide a more advanced and effective control design for LFC, but still
there is a scope of improvement and hence the new and strong optimization technique
such as JAYA algorithm is always welcome in the LFC studies in order to select the
gains of control design as well as to meet the requirement of LFC [3]. Further, it is
also observed that LFC studies are narrow to thermal generations and very less care
is taken for hydroelectric power system.

On the other side, the enrichment in power electronics industries and successful
design and development of flexible alternating current transmission system (FACTS)
led to its efficacious installation in the electric power system. The FACTS such as
redox flow battery (RFB) is having zero time constant and is quick enough to inject
the stored power in the system in case of quick alteration in the system demand.
However, due to increased cost of RFB, it is not advisable to install RFB in every
area of interconnected electric power system. Unified power flow controller (UPFC)
is also a member of the FACTS family, is much cheaper and can be installed in series
with the existing tie line and can significantly enhance the system stability [4]. In the
light of the above discussion, this paper is set as follows:
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1. To propose several architectures of conventional design, i.e. ID, IDD and PID
with gains assessed via strong optimization algorithm, i.e. JAYA.

2. To assess the JAYA-ID, JAYA-IDD and JAYA-PID for standard system demand
and to assess their performance using obtained ITAE for LFC.

3. The obtained ITAE through JAYA-PID is quite promising in comparison to other
designs but still, the LFC performance of hydroelectric systems lacks in reduc-
ing the frequency and tie-power overshoots, settling time and slow movement
towards steady-state condition.

4. Hence, the UPFC installed in series with the existing tie line and RFB in area-2
of the system model for further enhancement.

5. At last, the gains of PID via JAYA are again calculated with support from UPFC
and RFB for standard system demand change and the enhancement in LFC per-
formance is observed. Also, the value of filter coefficient (N) is optimized and it
further results in more improvement in responses of LFC.

2 Studied Model

To assess the ability of JAYA-ID, JAYA-IDD and JAYA-PID, an interconnected
hydroelectric system with hydroturbines in both areas is used for the analysis.

The RFB dynamics in area-2 and UPFC in the form of first-order gain and time
constant, well-known as a transfer function, is incorporated in series with the existing
tie line of the studied model. The model of the system with RFB and UPFC is given
in Fig. 1. The exhaustive mathematical modelling of UPFC and RFB is not included
due to space limitations.

3 JAYA-Optimized LFC Designs

In this study, the performance of various control designs is assessed by first devel-
oping the objective function (OF) on the basis of area control error (ACE). ACE
combines the frequency and tie-power deviations in single quantity in a linearized
form. The ITAE is considered as OF for this study as it has proficiency in settling
time reduction, peak overshoot reduction which is hard enough to achieve via other
error criterions such as integral of squared error (ISE) and integral of absolute error
(IAE).

The OF (Jn) for the present LFC problem is as follows:

Jn =
Tsim∫

0

(ACE) · t · dt (1)

The aim of JAYA optimization is to attain the ITAE minimum considering the
following limitations:
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Fig. 1 Studied model

Kmin
pn ≤ Kpn ≤ Kmax

pn

Kmin
in ≤ Kin ≤ Kmax

in

Kmin
dn ≤ Kdn ≤ Kmax

dn

where Kpn,Kin and Kdn indicate the proportional, integral and derivative gains,
respectively. The maximum and minimum range for all these parameters is con-
sidered between− 3.0 and 3.0 as it will help the algorithm to provide you the desired
results in minimum time. The JAYA optimization technique [3] is chosen to evalu-
ate the various control parameters. The execution steps of the JAYA optimization in
the form of a flow chart is given in Fig. 2. The algorithm is run fifty times and the
best solution obtained is used as the final control parameters for the several control
designs for LFC. Further, the value of filter coefficient (N) is also optimized via JAYA
and it results in a significant enhancement in LFC.
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Fig. 2 Execution methodology of JAYA
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4 Result Analysis

In this work, an early attempt is made to investigate the dynamics of LFC of hydro-
electric power system as well as to find the suitable LFC design which can set the
equilibrium between the power generation and changing system demand for such
type of system. Limited work on the studied model is available in the past literature
of LFC as the time constant of hydroturbines are higher as compared to thermal tur-
bines, and it results in increased overshoot, continuous oscillations and challenging
for the frequency and tie-power responses to reach steady state for standard change in
the system demand. The architecture based on conventional control is the preferred
choice not only in the power industry but also in various control industries due to
its simplicity. Hence, the structure is kept the same and the conventional design is
combined with the new and powerful optimization technique, i.e. JAYA, to evaluate
the parameters of various studied designs such as ID, IDD and PID. In the first step,
the gains of ID, IDD and PID are achieved for 1% change in the system demand via
JAYA and a comparative analysis is carried out considering the obtained gains, ITAE
value and in terms of frequency and tie-power responses. Table 1 shows the vari-
ous obtained parameters for various LFCs. The ITAE reduction (4.910032) achieved
with JAYA-PID in comparison to JAYA-ID (7.191476) and JAYA-IDD (7.187137)
demonstrates the control and efficacy of the JAYA-PID LFC. The LFC responses of
�F1, �F2 (frequency deviations of areas-1 and 2) and �Ptie12 (tie-power deviation)
are shown in Fig. 3a–c. It is also observed that the performance of JAYA-PID LFC
with the optimized value of N is showing promising performance in comparison to
other LFCs and there is a great reduction in ITAE, i.e. 4.503048. However, there
is still scope of improvement in LFC responses and hence the dynamics of UPFC
and RFB is incorporated in the studied model. The LFC assessment is checked for
alteration in the standard system demand and the performance of JAYA-PID+N is
compared with JAYA-PID+N+UPFC+RFB. There is a slight increase in the value
of ITAE (5.870145) as compared to ITAE obtained earlier. This is due to the fact
that PID gains are the same as it is considered for JAYA-PID+N. However, the great
reductions in system responses are obtained and shown in Fig. 3d–f.

Table 1 Evaluated gains of LFC designs via JAYA

LFC designs Kp Ki Kd Kd1 N ITAE

ID – 0.037278 0.620617 – – 7.191476

IDD – 0.037174 −1.215430 0.589348 – 7.187137

PID 0.343769 0.047195 −0.437454 – – 4.910032

PID+N 0.426382 0.048893 −0.391059 – 4 4.503048

PID+N+RFB+UPFC 0.426382 0.048893 −0.391059 – 4 5.870145

PID+N+RFB+UPFC
(Recalculated)

2.000000 2.000000 −0.743502 – 2 0.627759
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Fig. 3 a–f LFC responses for standard load change in area-1, i.e. 1%

Hence, at last, the gains of PID+UPFC+RFB+N are recalculated via JAYA and the
significant reduction in the value of ITAE is achieved, i.e. 0.627759. The obtained
gains as well as ITAE are shown in Table 1 and the LFC responses are shown in
Fig. 4a–c. It is also observed from the power responses that there is a noticeable
reduction in the overshoot and settling time enhancements via JAYA-PID+N with
the UPFC+RFB combination. This is due to the fact that these energy storage tech-
nologies have lesser time constant resulting in significant enhancement in LFC.

5 Conclusion

This work is intended to design the JAYA-optimized PID controller with filter coeffi-
cient for satisfactory operation of hydro-dominated power system under step-power
demand and to show its efficacy over other designs by obtaining the acceptable values
of the objective function (ITAE). The response is further improved after incorporat-
ing fast-acting series-connected UPFC in tie line and power injection through RFB.
The improvement in system responses such as decreased overshoot with fast settling
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Fig. 4 a-c LFC responses for standard load change in area-1, i.e. 1%
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time and zero steady-state error is achieved with the proposed design. Finally, the
controller parameters are redesigned via JAYA for step power demand considering
the combined effect of UPFC andRFB and the perceptible improvement in frequency
control is observed for hydro-dominated power system. In conclusion, it can be said
that the proposed frequency control technique is simple yet effective and provides
suitable performance for such type interconnected power system.
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A Human Face-Shaped Microstrip Patch
Antenna for Ultra-Wideband
Applications

Anandhi Dharmarajan, Pradeep Kumar and Thomas J. O. Afullo

Abstract This paper presents the design and simulation of a compact human face-
shaped microstrip patch antenna that can operate from 5.9 to 11.2 GHz. The antenna
has an elliptical patch with a human face to achieve the wideband characteristics.
The bandwidth of the proposed antennas is further improved by using the concepts
of Defected Ground Structure (DGS). The slots are inserted in the ground plane for
improving the bandwidth. The proposed antenna is simulated and optimized in CST
Microwave studio and the simulation results prove that the antenna can operate at a
wide range of frequencies from 5.9 to 11.2 GHz. The proposed antenna is compact
in size and provides wide bandwidth, high gain, high efficiency, etc. Return loss
characteristics, antenna gain, radiation efficiency, and radiation patterns are presented
in the paper.

Keywords Patch antenna · Defected Ground Structure (DGS) · Ultra-Wideband
(UWB) antenna

1 Introduction

Microstrip patch antennas are smaller in size, have various shapes (rectangular, tri-
angular, or circular), easy to etch in PCB, have low fabrication cost, and so are
the choice for mobile communication systems. But these antennas suffer from nar-
row impedance bandwidth and low gain [1]. There have been various techniques to
increase the bandwidth of the antenna such as increasing the thickness of the sub-
strate, decreasing the substrate dielectric constant [2], employing electromagnetic
bandgap structures [3, 4], and using defected ground structures [5, 6]. Most of these
antennas are made by adding additional structure so that their structures become
more complex.
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Ultra-Wideband (UWB) technology has attracted much attention in modern
telecommunication systems as it can transmit a lot of data (high bandwidth) over
a short distance without using too much power. In 2002, the Federal Communication
Commission (FCC) has allotted bandwidth from 3.1 to 10.6 GHz for license-free
use and named as ultra-wideband [7]. Researchers are continuously working on
the design of microstrip antennas for ultra-wideband applications. Recently, ultra-
wideband antennas are given using different technologies [8–10].

This paper uses Defected Ground Structure (DGS) where slots or defects are
integrated on the ground plane of microwave planar circuits thus modifying the
continuity of the ground plane [11, 12]. These slots are placed under the transmission
line so that it can provide better coupling with the line. This improves the bandwidth
of the antenna so that it can cover the UWB frequencies. The slots in the ground plane
also help in reducing the return loss. The geometry of the antenna is also an important
key factor in the design and therefore the antenna designed is a compact antenna.
The proposed antenna is smaller in size and has wide bandwidth compared to [13,
14] which is larger in size and has narrow bandwidth. The elliptical patch antenna
also has wide bandwidth compared to [15]. The presented antenna also provides high
gain and efficiency. The paper is structured as follows. Section 2 explains the antenna
structure. Section 3 presents the return loss characteristics, antenna gain, radiation
efficiency, and radiation patterns. The conclusion is given in Sect. 4.

2 Antenna Geometry

The proposed antenna is shown in Fig. 1. Figure 1a, Fig. 1b, and Fig. 1c present the
top view, bottom view, and side view of the antenna, respectively. It has an elliptical
patchwith a human face embedded in the patch. The antenna is designed on a 38.2mm
× 25.2 mm FR4 substrate with dielectric constant of 4.4 and substrate thickness of
1.6 mm. A thin 50 � microstrip line of width 3.058 mm and length 10 mm feeds
the antenna. The elliptical patch is made of copper foil and has a width of 15.6 mm
and a height of 28.6 mm. The ground plane is modified as shown in Fig. 1b. Two
slots are provided in the ground plane to increase the bandwidth of the antenna. The
ground plane has a width of 25.2 mm and a height of 9.5 mm. Both the ground and
the patch have a very small thickness. The elliptical patch antenna without the human
face and slots provides a very narrow bandwidth. The addition of human face with
eyes and nose reduces the reflection coefficient and improves the bandwidth. The
mouth in the structure further improves the bandwidth of the antenna. The addition
of head and eyebrows significantly decreases the reflection coefficient and improves
the bandwidth significantly. The elliptical patch is modified to have a human face in
which the eyebrows have a width of 6 mm and a height of 0.4 mm. The head has a
width of 12 mm. The mouth has a width of 8 mm and a height of 2 mm. The eye has
a width of 4 mm. The nose has a width of 1 mm and a height of 6 mm. The entire
optimized dimensions are shown in Table 1.
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Fig. 1 Geometry of the proposed antenna a top view, b bottom view, c side view

Table 1 Antenna dimensions Parameter name Value (mm) Description

Ls 38.2 Substrate length

Ws 25.2 Substrate width

Lf 10 Feedline length

Wf 3.05 Feedline width

Wm 8 Mouth width

Ln 1 Nose length

We 1 Eye width

Lm 2 Mouth length

Webr 6 Eyebrow width

Ws 3.4 Slot width

Lsl 5.2 Slot length

Lg 9.5 Ground length

3 Simulation Results

The antenna is simulated using CST microwave studio and the results for the reflec-
tion coefficient plot with elliptical patch and elliptical patch with slots are discussed.
S11 denotes the power that is reflected back from an antenna and it is also known
by reflection coefficient. Figure 2 shows the S11 plot for the elliptical patch antenna
with no slots in the ground plane. The reflection coefficient is −16 dB with a −
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Fig. 2 Reflection coefficient of the antenna

Table 2 Reflection coefficient and bandwidth for various antenna structures

Antenna structure S11 (dB) Bandwidth (GHz)

No slots and no face −17 8.4–10

No face and two slots −26.17 7.6–10.7

Two slots, human face with eyes and nose −25 7.6–10.7

Two slots, human face with eyes, nose, and mouth −29.7 7.6–10.8

Two slots, human face with eyes, mouth, nose, and eyebrows −35.11 5.9–11.2

No slots, human face with eyes, mouth, nose, and eyebrows −16 8.4–11.2

10 dB bandwidth of 2.8 GHz. Figure 2 also shows the S11 plot for the elliptical
patch antenna with two slots in the ground plane. The return loss is−35.11 dB with
a −10 dB bandwidth of 5.3 GHz. From Table 2, it is evident that the human face in
the elliptical patch with eyes, nose, mouth, and eyebrows is necessary to achieve the
wide bandwidth with reduced reflection coefficient of −35.11 dB. Figure 3 shows
the radiation pattern of the antenna without DGS for f = 8 GHz and f = 10 GHz.
Figure 4 shows the radiation pattern of the antenna with DGS (two slots in the ground
plane) for f = 8 GHz and f = 10 GHz. It is observed that the patterns are not stable
with the frequency. Future work will be done to achieve stable patterns. Table 3
shows the maximum gain, maximum directivity, radiation efficiency, and total effi-
ciency of the antenna at various frequencies. It is seen that the gain and directivity
is maximum at f = 10 GHz. Table 4 shows the comparison of human face antenna
with the other existing antennas. It is seen that the designed antenna is compact in
size which provides high gain and minimum reflection coefficient.
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Fig. 3 Radiation pattern for antenna without slots a f = 8 GHz, phi= 0°, b f = 8 GHz, phi= 90°,
c f = 10 GHz, phi = 0 deg., d f = 10 GHz, phi = 90°

4 Conclusion

An elliptical human face patch antenna with eyes, nose, eyebrows, and nose with
DGS is designed. The proposed antenna has a wide bandwidth from 5.9 to 11.2 GHz
and is found to be higher than the antenna without DGS (8.4–11.2 GHz). The antenna
designed is suitable for UWB applications. The design of the antenna is simple, and
the antenna is easy to fabricate and is compact. The antenna shows high gain and
wide bandwidth characteristics. In future work, the antenna will be designed to cover
the entire UWB band with polarization diversity.
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Fig. 4 Radiation pattern for antenna with DGS (two slots) a f = 8 GHz, phi = 0°, b f = 8 GHz,
phi = 90°, c f = 10 GHz, phi = 0°, d f = 10 GHz, phi = 90° and f = 10 GHz

Table 3 Gain, radiation efficiency, total efficiency, and directivity at various frequencies

Frequency f = 2 GHz f = 4 GHz f = 6 GHz f = 8 GHz f = 10 GHz f = 12 GHz

Gain (dB) −0.0154 2.720 4.377 3.778 6.219 5.570

Radiation efficiency (dB) −1.929 −0.4820 −0.7422 −0.4294 −0.0499 −0.1508

Total efficiency (dB) −4.437 −2.271 −0.8475 −0.4915 −0.4738 −1.077

Directivity (dBi) 1.913 3.202 5.119 4.207 6.268 5.721
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Table 4 Comparison of human face antenna with existing antennas

Reference [16] [17] [18] [19] Proposed antenna

Max. gain (dB) 3 1.49 7.362 3.778 6.219

Bandwidth (%) 140 77 142 119 70

size (mm) 40 * 40 20 * 18 70 * 82 30 * 30.82 25.2 * 38.2

Min. reflection coff.
(dB)

−30 −16 −26.02 −28.4908 −35
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Scheduling Energy Storage to Provide
Balancing During Line Contingency
at High Wind Penetration

Bal Krishna, Anjali Jain and Ajay Bharadwaj

Abstract Decarbonization of electrical sector increases the penetration of nonfossil
fuel-based energy resources in power system. These resources are intermittent in
nature which result in frequent demand–supply imbalance. Moreover, operational
constraints of conventional generating units and technical limits of network restrict
required amount of balancing from supply side. This necessitates the integration of
flexible resources to increase system reliability by reducing gap between demand
and supply. In this context, a battery energy storage system is integrated as flex-
ible resource. This framework is modeled on RTS-24 bus system with 40% wind
penetration using mix-integer linear programming (MILP). A security-constrained
unit commitment (SCUC) is performed with (N-1) line contingency. This results in
improved demand–supply balance along with reduced wind curtailment.

Keywords Energy storage · Load following · Microgrid · Outage mitigation ·
Uncertainty

Nomenclature

Sets and Indices

u ∈ U Dispatchable Generating Units
T Set for time interval indexed by t
b, n Index for bus, node
w ∈ W Wind units
s ∈ ST Storage units
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ub Index for dispatchable units u connected at bus b
wb Index for wind units w connected at bus b
sb Index for storage units s connected at bus b

Parameters

Cop
u Operating Cost of unit u ($/MWh)

Pu/Pu Maximum/minimum Power limits of unit u
ηc
s/η

d
s Charging/discharging efficiency of storage unit s

SOCs/SOCs Maximum/minimum limit of charge for storage unit s
RP+

u /RP−
u Limits for ramp-up/ramp-down rate of unit u (MW/h)

MUu/MDu Minimum up/minimum downtime of unit u (hour)
S+
u /S−

u Start-up/shutdown ramp limits of unit u (MW/h)
Cs
u/C

d
u Start-up/shutdown cost of unit u ($)

γb,n Admittance of line between bus b and node n
PA
w,t Available wind generation of unit w at time t (MW)

Ltb Total load at bus b at time t (MW)
limb,n Line limits between bus b and node n (MVA)
Sbase Base value of apparent power
VLS Value of load shed ($/MWh)

Variables

Cgen Cost of generation ($)
Pu,t Power generation of unit u at time t
Hon

u,t/H
off
u,t Total on/off-hours of unit u at time t

Pw,t/Pc
w,t Wind power generation/curtailment of unit w at time t

Lsb,t Load shedding at bus b at time t (MW)
Pc
s,t/P

d
s,t Charging/discharging power of storage units s at time t (MW)

SOCs,t Charging status of storage units s at time t (MWh)
ls,t/ms,t Charging/discharging binary variable for storage unit s (1-

charging/discharging)
νu,t Unit commitment binary variable for unit u (1-on, 0-off)
αu,t/βu,t Start-up/shutdown binary variable for unit u
δb,t Load angel of bus b at time t
Flb,n,t Power flow at time t from line connected between bus b and node n
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1 Introduction

The increased concern toward decarbonization and sustainable energy drive the
power sector toward high penetration of green energy resources such as solar and
wind. However, their inherent variability due to weather dependency causes high
intermittency in their generation profile. This intermittency poses many challenges
to system operator in meeting demand–supply balance.

The benefits of wind generation get undermined when hybridizing wind energy
with thermal systems due to operational constraints of thermal units [1]. High pen-
etration of wind energy makes the net load more variable and requires high system
flexibility [2]. Wind curtailment and load shedding are two major performance spec-
ifications to measure system reliability [3]. The power plant operator decides the unit
commitment (UC) in the presence of flexible resources when large-scale wind units
are integrated into the grid.

Energy storage systems (ESS) can improve the system flexibility and participate
in UC by providingmultiple grid services such as energy arbitrage, peak shaving, and
frequency response [4]. Co-optimization of dispatchable generating units and ESS
can reduce the operational cost and improves the system reliability [5]. The operating
cost can beminimized by reducing the load shedding andRE curtailment. This can be
done by reserving the energy at off-peak load time and utilizing that energy during
peak load time. Storage devices such as compressed air energy storage, pumped
storage, ultra-capacitor, flywheel, and battery storage are widely used and can be
compared with respect to their technical characteristics to provide grid services [2–
6]. A study has been done to determine various strategies to provide reserve from
wind and storage where storage participates to mitigate the wind volatility [7].

A pump hydro station is used to flatten the net load variations caused by inter-
mittency and anti-peaking characteristics of wind and later, the smoothed net load
is distributed among dispatchable thermal units [8]. A study on single-area power
system shows the effectiveness of ESS to provide frequency regulation services [9].

In [10], the particle swarm optimization is used to minimize the operating cost
and bring out economic benefits in day-ahead multi-objective dispatching problem
consisting CGs with wind and pumped storage units. In [11], temporal and spatial
uncertainty of wind and solar is captured by Robust UC formulation incorporating
large-scale storage devices. In [12], ESS is used to improve operational flexibility of
the system.

Operational complexity increases during any contingency while performing secu-
rity constraints unit commitment (SCUC). Considering all operational limits of dis-
patchable units and network security limits, this paper performs day-ahead SCUC
to improve the system performance in terms of reduced wind curtailment and load
shedding by the incorporation of energy storage with wind generating units. The sys-
tem is simulated in general algebraic modeling system (GAMS) using mixed-integer
linear programming (MILP) and scheduled for 24-h time horizon. Performance of
system is analyzed with line outage (N-1) contingency.
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2 Problem Formulation

Two cases are studied in this paper. Case-I: SCUC without any contingency, Case-
II: SCUC with line contingency. Both the cases are further analyzed for 40% wind
penetration with and without energy storage system.

2.1 Objective Function

The objective function (1) minimizes the total generation cost while maintaining the
reliability of the system. Three costs are considered under generating cost namely
operating cost, start-up cost, and shutdown cost. Penalty for load shed is also added
in objective function to improve the reliability by minimizing penalty with other
operational costs.

MinCgen =
∑

u,t

Pu,tC
op
u +

∑

u,t

Cs
uαu,t +

∑

u,t

Cd
u βu,t +

∑

b,t

Lsb,tVLS (1)

2.2 Operating Constraints

Up-Ramp and Down-Ramp Limits
The ramp rate is the rate of change of output over a period. The up- and down-ramp
limits of thermal unit are explained in (2) and (3).

Pu,t − Pu,t−1 ≤ RP+
u νu,t−1 + S+

u αu,t ∀u, t (2)

Pu,t−1 − Pu,t ≤ RP−
u νu,t + S−

u βu,t ∀u, t (3)

Unit Status
Unit running status can be analyzed by (4). Equation (5) ensures that any unit cannot
undergo in start-up and shutdown mode simultaneously.

αu,t − βu,t = νu,t − νu,t−1 ∀u, t (4)

αu,t + βu,t ≤ 1 (5)
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Generation Power Limit
Generating units generate power within its minimum/maximum power limits (6).

Puνu,t ≤ Pu,t ≤ Puνu,t ∀u, t (6)

Unit Minimum Up and Downtime
Every generating unit needs to fulfill its specified minimum up and minimum down-
time due to thermal constraints that can be ensured as explained in (7) and (8).

[
Hon

u,t−1 − MUu
][

νu,t−1 − νu,t
] ≥ 0 ∀u, t (7)

[
Hoff

u,t−1 − MDu

][
νu,t − νu,t−1

] ≥ 0 ∀u, t (8)

Security Constraints
In DC-optimal power flow, power flow through transmission lines depends on power
angle defined by delta (9). The p.u. value of the power flow should be limited by p.u.
capacity of line (10).

Flb,n,t = γb,n(δb,t − δn,t) ∀b, n, t (9)

− lim
b,n

/Sbase ≤ Flb,n,t ≤ lim
b,n

/Sbase ∀b, n, t (10)

2.3 Wind Generation Constraints

Wind generating station generates the wind energy and curtails the excess amount
that cannot be integrated with coordination to balance the overall system as given in
(11).

Pw,t + Pc
w,t ≤ PA

w,t ∀w, t (11)

2.4 Storage Constraints

ESS stores the excess power to deliver during generation deficiency. Its operation can
be explained by (12). Status of charge and charging/discharging powers are constraint
by (13) to (15). Equation (16) ensures its nonsimultaneous charging and discharging.
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SOCs,t = SOCs,t−1 + (Pc
s,tη

c
s − Pd

s,t/η
d
s )�t ∀s, t (12)

SOCs ≤ SOCs,t ≤ SOCs ∀s, t (13)

Pc
s ls,t ≤ Pc

s (t) ≤ P
c
sls,t ∀s, t (14)

Pd
s ms,t ≤ Pd

s (t) ≤ P
d
s ms,t ∀s, t (15)

ls,t + ms,t ≤ 1 (16)

2.5 Power Balance

In case of penetration of wind and integration of storage, the overall power at any
bus is given by (17).

∑

u∈ub
Pu,t +

∑

w∈wb

Pw,t + Lsb,t +
∑

s∈sb
Pd
s,t −

∑

s∈sb
Pc
s,t − Lb,t =

∑

n∈b
Flb,n,tSbase (17)

3 Data and Result Analysis

3.1 Data

IEEE RTS-24 bus system is considered for this study consisting of 12 conventional
generating units with total capacity 3375 MW including two nuclear, six coal-based,
three oil-based, and one hydro generating units. The hourly load curve is shown in
Fig. 1. To simulate wind generating units, 30 years historical data has been taken
from [13]. Hourlywind generation profile of a day is developed by performingMonte
Carlo Simulation considering Weibull distribution and is shown in Fig. 1.

3.2 Result Analysis

To examine the system performance at high wind penetration with the role of stor-
age in improving reliability, two cases with three different conditions have been
considered; Case-I: SCUC without contingency and Case-II: SCUC with (N-1) line
contingency.
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Fig. 1 Hourly load and available wind generation curve
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Fig. 2 Dispatch of dispatchable units in SCUC

Case-I: SCUC Without Contingency

Scheduling Dispatchable Units only

In this case, generating units are scheduled for 24 h without wind integration. Gen-
eration at different buses with dispatch profile as shown in Fig. 2 is capable to meet
load.

Scheduling Units with Wind Penetration

In this case, 40%wind penetration is introduced.Wind units having capacity 400MW
each are connected at bus no. 10, 13, 14, 15, and 23. Results depict that there is
significant load and wind curtailment with 105 MW and 6934 MW, respectively, as
operational constraints of dispatchable generatingunits limit them toprovide required
balancing. Variation of net load, load curtailment, and output of dispatchable units
is shown in Fig. 3.

Scheduling Dispatchable Units and Wind Units with Energy Storage

To improve the reliability of system, battery energy storage is integrated with wind
units having 40 MWh energy capacity of each. Incorporation of storage decreases
the load shedding to zero with 422 MW decline in wind curtailment as shown in
Fig. 4.
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Fig. 3 Load shedding at 40% wind penetration
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Fig. 4 Storage charging/discharging to improve reliability

Case-II: SCUC with (N-1) Line Contingency
All the three conditions studied in Case-I are again examinedwith a line contingency,
i.e., outage of line connected between bus no. 13 and 23 (capacity 500 MVA).

Scheduling Dispatchable Units only

The system is capable to meet the load requirement even with (N-1) contingency.
Figure 5 demonstrates the results of system study with (N-1) contingency at line
13–23.
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Fig. 5 Load shedding at line contingency with 40% wind penetration
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Fig. 6 Storage charging/discharging to improve reliability at line contingency

Scheduling Units with Wind Penetration

Line contingency in presence of high wind penetration causes an indicative amount
of load shed of 776 MW as shown in Fig. 5 with 7372 MW wind curtailment in a
day.

Scheduling Dispatchable Units and Wind Units with Energy Storage

Figure 6 indicates that integration of storage decreases the load shedding and wind
curtailment significantly as 455 MW and 172 MW, respectively.

4 Conclusion

Energy generated by wind is highly intermittent due to weather dependency. To
reduce the variability created by wind integration, the introduction of energy storage
system as a flexible resource is necessary. SCUC in presence of highwind penetration
is performed. The overall reliability and performance of system are compared here
for with storage andwithout storage cases. The same study is conducted and analyzed
during line contingency. The line outage results in more wind curtailment and load
shedding. Results indicate that participation of storage makes the entire systemmore
reliable by reducing both wind and load curtailment.
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Multilevel Inverter Topologies
in Renewable Energy Applications

Prakash Kumar, Maneet Kour, Sunil Kumar Goyal
and Bhuwan Pratap Singh

Abstract In recent decades, multilevel inverters (MLIs) have gained attention in
grid-connected and stand-alone applications. The increasing dependence on electri-
cal power and uneven distribution of energy reserves needs suitable converter design
to meet low demand efficiently. MLIs have reduced harmonics and are best suited
for domestic as well as industrial applications. With the current improvements in
renewable energy systems (RES), uses of traditional MLI topologies are thwarted
because of their issues in performance like low power quality, low efficiency, and
uneconomical structure. These confinements in the performance issues of traditional
MLI topologies have pulled in the researchers toward developing new hybrid type
of MLI topologies. In the present article, a detailed analysis of such current hybrid
MLI topologies is given based on certain indices covering both qualitative and quan-
titative performance. Due concentration has been given to widely review the impact
of MLIs in grid associated renewable energy applications, for example, photovoltaic
(PV) frameworks, wind energy conversion systems (WECS) as well as microgrids.

Keywords Multilevel inverter · Reduced component count topologies · Classical
topologies · Renewable energy systems · Point of common coupling
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1 Introduction

The concept of MLI is dated back to 1975 and was put forward by Baker and Ban-
nister. Throughout the years, MLIs have been widely used in numerous modern
applications, for example, medium voltage (MV) high-power drives [1, 2], electric
vehicles (EV) [3, 4], dynamic voltage restorer (DVR) [5] active power filters [6], uni-
fied power flow controller (UPFC) [7], microgrids [8], power line conditioner [9],
distribution static compensator (DSTATCOM) [10], stand-alone or grid-connected
photograph voltaic (PV) frameworks [11–14], and various different applications. The
uses of two-level voltage source inverters (VSIs) were for the most part limited to
low voltage (LV) and applications involving medium power because of the power
rating and voltage imperatives on power semiconductor gadgets. Likewise, these
pulse width modulation (PWM) inverters experienced high amount of losses dur-
ing switching owing to switching operation on high frequencies. Such confinements
offered ascend to the idea ofmultilevel inverter (MLI) which alludes to age of voltage
levels higher than two levels at inverter output by utilizing a variety of power semi-
conductor gadgets, dc voltage sources, and capacitors [15]. The first MLI topology
was called cascaded inverter, giving stepped AC voltage as the output. In 1980, a new
type of VSI topology was patented called the neutral point clamped (NPC). The dis-
advantages of this topology are unbalanced dc-link voltage and necessity of a large
number of clamping diodes [16]. A new type of MLI called the flying capacitor (FC)
was proposed in 1992. In this topology, the flying capacitor is employed as clamping
device but an increased number of storage capacitors are used for high-voltage appli-
cations [16, 17]. Among them, the cascaded H-bridge (CHB) is a suitable choice for
application in high voltages owing to its control simplicity. But, CHB additionally
has a restriction because of its prerequisite of huge number of isolated dc voltage
sources.

Recently, many hybrid inverter topologies have been proposed by researchers,
derived from classical topologies for eliminating various power quality problems
and meeting high grid standards in a sparing way. Reduced component count (RCC)
topologies using H-bridge [18–23] have isolated blocks for level generation and
polarity, while topologies not using H-bridge [24–30] comprise of series associated
unit cells having the ability to generate bipolarwaveforms.Topologies usingH-bridge
are largely appropriate for applications in LV. On the contrary, topologies without
H-bridge are utilized as a part of medium voltage (MV) applications. Barbosa et al.
presented active neutral point clamped (ANPC) converter by putting together the
features FC and NPC [31]. Batschauer et al. put forth three-phase hybrid MLI for
applications in MV; using a traditional three-phase VSI connected in series with
a half-bridge inverter at every phase, thus reducing prerequisite of dc sources to
a significant extent. Due to increase in renewable power generation over the past
decades, researches are going on in the application of MLIs in grid-connected as
well as stand-alone renewable energy systems (RES) to improve substantially the
power quality [32–38]. J. C. Wu and C. W. Chou put forth a solar power generation
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system comprising of seven-level inverter and boost converter [39]. In 2015, a single-
phase inverter with operation in five levels was proposed, constituting a half-bridge
inverter and a three-level diode clamped inverter, which had a high fault tolerance
limit and a reduced number of switch count [40].

The presented article reviews different MLI topologies and breaks down their
consistently developing effect on renewable energy applications. In Sect. 2, classical
MLI topologies are discussed. Section 3 illustrates the recently developed hybrid
MLIs. In Sect. 4, an elaborate review on renewable power applications of MLIs is
provided and concluding remarks are presented in Sect. 5.

2 Classical MLI Topologies

2.1 Neutral Point Clamped MLI (NPC MLI)

In a five-level NPCMLI [15, 41], the dc-link voltage is divided equally in the capac-
itors which are connected in series. The capacitors have a high capacitance value,
which is equal. The dc bus middle point serves as the reference point. Four pairs
of unidirectional switches are present and every switch is clamped indirectly to a
voltage level of V/4, with the help of clamping diodes, thus reducing the voltage
rating of switches. NPC MLI does not show redundancy when it comes to phases.
NPC MLI is among the generally utilized topology in MV high-power applications
because of its simple control as well as minimal cost hardware execution. It discovers
widespread use in DSTATCOM, UPFC, FACTS, mechanical drives, and numerous
applications using low frequencies. In spite of its many points of interest, NPC MLI
extensively experiences different issues, for example, uneven distribution of power
among switches and unequal use of semiconductor. These deficiencies confined the
utilization of NPC MLI to voltage levels of five or seven (Figs. 1, 2, and 3).

Fig. 1 NPC MLI
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Fig. 2 FC MLI

Fig. 3 CHB MLI

2.2 Flying Capacitor MLI (FC MLI)

In a single-phase five-level FC MLI [15, 41, 42], four number of dc-link capacitors
having same value of capacitance as well as voltage rating are present. These capaci-
tors split the dc bus voltage into four equal parts. Eight unidirectional power switches
are also present. The clamping or flying capacitors clamp each switch voltage to one
dc-link capacitor voltage. In this topology, every switch has an equal voltage rating.
Themain characteristic of FCMLI is that the inner voltage levels are quite redundant,
which can be utilized for charge balancing in clamping capacitors. Phase redundan-
cies are regularly utilized, so as to keep up the equivalent charge or voltage levels
among clamping capacitors. The utilization of high-frequency switching is too pre-
scribed keeping in mind the balancing of charge levels among clamping capacitors.
This configuration is broadly applicable as a part of high-frequency MV traction
drives. As of late, multicell converters employing flying capacitors are additionally
presented [43].
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2.3 Cascaded H-Bridge MLI (CHB MLI)

A single-phase CHB MLI has two cells connected in series, each cell comprising
of an H-bridge, for five-level. Every H-bridge consists of an isolated dc source and
four unidirectional switches, generating three levels of voltage as output. The redun-
dancies in symmetric CHB MLI can be eliminated by properly selecting unequal
dc sources. Thus, higher voltage levels can be obtained and the need for a larger
number of dc sources can be diminished. These asymmetric topologies employ the
common usage of binary and trinary sequences for the selection of dc source. The
merits of a seven-level asymmetric CHB MLI is that redundancy is eliminated and
generation of two additional voltage levels as compared to five-level CHBMLI. But,
this characteristic is acquired with the loss of modularity which becomes its primary
disadvantage.

Symmetrical CHB MLI configuration is exceptionally modular and a simplified
pulse generating scheme is required, while employing minimal count of components
for the production of voltage level in any number. Consequently, it is generally
utilized as a part of battery controlled applications, stand-alone PV systems, grid-
tied systems, and in numerous other utilities. The principal limitations of symmetrical
CHB MLI configuration are the prerequisite of large count of isolated dc supplies.

3 RCC Topologies for LV Applications

3.1 Developed Cascaded MLI (DC MLI)

Proposed by Babaei et al. [44], it includes a number of unit cells arranged in cas-
cade connection for the generation of high levels of voltage and different blocks for
polarity and level generation. Its features also include modularity, asymmetric and
symmetric structure, and reduced switch count. For implementation at nine-level,
DC MLI requires eleven switches along with four dc sources. For generating higher
voltage, authors have suggested connecting n basic units in series with every unit
comprising of three dc voltage sources and five switches. The implementation of H-
bridge converts the unipolar waveform at the output into a bipolar waveform (Figs. 4,
5, and 6).

3.2 Cascaded Sub-multilevel Inverter (CSMLI)

This topology was introduced by Kangarlu and Babaei [19], in view of an arrange-
ment of sub-multilevel inverters connected in series. For implementation at 13-level,
this configuration utilizes symmetrical dc sources. Herein, one zero voltage level and
six positive levels are produced by the series connection of two sub-MLI cells. The
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Fig. 4 DC MLI

Fig. 5 CS MLI

Fig. 6 MLDCLI
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H-bridge is utilized as polarity generator. The above-stated topology has appeared
predominant over asymmetrical CHBMLI as far as reduced IGBT count for a given
voltage level is considered, but the number of switches to be used increases. Favorable
characteristics of the above configuration are symmetric and asymmetric structure,
isolated polarity, and level generation, modularity, decrease in the count of driver
circuits, lowered THD in output as well as reduced losses.

3.3 Multilevel DC-Link Inverter (MLDCLI)

Su [20] presented another sort of RCC multilevel inverter comprising of half-bridge
cells connected in series for level generation. The polarity generation block consti-
tutes an H-bridge. Every half-bridge cell has an individual confined dc type of supply
in addition to two correlative switches. For an inductive load, it is guaranteed that
H-bridge switches in all cases be switched off at zero value of voltage, while they are
turned on at both voltage zero as well as zero current. This characteristic brings down
the losses during switching in H-bridge. Another critical feature of MLDCLI is that
high-voltage rated switches have lower frequency of switching while low-voltage
rated switches have higher frequency of switching. In spite of its many advantages,
primary disadvantage of this type of topology is the high value of voltage rating of
the switches in H-bridge. This restrains its application in medium level power LV
range (under 100 kW).

4 MLIs in Renewable Energy Applications

4.1 Photovoltaic Systems

The PV inverters being implemented in industrial applications include different con-
figurations which are either transformer-based or transformer-less. A few topolo-
gies, like, half H-bridge, full H-bridge, and H5 have been derived from H-bridge
[45]. J. Chavarria et al. tentatively approved for both uniform as well as nonuniform
irradiance levels, an energy balance control method for seven-level cascaded grid-
connected inverter [46]. For a single-phase grid-connected PV system, a boost current
MLI was presented by P. G. Barbosa et al. [47]. The proposed system achieved high
power quality and efficiency as high as 96%. A CHBMLI, implementing space vec-
tor modulation method was put forth [48]. The proposed system ensured unity power
factor for grid injected power, balanced dc-link voltages, and distributed MPPT. L.
V. Nguyen et al. presented a virtual prototype for distributed control of MLI, in a
grid-tied system, and analyzed its effect on fault tolerance capability and redundancy
[49]. Amodified cascadedMLI was put forth byWu et al. [50] and results were com-
pared to standardCHB inverter, to highlight its feasibility andmerits. Latran andTeke



898 P. Kumar et al.

[51] presented a detailed study of different multilevel multifunctional grid-connected
inverter (ML-MFGCI) topologies in both single and three-phase configurations. Var-
ious control strategies to improve power quality were also discussed. A 3-KWp
15-level cascaded inverter was implemented by S. Alexander, for grid-connected as
well as stand-alone applications and the samewas examined for different modulation
algorithms [52].

4.2 Wind Energy Conversion System (WECS)

Samuel et al. [53] performed interfacing of a 2 MW wind generator and grid, with
the use of CHBMLI for enhanced power quality at PCC. For a large grid-connected
wind turbine alternator, a control scheme showing high tolerance limit to faults was
presented, employing CHB MLI [54]. X. Yuan et al. proposed a high-power MV
inverter configuration for a grid-connected WECS [55]. The above topology elimi-
nated the need for a bulky and costly frequency transformer andwas a combination of
H-bridge inverter and NPC MLI. A low voltage ride through (LVRT) for three-level
NPC inverter was performed, connected toWECS, and the thermal performances and
various losses were examined [56, 57]. Keeping in mind the compensation of the rip-
ple power in MLI connected to grid, a proportional—integral—resonant controller
was put forth, resulting in size reduction of dc-link capacitor [58]. The simulations
have demonstrated the great execution of the control technique and converter con-
figuration with reduction in dc-link ripple voltage. Madariaga et al. [59] critically
reviewed the current trends for an offshore grid integratedWECS.M. A. Parker et al.
investigated different PWM control strategies in case of modular converter configu-
rations for implementation in offshore WECS [60]. An extensive survey on current
situation of ac transmission systems based on low frequencies and connection to
large wind plants, particularly offshore ones is exhibited in [61].

4.3 Battery Storage Energy Systems (BSES)

BSES require large current and low-voltage devices. Hagiwara M et al. presented
a push-pull PWM converter for the same, having prerequisites of a transformer for
boosting the output voltage [62]. For implementing in grid-connected applications,
the same transformer serves as a grid transformer. Hawke et al., [63] put forth a
system which actualized a single-NPC MLI interface for the connection of many
fuel cells (FC) to MV grid. The system achieved independent control of power at
each source, flexibility in operation, increase in output power, source availability,
and balancing of thermal power. An extensive review on different FC technologies
along with the principle of operation, merits, demerits, transportation, suitability for
grid-connected implementation, transportation as well as industrial usage has been
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presented [64]. It is suggested that RCC models are used for reliable and monetary
operation of grid associated FC systems.

5 Conclusion

In the article presented, an inclusive review of different classical as well as recently
proposed RCChybridMLI configurations has been put forth. The article will help the
readers to differentiate among various topologies conceptually. The various advan-
tages and disadvantages, aswell as the utilization of these topologies, are summarized
clearly. This will be exceptionally useful for the analysts to legitimize the choice of
a specific topology in their researches. Moreover, a detailed analysis on the impact
of MLIs in grid integrated RESs is presented. Researchers will be able to think of
other economical solutions as well as the various research gaps.
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A Review on Demand Side Management
Forecasting Models for Smart Grid

Sweta Singh and Neeraj Kanwar

Abstract There has been excessive stress on the present resources owing to the
ever-increasing demand of electricity. The population needs to be satisfied with their
electricity demands, and the grid is being overused and therefore has become more
fragile owing to the increasing electricity demand with the increasing population.
Thus, the reliability as well as the efficiency of the grid has being affected. Therefore,
the research to explore more ways in improving the efficiency and stability of the grid
in a sustainable manner has occupied the center stage and therefore the coinage of
new term, i.e., smart grid. One can define smart grid as an automation of electric grid
with the current ICT that aims toward efficient management of electricity generation
networks. One of the main features of smart grid is that of demand response (DR)
which may be defined as the changes in the electricity usage pattern from their nor-
mal usage in response to the changing electricity pricing over time or to incentivize
the payments which are designed to encourage users to decrease their usage at times
of higher wholesale market price. The DSM activities are supported by the commu-
nication infrastructure, intelligent devices, sensors, and processors. This capability
results in modification of load profiles and thereby helps the consumers in achieving
financial gains and at the same time proper electricity usage. Energy savings and
therefore reduced greenhouse gas emissions are also achieved through such process
capabilities. DSM provides management of energy balance within the network and
also helps in realizing the importance of intermittent renewable energy sources.

Keywords Demand side management · Smart grid · Load forecasting · Demand
response · Renewable energy
1 Introduction

The need of electricity is increasing continuously day by day resulting stress in on the
resources. This increased population results in higher number of electricity demands
with increased electricity appliances for making the grid more fragile, which affects
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efficiency and reliability of the grid. To improve the reliability and efficiency of
power network in a sustainable and stable manner, in which grid networks play huge
important role through out the research. The initiative has been taken to improve
the grid network management strategy based on the concept of smart grid. For effi-
cient management toward electricity network the integration of ICT is required with
electric grid with an automation of smart grid [1]. In smart grid demand response
(DR) is one of the main features. DR is defined as the changes in electric energy
by end user in their regular consumption pattern to reduce the electricity price [2].
Grid network is enabled by communication infrastructure, intelligent devices, and
processors to support DSMactivities. This opportunity provides financial gains to the
consumers by modifying load profile. DSM provides benefits of intermittent renew-
able energy sources through real-time data [3, 4]. DSM addition in power system
provides flexibility to the management in the network.

In literature review DSMwould augment the integration energy sources, wherein
the dynamic pricing encourages consumers to use electricity from the renewable
energy sources, when the electricity pricing mechanism is high. The main reason
in evolution of electricity market is strict environment regulations and increasing
demand of electricity with a need to exploit the underlying untapped potential in
DSM [5]. This would need a new infrastructure based on the smart grid having an
integral feature of data exchange and control through AMI. DSM techniques also
contendwith the renewable energy sources, energy storage system, and regular power
plant thereby restructuring the electricity market. In a survey of energy industry in
Germany, it was found that the balancing requirements had been increased with
increased renewable energy sources penetration [6]. DSM has more significance
works like controlling electricity consumption, supporting integration of renewable
energy sources using ancillary services, hence, balancing the system. For the German
power system, DSM can help in reduce the green energy wastage and provide better
integration. It also enhancing the efficiency of power system and also conduce toward
lesser load shedding [6]. It has been analyzed that in Germany maximum of 8 GW of
renewable energy sources integration can be used with DSM potential in households
and commercial sector [7]. The researcher was found that DSM assisted the wind
energy integration in power system and also led to reduce the financial problem
in Ireland [8]. It is also predicted that DSM through its induce reduction can help
in elimination of expansion of generation facilities in energy consumption. It also
assists the primary and secondary services based on the frequency control. It would
lead to the participation of prosumer a heading to enhance the security and reliability
of the power system [9]. The deployment of distributed resources program leads
uncertainty in realizable benefits from DSM in the case of shortage of suitable data
[10]. It is also anticipated that the average electricity demand gets reduced by 12.65%
with the introduction of time of use tariffs (TOU) in 500 households of Sweden [11].
It was concluded that based on survey of 15 experiments; it was observed that the
residential consumer depends on electricity price. They reduce their consumption
based on the response to higher electricity pricing [12]. The demand gets reduced
in summer by 3.3% peaks leading to a drop of 179 MW [13]. In a survey of 5000
Irish households, it was observed that the information played a vital role in achieving
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demand response. In a detailed survey of 14,000 customers, it was stimulated that
in even though a small, the time-based pricing response in Ontario [14]. It was also
observed that for 483 households a significant pricing is achieved in California for
different pricing [15].

The modern electricity market has been adopted the newer policy reforms to
achieved high electricity markets and smart grid technology to serving multiple
objectives [16]. In present scenario, the number of flexible loads owned by residential
consumer is high in developed nation as compared to developing nation. In some
countries where the number of flexible is less and per capita consumption is low, the
technique provides both the utility with certainty with the implementation of feasible
DSM technique. The other designing technique is accounted based on the demand,
which is availability of RES and their energy profile. This encourages consumers to
consume energy whenever available from RESs. Now, it is important for developing
nations to develop a strategic plan to mitigate the issue of sustainable development
focus on climate change.

2 Load Forecasting

Electric power load forecasting (LF) is a discipline which explores the relation
between things and development change rule with the help of electric power systems,
economical, meteorological, and other historical data [16]. To the more development
electric power load should be reestimated and speculation [17]. Accuracy short-term
LF can reduce the generating cost with stable and safe power grid [18]. The data of
the grids are explosive with the popularity of smart meters and sensors. LF technol-
ogy has been greatly developed for the continuous progress of modern technology
and development of smart grid. Present scenario the modern forecasting technique
has been divided into traditional forecasting and modern forecasting.

2.1 Traditional Forecasting Method

Multiple Linear Regressions
Multiple linear regressions (MLR) are amethod that predicts quantitatively the power
load. Variation of load affects the dependent and independent variables for finding
the relation between themwith the variation of historical data to determine the future
load value [19]. Mathematical representation of MLR is

y(t) = b0 + b1x1(t) + · · · + bnxn(t) + θ(t) (1)

On the basis of diversity and uncertainty of load factors, MLR has different cases
to understand the proper way of analysis. The MLR is a method which describes
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the quantitative relations between variables having statistical significance, but due
to low accuracy it is not suitable for load forecasting.

Stochastic Time Series Method
Stochastic times series method (STS) is a time series method which extracts the basic
special events, weather sensitive load component from the historical load records,
residual that random load component can look into the STC. Stochastic time series
can look some models such as autoregression (AR), moving average (MA), autore-
gression–moving average (ARMA), and autoregressive integrated moving average
(ARIMA).

Autoregression (AR)
In this model linear combination is assumed to solve the previous load data. Mathe-
matical representation of model by Liu et al. [20] is written as

Lk = −
m∑

i=1

aik Lk−1 + wk (2)

Moving Average (MA)
The current value of function y(t) is expressed in terms of MA modeling technique
as combination of current and previous value of noise series [21]. The mathematical
representation of model is expressed below

Y (t) = a(t) − φ1α(t − 1) − φ1α(t − 1) − · · · − φqα(t − q) (3)

Autoregressive–Moving Average (ARMA)
In this model, the linear model is considered in terms of previous value of load and
previous value of interference [22].

The mathematical model of ARMA is represented as below

Y (t) = φ1y(t − 1) + · · · + φy(p − t) + · · · + α(t − 1) + · · · + φqα(t − q) (4)

Autoregressive Integrated Moving Average (ARIMA)
ARIMA is explained the nonstationary random process, which represented by math-
ematically as below

φ(B)�d y(t) = (B)α(t) (5)

All methods of STS require very small amount of load data when it operates,
when the data will have big change faces huge error. So, this method only suitable
for relatively uniform data for the situation of load changes in same way.
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Exponential Smoothing Exponential smoothing (ES) is a classical prediction
method which predicts the historical load data and uses Rahman and Mogharam
model for analysis the fitting function. This model only prefers recent data when it
operates but if input data is not suitable then the result is deviated by large value.
The mathematical modeling is represented as

Y (t) = β(t)T f (t) + e(t) (6)

In the case of traditional forecasting methods, they do not have ability to express
large amount of data. During the development of smart grid, the load data become
more precise in the case of complicated loaddata. Traditional load forecastingmethod
is proposed for big data.

2.2 Modern Forecasting Method

Artificial Neural Network
ANNs are calculated with “neuron” interconnection relationship by sending signals
or information for predicting the model [22]. It has reasoning, autonomous learning,
memory, and calculation features but the rate of convergence of ANN is slow. Hong
Xie et al. have described a model based on the neutral network and rough set. In
order to determine the input variables of the model predictions the short-term load
forecasting has been used to identify the influence of variables using rough set theory
[23].

Fuzzy Theory
Fuzzy theory has powerful nonlinear mapping, strong adaptability, and robustness to
solve nonlinear function by extracting data from large amount of data. Generally, it
is used to solve complex power system network prediction [24]. It has two methods
to solve the problem either by data training or online forecasting [25]. Jinzeng Cheng
has designed the cluster analysis and fuzzy reason methods and described the ability
data analysis for leaning the uncertainty [26].

Support Vector Machine (SVM)
SVM solves quadratic programming problem such as small sample, nonlinear, high
dimension, and local minimum problem based on statistical learning theory which
structured on riskminimization problem [27]. But it required large number of training
data, which make the processor slow. Yuan-Cheng Li proposed the complementary
and advantages of the rough set theory of SVM based on the kind of prediction
system [28].Chen explained the comparison analysis of traditionalBPneural network
results, a higher accuracy has been found in SVM [29].
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Combination Method
Factors affecting the load data and change have increased exponentially with the
advancements in the domain of smart grid. Therefore, requirements of LF have been
found to be met with difficulty by a single load forecasting method. This is particu-
larly true for LF in a big data environment. To meet the aforementioned objectives,
combination methods have been proposed for the big data environment. Such com-
bination methods must be able to refine the load data and forecast accurately. A
cloud computing MapReduce model was formulated by Wang et al. [30] for the big
data environment. With the simulations, linear regression forecasting model based
on subblock data was formulated. It was revealed that the proposed model was able
to minimize the LF time and certain predictions were obtained with greater accuracy.
In another study, cloud computing technique was integrated with the smart grid load
data. The computational speed as well as the accuracy of prediction was reported to
be enhanced.

3 Comparative Study of Forecasting Techniques

Mean absolute percentage error (MAPE) was used as a comparison technique by the
researchers to compare most of the proposed technologies. Equation (7) can be used
for the calculation of MAPE:

MAPE =
[

n∑

i=1

|Yi − yi |/yt
]
/n × 100% (7)

The accuracy of the modern methods was found to be higher than that of the tra-
ditional ones. Values of MAPE for different forecasting models have been tabulated
in Table 1.

This can be attributed to the fact that the modern forecasting models are more
suitable for processing of input data that is of nonlinear nature. Further, suchmethods
have the capability to dealwith the increased complexity possessed by the smart grids.

Table 1 Values of MAPE for
different forecasting models

Methods MAPE (%)

ARIMA 4.5

ARMA 4.77

ANN 1.59

FL 2.21

SVM 2.71

MLR 3.8

ARIMA and SVM 3.86
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4 Challenges and Conclusion

With the advancements in big data and smart grid technology development, it has now
become feasible to accurately capture the load data as well as the environment and
meteorological data. However, still some challenges exist related to LF and DSM in
contextual framework of smart grid. One of the major hurdles for achieving effective
DSM is the lack of infrastructure pertaining to communication as well as intelligent
sensing devices. Another problem is to obtain standardized model for fusion and
management of data because of existing different technology agreements on the user
side. Storage time is another limitation to the big data environment. Deviations in
the information related to the facility records arise as a result of error in weather
forecasting models. Serious problems also include that of effective identification of
suitable data after deletion of erroneous data. Usage patterns differ from consumers
to consumers which ultimately affects the effectiveness of DSM and LF.

DSM leads to the development of smart grid that is safe and stable to operate.
Various forecasting models have been highlighted in this paper and it was revealed
that AI-based methods have superior accuracy to other traditional methods. It is
quintessential to comprehend various forecasting models and to address the afore-
mentioned challenges for effective DSM implementation.
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Detection of Suspicious Activity in ATM
Booth

Anjali Saini, Mushtaq Ahmed and Kartikey Sharma

Abstract This paper focuses on safety and security issues in Automated Teller
Machine (ATM) counters, which includes detection of covered faces, person wear-
ing helmet, more than one person at ATM at a time, person in drunken state, people
fighting, etc. We use combine method of Viola–Jones Algorithm and modified Cir-
cle Hough Transform for helmet detection. Results show better decision rates and
attained high precision and low false positive rate.

Keywords Video surveillance · Viola–Jones · Circular hough transform ·
Multiple object detection · Helmet detection · ATM security

1 Introduction

In recent trends, use of automatic video surveillance [1] systems has increasingly
enhanced for security and monitoring ATM machines. Efficient mechanism for
detecting suspicious activities is desirable for law enforcement, and security of ATM
machine.

Object detection and behavior analysis provide quick and efficient decision-
making [2–4]. Video surveillance system detects objects and analyzes their behavior
to refine output for righteous decision. We focus only two suspicious activities

• Multiple person detection
• Helmet detection inside the ATM machine counter.
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Background subtraction [5–7] is needed for extracting object images in video
processing. This is also useful in detecting objects from images taken by static camera
[5]. Object detection is a procedure of finding an instance of a real-world object such
as head, nose, mouth, and eyes in a given face.

When a person is considered as an object in an image can be detected using the
Histogram with oriented gradient [8] features and trained support vector machine
[9]. For this, an image is divided into distinct segments and from which features
are extracted for analysis. Depending upon features, identification of more than one
person can be processed using the modified Viola–Jones algorithm [10]. Hough
transform descriptor confine features of a particular shape such as a circle within an
image and features can be specified in some parametric form [11].

1.1 Video Surveillance

Video surveillance is an effectivemethod for detecting suspicious activities. The term
surveillance implies scrutinization or inspection of a specific area for detection of
any suspicious activity by an individual or a group. Multiple footages from different
angles help inmaking accurate decision to distinguish threats or any criminal activity
[12, 13]. Some of the application of the video surveillance system includes traffic
monitoring, event surveillance, public safety, outdoor perimeter security, etc.

1.2 Overview

Section1 initiates the description of the proposed framework by a brief introduc-
tion pertaining to the need and other related issues regarding the methods used in
designing the system. Section2 describes the various propositions by the researchers
over the past 5years in Helmet Detection and Activity Detection. Section3 dives
into a brief background of the ATM and kinds of suspicious activities that can take
place inside the ATM booth. Sections4 and 5 present us the various algorithms and
approaches used for the implementation of the detection system. Section6 shows the
results and remarks of our proposed work and a comparative analysis in accordance
with the classical method. Section7 concludes the work and describes the future
scope of the model.

2 Related Work

A few past years, people were able to withdraw money from banks only during their
opening hours. Over the years, there has been a proliferation ofATMfrauds across the
world. ATMmachine has lots of advantages such as flexibility of cash withdrawals to
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the customer withdrawmoney anywhere and at any time but also have disadvantages
such as theft of personal information, physical attacks, and murder attempt in ATM
[14–16]. To resolve from such suspicious activities various techniques have been
proposed.

Doungmala andKlubsuwa [17], described a technique that combined twomethods
for helmet detection for achieving better decision rates and low false positive rates.
Face detection using Haar-like features is used for detecting person without helmet
or with helmet and Circle Hough Transform technique for detection among person
without helmet and half helmet.

Tamilselvan and Monika [18], described a way for intelligent video surveillance
with the implication offindingbehavioral anomalies. They claimed efficient approach
for anomalydetection in crowded scenes. Foreground segmentation is applied to input
frames divided into nonoverlapping cells and features are extracted based on size,
motion, and texture.

Silva et al. [8] showed how to detect helmet on motorcyclists using image clas-
sifiers and descriptors. Motorcycle accidents have been increasing and helmet is
an essential safety equipment of motorcyclists, but many of the motorcyclists do
not use helmet. Compulsion of wearing helmet is needed to protect motorcyclists
in case of an accident. They also used Circular Hough Transform and Histogram
of oriented gradients descriptor to extract the attributes from the image. Multilayer
perceptron classifier is used to achieve results and compared with other algorithms
accomplishing an accuracy rate of 91.37.

Dalal and Bill [9], In this paper a circle/circular detection algorithm is proposed,
based upon modified Circular Hough Transformation and applied for helmet detec-
tion in the surveillance system of ATM. Circular arcs and geometric features are
used to verify the existence of the helmet in the set and centroid information They
proposed framework for the surveillance systems of banks and ATM’s, which can
provide primarywarning to concerned authority when any person tries to hide his/her
face information from the surveillance camera during withdrawal of money.

3 Background

Exponential increase in the use of ATM over the past few years eventually resulted
in rise of fraudulent activities and thefts inside the ATM counter. Further information
on these criminal exercises is described in these subsections.

3.1 Automated Teller Machine

A few years back, it was not possible to withdraw money anywhere and at any
time. Now, It is possible with the help of an ATM. An Automated Teller Machine
(ATM) is an electronic banking outlet, which acquiesces customers to complete basic
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transactions without the assistance of a branch representative [10]. Over the years,
there has been a proliferation of ATM frauds in our society. Keeping aside the fact
that ATM offers a lot of beneficial services like flexibility of cash withdrawals and
transactions, it also hatches certain disadvantages like theft of personal information,
physical attacks, and criminal activities [19]. Therefore, to suppress or put an end to
these illegal exercises in the ATM counter, this system is proposed.

3.2 Suspicious Activities in ATM Booth

Suspicious activity is recognized as a behavioral exercise that demonstrates crime
[12, 20, 21]. ATM booth threats can be broadly categorized into three major classes
which are as follows:

• Card and currency related
• Logical attacks
• Physical attacks

We significantly focused on activities that maneuvre threats. Such activities can be
multiple customers on a singlemachine, drunken person, and personwearing helmet.

4 Multiple Object Detection

Moving object detection in digital image sequence involves identification of the
presence of an object in consecutive frames [3, 16, 22]. Video surveillance is one of
the applications among them, which is used to detect changes in the scenes. There
are various techniques for detecting moving objects such as background subtraction,
temporal differencing [23] and so on [6, 24, 25]. However, we applied modified
Viola–Jones algorithm for multiple object detection.

4.1 Viola–Jones Algorithm

The system is designed by training a cascade of classifiers to identify faces in image
inputs.

Haar-like Features: Haar features represent characteristics that are similar to facial
elements. A 24*24 subwindow is passed over the image input, Haar feature considers
adjacent rectangular regions at specific locations during detection in the window
over the image in search of features, then the pixel intensities of these regions are
summed up and manipulated with respect to pixel intensities of other regions. While
considering the variations of size such as 2-pixel features and 4-pixel features, the
difference calculated after manipulations categorizes subsections of the image. Over
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Fig. 1 Different categories
of Haar features

Fig. 2 Location of
corresponding features on
human face

the course of this process over 160,000+ features are extracted but only relevant
features are considered for calculations [10] (Figs. 1 and 2).

Integral Image: The basic idea behind integral image [10] calculation of area of a
particular patch instead of calculating all pixel values. By using corner values of this
patch and processing those values through a series of calculations.

Adaboost Classifier: The classifier is employed to eliminate redundant features. It
will select relevant features from the 160,000+ features, after identifying all these
featuresweight is assigned to these features and a linear combination of these features
is used to decidewhether the input is a face or not.Weak classifier is a relevant feature
which is extracted by Adaboost [8]. It ends up with 2500 features and these features
are used to form a strong classifier.

Cascade of Classifiers: For every 24*24 window, we evaluate 2500 features that
are obtained after the termination of AdaBoost classifier. Instead of evaluating 2500
features for every 24*24 window, we generate these features into several stages.
Suppose the first stage comprises a total of 10 features, similarly second stage consists
of 10 different features and in this manner successive stages are formed until a total
count of 2500 features is attained, input image is passed through this cascade and
if it passes the first stage, then there is a possibility of presence of facial elements.
Therefore, the input is then promoted on to the second stage for confirmation of
facial features. However, if the input image fails at the first stage itself the process is
terminated with a notification on absence of face; thus, input is eliminated.
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Fig. 3 Stages in cascade of classifiers

4.2 Approach Used for Multiple Person Detection

Figure3 shows the proposed algorithm steps for multiple person detection.
Video acquired by the surveillance camera [1] is taken as an input for the proposed

algorithm. This video is then preprocessed through various steps for conversion into
multiple frames of sufficient size and type for efficient processing in further steps. The
processed frames consists of RGB images which raise complexity of the algorithm,
thus these images are converted into gray scale [26] and then brightness adjustment
is done for remapping image intensity values and other preprocessing operations are
applied on the frames for reduction of noise. After performing all the above steps
Viola–Jones algorithm is applied for detection of people and for a face count. If
count value is greater than 1, it indicates detection of more than one person which
is considered as suspicious activity [15]. If count value is less than or equal to 1, it
indicates that everything is normal (Figs. 4 and 5).

5 Helmet Detection

The technique used here for helmet detection is Circle Hough Transform [17]. Hough
transform is a method for estimating the parameters of arbitrary shapes from it’s
boundary points. Classical Hough Transform [27, 28] can locate regular curves like
circles, straight lines, ellipse, etc. and it is required that curve can be described in
some parametric form.

5.1 Circle Hough Transformation

Hough transform is applied after edge detection and for edge detection canny
edge detector is used. Canny edge detection[38] is a common multistage algorithm
designed to be an optimum edge detector while suppressing noise. It takes as input
a grayscale image and produces an image demonstrating the positions of tracked
intensity discontinuities as output.
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Fig. 4 Multiple person
detection
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Fig. 5 Circle in parameter
space

The parametric equation of the circle can be written as

(xi − a)2 + (yi − b)2 = r2 (1)

where parameter a and b denote the center of the circle and r is the radius. The
equation of the circle can be rewritten as

a = xi − rCosθ (2)

b = yi − r Sinθ (3)

The curve obtained in the transform space for each pointwill be right circular cone.
Points of intersection of the cones deliver the parameters required for circle detection
[11]. So, the aim of using Hough Transform is to search for triplet of parameters (a, b,
r) which inclines the points (xi , yi ). In the same manner, the transform is applied on
every point on the circle. The resultant output will be a combination of voted circles.
The point of intersection of these voted circles accords the center of the required
circle that is (a0, b0). This point is attained by seeking the local maximum of the
accumulator space. The darker circles specify a set of edge points in the image. Each
edge point of these circles devotes a circle of radius R to an output accumulator space
marked by the dotted circles. The “a” value represents the x-axis, “b” value represents
the y-axis, while the z-axis is the radii in the parameter space of the circle. At the
coordinates which belong to the perimeter of the drawn circle, we increment the
value in our accumulator matrix which essentially has the same size as the parameter
space. In this way for each edge point in the input image drawing circles with the
desired radii and incrementing the values in the accumulator. When the process is
over with every edge point and every desired radius, the attention is turned to the
accumulator. The numbers in the accumulator will represent the number of circles
passing through the individual coordinates. Thus, the highest numbers correspond to
the center of the circle in the image. To increase the performance of Circular Hough
Transform, the edge orientation information is used (Figs. 6 and 7).
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Fig. 6 Voting and
accumulation in parameter
space

5.2 Approach Used for Helmet Detection

As mentioned above in Chap.4, the approach used for helmet detection is similar
to multiple people detection in some manners. For example, the process is initiated
by acquiring a video input from the video surveillance camera. This video is then
preprocessed through various steps for conversion into frames of a particular spatial
resolution at a fixed frame rate. Then, for efficient processing of applied algorithms,
these RGB frames are converted into grayscale images.

Before any further proceedings of the input, segmentation is applied. The aim of
segmentation is to significantly change the representation of an image into something
that is meaningful and easier to analyze [4, 29–31]. After segmentation, the input is
passed on to Canny Edge Detector for extraction of boundaries of objects present in
the image and further reduction of noise.

Upon termination of the Hough Transform a Region of Interest(ROI) is captured
and thus the remaining measures required for final detection of presence/absence
of helmet are performed in the ROI [17, 21]. After ROI extraction, Viola–Jones
algorithm is applied to search for available facial features, if the resultant output of
the algorithm reports availability of facial features then it means, presence of person’s
head. Otherwise, if the algorithm reports unavailability of facial features then it is
regarded as presence of a helmet, which is denoted as suspicious activity.

6 Results Analysis

The proposed algorithm was tested on different video sequences. The images were
gained at a fixed frame rate of 16 fps and 640*480 pixels spatial resolution. The
proposed method executes in real time on a standard desktop computer, even though
the fact that it was programmed inMATLAB.However, its been tested on 50 different
input sets and positive results were attained more than 45 times. As we can see in
the results below, abnormal activities are perfectly detected.

Figure 8: The proposed systemwas able to detect the person count and also checks
for availability of helmet inside the ATM booth. Here it identifies that two persons

http://dx.doi.org/10.1007/978-981-15-0214-9_4


920 A. Saini et al.

F
ig
.7

H
el
m
et
de
te
ct
io
n



Detection of Suspicious Activity in ATM Booth 921

Fig. 8 Multiple person
detection

present inside ATM booth and there is no availability of helmet. This activity is
considered as suspicious activity.

Figure 9: shows a single personwearing helmet and this is considered as suspicious
activity.

Figure 10: After detecting ROI of this circular area, Viola–Jones algorithm is
applied for detecting facial features availability, if facial features are available then it
is considered as normal activity, if facial features are unavailable, then it is regarded
as suspicious activity.

Figure 11: shows the comparison between modified Viola–Jones algorithm and
classic Viola–Jones algorithm. For this purpose, we assign fixed frame rate of 16,
fixed 640*480 pixels spatial resolution, and also same time duration for each video.
When optimization takes place the frame rate changes for each video. In both these
cases, we used 500 sample frames for detecting suspicious activities. The resultant
graph shows that the modified Viola–Jones algorithm is better than classic Viola–
Jones algorithm because at the same frame ratemodifiedViola–Jones algorithm takes
less time compared to classic Viola–Jones algorithm.

Table1 shows the analyzed results of different videos formultiple activities.With a
fixed frame rate that is 16, fixed 640*480 pixels spatial resolution, and also fixed time
duration for each video. During optimization, the frame rate changes for each video
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Fig. 9 Single person helmet
detection

Fig. 10 ROI extraction and
head detection

Fig. 11 Comparison
between MVJA and VJA
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Table 1 Computational analysis of different videos

Activity Frame rate during optimization Computational time (s)

One person without helmet 16.6830 93.5089

One person with helmet 16.6960 99.2675

Two person without helmet 17.6325 100.2365

Table 2 Accuracy and comparison with classical method

Input Problem Accuracy(%) Approach(Solution)

Video data set(25) Multiple person
detection

98 Modified Viola–Jones
algorithm

Video data set(25) Helmet detection 96 Modified circle hough
transform

resulting in a change in computational time. In every video input, we worked on 500
sample frames for detection of suspicious activity. Computational times marks the
difference between one person without the helmet and with a helmet. The proposed
framework will take more time in case of a person wearing a helmet than a person
without the helmet, similarly takes more time for detecting the presence of multiple
people rather than a single person.

Table2, after performing the above analysis, we conclude that the accuracy per-
centage of modified Viola–Jones algorithm for multiple person presence detection
is 98% and the accuracy percentage for helmet detection is 96%.

7 Conclusion

This research primarily focuses on building an ingenious framework that imparts
high-class security in ATM booth. Depending on the activities carried out by the cus-
tomer in the ATM booth, the systemwill address suspicious activities spontaneously.
The aim of developing this proposed framework is to obviate ATM crime by using
computer vision and machine learning techniques. Different angles of entrance and
standing positions of the customer and the environmental brightness conditions are
challenging issues in this analysis. The proposed system will be able to detect suspi-
cious activities such as overcrowding situations and a person wearing helmet. In case
of a suspicious event, a message will be sent to the concerned authority. The urgency
of developing such security system arose due to the rise in criminal activities in ATM
booth. The proposed system is essential for enhancing ATM security. Furthermore,
it can be analyzed to work upon affine transformation, for more stability in random
angled image inputs and selection of ROI from the images.
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Mitigation of Power Quality for Wind
Energy Using Transmission Line Based
on D-STATCOM

Sourabh Kumar Jain and Amit Soni

Abstract The power quality is the most essential issue for any customer, who needs
to be concerned. This paper deals with the effect of using Distributed Static Compen-
sator (D-STATCOM) on Power Quality (PQ) issues associated with Electrical Power
System supplied usingWind Energy Source. For this study, we have developed a con-
trol scheme in which a D-STATCOM is used. The performance for this system is
observed by using a MATLAB/SIMULINK having D-STATCOM connected to the
bus. The results are recorded by incorporating FACTS devices to the system at appro-
priate location to identify the improvement in overall systemperformance.Active and
reactive power control is studied for the existing power system under the periphery
of norms and guidelines given for PQ improvement. The measurement considered
over here is active power and reactive power. The results obtained for the proposed
scheme reveals the considerable improvement in the PQ for the transmission line.

Keywords Power quality · MATLAB · D-STATCOM · Wind energy sources ·
Transmission line

1 Introduction

Due to an increase in population and industrialization,meeting the additional demand
for electricity is a major challenge for the generation [1, 2]. To meet the demands
of the load new alternative renewable energy should be used which will also ensure
pollution free environment and complete the guideline of environmental protection
rules [3, 4]. Renewable energy sources such as wind and solar power have to reduce
the existing conventional power system.

S. K. Jain (B)
Department of Electrical Engineering, Pacific Academy of Higher Education & Research
University, Udaipur, Rajasthan, India
e-mail: jain.sourabh05@gmail.com

A. Soni
Department of Electrical Engineering, Manipal University Jaipur (MUJ), Jaipur, Rajasthan, India
e-mail: amit.soni@jaipur.manipal.edu

© Springer Nature Singapore Pte Ltd. 2020
A. Kalam et al. (eds.), Intelligent Computing Techniques for Smart Energy Systems,
Lecture Notes in Electrical Engineering 607,
https://doi.org/10.1007/978-981-15-0214-9_98

927

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0214-9_98&domain=pdf
mailto:jain.sourabh05@gmail.com
mailto:amit.soni@jaipur.manipal.edu
https://doi.org/10.1007/978-981-15-0214-9_98


928 S. K. Jain and A. Soni

In the integration of existing electrical power, the wind power system induce the
problem of electrical quality such as voltage regulation. The quality of electricity
is always customer-centric, which is very much affected by the operation of the
measurement. In this proposal one of the flexible transmission systems, i.e., D-
STATCOM has been added which is very beneficial in reducing the quality of power
quality. D-STATCOM grants electricity to the public generator connected to the grid
and makes it responsive for the load. This fluctuation also provides integrated or
solar energy to maintain the actual power source under the air. Due to this reactive
power absorbed and affect voltage of IG, causing a magnet. It changes the active
power of generator. Therefore, such a proper scheme is adopted in the wind power
system, allowing it to allow proper control under normal conditions, as well as to
control the active power generation and increasing grid conditions and also a battery
power storage system. This paper tried to resolve PQ problems, with demand of
load and environment friendly renewable energy resources. D-STATCOM control
scheme [5] is being used for the hybrid connected to the grid which is following the
energy system to improve the quality of electricity. If there is any change or sudden
change in the system or grid, the voltage profile suddenly responses to the changes
and causes short circuit in a point. The system responses it rapidly and stabilizes the
voltage, which maintains the power quality [6–9].

2 Proposed Work

This paper deals with the effect of using Distributed Static Compensator (D-
STATCOM) on Power Quality (PQ) issues associated with Electrical Power System
supplied by using Wind Energy Source. For this study, we have developed a con-
trol scheme in which a D-STATCOM is used. The performance for this system is
observed by using a MATLAB/SIMULINK having Fact device connected to the bus
(Fig. 1). The relation for voltage rise will be given as [10–12]:

u = smax (r cos ∅ − x sin ∅)

u2
(1)

The active and reactive power is given as:

P = V I cosφ (2)

Q = V I sin φ (3)

This research is based on the MATLAB/Simulink for the power quality improve-
ment of the transmission system using wind power source, with data collected from
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Fig. 1 Single line diagram for the transmission system using D-STATCOM with wind energy
source

the Windmill Dewas, Madhya Pradesh. This work reveals the analysis evaluation for
some power quality issues and solution using D-STATCOM [13, 14].

3 Result and Discussion

In this proposed model Fig. 2, three-phase voltage source is connected to the three-
phase transformer which is interconnected to the three-phase voltage and current
measurement source. In this, the simulation setup consists of 11 wind generating
units of capacity 1.25MW each. The power generated by each is stepped up to 33 kV
voltage level and is finally distributed through 11 kV line in connection with grid (see
Table 1). In this, we have connected aD-STATCOM.The performance for this system
is observed by using aMATLAB/SIMULINK havingD-STATCOMconnected to the
bus [15]. The results are recorded by incorporating FACTS devices to the system at
appropriate location to identify the improvement in overall system performance.
Real and reactive power control is studied for the existing power system under the
periphery of norms and guidelines given for PQ improvement. The measurement
considered over here is active power, reactive power, and harmonics parameters. The
results obtained for the proposed scheme reveals the considerable improvement in
the PQ for the transmission line. Also showed single line diagram of proposed work
in Fig. 1. The Simulation model used is drawn as shown below.

Case 1—The graph at the top in Fig. 3 reflects the feeder line power factor 0.4 s
of the course during the simulation time period. Across the auxiliary capacitors and
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Fig. 2 Simulation model of wind energy generation using FACTS device D-STATCOM
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Table 1 Simulated
parameters for the proposed
system

Generating data

Wind speed Cut in 3 m/s

Rated speed 12 m/s

Cut out speed 25 m/s

Generation (RPM) 1250 KW, 1590 RPM

Stator resistance 0.004873 �

Rotor resistance 0.004467 �

Transformer data at
generating end

690 V/33 kV; 1.5 MVA,
50 Hz

Magnetizing resistance 500 p.u.

Transformer data at
transmission side

33 kV/11 kV; 5 MVA, 50 Hz

Transmission parameter

R1; R0 (0.128; 0.533)

L1; L0 (1.15e−3; 3.41e−3)

C1; C0 (11.46e−009; 5.24e−009)

Fig. 3 Real and reactive power

each of the links there is individual voltage in DC links. Figure 3 also reflects the
feeder line power factor, and the feeder line p and Q values.

Real and reactive power control is studied for the existing power system under
the periphery of norms and guidelines given for PQ improvement. According to the
results the reactive power decreases from 0 to 0.03 s. After 0.03 s it flows constantly
throughout the system. Similarly, at 0–0.01 s the active power increases but there are
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Fig. 4 Voltage versus time graph

Fig. 5 Current versus time graph

sudden changes from 0.01 to 0.03 s and from −500 to 100 VA. After experiencing
changes and reaching again the value 0, the active power flows constantly.

Case 2—The scope is connected toVImeasurement, which shows that the voltage
flows continuously throughout the circuit in all the three-phase. But there are sudden
changes in the current graph. The current increases from 0 to 6 amp in 0.025 s and
then it flows continuously as shown in Fig. 4. Figures 4 and 5 show the voltage source
after mitigation and the waveforms of a current source, by elevating the contents of
the harmonics the voltage and current of D-STATCOM become sinusoidal.

But there are sudden changes in the current graph. The current increases from 0
to 6 amp in 0.025 s and then it flows continuously.

Case 3—At full capacity, D-STATCOM supplies the reactive power to the
machine. And wind turbine cannot recover voltage itself after creating fault. The
improve voltage profile during default is observed because of the use ofD-STATCOM
which also causes improvement in its terminal voltage.

These are the voltages and currents of D-STATCOM. Here the sinusoidal voltage
and the Distortion current are shown. The Source current is injected by the distorted
current. For making the sinusoidal sources current harmonics are eliminated. But the
current level is constant at 0.1 s. After 0.1 s the current starts fluctuating from its
maximum and minimum value (Fig. 6).

Similarly at 0–0.1 s the current travels from its maximum to the minimum value
(Fig. 7). But after 0.1 there is sudden fluctuation in the current graph and the current
increases from 0 to 6 amp in 0.025 s and then it flows continuously.

This is observed that, when D-STATCOM is incorporated in the system, reactive
power (Q) reaches its steady state within a few milliseconds (Fig. 8). D-STATCOM
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Fig. 6 Voltage versus time graph after D-STATCOM operation

Fig. 7 Current versus time graph after D-STATCOM operation

Fig. 8 Fluctuating current

has shown the efficiency and effectiveness of active and reactive power compensation,
hence it makes and D-STATCOM to be an interesting power quality improvement
device. Also the simulation study shows that the D-STATCOM provides a better
improvement in reactive power and system oscillation.

4 Conclusion

The new D-STATCOM system is incorporated in this research which is specially
designed for the PQ issues mitigation. In this system of the D-STATCOM, for the
mitigation of reactive power and voltage variation-current control model is used.
Similarly, for voltage stabilizer, a mode of voltage control is used. It is used in
the dips compensation application which generally comes from the supply network.
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The scheme for the simulation shows that D-STATCOM performance is satisfactory
which provides the result in improving the problem of power quality. At full capac-
ity D-STATCOM operates which supplies the machine the required reactive power
which is remaining. It should be noted that the wind turbine voltage and load bus is
not able to recover itself even after clearing the fault. The improve voltage profile
during fault condition is observed because of the use of D-STATCOM which also
causes improvement in its terminal voltage.

Acknowledgement Authors thank Suzlon Energy wind farm, Dewas, Madhya Pradesh, India for
providing all practical data for this proposed research.
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Performance Evaluation of Solar Power
Plant

Amit Rai, Ashish Shrivastava and K. C. Jana

Abstract The growing energy demand of theworld is now looking for the new, clean
and viable energy source. The greenhouse gas emission and limited stock of coal, is
now phasing out thermal power plants. The potential answer to this requirement is
renewable energy. The solar power is abundantly available worldwide, especially in
equatorial regions. In thiswork, a locationwhich has the equatorial climatic condition
is selected and a solar power plant potential is estimated. The annual yield, capacity
factor, performance ratio, payback period and net saving are the different parameters
which are analyzed to estimate the full potential of the plant.

Keywords Photovoltaic (PV) · Net present value (NPV) · Cost of electricity
(COE) · System advisor model (SAM)

1 Introduction

The rising demand for energy and the implications of the thermal power plant has
provided a way forward to renewable energy worldwide. Currently, the share of
fossil fuels in energy generation has the highest percentage and renewable energy
has the lowest share [1]. But this large share of fossil fuels is also adding a large
number of pollutants in the environment [2, 3]. Due to these pollutants life mortality
is decreasing [4]. This decrease in life expectancy and increasing diseases have
a negative effect on the countries economy. All the stated reasons are increasing
promotion and research in renewable energy generation systems.

Solar power plants do not have greenhouse emission. The decreasing cost and
increasing efficiency of solar panels, is making the solar energy more attractive
choice with other renewable energy options [5]. This distributed generation needs
potential assessment before installation.Different researchers have analyzed the solar
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photovoltaic plants with the different hybrid combination and with battery backup
[6], analysing different parameters like the cost of electricity (COE), net present
cost (NPC), operation and maintenance cost (O&M) and return on investment (RoI).
With these researches, it can be seen that assessment is an important role before the
installation of the solar power plant [7].

This integration of renewable energy in the grid will also add uncertainty in the
generation. The solar plant will create power, according to the irradiance incident on
its surface [8]. Any variation in the irradiance will create a generation disturbance.
To mitigate this issue different control strategies are also proposed, like integrating
batteries in the system and converters to smooth out the supply and proper calculation
of radiation [9].

This paper analyses the solar plant viability with SAM [10], for Sri Ganganagar,
Rajasthan. The location of the selected area is 29oN latitude and 73.85oE longitude.
The average yearly temperature is 28.5 oC of the location. The solar plant of 220 kW
DCcapacity is considered for implementation. In an analysis [10], annual generation,
monthly generation of the plant, energy yield and plant capacity is analyzed in the
technical section. In economical section, the cost of electricity (COE), the net present
value (NPV) and net saving with the system with the payback period are estimated.
For proper working different methods are analyzed to improve the grid connectivity
of the system.

2 Methodology and Input Parameters

The proposed system is analysed with the SystemAdvisorModel (SAM) of National
Renewable Energy Laboratory (NREL) of U.S.A. This professional software pro-
vides an insight into the proposed solar plant with all its key parameters. The plant
capacity is taken as 220 kWDC power. In Table 1 all the input parameters of location
and solar panel are given.

Table 1 Input parameters Location input Value

Latitude 29.95° N

Longitude 73.85° E

Temperature 28.5°

Irradiance 5.21 kWh/m2/day

Solar plate input Value

Nominal efficiency 19%

Vmp 54.7 Vdc

Imp 5.7 Adc

Voc 64.4 Vdc

Isc 6.1 Adc
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Table 2 Performance
outcomes

Metric Value

Annual energy (year 1) 336,092 kWh

Capacity factor (year 1) 17.50%

Energy yield (year 1) 1,531 kWh/kW

Performance ratio (year 1) 0.73

Levelized COE (nominal) 8.28 ¢/kWh

Levelized COE (real) 6.55 ¢/kWh

Electricity bill without system (year 1) $825,733

Electricity bill with system (year 1) $791,886

Net savings with system (year 1) $33,848

Net present value $88,064

Payback period 14.1 years

Net capital cost $452,346

Debt $452,346

3 Result and Discussion

The simulation of the solar plant with the above input has given the output, shown in
Table 2. The total energy production in one year is 336092 kWhwith 17.5% capacity
factor and performance ratio of 73%, which is comparable with the established plants
in similar climatic zones. This shows that the proposed plant is feasible in terms of
energy-generation.

The cost of electricity is 8.28 cents per kWh, which has shown its cost-
effectiveness. The payback period is 14.1 years and the project lifetime is 25 years,
which implies that this plant has high return on investment (RoI).

The electricity production of the solar plant depends on solar irradiance and tem-
perature of the place. The energy production is highest in the month of February and
March as these months have high irradiance and low temperature. In April to August
production is lower than expected as these months have a high temperature, which
will reduce the efficiency of the solar panels, shown in Figs. 1 and 2, in which blue
line is for irradiance and the orange line is for DC power output.

The solar plant has different kind of losses, like soiling, wiring, panel and inverter,
which is shown in Fig. 3.

4 Conclusion

In this work, a solar plant of 220 kW is analysed for its feasibility, for Sri Ganganagar,
Rajasthan. The outcome of the simulation provides the pre-implementation insight
for the plant. The capacity factor and performance ratio of the plant is 17.5% and
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Fig. 1 Monthly irradiance and DC output of the plant

Fig. 2 Monthly energy
production of plant
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Fig. 3 Losses of the plant

73%, respectively, which is comparable to established power plants worldwide. The
payback period and net saving of the plant is also reflecting the financial viability of
the project. Moreover, it will also reduce pollutant emission and hence will improve
the environment and life expectancy of the people.
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GWO Based PID Controller
Optimization for Robotic Manipulator

Sandeep Tripathi, Ashish Shrivastava and K. C. Jana

Abstract The robotic manipulator application is used in the various processes like
automation and medical industries for pick, place, and path positioning purpose.
These systems are time varying and nonlinear, as a result the performance is a pri-
mary issue for this type of systems. In this work tracking of trajectory for robotic
manipulator is obtained with different sift computing techniques. The optimal value
PID is obtained through GrayWolf Optimization (GWO) and this value is compared
with another optimization which is Antlion (ALO). The obtained results are demon-
strated on performance indices of time domain. The final simulation results show
that GWO with integral time absolute error gives the best optimal value for PID
controller than ALO.

Keywords Ant lion optimization · Gray wolf optimization · PID controller ·
Two-link robotic manipulator

1 Introduction

In this rapidly growing world, robotics play a major role in human comfort. Various
processes such as medical and automation industries widely use such type of devices
which manipulate material without human indulgence. The robotic manipulator is
also used in various automation industries where human presence is hazardous. The
robotic manipulator is used in all these types of industries, and hence requires very
precise and accurate measurement. As robotic manipulators are highly non-linear
systems, its use in automation industries requires very accurate measurement. It is
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also necessary to ensure that the manipulators follow the exact trajectory with utmost
precision [1]. With the considerable growth in control engineering, the conventional
controller like PID controller is the first choice due to simple design, easy imple-
mentation, quick response, and low steady state error [2, 3].

In this proposed paper, the robotic manipulator is simulated, controlled, and opti-
mized so as to minimize the error in the following trajectory [4]. The error occurs due
to external disturbances like noise or maybe due to the friction and other manipulator
parameters that are uncertain. Due to these parameters being unknown, it is difficult
to model the system and measure them precisely [5]. Firstly, the control equations
of robotic manipulator are modeled and simulated in MATLAB. After designing the
system a reference trajectory is provided to the system and the output is analyzed and
it is observed that the output trajectory does not exactly follow the input trajectory.
This difference between the input and output trajectory is called error and this error
occurs due to nonlinear behavior of system that cannot be properly evaluated but can
be minimized using PID controller. Various new metaheuristic Optimization tech-
niques like Particle Swarm optimization [6], Whale optimization algorithm (WOA)
[7], Ant lion Optimization (ALO) [8–10], and Gray Wolf Optimization (GWO) are
used [11, 12], Multi-objective gray wolf optimizer [13], for error minimization of
various nonlinear system application can be used.

So, in this paper, Ant lion optimization (ALO) andGraywolf optimization (GWO)
are considered for error optimization and to find the best suited PID controller param-
eter. Ones the system is optimized, their error performance is compared. For error
performance comparison, two time domain errors like Integral Square Error (ISE)
and Integral time Absolute Error (ITAE) are taken [14, 15].

2 Modeling of Robotic Manipulator

The two-link robotic manipulator (RM) model is used [1, 11] in this paper. Equa-
tion (1) shows the relationship between links, position, and torque of manipulator.
Table 1 shows the relevant parameter of manipulator. Figure 1 shows a two-link
robotic manipulator

Table 1 Parameters of manipulator

Parameters Joint 1 of RM Joint 2 of RM

Mass 0.392924 kg 0.094403 kg

Acceleration due to gravity (g) 9.81 m/s2 9.81 m/s2

Length 0.2032 m 0.1524 m

Center of gravity to joint distance 0.104648 m 0.081788 m

Length wise centroid inertia link 0.0011411 kg-m2 0.0020247 kg-m2

Joints friction 0.141231 N-m/radian/s 0.3530776 N-m/radian/s
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Fig. 1 Two-link planar robotic manipulator
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m33 is mass of payload and it is constant and its value is 0.14174 kg.
where

θ1 and θ2 are the position of the link.τ1 and τ2 are control output.
m1 and m2 are arm 1 & arm 2 mass.l1 and l2 are arm 1 and arm 2 length.
lc1and lc2 are the lengths of arm 1 and arm 2 where the center of gravity lies.
b1 and b2 are coefficient of friction at joints.
f1 and f2 are the dynamic friction coefficients of joint 1 & joint 2.
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3 Trajectory for Manipulator

The trajectory tracking which is polynomial in nature is considered as follows:(2).

θdesired = θini tial +
(
6 t5

t5s
−15 t4

t4s
+10 t3

t3s

)
(θ f inal − θini tial) (2)

where θdesired is the joint 1 and joint 2 desired position independently; θini tial = 0
is joint 1 and joint 2 initial positions; θ f inal = π/2 is the final position of Link1;
θ f inal = π/6 is final position of joint 2 and, ts which is 2 s is the time when both
links approaches its end position [3].

4 PID Controller

As the output trajectory does not exactly follow the input trajectory, the error has to
be minimized. This error is minimized using a conventional PID controller used in
manipulator control as shown in Fig. 2. PID controller transfer function is shown in
Eq. (3).

Kp + Ki

s
+ KDs = Kps + Ki + KDs2

s
(3)

u = Kp + Ki

∫
e.dt + KD

de

dt
(4)

Where,

Kp = Gain Proportional, Ki = Gain Integral, KD = Gain Derivative, e = Tracking
error

Fig. 2 PID controller structure for manipulator
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5 Optimization Technique

This part of the paper presents a brief description of the used optimization techniques.
The time domain fitness function is considered for controller parameter tuning which
is subjected to minimization of controller parameter and the time domain error in
predefined bounds. In this paper, ISE and ITAE are chosen as error functions, as
shown in Eqs. (5) and (6) [10].

I SE =
∫

e2(t)dt (5)

I T AE =
∫

t |e|dt (6)

5.1 GWO Optimization

WhenGray wolf optimization (GWO) is a metaheuristic optimization which is based
on wolf hunting behavior, this new technique was introduced by Mirjalili et al. [11].
The Gray wolves are categorized into four groups viz. alpha (α), beta (β), delta (δ),
and omega (ω), in the lowering order of dominance. In searching process GWO
starts with random generation of population of gray wolves. In each iteration, the
α, β, and δ pack determines the approximate position and distance from the prey.
This encirclement continues until the distance between prey stops changing or the
satisfactory condition is met. The mathematical model of GWO algorithm is based
on social structure and hunting style (tracking, encircling and attacking) of a gray
wolf.

According to the mathematical modeling of gray wolf, (α)alpha is considered as
the first best fittest, beta (β) as the second best fittest, and delta (δ) as the third best
fittest solution. The rest of the solution is considered to be omega (ω). The hunting
is primarily guided by α, and β, then δ and ω are followed.

The first step in hunting is encircling the prey and mathematically it is given in
Eqs. (7) and (8).

−→
F =

∣∣∣−→G .
−−→
X pos(t) − −→

Y (t)
∣∣∣ (7)

−→
Y (t + 1) = −−→

X pos(t) − −→
B .

−→
F (8)

−→
B = 2−→a .

−→r1 − −→a (9)

−→
G = 2.−→r2 (10)
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Here t is iterations
−→
B ,

−→
G are coefficient vectors given in Eqs. (8) and (9).

−−→
X pos

is the position of prey and
−→
Y is the gray wolf position. Values of −→a are decreasing

from 2 to 0 over the iteration. The r1 and r2 have the value within [0, 1] limit.
We choose the first best three solutions (α) alpha, (β) beta, and (δ) delta and they

update their position according to the best search solution. Themathematical formula
for this is [8].

−→
Dα =

∣∣∣−→G1.
−→
Xα − −→

Y
∣∣∣−−→, Dβ =

∣∣∣−→G2.
−→
Xβ − −→

Y
∣∣∣,−→Dδ =

∣∣∣−→G3.
−→
Xδ − −→

Y
∣∣∣ (11)

−→
Y1 = −→

Yα − −→
B1.(

−→
Dα) (12)

−→
Y2 = −→

Yβ − −→
B2.(

−→
Dβ),

−→
Y3 = −→

Yδ − −→
B3.(

−→
Dδ) (13)

−→
Y (t + 1) =

−→
Y1 + −→

Y2 + −→
Y3

3
(14)

The (α) alpha, (β) beta, and (δ) delta wolves encircle around the prey and
update their position within the circle. The parameter emphasizes on exploration
and exploitation, while parameter emphasizes on convergence and divergence from
the prey. As value of �B tends to zero, |B| also tends to zero (|B| < 1) and next best
position is found between current position of wolves and prey. The iteration contin-
ues until the prey stops moving. For Tracking, if |B| > 1, gray wolves diverge from
the prey to find the fitter prey. Vector help in exploration and in avoiding local optima
by giving weights to prey. Value of �C is chosen randomly and it also shows the effect
of obstacles in the path of wolves. The algorithm is terminated when the end criteria
are met.

6 Simulation and Result Analysis

MATLAB/SIMULINK software version R2016a is used for simulation. A simulink
model developed for Eq. (1).The simulation time is taken as ts = 2 s.

The fitness functions which are chosen — ISE and ITAE for the error as shown
in Eqs. (5), (6) [15]. The single fitness function F combines two functions (23)–(24)
of both the joints. The fitness function is mainly used to reduce the error difference
between desired and present outputs.

f1 =
∫

e21(t)dt +
∫

e22(t)dt (23)

f2 =
∫

t |e1|dt + f2 =
∫

t |e2|dt (24)

F = w ∗ f (25)



GWO Based PID Controller … 949

The optimized value of Kp, Ki, Kd, ISE, and ITAE and the Fitness Values are
provided in the Tables 2 and 3.

As from Table 2 the fitness functions of GWO for ISE error is 6.8516e-05 and for
ALO 0.0001128.

From Table 3 where we choose ITAE as a fitness function, GWO gives 0.0093997
optimized value of fitness function as compared to 0.013442 for ALO. Figures 3 and
4 show the GWO response for ISE and ITAE error.

ALO response for ISE and ITAE error is shown in Figs. 5 and 6, respectively.

Table 2 Parameter of Kp, Ki, and Kd when ITAE as an error

Parameter GWO ALO

Joint 1 Joint 2 Joint 1 Joint 2

Proportional gain 85.27767 40.75586 89.86733 45.8469

Integral gain 64.41897 82.68774 95.04659 94.4587

Derivative gain 44.07892 62.05974 23.47598 38.3612

ITAE 0.004686 20.00480 0.01665 0.006525

Fitness value 0.0093997 0.013442

Table 3 Parameter of Kp, Ki, and Kd when ISE as an error

Parameter GWO ALO

Joint 1 Joint 2 Joint 1 Joint 2

Proportional gain 45.61079 72.14704 94.91267 41.4415

Integral gain 95.06732 96.27777 98.21718 85.4008

Derivative gain 19.19369 26.67798 51.31193 43.7064

ISE 5.446e-05 1.477e-05 0.0001298 3.058e-05

Fitness value 6.8516e-05 0.0001128

Fig. 3 ISE response of
GWO
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Fig. 4 ITAE response of
GWO

Fig. 5 ISE response of ALO

Fig. 6 ITAE response of
ALO

7 Conclusion

The optimization gains and fitness function values of the two PID controllers have
been compared in this paper for GWO and ALO. This result analysis provides ease
in selection of proper parameter values for proper system designing, with better
performance and minimum error.

It is suggested that GWO gives the least optimized values of 0.0093997 for ITAE
and 6.8516e-05 for ISE as compared to ALO which gives 0.0001128 for ISE and
0.013442 for ITAE. Henceforth, GWO optimization technique is best suited for
suitable designing of PID controller for a robotic manipulator.
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A 26 W Power Supply Based on Luo
Converter with Improved Power Factor
and Total Harmonic Distortion

Amit Agrawal, Ashish Shrivastava, Amit Rai and K. C. Jana

Abstract A 26 W power supply is proposed in this research paper to glow an LED
(light emitting diode) load. It is based on single-stage single-switch circuit, which
used power factor corrected (PFC) positive Luo converter to maintain the power
quality. The converter is operating in continuous conduction mode (CCM) to get
constant load voltage. To stabilize the whole system, a PI (proportional integral)
is designed and used to generate control signal. Theoretical verification of system
stability is done with the help small signal state-space averaging technique. The
simulation model of proposed power supply is performed in MATLAB sim-power
toolbox. A constant output of voltage 65 V and current 0.4 A is achieved with better
power quality parameters as power factor (PF) and total harmonic (THD). The quality
parameters satisfy the standards of IEC 61000-3-2.

Keywords Continuous conduction mode (CCM) · Luo converter · Power factor
(PF) · SSA modeling · Stability · State-space analysis · THD

1 Introduction

In the past two decades, the light emitting diode (LED) has become the best
choice for researchers and industrial people because it is full of tremendous prop-
erties like long lifetime, durability, flicker-less start, high luminous efficiency, low
maintenance, vibration resistant, small size, environment friendliness, effortlessly
dimmable, robust, etc. [1, 2]. Also these LEDs are very much helpful in biomedical
apparatus, outdoor lighting, LCD backlight, automobile industry, railway signals,
aircraft lightings, traffic light, detective system, etc. [3]. Even the cost of LED is
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high compared to a fluorescent lamp, still it is economical because of its longer lifes-
pan [4]. To get constant voltage, ac signal to dc signal conversion is required. The
conventional circuits are able to achieve the desired output but power quality issues
are still present. As per standard the power factor must be more than 0.9 [5]. The pro-
posed power supply comes under IEC 61000-3-2 Class-C category [6]. To enhance
the power quality the optimized controller and power factor correction scheme can
be used [7]. As per the literature, the circuit size, cost, and complication of controller
design in two-stage converter are lesser than single stage [8, 9].

In this paper, a novel power supply is proposed to get constant voltage. Further,
it can be used to glow LED light. A simple controller design is used with single-
stage converter to stable the whole system. The optimized values of parameters are
used in PI controller to generate control signal which is responsible for duty cycle.
The theoretical results of proposed model are achieved with the help of small-signal
average modeling technique. The MATLAB tool is used to simulate the proposed
model where the switching frequency is considered as 60 kHz to reduce the size and
cost of inductor.

2 Proposed Model: A Power Factor Corrected (PFC)
Power Supply Based on Luo Converter

The detail block diagram of proposed power supply is shown in Fig. 1. To get pul-
sating dc signal (vin) from input ac mains (vs), a DBR (diode bridge rectifier) is
used. Further a PFC Luo converter is cascaded to get constant dc output (vo) from
pulsating dc input. A comparator takes output signal and reference signal to generate
error signal (verror ). The PI controller’s output is converted into reference current (ir )
and compared with input current (iin) to get error current (ierror ). This error current
is further compared with saw-tooth wave signal to generate small-signal pulse width
modulated (PWM) signal which controls the duty ratio (D) of n-channel MOSFET
switch (S) with 60 kHz of switching frequency ( fs).

Fig. 1 Proposed power
supply based on Luo
converter S
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3 Components Selection of Power Supply

The proposed power supply is based on Luo converter running in continuous con-
duction mode (CCM) to run LED light. The selection of components is the key to
operate converter in CCM and system stability. Few criterions are needed to consider
before design the model as the component’s behavior is considered as ideal and the
load is considered as a pure resistor. The output capacitor (Co) must be very high
with input frequency of 60 Hz. As we have taken CCM of the converter, the allowed
ripple current must not exceed above 100% of the average load current. Few standard
equations are taken to calculate the parameters of the proposed model.

The duty cycle of the switch is given as

D = vo
/

(vin + vo) (1)

The minimum inductance value is calculated below to run the converter in con-
tinuous conduction mode (CCM) [10, 11].

L1(minimum) = L2(minimum) = (1 − D)vo
/
2Dfs Io (2)

Both the capacitor’s value (Cc and Co) is given as follows [12].

Cc = ioD
/
fs�vCc (3)

Co = io
/
2ω · �vCo (4)

The components are calculated from Eqs. (1) to (4) and listed in Table 1.

4 System Loop Gain Analysis

For stability analysis, the system loop gain is achieved with the help of small signal
averaging technique.These convertersmaybehave inCCM,BCMorDCM[12, 13]. It
is a mathematical tool by which the complex converter systems are easily analyzed.
This technique is based on averaging of state-space matrices those are achieved
through Kirchhoff’s current and voltage laws. The state matrices are calculated for
both cases as switch-on and switch-off, mentioned below. After that average state
matrices are evaluated and mentioned below.

A =

⎡

⎢⎢
⎣

0 0 (D − 1)
/
L1 0

0 0 D
/
L1 −1

/
L2

(1 − D)
/
Cc −D

/
Cc 0 0

0 1
/
Co 0 −1

/
RCo

⎤

⎥⎥
⎦; B =

⎡

⎢⎢
⎣

D
/
L1

D
/
L2

0
0

⎤

⎥⎥
⎦ (5)
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Table 1 Parameters of proposed power supply

Parameters Formulated value Selected value

AC main input voltage (vs ) – 220 V

Frequency of AC mains (ω) – 60 Hz

Output voltage (vo) – 65 V

Frequency of switch ( fs ) – 55 kHz

Peak voltage on coupling capacitor (vCc) 311.08 V 311.08 V

Maximum ripple on the coupling capacitor �vCc = 10%
of vCc

31.12 V 31.12 V

Maximum ripple on output capacitor �vCo = 4% of vCo 2.6 V 2.6 V

Duty ratio of the switch at 270 V of input supply 0.145 –

Value of duty cycle for ac mains input of 90 V 0.338 –

Duty ratio (D) – 0.161

Load current Io 0.4 A 0.4 A

Inductor L1 for CCM 7.69 mH 10 mH

Inductor L2 for CCM 7.69 mH 10 mH

Average inductor current (IL1 ) 0.14 A 0.14 A

Average inductor current (IL2 ) 0.40 A 0.40 A

Coupling capacitor Cc 37.63 nF 50 nF

Output capacitor Co 353.53 µF 400 µF

VOSC (Oscillator voltage) – 3.5 V

vr (Reference voltage) – 2.5 V

The small-signal model can be achieved by using equation below.

dẋ(t)
/
dt = A.x̂(t) + B · v̂(t) + {(A1 − A2) · X + (B1 − B2) · V }d̂(t) (6)

Now, the value of all matrices is placed in the above equation. The final equation
is solved and written as below.

⎡

⎢⎢⎢
⎢
⎣

dîL1(t)
/

dt

dîL2(t)
/

dt

d v̂Cc(t)
/
dt

d v̂Co(t)
/
dt

⎤

⎥⎥⎥
⎥
⎦

=

⎡

⎢⎢⎢
⎣

0 0 (D − 1)
/
L1 0

0 0 D
/
L1 −1

/
L2

(1 − D)
/
Cc −D

/
Cc 0 0

0 1
/
Co 0 −1

/
RCo

⎤

⎥⎥⎥
⎦

⎡

⎢⎢⎢
⎣

îL1
îL2
v̂Cc

v̂Co

⎤

⎥⎥⎥
⎦

+

⎡

⎢⎢
⎢
⎣

D
/
L1

D
/
L2

0

0

⎤

⎥⎥
⎥
⎦

v̂i (t) +

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

⎡

⎢⎢
⎢
⎣

0 0 1
/
L1 0

0 0 1
/
L2 0

−1
/
Cc −1

/
Cc 0 0

0 0 0 0

⎤

⎥⎥
⎥
⎦

⎡

⎢⎢
⎢
⎣

IL1
IL2
VCc

VCo

⎤

⎥⎥
⎥
⎦

+

⎡

⎢⎢
⎢
⎣

1
/
L1

1
/
L2

0

0

⎤

⎥⎥
⎥
⎦
Vi

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

d̂(t) (7)

The output capacitor is attached with load in parallel. So output load voltage
follows the capacitor voltage which is derived in the frequency domain as below
after taking Laplace of Eq. (7).
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v̂Co(s) =
(RL2D2(1 − D) + RL1D(1 − D)2 + RL2

1CcDs2)V̂i (s) + ((RDL2(1 − D)

+RL1(1 − D)2 + RC1L2
1s

2)(VCc + Vin) − RDL1L2(IL1 + IL2)s)d̂(s)

RL2
1L2CcCo.s4 + L2

1L2Cc.s3 + RL1(L1Cc + L2Co(D2 − D + 1))s2

+L1L2(D2 − D + 1)s + RL1(1 − D)2

(8)

The Gvd(s) is defined for control-to-output Transfer Function (TF) as Gvd(s) =∣∣
∣V̂o(s)

/
d̂(s)

∣∣
∣
V̂in(s)=0

.

Gvd(s) is calculated with the help of components listed in Table 1 and written
below.

Gvd(s) = 4.7 ∗ 10−7s2 − 1.3 ∗ 10−3s + 783.0

3.0 ∗ 10−15s4 + 4.9 ∗ 10−14s3 + 5.2 ∗ 10−6s2 + 8.6 ∗ 10−5s + 1.1
(9)

The TF of PWMgenerator is defined asGPWM(s) =
∣∣∣d̂(s)

/
V̂error (s)

∣∣∣ = 1
/
Vosc

TheG(s) is taken as the loop gain of the systemwhen the compensated network is
not attached in the feedback path, considered as G(s) = Gvd(s)∗GPWM(s)∗vr

/
vo

G(s) = 7.49 ∗ 10−7s2 − 1.95 ∗ 10−3s + 1175.01

8.12 ∗ 10−13s4 + 1.35 ∗ 10−11s3 + 1.40 ∗ 10−3s2 + 2.32 ∗ 10−2s + 297.0
(10)

5 Model Stability Without Controller in Feedback

In the MATLAB environment, the Bode plot is drawn for this loop gain (G(s)) and
presented by Fig. 2. From plot, the value of gain margin (GM) 19.5 and the value
of phase margin (PM) 1.08° indicate the practical instability of system because to
fulfill the stability criterion the PM must be higher than 45° [14].

6 Controller Design and Analysis of Stability System
with Compensation Network

In this section, a control scheme is discussed which generates the control signal
according to the difference between output and reference signal. It is associated with
the feedback path of the model to stabilize the system.
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Fig. 2 Bode plot of loop gain G(s)

6.1 Proportional Integral (PI) Controller

The compensation network which is using as PI controller is shown by Fig. 3. The
error signal is considered as verror = vr − vo.

The control signal is defined below, where Kp and Ki are the gains.

Ic(n) = Ic(n − 1) + Kp{verror (n) − verror (n − 1)} + Kiverror (n) (11)

Fig. 3 PI controller used as
compensator Vdc

R2

R3

R4

R5

R1 C1

Verror

C2

Vr

+

_
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6.2 Compensator’s Component Design

The compensator is drawn by Fig. 3 and its transfer function is derived below.

C(s) = (1 + sR1C1)
/
sR2 · ((C1 + C2) + sR1C1C2) (12)

With the help of standard formulas, all the parameters are calculated. Those are
mentioned by Eqs. (13)–(19). To achieve the mathematical values bandwidth (B.W.)
is taken 20 Hz and over-voltage protection (�Vovp) is taken 3 V [13].

R2 = �Vovp
/
30 µA (13)

R3 = R2vr
/

(vo − vr ) (14)

R1 = R3vr
/

(Vosc − vr ) (15)

fo = 1
/

(2π
√
L2Co) (16)

fz = 0.75 fo (17)

C1 = 1
/

(2πR1 fz) (18)

C2 = 1
/

(2π( R2||R3 )B.W.) (19)

With help of all components, the TF of the compensated network is calculated as
below.

C(s) = 7.60 ∗ 10−3s + 1
/

(3.45 ∗ 10−3s2 + 1.86s) (20)

6.3 Model with Proposed Compensated Network: Stability
Analysis

A compensated network is proposed and designed having transfer function (C(s)).
The new system loop gain (Gc(s)) is calculated and written below.

Gc(s) = 5.36 ∗ 10−9s3 − 1.41 ∗ 10−5s2 + 8.93s + 1175

s(2.80 ∗ 10−15s5 + 1.55 ∗ 10−12s4 + 4.83 ∗ 10−6s3 + 2.68 ∗ 10−3s2 + 1.07s + 552.4)
(21)

Figure 4 depicts 10.6 db of gain margin with 90.8° of phase margin for Gc(s).
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Fig. 4 Bode plot of system loop gain Gc(s)

7 Simulated Circuit Diagram and Analysis

The circuit is simulated in the MATLAB version-R2013a as shown by Fig. 5. As per
the diagram supply from AC mains is converted into constant DC voltage with help
of diode bridge rectifier and filter capacitor. Further the desired constant voltage is
achieved by cascading PFC Luo converter. The converter parameters are designed in
such way so it can operate in CCM. A PI controller is used in the MATLAB toolbox
in place of compensation network. The repeating sequence is used as saw-tooth wave
having frequency of 55 kHz. The control signal helps to generate the iref which goes
into relational operator further to get PWM pulse. This pulse controls the duty ratio.

8 Results Analysis

The waveform of output voltage (Vo) and output current (Io) are shown in Fig. 6
along with the waveforms of input ac voltage, current, and inductor current extracted
at 220 V of AC mains supply. The output load voltage and power quality parameters
are also extracted at AC inputs of 90–270 V. The power quality parameters like PF
and THD along with output voltage and current at different input supply are listed
in Table 2. The power factor is maintained at more than 0.92 and THD is less than
0.25%. It justifies the proposed controller and PFC technique used to stabilize the
system and to get constant power supply with better power quality.
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Fig. 5 Simulated circuit diagram in MATLAB

Fig. 6 The waveforms of
model parameters

Table 2 Power quality parameters of proposed power supply based on Luo circuit

Vs (V) Is (A) Vo (V) Io (A) PF THD (%)

110 0.27 64.8 0.39 0.92 0.62

150 0.18 65.2 0.40 0.93 0.56

190 0.16 65.8 0.42 0.93 0.56

220 0.14 65.3 0.45 0.96 0.42

260 0.11 66.2 0.41 0.97 0.25
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9 Conclusions

In this paper, a power supply with a rating of 26 W, 65 V is proposed. It is based
on Luo converter and its components are designed in such way so it can operate in
CCM. With help of small-signal modeling and MATLAB, the Bode plot of system
loop gain is calculated to check the stability and to justify the need of controller. The
proposed circuit is simulated in theMATLAB sim-power toolbox and waveforms are
extracted at universal input supply. The results show better power factor and THD
with constant output voltage at all input supply. The PF and THD are under the limit
of IEC 61000-3-2 Class-C equipment.
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Optimal Strategic Bidding Using
Intelligent Gravitational Search
Algorithm for Profit Maximization of
Power Suppliers in an Emerging Power
Market

Satyendra Singh, Manoj Fozdar and Ajeet Kumar Singh

Abstract In the assessment of the features of strategic bidding choice issues, this
paper proposes a novel procedure that optimizes strategic bidding using Intelligent
Gravitational Search Algorithm (IGSA) for profit maximization of power suppliers
in an emerging power market. In this paper, two approaches are suggested. One
suggests using the inverse agents in the assessment procedure of GSA. It empowers
improved investigation of the exploration space and avoids trapping of the solution
in a local optimum result. Another is a new gravity constant control procedure to
avoid repetitive calculation and enhance the speed of convergence. The suggested
procedure has been tested on the IEEE 30-bus system. The experimental solutions
of both result qualities in terms of profit and calculation efficiency demonstrate the
efficacy and strength of IGSA to other approaches such as Shuffled Frog Leaping
Algorithm (SFLA), Particle Swarm Optimization (PSO), Genetic Algorithm (GA),
and Monte Carlo (MC).

Keywords Electricity market · Intelligent gravitational search algorithm · Market
clearing price · Strategic bidding

1 Introduction

With the deregulation of the power industry, deregulated electricitymarkets have been
set up in numerous nations. However, the rising power markets have an assortment of
new issues, for example, oligopolistic nature of themarket, bidding behavior of power
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suppliers, mishandling of market power, flexibility in demand and cost, etc. [1]. In
deregulated power market, power pool has risen as a famous type of power market
where the members such that the power providers and the consumers submit their
bids and the operation of the arrangement is administered through an Independent
System Operator (ISO) [2]. Each member of market bids with the motivation behind
upgrading its profit. Ideally, in a fully competitivemarket, power providers should bid
at, or near, their marginal production cost to amplify result. Knowing their expenses,
practical limitations and their expectation of market and opponents behavior, power
providers, confront the issue for developing the greatest optimal bid [3].

Various procedures dependent on Lagrangian Relaxation (LR) [4, 5] and Game
theory [6–8] have been suggested. Furthermore, heuristic [9–11], and metaheuris-
tic [12–14] methodologies have been incorporated to resolve the diverse strategic
bidding issues in the literature. Joint strategies dependent on LR and stochastic
dynamic programming have been presented in [4]. The strategic bidding issue is
comprehended by Genetic Algorithm [9, 10]. Particle Swarm Optimization (PSO)
was utilized toward comprehensive strategic bidding issue in [11]. In this method-
ology, traditional and disintegration-based PSO were utilized, and an important cor-
relation between the two variations was introduced. Fuzzy adaptive configuration
effort was established in PSO [12] for doing the strategic bidding issue. Fuzzy basis
presentations are investigated in metaheuristic techniques to adjust the key limi-
tations of the technique for healthier arrangement feature. Utilization of Shuffled
Frog Leaping Algorithm (SFLA) in Strategic bidding issue has been investigated in
[13]. In this examination, characteristics ofmemetic calculation and PSO are consoli-
dated to defeat untimely combination and unfortunate arrangement quality. A bilevel
advancement issue was created in [14]. A consolidated use of PSO with Simulated
Annealing (SA) technique has been investigated in [15], in that work, the authors
asserted that the aftereffect of this amalgam methodology was exceptionally viable.

It is concluded from the above literature that some modifications in the heuristic
techniques are needed further to acquire the goal of optimal result. Accepting this as
a point of worry mass associations and law of gravity are connected in Gravitational
Search Algorithm (GSA) to find optimal outcome by an arrangement of agents,
and the execution of the agents is controlled through their masses [16]. As per the
research of literature [16, 17] GSA possesses solid search capability, and its rate of
convergence is quicker than PSO and GA. The initialization of population parameter
is configured randomly in GSA, and the activity approach of reinforcement agents is
at first dependent on randomness [18]. Moreover, in the GSA the way of an agent is
determined dependent on the total force acquired by every other agent. However, if
the estimation of gravitational mass is too small, it won’t just neglect to enhance the
accuracy of the calculation, yet also devour a lot of calculation time [19]. Therefore,
in the perspective of referenced over, this paper proposes a new strategy named
optimal bidding strategy utilizing Intelligent Gravitational Search Algorithm (IGSA)
for profitmaximization of power suppliers in an emerging powermarket. To create the
ordinary GSAmore appropriate for bidding strategy issues, two sorts of modification
are proposed in this paper:



Optimal Strategic Bidding Using Intelligent Gravitational … 965

1. The search space for the given issue is investigated more broadly by utilizing
GSA after the presentation of oppositional population based learning (OBL).

2. Control the gravity coefficient to stay away from excessive precisionmathematics
and enhance the techniques overall search capability.

2 Problem Formulation

With the end goal to outline the proposed strategic bidding issue, it is supposed that
there is one generator in each Traditional Power Supplier (TPS). In addition, there
is just a single power provider at each generator transport. Each power provider cost
function can be figured as follows [17, 20].

Gcf ,x(Dpg,x) = axDpg,x + bx(Dpg,x)
2 (1)

where, ax and bx are coefficients of cost for the xth power supplier and Dpg,x is the
dispatch of the power generation for the xth power supplier.

It is vital to observe that all the power providers prescribe their offer and submit
them to the ISO by means for a straight supply bidding model as the going with
structure [17, 20].

Bx(Dpg,x) = φx + πxDpg,x x = 1, 2, . . . ,TPS (2)

where φx and πx are bidding parameters which must be nonnegative. In the wake of
getting theoffers from thepower providers, ISOmatches the output of generationwith
aggregate required interest from the framework, and afterward limits the acquiring
cost. It is noticed that conditions (3) to (5) ought to be fulfill the power dispatch while
considering power balance limitation (4) and power imbalance requirements (5).

φx + πxDpg,x = R (3)

TPS∑

x=1

Dpg,x = Qf (R) (4)

Dpg,x,min ≤ Dpg,x ≤ Dpg,x,max (5)

where R is the market clearing price, Qf (R) is Forecasted load by the ISO. Suppose
Qf (R) is

Qf (R) = Cd − k ∗ R (6)

where, Cd is fixed demand and k = 0 is demand price elasticity. The explanation of
condition (3), (4) when (5) is ignored.
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R =
Cd +

TPS∑
x=1

φx

πx

k +
TPS∑
x=1

1
πx

(7)

Dpg,x = R − φx

πx
(8)

If the solution of Dpg,x in (8) exceeds its maximum limits, Dpg,x is set according to
(5).

Optimal strategic bidding of TPS for profit maximization can be expressed as

Maximize
F(φx,πx) = R ∗ Dpg,x − Gcf ,x(Dpg,x)

(9)

Subject to: conditions (1), (7), and (8).
In a sealed bid focused power marketplace, information about bidding data for

next period is mysterious. Thus, individuals don’t have data about other individuals’
bided information. In any case, last period bidding data information is accessible;
in light of this data, estimation of MCP is possible. Each part attempts to assess
diverse individuals bidding coefficients, anyway this is troublesome. So from each
part’s point of view, the bidding coefficient seeks after a normal joint distribution
with following probability density function (pdf). For each supplier pdf is

pdf(φx,πx) = 1

2∗3.14∗σx
(ϕ)σx

(π)
√

1−ρ2x
×exp

{
− 1

2(1−ρ2x)

[(
φx−μ

(φ)
x

σ(π)
x

)2+
(

πx−μ(π)
x

σ
(φ)
x

)

− 2ρx(φx−¯x (φ))(πx−μx
(π))

σ
(φ)
x σ(π)

x

]} (10)

where μ
(φ)
x , μ(π)

x , σ
(φ)
x and σ(π)

x are coefficients of the combined distribution, ρx is
correlation coefficient between φx and πx. The peripheral distributions of φx and πx

are together normal with mean values of μ
(φ)
x , μ(π)

x , and standard deviations σ
(φ)
x and

σ(π)
x , respectively. Rely upon last bidding hour information; these appropriations can

be resolved [20]. Mutual delivery of φx and πx is characterized through probability
distribution function, through the objective task (9) subject to conditions (1), (7) and
(8) is a stochastic optimization issue.

3 Intelligent GSA

In this work, two modification in original GSA [16] is proposed to obtain better
optimal solution of the problemmentioned in aforementioned section. Following are
the modifications proposed.
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3.1 Opposition Phenomenon in GSA

Oppositional population based learning phenomenon has been introduced by [18].
In that work, the authors have thought about the existing and conflicting specialists
to improve estimation of existing operator outcome. It is presumed that an opposing
operator gives healthier ideal arrangements contrasted with that of random specialist
arrangements. The opposing operator’s positions (oαi) are totally characterized by
segments of αi.

oαi = [oα1
i , . . . , oα

d
i , . . . , oα

n
i ] (11)

where oαd
i = Ldi +Ud

i − αd
i with oαd

i ∈ [Ldi ,Ud
i ] is the location of ith conflicting

agent oαi in the d th dimension of oppositional populace.
Now the best result of condition (9) is measured as fitness task (fiti). On the

IGSA beginning an iterative procedure, a mutual populace of is created through all
the limitation is fulfilled. Choice methodologies are utilized to choose the N figure
of fittest operators from the combined populace arrangement of {α, oα} produced
existing population α.

αi(z) =
{
oαi(z) if fit(oαi(z) > fit(αi(z))
αi(z) otherwise

(12)

3.2 Update Mode of Gravity Constant

In the ordinary GSA, gravity constant reduce with the expansion of the quantity
of iteration. In the perspective of this, IGSA refresh the gravity constant [19] as
indicated by

G(z) = G ×
(
1 − iter

Total iter

)
+ iter

Total iter
(13)

The explanation methodology as a flowchart is specified in Fig. 1.

4 Results and Discussion

The proposed IGSA has been tested to determine profit maximization of competitive
power suppliers in IEEE 30-bus system and its performance is compared with tradi-
tional called Monte Carlo (MC) [20] and well as some heuristic and metaheuristics
algorithms viz. binary coded GA [10], PSO [11] and SFLA [13], method. The simu-
lations were performed in MATLAB 2014a on a 3.20 GHz, Core i5, 4GB RAM PC.
Data of generator cost of the system has been taken from [20]. The tuning parameters
of the proposed IGSA algorithm for profit maximization of power suppliers is taken
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Fig. 1 Flowchart for IGSA

from [16]. The forecasted demand on the period of the bidding is 500 MW as the
value of k is taken as 0. The interdependency between bidding coefficients φx and
πx facilitates to keep one coefficient fixed and trace the other using an optimization
approach [20]. In this paper, the value φx has been kept fixed and their value is pre-
sented in Table1. The best values of πx for diverse generators using suggested IGSA,
SFLA, PSO, GA and MC are given in Table1.

By optimal tuning of IGSA parameters for fixed number of trials, the optimal
values of bidding coefficients obtained using the proposed IGSA is listed in Table1.
This Table also shows the bidding coefficients obtained using other methods like
SFLA, PSO, GA, and MC. Using optimal bidding factors obtained using suggested
IGSA method in Table1, the optimal bidding results for suppliers in terms of indi-
vidual power output, market clearing price (MCP), individual and overall profits.
These results are presented in Table4 and it deduced that the results obtained using
proposed IGSA method is far better than those obtained using other literature meth-
ods like SFLA, PSO, GA, and MC. In Table2, it is cleared that the overall profit
obtained using IGSA method is $ 491.47, $ 1685.4, $ 1781.74 and $ 2178.97 more
than those obtained using SFLA, PSO, GA, and MC respectively. Moreover, the
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Table 1 Optimal bidding coefficients for suppliers

Suppliers Bidding coefficients limits

φx πx

IGSA SFLA [13] PSO [11] GA [10] MC [20]

1 2 0.035667 0.021004 0.001092 0.001045 0.15800

2 1.75 0.104615 0.090472 0.050953 0.048786 0.04745

3 1 0.577099 0.263450 0.181976 0.174234 0.13099

4 3.25 0.074792 0.054320 0.024283 0.023250 0.02458

5 3 0.217273 0.108594 0.072791 0.069694 0.05614

6 3 0.217273 0.108594 0.072791 0.069694 0.05614

Table 2 Optimal bidding results for suppliers

Suppliers IGSA SFLA [13] PSO [11] GA [10] MC [20]

Dpg

(MW)
Profit
($)

Dpg

(MW)
Profit
($)

Dpg

(MW)
Profit
($)

Dpg

(MW)
Profit
($)

Dpg

(MW)
Profit
($)

1 160 1252.7 160 1097.16 160 772.41 160 741.45 160 557

2 101 698.3 96.76 581.93 100.83 340.10 101.2 321.32 91.3 249

3 34.42 250.5 29.73 196.19 32.35 125.06 32.68 119.33 38.8 103

4 100 634.5 100 537.32 100 280.36 100 261.01 100 200

5 52.27 320 56.75 285.94 53.40 136.32 53 125.56 54.90 94

6 52.27 320 56.75 285.94 53.40 136.32 53 125.56 54.90 94
∑

Profit 3475.97 2984.50 1790.57 1694.23 1297

MCP 10.43 9.45 6.88 6.69 6.08
∑

(Dpg) 500 499.99 499.99 499.99 499.99

individual profits obtained using IGSA is better than other methods. This profit is
obtained usingMCP and IGSA has betterMCP. Other than this, the error among total
generated power and load is zero for IGSA method and thus shows the robustness of
the proposed method.

The cause of receiving excellence results using IGSA method is that in IGSA,
population parameter is configured randomly and the activity approach of reinforce-
ment agents is at first dependent on randomness. If the random guess is not far away
from the optimal result, can solution in a quick convergence. Due to these reasons,
the convergence features for IGSA technique is fast during the initial period and
spreads to the improved best result with the lapse of time, thus not stuck in local
minima.
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5 Conclusion

In this paper, an intelligent gravitational search algorithm is suggested to solve the
strategic bidding issue for profit maximization of power suppliers. Two enhance-
ments are suggested in this paper, one is OBL, and another is a new approach to
update gravity constant. To validate the effectiveness and efficacy of the suggested
procedure, the IGSA has been tested on the IEEE 30-bus system. The experimental
outcomes show that the IGSA outperforms the other reported techniques in terms of
result quality and profit, and reduce process time-consumption. This is because the
deployment of oppositional operators in the assessment technique of GSA enables
improved examination of the search space. This circumvents trapping of the explo-
ration of the GSA algorithm in the local optima. Another is updating gravity constant
control methodology to maintain a strategic distance from the inadequate precision
calculation and enhance the calculation’s wide-reaching search capability.
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Synchrophasor Measurements Assisted
Naïve Bayes Classification Based
Real-Time Transient Stability Prediction
of Power System

Divya Rishi Shrivastava, Shahbaz Ahmed Siddiqui and Kusum Verma

Abstract Synchrophasormeasurements assisted real-timewide areamonitoring and
control of power system is a challenging task. Transient stability status of a power
system following a disturbance is an important aspect of wide-area monitoring. This
paper presents methodology of PMU-assisted Naïve Bayes classification to predict
transient stability state of power system following a disturbance. The optimum PMU
placement is obtained using Integer Linear Programming (ILP). The input given to
the classifier is Frequency records prior to fault through first six cycle consecutive
data obtained from optimally placed PMU following a large disturbance and output
is the stability status of the power system. The proposed methodology is tested on
New England IEEE 39-bus test system implemented on DIgSILENT Power Factory
and Python. The results obtained for unobserved operating conditions shows the
proposed methodology predicts the real-time stability status of the system and with
less computational effort.

Keywords Power system stability · PMU · Classification algorithms

1 Introduction

Power Systems today are functioning with constricted security boundaries. This
drives them towards large wide-area disturbances. Regardless of available efforts on
field operation and planning, any disturbance may lead to grid failure [1, 2]. Further
down such scenarios response-based control actions are required based on location
and nature of the disturbance. It becomes commanding to establish firm and precise
methodology to estimate transient instability by using sufficient data to approximate
the severity of disruption within few cycles after the onset of disturbance. Then after
emergency remedial actions may be implemented within sufficient time to make
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majority of the system stable [3]. The first step implied for wide-area monitoring
is that it should be completely observable under contingency conditions. PMUs are
the measurement devices that gives time-stamped global positioning system syn-
chronized real time status of power system. These devices gives voltage magnitude,
voltage phasor angle, current, frequency, and rate of change of frequency [4]. It
becomes important to have optimal placement of PMUs at significant locations so as
to have real-time monitoring of power system state [5–7]. Real-time transient stabil-
ity analysis involves using the available PMU data to estimate the instability status
following a disturbance. This data carries sufficient information regarding status of
power system in response to a probable disturbance. Hence, it becomes most promis-
ing to have synchrophasor measurement assisted real-time monitoring in power
grid [8].

Various methods are available in the literature to forecast the transient stabil-
ity state. In [9–12], PMU measurements assisted ANN-based methods by taking
different input features are presented for predicting stability of the power system.
The Support Vector Machine (SVM) and Decision Tree (DT) based methods are
also applied to accurately predict the status of the power system [2, 13, 14]. These
methods can predict the transient stability of the power system in real-time frame.
However, it is equally important for the methods available in literature such that how
fast the status of transient stability is predicted.

In this paper, a methodology is proposed to predict status of power system tran-
sient stability representing PMU-assisted classification method. The synchrophasor
measurement devices at key locations in power system give frequency data of all
the installed locations. Frequency data prior to fault through first six-cycle consec-
utive data is used for all predictions. This data is then used to train naïve Bayes
classifier and is then used to predict the transient instability status of unobserved
system state. The available prediction can then be used to implement control actions
to avoid system collapse. A comparative result with simple perceptron classifier is
also made. The presented methodology is tested on New England IEEE 39 Bus test
system implemented on DIgSILENT Power Factory and Python. The result shows
the effectiveness of proposed methodology.

2 Naïve Bayes Classifier

The Naïve Bayes classifier is a probabilistic classifier that computes the probabilities
of each predictive trait of the data fit into each class in order to make prediction of
probability distribution over all classes [15]. In this classifier, the “class” variable C
(which can be predicted) is the root and the “attribute” variables Xi are the leaves.
Parameter estimation is done by the method of maximum likelihood. Let there be m
classes: C1, . . . , Cm and observed attribute values X : x1, . . . , xn . The classifier
predicts X belongs to Class Ci if

P(Ci |X) > P(C j |X) for 1 ≤ j ≤ m, j �= i (1)
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where each class probability is given by

P(Cm |x1, ..., xn) = αP(Cm)
∏

i

P(xi |Cm) (2)

where α is scaling factor dependent only on x1, …, xn,
And is given by

α = 1

P(X)
= 1∑

m
P(Cm)P(X |Cm)

(3)

The classifier combines the above model with a decision rule called maximum a
posteriori or MAP decision rule. After the model has been trained, it can be imple-
mented to classify new data for which the class variable C is unobserved. Classifier
learning can handle noisy data as well and can give probabilistic forecasts when
appropriate [15, 16].

3 Proposed Methodology

This paper presents, a methodology that predicts transient stability status within a
few cycles of a disturbance in real time. The proposed methodology is shown in
Fig. 1.

The algorithmic steps for the proposed methodology are presented in the subsec-
tion.

Fig. 1 Proposed methodology
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3.1 Optimal PMU Placement Formulation

Optimum PMU location identification is carried out so as to have a complete power
system observability under disturbances. Here, Integer Linear Programming (ILP)
[5–7] a graph-theoretic technique is applied to achieve desired objective. Measure-
ments done at installed locations are called direct measurements else are referred as
pseudo measurements. In the algorithm, the placement variable assumes value “1”
for a bus i as well as for if bus i is associated to bus j, else assumes “0”.

3.2 Data Generation

The purpose is to have an archived database of power system.Here database is created
for large set of operating conditions with disturbances. The disturbance considered
are 3 phase faults at dissimilar locations with different operating conditions as

1. System Load is randomly varied from 90 to 110% of the baseload with each load
is individually randomly varied.

2. 3 phase fault is considered at dissimilar locations and for respective loading
conditions

3. The time-domain simulation is carried out for respective operating condition
along with disturbance.

4. Frequency data prior to fault through consecutive data before and after fault
clearing is recorded.

5. The database is separated into training and testing set.

3.3 Feature Selection and Target Assignment

In this paper, frequency data after fault clearing is considered as input features. This
frequency from optimally installed PMU in the power system is used as an input
attribute to the classifier. The initial variations in frequency data after fault clearance
are signatures of stable or unstable system and hence carries information about the
transient state. The status of the system in terms of transient stability or instability
can be taken by analyzing if at least one generator goes out of step. Under these
conditions local frequency of buses will, therefore, reflect the status of the system.
Target (classes) is transient stability status of the system with “0” as stable and “1”
as unstable.
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3.4 Training, Testing and New Data

Data generated with 3 phase faults at different locations for a large set of operating
conditions are used to train the classifier. These large set of operating conditions
were created with 90–110% load variation of the base load in steps of 1% change.
Also, each individual load in the systemwere randomly varied. The installed PMU at
optimal locations is reading the time-stamped frequency for each operating condition
through faulted locations. The database generated is then divided into training dataset
and testing dataset. To check how the trained classifier performs, new frequency
dataset is then created and given to trained model to have monitoring of the test
system.

3.5 Proposed Synchrophasor Measurement Assisted Naïve
Bayes Classifier

In this paper, PMU-NBClassifier based approach is presented to predict the transient
stability status of the power system in real-time. By predicting the transient stability
status of the system, remedial actions can be implemented to secure the system the
maximum. The optimally allocated PMUs streams the time-stamped frequency data
which is used as input to the classifier. The projected approach is presented in Fig. 1.

4 Simulation and Results

Themethodology is verified onNewEngland 39Bus test system [17], which contains
10generators and34 transmissionswith 12 transformers.All the dynamic simulations
are carried out on DIgSILENT Power Factory [18] and classifier was implemented
on Python [19].

4.1 Optimal PMU Placement

The optimumPMUplacementwas carried out and the available results are depicted in
Table 1. A total of 15 PMUs are installed in the test system in order to have complete

Table 1 Optimal PMU placement result

Test system Optimum no. of PMU Optimal locations

New England 39 bus system 15 3, 8, 16, 24, 26, 28, 30, 31, 32,
33, 34, 35, 36, 37, 38
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Fig. 2 Optimal PMU positions for New England IEEE 39 bus system

system observability under contingency conditions. The considered contingency in
this paper is three-phase faults with line outage clearance. The bus at which PMUs
are installed are also shown in Fig. 2.

4.2 PMU-Naïve Bayes Based Real-Time Transient Stability
Prediction

The synchrophasor measurements from PMU are created in the form of archived data
to be used for offline training of Naïve Bayes classifier. The classifier is then tested
for effectiveness with data streamed in from PMUs and results are obtained. The
system under study is New England IEEE 39 Bus System with different operational
conditions with single line outages and random load variations. In this paper, these
synchrophasor measurements created are with 90–110% load variation of the base
case in steps of 1% change. The generated data is then is used for training and testing
process. Total of 1000 operating conditions are generated, 600 are used for training
and 400 used for testing. The classifier is then subjected to test for unknown data so
as to evaluate its performance. For all conditions, three-phase fault is applied at 0 s
and the FCT is set between 6 cycles to 12 cycles. The frequency of observed buses
are observed and recorded ranging from FCT − 18 to FCT + 6 cycles. It can also
be said that first 18 cycle frequency data from and 6 cycles prior to fault initiation
is recorded from optimally installed PMUs. This range is so selected so as to ensure
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Table 2 Performance evaluation of classifier for new data

Case no. Loading (% of base case) Stability status/predicteda Testing time

1002 104 (Line 01–02 removed) 0/0 0.000409

1003 104 (Line 02–25 removed) 1/1 0.000362

1004 105 (Line 23–24 removed) 1/1 0.000290

1005 105 (Line 09–39 removed) 0/0 0.000262

1006 106 (Line 05–06 removed) 1/1 0.000262

aStable: 0 and Unstable: 1

the classifier is learning all three phases as: healthy (pre-fault), during fault and after
fault clearing. The bus frequency values are also observed. Each case is assigned
a class of stable (0) and unstable (1) based on bus frequency values at the end of
simulation. All the simulation for data generation is carried out in DIgSILENT [18]
and classifier is implemented in Python [19].

For testing performance evaluation, the stability status of the system for new bus
frequency 6-cycle post-fault data set is also predicted and shown in Table 2. The
results show the excellent performance of the classifier.

5 Conclusion

The timely detection of power system instability is a significant step undertaken
to ensure implementation of emergency remedial actions. The paper proposes a
new methodology to predict the real-time power system instability. The proposed
methodology accurately predicts the status of power system which can contribute to
implementing control actions. The important aspect of proposed methodology is it
has been trained with pre-fault, during fault, and post-fault consecutive frequency
synchrophasor data from optimally placed PMUs. This enables the methodology to
forecast the status of power system for new data accurately. The proposed PMU-NB
Classifier methodology shows excellent performance in predicting the status of the
power system after disturbance and its suitability for real-time predictions.
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Device Modeling and Characteristics
of Solution Processed Perovskite Solar
Cell at Ambient Conditions

Anupam Agrawal, Shahbaz Ahmed Siddiqui, Amit Soni
and Ganesh D. Sharma

Abstract The power conversion efficiency (PCE) of perovskite solar cell (PSC)
reached 22.1%at lab scalewhich is comparablewith first and second-generation solar
cells. This has attracted a lot of attention toward this alternative solar cell that can be
manufactured with low-cost materials, easy manufacturing method, and less toxic
material than traditional solar cells. In lab scale, PSCs are prepared and characterized
in nitrogen-filled chamber due to stability issues (sensitive to moisture and heat). For
large-scale production, it is not possible to make nitrogen-filled production units.
Therefore, manufacturing at nitrogen-filled chamber of PSC is a major barrier for
large-scale production. So, this is an attempt to prepare and characterize PSC at
ambient conditions. Although PSCs are sensitive to moisture and heat.

Keywords Perovskite solar cell · Spin coating · Device fabrication

1 Introduction

Over 80% of the energy in the world is derived from fossil fuels [1], which produce
carbon dioxide. With the present trend in consumption of electricity, it is expected
that the demand for energy will be doubled and that of electricity will be quadrupled
[2]. This future challenge is combinedwith the fast depleting conventional fuel-based
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Fig. 1 a Projected overall generation of electricity across the world by all fuels including renew-
able sources (2012–2040) [3], b Projected overall generation of electricity across the world by all
renewable sources (2012–2040) [3]

energy sources and the risk of environmental change. Therefore, it has motivated the
advancement of non-conventional energy technologies. Of the possible renewable
energies (i.e., solar, wind, biomass, tidal, and geothermal energy), solar energy is
a promising alternative source of energy for our energy-starved planet. US Energy
Information Administration provides the scenario of global net electricity generation
byall fuels and renewable fuels fromyear 2012–2040 in InternationalEnergyOutlook
2016 as shown in Fig. 1a and b, respectively [3].

Photovoltaic (PV) cells used for electricity generation must show certain qualities
such as minimal cost of raw materials, easy manufacturing process, high efficiency,
simple installation of PV panel, and long life [4]. Unfortunately, there is no such
PV-cell is available that can meet all the above necessities.

From last few years, researchers have focused on the improvement of cost-
effective PV and feasible non-silicon PV-cells technologies. The third-generation
PV cells are emerged as the most promising alternative of silicon-based PV cell.
Dye-sensitized solar cells (DSSCs), quantum dots, conjugated polymers, organic
solar cells (OSCs), and perovskites solar cells (PSCs) fall under third-generation
PV cells. Perovskite-based PV cells are still an emerging technology. However, the
diverse qualities of PSC such as high absorption coefficient, long carrier diffusion
length, tunable band-gap, and gradual improvement in efficiency within last few
years, makes it an exceptionally fascinating technology [5, 6].

In a very short period, the device power conversion efficiencies (PCEs) have
rapidly increased more than six times from 3.8% [7] to exceed 21% [8]. To summa-
rize the chronological developments of PSCs [9–14] and the key landmarks in the
developments are represented in Fig. 2. In this paper, we demonstrate the fabrica-
tion of PSC (FTO/TiO2/CH3NH3PbI3/spiro-OMeTAD/Al) at ambient conditions. It
also includes a detailed description of materials used, preparation and methodology



Device Modeling and Characteristics … 983

2009,
3.8%[7],
Liquid 

electrolyte
as HTL

2011,
6.5 %[9],
solid state 

HTL

2012,
9.7%[10], 
all solid 

state 
PSC& 

10.9%[11], 
MSSC 
PSC

2013,
15.4%[12]

, 
full planar 

PSC 

2014,
19.3%[13],
Interfacial 

engine-
ering

2015,
20.1%[14]

, 
FAPbI3
based 
PSC 

2016,
21.1%[8],

triple 
cation 
PSC 

Fig. 2 The chronological developments of PSCs

of different layers, current-voltage characteristics, and ultraviolet-visible spectrum
analysis.

2 Methodology

Our work focuses on third-generation solar cell which will work on an enabling and
realization of PSCs through the development of inorganic–organic materials. It is
based on a multidisciplinary approach where device physics, organic and inorganic
chemistry, material science, and experimental setup are combined synergistically.

2.1 Materials

Titanium dioxide which is used as electron transport layer was brought from Sigma
Aldrich. For the preparation of mesoporous (mp) TiO2 paste, acetylacetone and Tri-
ton X-100 both from Merck were purchased. Methylammonium thiodoplumbate(II)
precursor solution 40 wt% in DMF used as active layer was purchased from Sigma
Aldrich. Then hole transport layer, i.e., spiro-OMeTAD, 3–4% in H2O, high conduc-
tivity grade was taken from SigmaAldrich. A solution of spiro-OMeTAD is prepared
by mixing with chlorobenzene from Merck, 4-tert-butylpyridine, Li-TFSI, and ace-
tonitrile were purchased from Sigma Aldrich. Finally, Aluminum granule of Alfa
company, high purity was used as top electrode.
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2.2 Preparation of Layers

2.2.1 Electron Transport Layer

For the mp-TiO2 layer, in 100 mg of TiO2 powder 0.5 mL of ultrapure water was
mixed after that 10.0 µL of acetylacetone and 5 µL of Triton X-100 were dropped
and mixed for 30 min. Then, the solution was left in vacuum-filled desiccator for
12 h to suppress the formation of bubbles in the solution.

2.2.2 Active Layer

Heat the 60µl of CH3NH3PbI3 solution for at least 2 h at 70 °C to allow for complete
re-dissolution of solutes. Keep the CH3NH3PbI3 solution at room temperature to cool
down before deposition.

2.2.3 Hole Transport Layer

Initially, 36.1 mg powder of spiro-OMeTAD in 0.5 mL of chlorobenzene was mixed
with a solution of 14.4 µL of 4-tert-butylpyridine in 260 mg of Li-TFSI and 0.5 mL
of acetonitrile. Then resultant solution was left for 12 h in vacuum-filled desiccator.

2.3 Device Fabrication

First, Fluorine doped tin oxide (FTO) conductive substrates were put in an ultrasonic
bath for cleaning with double distilled water at 50°C for 5 min then with acetone
and ethanol for 5 min each at 0 °C. Finally, FTO conductive substrates dipped in
DI water and dried with hot air. Second, the obtained mp-TiO2 paste was coated on
the FTO substrate by spin coater at 5000 rpm for 30 s and the substrate is placed on
the hot plate at 100°C for 10 min. Third, again place the substrate into spin coater,
dispense 30–50 µl CH3NH3PbI3 solution and start spinning at 4000 rpm for 30 s.
Then place the substrate onto the hotplate and anneal for 120 °C for 12 min. Fourth,
dispense 35 µl of the Spiro-OMeTAD solution onto CH3NH3PbI3 film and rotate at
2000 rpm for 30 s. Put the resultant substrate in desiccator for 12 h so that spiro-
OMeTAD oxidized. Fifth, deposition of Al contact onto the sample as top electrodes
by vapor deposition technique and finally PSC achieved. A schematic illustration of
the fabrication of the FTO/TiO2/CH3NH3PbI3/spiro-OMeTAD/Al PV cells energy
band diagram showing how PSCs operate is shown in Fig. 3 and Fig. 4, respectively.
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Fig. 3 Schematic illustration of the fabrication of PSC
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Fig. 4 Schematic energy band diagram showing how perovskite solar cells operate
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Fig. 5 I–V characteristics of
FTO/TiO2/CH3NH3PbI3/spiro-
OMeTAD/Al solar cell under
illumination

3 Characterization

The characterization of fabricated PSC (FTO/TiO2/CH3NH3PbI3/spiro-
OMeTAD/Al) was carried out with current-voltage measurement (I-Vmeasurement)
and ultraviolet-visible analysis (UV-Vis).

3.1 I–V Measurement

I–V characteristics of the PSC were measured on a Keithley 2400 that applied a
voltage and measured response current with the help of LabVIEW software. For I–V
curve, the substrate was placed in a DC 350 W xenon solar simulator under AM 1.5
illuminations (100 mW/cm2) and Keithley applied voltage from −0.1 V to 1.0 V.
Finally I–V curve was achieved shown in Fig. 5. PSC fabricated on TiO2 film shows
Voc of 0.362 V, Isc of 0.00429 mA.

3.2 UV-Visible Analysis

The UV-visible absorption spectrum of the different films was obtained using a Shi-
madzuUV-vis. Absorbance is ameasure of the amount of light absorbed. Absorbance
is on the vertical axis and wavelength of the light is on horizontal axis. Higher the
value of absorbance, the even more a specific wavelength is being absorbed. The
absorption spectrum is obtained by subtracting the transmittance and reflectance
portion of light from the incident light. UV-visible absorption spectrum of the dif-
ferent films is shown in Fig. 6. In Fig. 6d absorption spectrum of solar cell shows
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Fig. 6 Absorption spectrum of film: a TiO2, b CH3NH3PbI3, c spiro-OMeTAD, d complete cell

maximum absorption range is between wavelength 350 nm to 510 nm and maximum
peak obtained at wavelength 400 nm.

4 Summary

We successfully designed PSC at ambient conditions using TiO2 as ETM
and spiro-OMeTAD as HTM based on aluminum counter electrode with
FTO/TiO2/CH3NH3PbI3/spiro-OMeTAD/Al structure. As shown in methodology
section, a detailed manufacturing process has been made with parameters for achiev-
ing PSC. Although the efficiency of our PSC is lower than the other reported PSCs.
The main reason behind the low efficiency is stability problem (i.e., moisture and
heat) and these are the biggest obstacle right now for making them commercialized.
It would also be interesting to investigate alternative materials for every layer in the
PSC structure, to try to optimize the cell and see if other materials reduce degradation
problem.
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Control and Remote Sensing
of an Irrigation System Using ZigBee
Wireless Network

Jay Praful Chheda and Vikash Kumar Boradak

Abstract Cropping systems concerns are increasing significantly in semi-arid and
arid areas. In order to maximize the productivity while saving water, the barrier of
site-specific irrigation management can be solved. This is done by using in-field
distributed sensor-based irrigation system. The main aim of this paper is to highlight
the details and instrumentation of various controls. They are variable rate irrigation,
wireless sensor network. For monitoring the real-time in-field sensing and control of
a site-specific precision linear-move irrigation system a software is used. According
to the soil property map, six in-field sensor stations are used to monitor the field con-
ditions. The report of thesemonitoring data is periodically sampled and transmitted to
base station. Geo-referenced location of sprinklers is updated timely with the help of
logic programmable controllers [1]. ZigBee communication enables the interfacing
of communication signals from sensor network and irrigation controller to the base
station. Stable remote access to field conditions and monitoring and real-time con-
trol of variable rate irrigation controller is achieved. A graphic user interface-based
software is used for this.
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1 Introduction

In semi-arid and arid areas, irrigation is an essential practice and efficient water
applications andmanagement aremajor concerns.Water applications are used in self-
propelled center pivot and linear move irrigation systems. Environmental impacts,
application efficiencies, and yields can be improved by site-specific irrigation man-
agement. While saving water, quality and yield can be increased by the development
of distributed in-field sensor-based site-specific irrigation system. But the seamless
integration of sensor fusion, irrigation control, data interface, software design, and
communication can be challenging.

Microcontrollers operating at low cost and data networks are useful in managing
the coordination of control and instrumentation data. Reusability of common hard-
ware and communication protocol can be materialized by adopting a standard inter-
face for sensors and actuators. The installation andmaintenance costs shoot up by the
application of a hard-wired system from in-field sensing stations to base station. Nor-
mal farming operations get disrupted by hard-wiring the system for long distances
and may not be acceptable to growers. Dynamic mobility and cost-free relocation
provide a wireless data communication system. Wireless communication products
used by consumers are established with a radio frequency technology incorporated
in it. It provides numerous opportunities to use wireless signal communication in
agricultural systems.

According to the IEEE 802.15.4-2003 [2], ZigBee is a specification for a suite
of high-level communication protocols by applying small and low-power WPANs
[3]. This can be related to the wireless headphones connected with the cell phones
via short-range radio. ZigBee technology in comparison with other WPANs such as
Bluetooth is less complex and cheaper. Radio frequency applications requiring low
data rate, long battery life, and secure networking use ZigBee technology [1, 4].

The sensor-based rate irrigation operating at variable conditions prefer ZigBee
module operations in this project. It functionalizes development, testing, and usage
of an integrated distributed wireless sensor network. A reduction in installation and
maintenance costs is possible with the WSN which eliminates the need of hard-
wiring the sensor stations. Unlike the WLAN, WSN uses an ad hoc network, i.e.,
a mobile wireless network. These ad hoc networks due to their mobility and self-
configuration find applications in agricultural operations as they are suitable for a
distributed sensor network. The brief analysis and study of the design, construction,
and testing of various controls is the ultimate objective of this paper. These controls
include WSN, remote valve control, motor control, and user-friendly software for
real-time in-field sensing and control.
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2 Materials and Methods

2.1 Conceptual System Design

In-field WSN is illustrated with a conceptual system layout in Fig. 1. A base station,
irrigation control station and two in-field sensing stations are put in use field condi-
tions related to soil moisture, humidity and air temperature aremonitored through the
in-field sensing stations [5]. Wireless transmission of in-field sensory data is given to
the base station. A user-friendly decision-making program is used for the processing
of in-field sensory data from the base station to the irrigation control station. This
control station regulates the operation control of valves and motors. Module con-
taining controller, data converter, and memory provide row data to ZigBee module
to make wireless network. A process unit is needed to satisfy the operations of the
individual nodes and to reduce hardware cost, a common control unit is required [6].

Command to generate control signals given from the decision-making algorithm
and analysis of whole network is done through the base station. Storage of sensor
data from in-field sensing nodes and provision of inter-connectivity is given by a
PC-interface.

Fig. 1 Conceptual system layout of in-field wireless network [2]
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2.2 Sensor-Based In-field Station

The main components used majorly in this station’s operation are three different
types of sensors, controllers with data converters, and wireless data communication
module (Fig. 2).

2.2.1 Interface-Based Sensing

The sensing-based operation is performed by connecting an analog output and digital
outputs on either side. Trouble of voltage range discrepancy occurs due to the fact
of us using same power supply for analog output with sensors and data converters
(Fig. 3).

2.2.2 I2c-Bus [9]

Transmission of information among devices connected to the bus is done via two
wires, namely, Serial data wire and serial clock wire. Observing the functionality
of the system, device can operate as a transmitter or receiver by recognizing from
its unique address. Initiation of data transfer and generation of clock signals are
performed by the master device and this establishment satisfies the normal operation.

Fig. 2 Block diagram of
in-field sensing station [7]

Fig. 3 Block diagram of
sensor interface with analog
output [8]
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2.2.3 Humidity-Based Sensor [10]

A calibrated digital output is generated from a module comprising humidity and
multi-sensor chip known as the SHT71. For high reliability and long-term stability
CMOSprocess with patentedmicromachining is applied. For the sensing of humidity
a capacitive polymer sensing element and a bandgap temperature sensor is incorpo-
rated in the device. These sensors are coupled to a serial interface circuit and an ADC
converter.

2.2.4 Soil Moisture-Based Sensor [11]

For the measurement of the conductivity of soil and keeping it low cost, a simple
designed circuit is used rather than a standard soil moisture sensor. This operation
functions when the soil is wet. The copper wires get short and output senses and
indicate by jumping to a high position. The absence of conductivity between copper
wires indicates that the soil is dry.

2.2.5 Temperature-Based Sensor

A direct proportional operation between the device output and Celsius temperature
is governed by LM35 precision integrated-circuit temperature sensors. The major
disadvantage of Kelvin-based temperature sensor is that it cannot subtract a large
constant voltage from its output to obtain scaling in centigrade. No need of providing
any external calibration or trimming to support typical accuracies of±1/4 °C at room
temperature and ±3/4 °C over a full temperature range.

2.3 Irrigation Control Station

Irrigation control station consists of awireless communicationmodule, driver circuit,
valves, and AC motor. Functioning of motors and valves is controlled via input
signaling conditions (Fig. 4).

2.3.1 Driver Circuit

This circuit provides major prevention for microcontrollers from high surge current
and voltage by providing isolation between them.Motor control board being a single-
layer board is used for the routing on the bottom layer. With a threshold range of AC
current to 2 A and for remaining tracks a maximum of 25 mA, there is successful
application in both signal and power nets. Keeping the current rating in loop, the
output nets of AC signal are with 150 mil track.
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Fig. 4 Block diagram of irrigation control station [12]

Fig. 5 Block diagram of base station [13]

2.4 Base Station

Command to generate control signals given from the decision-making algorithm
and analysis of whole network is done through the base station. Storage of sensor
data from in-field sensing nodes and provision of inter-connectivity are given by a
PC-interface (Fig. 5).

2.5 Graphical User Interface (Gui)

In contrast with the text-based interfaces, typed command labels or text navigation,
the GUI offers graphical icons and visual indicators to represent the information and
actions defined by the user. Direct manipulation of graphical elements is the driving
force to describe anything an application displays to the user. It is the primary way
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you interact with the hardware and allows it to interact with you. GUI is being
implemented using Visual Basic6.

This module has the following functionality:

(1) Node Setting
(2) Mode Setting
(3) Current Status
(4) Node and Motor Control.

Flexibility of changing the threshold values of temperature, humidity, and soil
moisture can be materialized through node setting. Selection of either manual mode
or auto-mode is done through mode setting. The display text boxes show the current
status of infield sensor nodes (Figs. 6 and 7).

Fig. 6 Main graphical user
interface (GUI) window

Fig. 7 Node setting GUI
window
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Fig. 8 E. Mail transfer GUI window

2.6 Mail Transfer

Having a graphical user interface, mail transfer makes a connection with the local
SMTP server with logical addressing mode. This checks the availability of port num-
ber 25 connected to SMTP server. Execution is done throughmail-id communication
(Fig. 8).

2.6.1 Data Acquisition

In order to get the computer data processed in an easy way, data acquisition sam-
ples the real-world physical conditions and conversions into digital numeric values
which are used. It typically involves the conversion of analog waveforms into digi-
tal values for processing. In this project data from in-field sensing station is stored
in two different files. This finds applications in software programs developed using
various general-purpose programming languages. Data acquisition is implemented
with Visual Basic Language.

3 Application and Observations

This project includes two in-field sensing stations, one base station and one control
station. Action of base station is to sense and generate control signals for motor
and valves. Incorporation of the ability to set different threshold values is possible
through signaling via computer. Functioning of data logging and mailing section
have been checked using 5–6 email-ids.
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4 Limitation

Operation of ZigBee module is limited to 10–12m range which is comparatively less
for an irrigation system. Usage of excess current causes a reduction in battery life and
needs more batteries. Manual mode of mailing is operational instead of automatic.
A simple comparator circuit is used instead of a soil moisture sensor. This circuit
comprises only two states, thus we cannot find out water level present in the soil.

5 Conclusion and Future Work

A wireless irrigation system comprising ZigBee technology is helpful in building
low-power and low-cost wireless irrigation system. The main force driving this phe-
nomenon is the requirement of low power consumption. The interface provides large
operations to user to set the conditions according to his/her requirement. A thorough
checkup starting from circuit level to system design is done and it can accessible
through the internet. Mails are periodically updated with the stipulated data.

Certain discrepancies are still not resolved. However, appropriate actions have
been planned and charted to ease out the operations. Mail transfer can be automati-
cally operated with certain algorithm. These in-field sensing stations are powered by
an external battery which can be converted into solar-powered wireless in-field sens-
ing station. This can be implemented through better energy management in wireless
station.
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Analysis and Classification of Maximum
Power Point Tracking (MPPT)
Techniques: A Review

Bhuwan Pratap Singh, Sunil Kumar Goyal and Shahbaz Ahmed Siddiqui

Abstract In recent scenario, Photovoltaic system (PVS) in grid-connected mode
is an emerging tool for electricity generation throughout the world to overcome
the effects of conventional fossil fuel-based electricity generation on environment.
However, apart from tremendous benefits of using this technology, there are various
issues and challenges also associated with the integration of this technology to the
electric utility grid. Various researchers are working and have proposed numerous
solutions, by the implementation of which, the performance of the system could be
improved and the impacts on the electric utility grid could beminimized. Out of those
the Maximum Power Point Tracking Technique(MPPT Technique) is most popular
and widely used solution. After doing an extensive study of various previously and
recently developed techniques, the concept behind using MPPT techniques and its
benefits are presented in this article. A comparative analysis based on 32 different
algorithms developed and implemented for maximum power point tracking purpose
is presented at the end of the article. The comparison is presented on the basis of
performance and requirements for the implementation purpose.

Keywords PVS ·MPPT · DGs · LVRT · RES · Grid integration · Electric utility

1 Introduction

The effects of fossil fuel-based power generation on environmental and climate
change present serious challenges to the society as well as global environment [1].
The PVS is a process of generating electricity directly by the energy received from
the sunlight. The operation of solar PVS is classified into twomodes, i.e., stand-alone
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Fig. 1 Basic components of grid-connected PVS

mode and grid-connected mode. In stand-alone mode it feeds electricity directly to
the connected load; however, in grid-connectedmode it feeds electricity to the electric
utility grid. There is one more mode which comes into picture after encouragement
given by the respective governments of the countries throughout the world. In this
mode, the solar PVS feeds electricity to the electric utility grid as well as to the
locally connected load through net-metering (NEM) or feed-in-tariff (FIT). In Fig. 1
the major components generally used in the grid integration of solar PVS are repre-
sented [1]. The basic configuration of solar PVS in grid-connected mode comprises
the following devices: PV array, a DC–DC converter, a DC–AC converter (inverter),
maximum power point tracking device (MPPT), and a control equipment along with
a low pass filter. The MPPT device is generally employed with the power converter
to optimize the utilization of large PV arrays. The implementation of MPPT device
is possible in different ways: either with the DC–DC converter or with the inverter
or sometimes with both.

To fully furnish the details of various previously and recently developed MPPT
techniques an attempt has been made and a critical analysis is provided on each
method.

2 Introduction to MPPT Techniques

The use of MPPT becomes essential in order to ensure the optimum operation of
solar PVS, i.e., the system operates at its MPP. The nonlinear behavior of MPP com-
plicates the tracking algorithm as the solar irradiance and ambient temperature are
continuously variable in nature. The objective of implementing MPPT is to auto-
matically determine the output voltage or output current of PVS under the specific
irradiance and temperature; this is the point where the PV array produces maximum
output power. Implementation of MPPT algorithm and analysis of these environ-
mental variations as well as P–V characteristic allow us to ensure that the PVS is
operating at its MPP.
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In [2], a single-stage three-phase PVS is proposed by the authors to enhance the
capability of MPPT; this system is also found capable to meet demand and produce
electricity under partial shaded conditions. An MPPT method is proposed by the
authors in [3] on the basis of controlling the AC/DC converter which is connected to
the PV array output, as it acts as a continuous input power load.

3 Types of MPPT Techniques

In last few decades, many researchers have been working on MPPT techniques for
solar PVS. The numerous methods have been developed so far by the researchers
whichmay be classified into twomain categories: (A) Conventional methods and (B)
Soft computing methods. Perturb and Observe (P&O), Hill Climbing (HC), Incre-
mental Conductance (IncCond), Fractional Open Circuit (FOC), Fractional Short
Circuit (FSC), and Global MPPT techniques are come under conventional methods.

Moving toward soft computing methods, the knowledge-based systems are Fuzzy
Logic Control (FLC) and Artificial Neural Networks (ANN) algorithms. Before
their implementation, it is essential to provide detailed knowledge. The most severe
drawback associated with FLC-based algorithm is that the rules once defined cannot
be changed [4, 5].

There are many other old and recently developed algorithms also available in
the literature which can be used to track MPP, the comparative study of these 32
techniques (not included all) and their classification is shown in Table 1.

3.1 Conventional Methods

3.1.1 Perturb and Observation (P&O) Algorithm

In solar PVS, the Perturb and Observe (P&O) is one of the most popular and widely
used methods among all available methods to track MPP. In P&O, voltage pertur-
bations are required to produce which can determine the tracking direction after
calculating the required PV power which is calculated on the basis of sensor inputs
[6]. There may be a continuously rise or fall in output power of PV cells depending
upon produced voltage perturbations. As a result this algorithm produces oscilla-
tions around global MPP, since voltage perturbations help it to continuously keep
tracking the global MPP [4]. However, P&O is found comparatively less complex,
even though, as far as high power applications are concerned, this method is not
preferable.

As far as the limitations of P&O are concerned then it greatly suffers from the
production of high perturbation rate around the global peak as well as increased
power oscillations.
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3.1.2 Incremental Conductance (IncCond) Algorithm

In IncCond algorithm, the slope of PV characteristics is reformed based on the
conductance value obtained from the ratio of incremental conductance to the instan-
taneous conductance of the PV module. As a result duty cycle is generated for the
converter [7, 8]. In order to minimize the tracking error in this algorithm, several
approaches have been followed by the researchers out of which an improved Inc-
Cond is presented in [7] with variable step size. The duty cycle is generated as per
the following relation [7].

D(k) = D(k− 1) ± N*

∣
∣
∣
∣

P(k) − P(k− 1)

V(k) − V(k− 1)

∣
∣
∣
∣

(1)

where “k” denotes the value of iteration, “P” denotes the power, “D” stands for duty
cycle, “V” stands for voltage, and “N” denotes the scaling factor.

3.1.3 Hill Climbing (HC) Algorithm

Among all available classical methods to track MPP; Hill Climbing is the oldest
technique which is widely used due to its proven effectiveness and simplicity. First
of all, the values for voltage and current are obtained by the sensors and then the
duty cycle is suitably adjusted based on the calculated power. Once a certain number
of duty cycles are achieved depending upon whether the duty cycle is increasing or
decreasing, the converter will become able to react at global MPP. The authors in
[9] presented a precise tracking algorithm by testing HC technique with interleaved
boost converter under uniformly variable irradiation condition. The below relations
are given to calculate the extracted maximum power from PV:

Pg(max) = Pl(max)

η
(2)

Pg(max) = k2V
2
L (3)

where the generated power is “Pg(max)” and the controlling factor k2 = 1/ηRη.

3.2 Soft Computing Methods

Several works have been done over the last decades to find out the best suitable
technique for solving nonlinear problems and it has been found that soft computing-
basedMPPT techniques are the key choice for this purpose. The methods used under
these techniques assure faster convergence and high reliability. Numerous tracking
algorithms have been developed and implemented based on soft computing because
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of the existence of some natural drawbacks with conventional methods. An extensive
survey is presented in this section on various soft computingmethods. Thesemethods
have been employed successfully in the past to extract maximum power.

3.2.1 Fuzzy Logic Control (FLC) Based Algorithm

Fuzzy Logic Control is well known for its firmness, it is a regulation based tech-
nique, various nonlinear optimization problems can be solved with this technique. It
is preferable for implementation because of its unique advantages as it provides con-
venient user interface, implementation is less complex and qualified validation along
with flexible operation. However, it has been found that FLC is highly effective when
implemented along with some other soft computing technique instead implemented
alone. That is why, it is less observed that FLC is implemented alone in tracking. Arti-
ficial Neural Network (ANN), Genetic Algorithm (GA) and some other conventional
methods are generally used in combination with FLC for the implementation.

Following equations are used in general practices to determine the error compo-
nent as well as error difference because reduction in error component is generally
reported in the approaches.

E(j) = P(j) − P(j − 1)

I(j) − I(j − 1)
(4)

CE(j) = E(j) − E(j − 1) (5)

where “j” denotes the iteration number, the change in error is denoted by “CE”, “E”
refers to error, “P” refers the power, and “I” refers the current.

3.2.2 Artificial Neural Network-Based Algorithm

ANN is a technique which has the capability to think of its own as it is derived from
the behavior of neurons and is an algorithm based on artificial intelligence. However,
to train the neurons that are present in the algorithm much knowledge is needed and
essential [10, 11]. It is generally advisable to implement ANN in combination with
some other conventional MPPT method for tracking MPP. The reason behind this is
its enlarged optimization scope.

Experimentations are performed for variation in solar irradiations (under steady
change and partial shaded conditions) and results are presented with better con-
vergence with series parallel, bridge link, and total cross ties configurations. The
accuracy of solar PVS is tested and it has been found from the obtained results in a
unique approach that performance of ANN extremely depends on the weights of the
hidden layers [11]. The formula used to calculate these hidden layer weights of the
neuron is
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w(j+ 1) = w(j) − αδ(j− 1)

δw(j)
(6)

where “j” is the iteration number, “α” is the constant, “w” denotes the age of weight
of the hidden layer and “δ” indicates the change in weight.

3.2.3 Genetic Algorithm (GA)

In case when a wide stochastic search is needed, Genetic Algorithm (GA) has been
found as key choice forMPP tracking. Collaborative product customization [12], fuel
flow rate in transport aircraft [13], remanufacturing process planning and schedul-
ing [14], and power grid wind disaster management [15] are some of the areas of
application where GA is recently implemented.

A novelMPPT technique capable under all partial shaded conditions are proposed
in [16] which is based on GA. The algorithm is tuned for required yields by fixing
the properties of GA like cross over and mutation to 10% and 80%, respectively.
However, the drawback associated with the methods based on GA is large initial
population; hence, it is advisable for this method to implement along with some
other conventional method to ensure the improved liability of the system [14, 15].

3.2.4 Particle Swarm Optimization (PSO) Based Algorithm

An exhaustive literature including the application alongwith the basic operating prin-
ciples of conventional particle swarm optimization (PSO) to track MPP is presented
in [17]. The PSO algorithm becomes an excellent choice for the implementation
in nonlinear optimization problems because of its potential. It derives its ability to
search from the responses of swarms, flocks, and insects. The initial particles that
are involved can be chosen randomly inside the boundary limits is the intrinsic idea
behind PSO and this is the fact that over the past few decades, PSO has been found
one of the most preferable optimization techniques for MPPT application.

The PSO is also implemented in combination with conventional P&O technique
by Sundareswaran et al. in [17]. Experiments performed to extract global MPP and
improved the inability of tracking. In [18] Babu et al. have used reflecting impedance
method for selecting the values and eliminated the randomness in initial duty cycle.

3.3 Comparative Study

After an exhaustive review of 18 various publications, 9 important parameters have
been assessed to produce a comparative analysis of 32 different MPPT techniques.

These 32 techniques include both conventional and soft computing techniques
and are analyzed based on nine important and common parameters. The comparative
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analysis has been presented in Table 1 which included 32 recent and old MPPT
techniques. The criterion on the basis of which the analysis has been produced are (1)
tracking speed, (2) convergence speed, (3) partial shading handling capability, (4) pv
array dependency, (5) efficiency, and (6) hardware implementation. The requirements
may vary according to these conditions so, the categorization presented above may
not be the final conclusion to achieve better response in dynamic and steady-state;
however, a fair comparison is presented.

4 Conclusion

In last few decades, the field of MPPT in grid-connected PVS is increasingly attract-
ing the interest of those researchers who are continuously working toward the per-
formance enhancement along with improvement in efficiency of the grid-connected
PVS. TheMPPT is utilized and implemented in the grid-integrated systemmainly to
extractmaximumpower from the sunlight so that the systemworks atmaximumover-
all efficiency. In this article, an effort has been made to focus on how the maximum
power can be extracted from the sunlight by implementing some tracking algorithm
despite the complexity level in implementation. Moreover, the most widely used 32
tracking algorithms including conventional and recently developed are cited in the
article. The selection and citation mainly focused on the advantages, disadvantages,
implementation requirements and complexity level for implementation in each and
every tracking algorithm. Additionally, it is also most important to remark that every
technique imposes limitations and compromises on the regulations of the system by
itself independent of the size of power plant and type of the technique used. Such as,
if a solar PVS is installed to generate few hundreds of watts. So, ANN technique is
not advisable to implement irrespective of its accuracy over other techniques. There-
fore, before the implementation, one should keep in mind the trade between revenue
and tracker costs, in addition to additional clearance.
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A Study and Comprehensive Overview
of Inverter Topologies
for Grid-Connected Photovoltaic Systems
(PVS)
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Abstract Global environmental concerns and the advancements in power electron-
ics technology leading the application of Photovoltaic Systems (PVS) in the distri-
bution generation (DG). For generating electric power through the energy received
from the Sun, solar PVS is an emerging technology. It is playing a key role to con-
sume solar energy as much as possible. Electric power is generated by the PV array
in form of DC. This DC power before utilization for domestic or industrial uses
must be converted into AC. If the PVS is grid-connected then the inverter requires
high efficiency, maximum power point tracking, total harmonic distortion of currents
injected into the grid must have low and the power injected into the grid must be con-
trolled. The employed control schemes decide the performance of the inverter which
is connected to the grid. In this paper, all aspects related to grid-connected inverter
are presented that includes historical evolution of the inverter topologies, standards
and specifications, summary of inverter types, and classification of inverter topolo-
gies. Also, a discussion has been presented based on the number of power processing
stages required in the system to fed electrical power into the grid.
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1 Introduction

The increasing power demand throughout the world and environmental benefits of
using PVS are gaining more visibility toward PVS to supply electrical power directly
to the utility grid [1]. Themain drawback why PVS have not so far been installed into
the grid is its cost. It has relatively high cost, if compared to the conventional energy
sources. However, solid-state inverter is the key technology for placing PVS into the
grid. The cost of PV modules in now decreasing these days due to rise in production
capacity of PV modules which has the major component in the high cost of PVS in
the past. In order to get reduced overall cost of the system, the most challenging issue
these days is the cost of the inverter which is connected to the grid. To make PVS
more attractive, it becomes necessary to reduce the cost per watt of grid-connected
inverter [2].

A DC/DC converter is required to connect PVS to the electric utility grid together
with a DC/AC inverter. Typically used inverters are either Voltage Source Inverter
(VSI) or a Current Source Inverter (CSI). The application of VSI is gaining interest
throughout the world day by day in grid-connected PVS. Therefore, the main con-
straint in these inverters is high efficiency, also it is the serious constraint for the
effective application of these inverters in the grid-connected PVS [3]. The design of
VSI control system must be fast and accurate in order to ensure the proper operation
of the PVS in the grid-connected mode. As a result, in order to achieve appropriate
performance of the grid-connected PVS and for the actual tracking as per the antic-
ipated command, an appropriate VSI control system is needed. In a grid-connected
PVS, grid-connected inverter controls the current injected to the grid as a result DC-
link voltage is maintained to its reference value also, active and reactive powers are
regulated which is to be delivered to the grid [4].

Therefore, main focus in this paper has been placed on inverter solutions which
are new, innovative as well as cheap. It has been found in the high diversity within the
inverter itself and some new configurations of the system. Further, the study follows
an overview of historical as well as some new inverter topologies for interfacing
modules connected in PVS to the electric utility grid. Various approaches are dis-
cussed to recognize the most appropriate topology for PV inverters, and, finally, a
conclusion is given.

2 Evolution of Grid-Connected Inverter Topologies for PVS

An inverter is used to convert the DC output power received from solar PV array into
ACpower of 50Hzor 60Hz. Itmaybehigh-frequency switching basedor transformer
based, also, it can be operated in stand-alone, by directly connecting to the utility
or a combination of both [5]. In order to have safe and reliable grid interconnection
operation of solar PVS, the inverter is the key technology. The generation of high-
quality AC power is required for the electric utility system at reasonable cost, for
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which inverter is essential. The high-frequency power electronics-based switching
devices with PWM are used to meet these requirements [6]. There are five possible
topologies of inverter family in grid-connected PVS as shown in Fig. 1, viz., (a)
centralized inverters, (b) string, (c) multi-string, (d) AC-module inverters, and (e)
cascaded inverters [7].

The advantages and disadvantages based on the comparative study of the various
publications [8–14] are presented in Table 1.

Fig. 1 Inverter topologies in
grid-connected PVS:
a Centralized, b String,
c Multi-string, d AC-module
and e Cascaded inverter
topology
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2.1 Centralized Inverters

The centralized inverters were the first topology as illustrated in Fig. 1a with that a
large number of PV modules interfaced to the grid [15]. Each PV module generating
a sufficiently high voltage and is divided into series to form string as a result further
amplification of the voltage is avoided. Further, these strings were then connected in
parallel along with string diode to achieve high power levels.

ThePVmodules and inverterwere tiedwith the high-voltageDCcables in this cen-
tralized inverter, which is considered as the limitation related to this topology. Also,
the increased power losses in centralized MPPT, increased mismatch loss between
inverter and PVmodules, nonflexible design, and increased losses in the string diodes
are the severe limitations of this topology. The benefits of mass production could not
be achieved due to these factors. The grid-connected stage comprising poor power
quality and many current harmonics as it was ordinarily line commutated. This was
the occasion to evolve a new inverter topology as to overcome the large amount of
harmonics and comprises the evolving standards which also overcome power quality
issue.

2.2 String Inverters and AC-Modules

The string inverters and the AC-module are the two technologies which are widely
used in recent days also termed as present technology [15]. The string inverter is
nothing but the reduced version of the centralized inverter as illustrated in Fig. 1b,
where the inverter is connected to a single string of the PVmodules [16]. The voltage
amplification here can be avoided because of enough high input voltage. For Euro-
pean system, it requires only 16 PV modules approximate and the total open-circuit
voltage of whole system may reach 720 V for 16 PV modules. However, the voltage
in normal operation is as low as 450–510 V. If for voltage amplification, a line fre-
quency transformer or a DC–DC converter is used then there is also the possibility
to connect some PV modules in series also. Individual MPPTs can be applied for
each string and there would be no losses accompanying with string diodes. As a
result increased overall efficiency could be achieved as compared to the centralized
inverter with reduced cost because of mass production.

On the other hand as illustrated in Fig. 1d, in the AC module, PV module and the
inverter are integrated into one electrical equipment [16]. As there is only one PV
module so, it maintains optimal adjustment between the inverter and the PV module
and removes the mismatch losses. Also, there is a possibility of an easy enlarging
of the system because of modular structure. The inherent feature of this topology is
that it can become a “plug and play” device so that anyone can use it without any
knowledge regarding electrical installation.

On the other hand, increased complexity in the topology may lead to reduced
overall efficiency along with increase in price per watt due to the necessity of high
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voltage amplification. However, to keep low manufacturing cost as well as retail
prices, the AC-module is proposed to be mass produced.

2.3 Multi-string Inverters and Cascaded Inverters

The multi-string is the further development of the string inverter as illustrated in
Fig. 1c, in which several strings are interfaced to a single DC–AC inverter with their
ownDC–DCconverter [16, 17]. Since every string can be controlled separately there-
fore, this is beneficial over centralized system, since every string can be controlled
individually. Hence, with few modules, an operator may start his/her own PVS con-
nected to the grid. With the possibility of plugging a new string into the existing
platform with a DC–DC converter, further developments can be easily achieved as a
result a flexible design is hereby achieved with high efficiency [18–20]. To develop
an inverter which is capable to amplify very low voltage, 0.5–1.0 V and 100 W per
meter square, up to required voltage level for the grid is the main challenge for the
designers. Also, at the same time, it should reach high efficiency, that is why the
new converter technology is required these days. The cascaded inverter depicted in
Fig. 1e in which several converters have been connected in series to achieve high
power or high voltage from the combination of several modules. These parameters
would have supported this topology in medium and large grid-connected PVS.

3 Power Processing Stages-Based Inverters

There are broadly two categories of the inverters according to their power processing
stages: single-stage inverters (SSI) and multiple-stage inverters (MSI).

3.1 SSI: Single-Stage Inverter

Multiple functions are to be performed by the single-stage inverter, such as voltage
amplification function, controlling of currents to be injected into the grid, and the
maximum power point tracking process. The double peak power is also handled by
the design of single-stage inverter as per the below equation

pgrid = 2 PgridSin
2
(
ωgridt

)
(1)

where Pgrid denotes peak grid power and ωgrid denotes grid frequency.
A huge weight is added to the inverter by the application of low-frequency trans-

former in single-stage inverter (operating at low frequency), also, the peak efficiency
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losses of 2% are introduced [21]. On the other hand, themost efficient, light in weight
and cost-effective converter design is transformer-less or high-frequency transformer
based converter design. The line frequency transformers are increasingly replacing
by these transformers.

3.2 MSI: Multiple-Stage Inverter

There are more than one power processing stages involved inmultistage inverter. The
function ofDC–ACconversion is executed by the last stage of power processingwhile
the voltage amplification function is performed the first and intermediate stages, the
galvanic isolation function is also performed by the intermediate stages in some of
the inverters. In [22] amultiple-stage inverter with buck-boost converter is presented.
As there is no transformer implemented so it is an example of non-isolated type with
input DC voltage of very low range [22]. Another isolated topology is presented in
[22] with multiple-stage buck-boost converter, in which transformer is implemented
of very high frequency which works on a very low DC voltage. The sine wave of
rectified current in both the aforesaid topologies received in the first stage and at the
line frequency is transformed into the full sine wave which is switched by the second
stage CSI. In both SSI andMSI, the power decoupling process is essential in order to
filter out the voltage spikes and to allow the DC component of the input PV source.
This decoupling is accomplished by the high capacitance which is offered by a bulky
electrolytic capacitor.

4 Conclusion

To adopt PV inverter technology interconnected with the grid in domestic as well as
industrial application, the most severe issues are their cost and efficiency. The cost is
not only determined by the rated power of the inverter. The variation in technology
is found from manufacturer to manufacturer which ultimately leads efficiency dif-
ferences, variations in size, reliability, weight, etc. These factors have also the same
impact on the costing of an inverter. The emerging topologies these days are advanced
topologies like energy storing and harmonic filtering devices, power switchingwhich
also leads lower cost and higher overall efficiency of power conversion, also, with
reduced number of devices. Some standards have been covered in this review which
is essential for an inverter to fulfill before implementing in grid-connected PVS.
This includes focussing on detection of islanding as well as injection of DC cur-
rents into the grid and power quality. The next part focuses on the large areas of
PV modules which are connected to the grid through centralized inverters to present
historical summary used in the past. In this part many shortcomings are included due
to which string inverters came into picture as an emerging technology. Naturally,
it was developed by adding more strings, individual DC–DC converter and MPPT
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connected to each string and a common DC–AC inverter is connected to them. Thus,
the multi-string inverters were highlighted. This has been believed as one of the
possible solutions from future perspective. Development of the AC-module was the
trend which has been seen in this field, where each PV module along with its own
DC–AC inverter is interfaced to the grid.
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IOT Based Smart Writer

Chirag Agarwal and Bhawna Singh

Abstract This Paper is a massive step towards digital India, because digital India
does not only include new innovative ideas, but a major part of digital India targets
to upgrade existing paper-based infrastructure to a digital medium. The basic idea
is to build a CNC based printing machine that would help in printing technology.
Things are gradually moving towards smarter technology which involves digital sig-
nature, new and different ideas in printing technology, andmanymore. The paperwill
also help the students involved in art and designing industry to use the real sketch-
ing feature (which means that the sketching has been done from one’s hand). This
paper represents an Arduino platform project which requires a software prototype
that would help to run the device in a faster and efficient manner. So an application
software would be developed using Internet of Things(IOT) to introduce some new
features for more advanced technology. This software would help us to control the
device from anywhere through our smartphones. The different government organi-
zations require too much flow of documents from one department to another. So
here we introduce our android/iOS application which would contain a digitalized
signature of a personnel in an encrypted manner. A speech to text converter would
be fit inside the device, exclusively for visually impaired personnels which would
help them in examinations. The most significant part of this paper represented by the
project is that it would consist of a hand scanner, which would help in printing the
words in a manner that would be the exact replica of the person’s own handwriting.

Keywords Hand sketching feature · Digital signature ·Words in the own
handwriting
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1 Technical Details of the Paper

1.1 Origin of Idea

Origin of the idea is when we came across some physically disabled people who
were unable to do their own jobs. It was very painful to see that the students who
were willing to read and write could not do so. So here comes the idea of speech to
text through our machine to help such people. The governing body of an organization
has many tasks to perform on daily basis which involves many documentation tasks,
putting signatures on different documents. These tasks, when piled up together for
the signature from different heads of the department become difficult for them to sign
on all the documents one by one and the movement of these documents to different
departments is also way too time-consuming. So, here we introduce our application
which would make the scenario of such kind of environment, easy to handle.

1.2 Definition of the Problem

The biggest problem in big organizations is that it involves a lot of paperwork, which
is all done in the offline mode. Our idea is to make the society work in a smarter
and digital environment. A person has to run from one department to another for
the signatures of various directors and heads. Our idea is that each department in an
organization has its own authorization of signatures which one (only the employee
of that organization) can access through a password via an application downloaded
in their personal computers or smartphones. In this way he does not have to go here
and there and just sitting from his place he can get various permissions, stamps, and
signatures from a particular department. The other issue is that our government is
trying their best to give equal opportunities to the physically disabled people to help
them in the best way in their learning process.We are introducing our machine which
would help them to compete with others in a fair manner (especially in examinations)
through the speech to text mechanism.

2 Objectives

2.1 Printing

It would involve digital signature, new and different ideas in printing technology, and
manymore. The project will also help the people involved in art and design industries
to use the real sketching feature from this CNC machine. Printing on project cover
papers, phone covert-shirt printing, etc.
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2.2 Android/IOS Development

Application software will be introduced which will control the functioning of the
device.

2.3 App to Machine Communication

The communication will completely be wireless and operated by Gcode files.

2.4 Speech to Text Conversion

Exclusively for physically challenged people. A convertor is to be installed along
with the device which would convert human voice to words.

2.5 Signature Printing and Encryption

The key objective is to build a machine which would help us to print different jobs or
own important documents from anywhere in the world and the printed document will
be the exact replica of the original copy, we will also protect the job printing using
a password which will authorize the authenticity of the user and will also provide
security to the user.

3 Workplan

3.1 Literature Survey

We have studied many reports and surveys on CNC machine and our idea is to take
this machine to a higher platform.

3.2 Writer Installation

In the installation process, we will assemble the parts like stepper motors, servo
motors, and Arduino board which will try to make the connections in a more simpli-
fied way.
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3.3 Arduino Programming

In the programming process, we will program on the Arduino software and will try to
make the coding in the best possible manner that would help in meeting the demands
as proposed in this project.

3.4 Mobile App Development

An application software would be developed that will have the access to the device
from our PC’s and smartphones directly.

3.5 Paper Representation

The annual report of the paper would be finalized and submitted after the completion.

4 Methodology

The machine will be working purely from Arduino C programming. It would also
consist of the features of an IOT device. The next task would be developing an
application software which would run by the Python Programming. The framework
of this project will be based on the different features which involve digital signature,
speech to text Conversion, sketching, and many more. These features would be
applied through the knowledge of machine learning.
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5 Organization of the Work Elements

Request from user through
application.

Web Service

Verification required from
user

Password protected Printing starts

Web Service

Receiveconfirmation
regarding completion



1024 C. Agarwal and B. Singh

6 Time Schedule Chart

Development

Literature Survey

Printer Installation
and Programming

MobileApp
Development

Testing

Project Report

1st Quarter 2nd Quarter 3rd Quarter 4th Quarter

7 Technologies Used

7.1 Knowledge of Embedded and IOT Devices
7.2 PCB Designing and Project Installation
7.3 Arduino C programming
7.4 Raspberry Pi
7.5 Android/IOS App Development

A beta version will be deployed and tested by the development team. Once we are
satisfied with the results, the project will be handed over to the Govt. for deployment.
We will, of course, help in deployment.

8 Conclusion

The paper, thus is a big step towards the simplification of society and implementation
of Digital India. It aims mostly at the development of digital infrastructure and
providing universal literacy. Our paper can be the possible outcome of the problems
as mentioned earlier. The device would consist of modern technology, which makes
it different and better from other devices available in the market.
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Design and Implementation of Arduino
Based Control System for Power
Management of Household Utilities

Mahipal Bukya, Aayush Bajaj, Peeyush Garg and Amit Saraswat

Abstract Electricity is an important part of homes and industries. The power
demand in our country is increasing rapidly, so the management and efficient utilisa-
tion of power are imperative. The efforts were made to provide reliable power supply
facility to society as well as industry. In the present scenario, the major portion of
domestic power is provided by the conventional power resources but renewable
energy resources are taking over the conventional energy resources. The utilisation
of solar cell based energy resources are increasing exponentially, so the convectional
power sources and solar energy resources are used in hybrid mode especially for
running the household utilities. The solar system is preferred over the conventional
source due to its economical and environmentally friendly nature. The convectional
sources are preferred over the solar energy sources when the solar cell-based system
is not able to give sufficient power. This paper will analyse the impact of the solar
as well as conventional power management using Arduino based control system for
household utilities. The Arduino based hardware is designed to use solar power opti-
mally. The voltage sensor will measure the battery voltage and display it on LCD.
Then the battery voltage is logically used by Arduino based control unit to run the
household utilities.

Keywords Convectional power source · Solar power source · Hybrid system ·
Arduino based control unit · Household utilities

1 Introduction

An outline is given here about the energy management in building which dynam-
ically manages its conventional power and the solar power utilisation. These are
used for optimal uses of solar power and to reduce the consumption of conventional
power. It allows you to reduce your total energy expenditure of conventional power
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without compromising comfort and safety. It can be ensured building security, build-
ing utilities, automatically controlling air conditioning and lighting, safety, water by
reducing the amount of conventional power.

As 15–25% of electrical energy gets wasted due misuse of appliances. Mostly,
the electrical appliances or loads are plugged-in but it is not in use. On a larger
level like hospitals, institutions like schools and colleges, commercial complexes
and residential areas electrical loads are forgotten unplugged for no reason and the
misuse of power continues. So it is a waste of time and money. To make the best
use of electrical energy, solar as well as convectional power management using
Arduino based control system for household utilities is required. In this context many
researchers have developed smart home management systems in order to facilitate
and improve the living standards of human beings.

2 Environmental Impact of Conventional Energy Resources

In the present system, the generation of conventional power is more as compared
to the power generation from renewable energy sources. The conventional power
generation is produced from coal, petroleum, nuclear and natural gas that contain
hydrocarbon. The consumption of world’s total electrical energy is 132,000 terawatt-
hours (TWh) in 2012 was a very large amount 3,044.4468 KWh per capita [1]. Only
India has been generated about 880 billion units of electrical energy in 2012 of
which 66% came from conventional energy sources and 12% from non-conventional
sources [2]. These resources on combustion give out gases such as CO2 andmethane,
which are responsible for global warming. Pollution not only occurs by their usage
but also during their process of extraction, refining, transportation and storage of
such resources. The conventional power generation is responsible for the pollution,
for the environment protection we have to reduce the dependency on conventional
resources. So alternative resources are like solar power, wind power, tidal, etc. use
these sources and make renewable hybrid integration and generate more renewable
power connected to the grid and reduce the dependency on conventional power
generation [3, 4].

3 Solar Power and Scope in India

Solar power is a clean and abundant source of energy which makes it a promising
choice over the conventional sources of power. Solar energy can be used in the form
of thermal as well as photovoltaic route which converts solar energy into electricity
that can be used for generation of electricity. India has great potential to generate
solar energy.

India is located in the sunny belt of earth, and it is benefit to generate solar energy.
Due to geographical location and sunny belt earth, receives solar radiation almost
for the duration of the year, which amounts to nearly 3,000 h of sunshine. This is
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Table 1 Statewise solar
power generation

S. No. State Photovoltaic
capacity
(CNIW)

Solar
thermal
capacity
(MW)

1. Rajasthan 43 400

2. Gujarat 722 45

3. Maharashtra 133 –

4. Karnataka 10 –

5. Andhra Pradesh 20.5 –

6. Uttarakhand 4 –

7. Punjab 5 –

8. Haryana 7.8 –

9. Uttar Pradesh 11 –

10. Jharkhand 16 –

11. Chhattisgarh 4 –

12. Madhya Pradesh 7.25 –

13. Odisha 11 –

14. Tamil Nadu 12 –

Total 1006.55 445

equal to more than 5,000 trillion kWh. almost every part of India receives 4–7 kWh
of solar radiation per sq metres [5]. Solar energy is neat and pollution less. When it
is in use, it will not release CO2 and other gases which pollute the air. Hence, it is
very suitable for the country, the population of India is very high as compared to the
other countries in the world. So it needs to manage the electrical power utilisation
and require innovative ideas to explore the energy resource to generate power which
is environment-friendly. Table 1 shows state wise solar power generation [5–7].

4 Experimental Setup

The project module is the combination of conventional energy and solar energy. The
solar panel is used for generation of solar energy and conventional energy is taken
from supplied electricity board. A 12 V DC battery is used to store the solar energy.
I have connected three relays as switching power between battery and conventional
source which is further connected to an LCD and Arduino UNO both on separate
PCB. An inverter circuit board with IC SG3525 is used to convert 12 VDC of battery
to 220 V AC of load. IC ULN2003 is used to feed signals to relay from Arduino
UNO. For load, three LED light bulbs are used. Basic components such as resistors,
connecting wires and pins are used as per requirement as shown in Fig. 2.

The results were observed at various stages as per the voltage level of the battery
(Figs. 1 and 3).
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Fig. 1 Block diagram of power management system

Fig. 2 Circuit diagram of power management system

5 Results and Discussion

Case-I: When the voltage level of battery is greater than 12 V. All three lamps load
are supplied by solar panel through inverter. Power supplied by electricity board is
zero. For this case 1 1 1 are displayed on LCD screen as shown in Fig. 4.

Case-II: When the voltage level of battery is less than 12 V and greater than
11.5 V. Two lamps load are supplied by solar panel through inverter and one lamp
is powered by electricity board. For this case 0 1 1 are displayed on LCD screen as
shown in Fig. 5.

Case-III: When the voltage level of the battery is less than 11 V and greater than
10.5 V. one lamp load is supplied by solar panel through inverter and two lamps are
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Fig. 3 Real time experimental setup

Fig. 4 First battery level range

Fig. 5 Second battery level range
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Fig. 6 Third battery level range

powered by electricity board. For this case 0 0 1 are displayed on LCD screen as
shown in Fig. 6.

Case-IV:When the voltage level of the battery is less than 10.5 V. All Three lamps
load are supplied by electricity board For this case 0 0 0 are shown in LCD screen
in Fig. 7. All outputs are summarized in Table 2.

Fig. 7 Fourth battery level range

Table 2 Power consume with PV and without PV system from electricity board in 10 h

Load (W) Power consume with PV
system

Power consume without PV
system

% power saving

0 0 0 0

10 0.040 W 0.10 W 60

20 0.13 W 0.20 W 35

30 0.2625 W 0.30 W 12.5
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6 Conclusion

Due to an increasing electrical energy demand in home and industries, it is necessary
to generate solar power and require powermanagement system inhomeand industries
tomitigate the demand. It has been designed and implemented Arduino based control
system for power management of household utilities, the designed project module is
very effective for power management. It is economic and delivers reliable power to
the household’s light duty appliances. The designed systemwas working properly by
sharing the power to the domestic load with the conventional power supply system.
As per the analysis this designed power management system saved the conventional
power up to 12–40%, depending on the connected load.
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Interfacing Python with DIgSILENT
Power Factory: Automation of Tasks

Divya Rishi Shrivastava, Shahbaz Ahmed Siddiqui and Kusum Verma

Abstract The DIgSILENT Power Factory is an engineering tool for the analysis
of distribution, transmission, and industrial electrical power systems. “DIgSILENT”
is an acronym for “Digital SImuLation of Electrical NeTworks”. This software is
an advanced integrated and interactive package dedicated to electrical power system
and control analysis so as to achieve planning and operational optimization objec-
tives. The package can be interfaced with programming languages and software for
performing tasks for better utility. Python is a high-level programming language with
legible syntax and comes with open-source license. This paper brings the method-
ology for interfacing of Python with DIgSILENT Power Factory for automation of
tasks. The paper provides various code snippets for interfacing Python with software
package and task automation.

Keywords Power system · DIgSILENT Power Factory · Python interpreter

1 Python Interpreter

In Power Factory, no Python interpreter is preinstalled. An installation of Python
interpreter is mandatory and can be downloaded from www.python.org/downloads/.
The interpreter comes with both 32-bit and 64-bit versions and has to be used for
Power Factory 32-bit and Power Factory 64-bit, respectively with default settings
[1–3]. Wherein powerfactory.pyd interfaces with PowerFactory API. Figure 1 shows
the snapshot for configuring Python 3.6 with Power Factory. The next step is to create
new Python script.
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Fig. 1 Configuring Python 3.6 with Power Factory [2]

2 Python Power Factory Module

Power Factory can now be imported from system into Python as shown in Fig. 2. The
code snippet provided imports powerfactory and assigns pf as its name. This name
so provided is the short abbreviation and can now be used instead of powerfactory
in current Python script. Here, it is to be understood that the user can use any short
name instead of pf and then has to use it wherever needed. This code snippet gives
access to Python PowerFactory module.

3 Python Power Factory Module Usage

Now, it becomes important to enter into Power Factory environment and for that, the
following code snippet can be used as shown in Fig. 3. Python requires “.” operator
for gaining access in objects for their element parameters. Using “app”, we can now

Fig. 2 Code snippet for importing Power Factory and assigning name as pf
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Fig. 3 Code snippet for gaining access in powerfactory environment

Fig. 4 Code snippet for changing loads one by one

globally access powerfactory functionality. For an example, Fig. 4 shows a code
snippet for scaling loads to unity and then assigning loads one by one iteratively
for New England 39 Bus system [1, 2, 4, 5]. Similarly, we can print output directly
into csv files using Python extensions as shown in Fig. 5. In this code snippet, first
a function is created for getting time and variable as output. Then, at the desired
location, results are exported in csv file. The available code snippet is for dynamic
simulation.

It is to be understood that the desired location can be created pre-hand in the script
itself or it can create the directory externally. Adding or creating a desired location
internally within a script can be done by following code snippet shown in Fig. 5. In
the given code, it is ensured that first column gets time data and subsequent column
can be appended by desired data , respectively, to be mentioned in the code. Tasks
like fault initiation and fault clearance at specified time can also be implemented as
shown in Fig. 6.
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Fig. 5 Code snippet for fault initiation and clearance at specified time

4 Conclusion

DIgSILENT Power Factory is a software package dedicated to electrical power sys-
tem and control utility so as to achieve optimal planning and operational objectives.
The paper provides various code snippets for interfacing Python with Power Factory
package. For tasks like entering powerfactory environment, changing load one by
one iteratively, fault initiation and clearance at specified timings, and exporting result
into csv files are successfully carried out in the paper in the form of code snippets.
These snippets can used as it is or can bemodified by the user as per the requirements.
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Fig. 6 Code snippet exporting results in csv file
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Recent Development in Perovskite Solar
Cell Based on Planar Structures

Anupam Agrawal, Shahbaz Ahmed Siddiqui, Amit Soni
and Ganesh D. Sharma

Abstract Perovskite materials can revolutionize the solar energy industry due to
their unique features and most importantly, the efficiency of perovskite solar cell
(PSC) has been enhanced to above 21% (with TiO2 mesoporous structure) within
few years. There are increasing studies focusing on the area of planar structures
(n-i-p and p-i-n) of PSC because of its processibility for large-scale production.
Particularly, p-i-n (inverted) structure has attracted attention because it overcomes the
drawback ofmesoporous and n-i-p (regular) structure of PSCs and reached the power
conversation efficiency (PCE) above 20%. In this paper, we present the introduction
and classification of photovoltaic (PV) technologies, a brief description of the planar
structure of PSCs, and recent improvement in the inverted structure of PSCs.

Keywords Photovoltaic technology · Planar structure · p-i-n structure

1 Introduction

Individuals require more energy to make better living surroundings because of rise
in population, technologic, and economic development. A few years back, fuelwood,
animal residues, and agricultural waste were utilized. With progressing time, natural
gas, coal, petroleum, etc., are consuming very rapidly to fulfill the energy necessities.

A. Agrawal (B) · A. Soni
Department of Electrical Engineering, Manipal University Jaipur, Jaipur, Rajasthan, India
e-mail: anupamagrawal123@gmail.com

A. Soni
e-mail: amit.soni@jaipur.manipal.edu

S. A. Siddiqui
Department of Mechatronics Engineering, Manipal University Jaipur, Jaipur, Rajasthan, India
e-mail: shahbazahmed.siddiqui@jaipur.manipal.edu

G. D. Sharma
Department of Physics, LNM Institute of Information Technology, Jamdoli, Jaipur, Rajasthan,
India
e-mail: gdsharma273@gmail.com

© Springer Nature Singapore Pte Ltd. 2020
A. Kalam et al. (eds.), Intelligent Computing Techniques for Smart Energy Systems,
Lecture Notes in Electrical Engineering 607,
https://doi.org/10.1007/978-981-15-0214-9_111

1039

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0214-9_111&domain=pdf
mailto:anupamagrawal123@gmail.com
mailto:amit.soni@jaipur.manipal.edu
mailto:shahbazahmed.siddiqui@jaipur.manipal.edu
mailto:gdsharma273@gmail.com
https://doi.org/10.1007/978-981-15-0214-9_111


1040 A. Agrawal et al.

Usage of commercial fuels are causing a progression of environmental issues, for
example, environmental change, worldwide temperature alteration, air contamina-
tion, and acid rain [1–3]. To overcome the above issues, improvement of renewable
energy technologies is required, keeping inmind the end goal tomanage the political,
financial, and ecological difficulties that are associated with producing electricity.
With the help of photovoltaic (PV) cells, the conversion of solar energy into elec-
tricity is considered one of the most encouraging technology among all renewable
energies.

The PV solar energy is standout among the most developing businesses every-
where throughout the globe, and so as to keep that speed, new improvements have
been rising with regards to material utilization, energy utilization to fabricate the
materials, device outline, manufacturing technologies, and novel ideas to upgrade
the worldwide efficiencies of the solar cells [4–6].

As indicated in [7, 8], there is a range of PV cell technologies (using different
types of materials) in the commercial places and a significantly large number will be
accessible in the near future. Figure 1 shows different types of PV solar cells and also
indicates the different generations of PV cell technologies with their advantages (A)
and disadvantages (D). A newmaterial class, quantum dot solar cell (QDSC), organic
solar cell (OSC), and PSC, can address the issues like consumption of fossil fuels and
environmental challenges, with the end goal that minimal cost PV modules may turn
into a reality. Among these materials, PSCs have been given much consideration
by scientists because of its simple fabrication steps, low cost, and most vital, its
efficiency growth within the 8 years of extensive research.

In the PV solar cells, perovskite materials have become the most popular because
of their distinctive qualities, for example, optimal bandgap, high absorption coeffi-
cient, and high defect tolerance. These qualities lead to the stunning increment in
PCE from 3.8% [9] to above 22% [10] in few years. From last few years, several
research have been carried out on planar structure [11] and mesoporous structure
[12] of PSCs based on n-type TiO2 layer used as electron transport layer (ETL).
The efficiency achieved by these architectures were remarkable. Still, mesoporous
structure and n-i-p structure show some hindrances. Recently, p-i-n structure [13]
that utilizes p-type materials as bottom and n-type materials as top charge transport
layer have become another emerging structure. The whole concept of this structure
is derived from OSCs. The p-i-n structure of PSCs have shown efficiencies greater
than 20% and overcame the difficulties of mesoporous structure and n-i-p structure.

The quick advancement in the area of planar structure of PSC has now made it
essential to survey the present scenario of planar structure of PSCs by concentrating
on p-i-n structure and their materials, so as to update and encourage the upcoming
researchworks. This paper is summarized as development and basics on planar struc-
tures of PSCs, surveying current development on p-i-n structure of PSCs including
efficiency, device structure, open-circuit voltage, and fill factor.
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Fig. 1 Schematic representation of the different generations of the PV cell technologies

2 Planar Structure

In 2013, Sum and Snaith individually reported that the PSCs based on methylammo-
nium showed ~100 nm for CH3NH3PbI3 and ~1000 nm for CH3NH3PbI3−xClx long
charge carrier diffusion lengths [14, 15]. Then, Dong et al. in 2015, found that single
crystals of CH3NH3PbI3 reached >175 um diffusion lengths [16]. Further research
proved that perovskites show ambipolar behavior. It means that the perovskite mate-
rials are capable of transporting both charges (holes and electrons) between the two
electrodes [14]. All of these outcomes showed that a planar structure of PSC was
feasible.

In 2013, Guo et al. reported the first effective demonstration of the planar structure
showing PCE of ~4% [17]. This PCE of planar structure reported at that time was
poor because of poor absorption of the perovskite layer and lower film quality [17].
Development occured in same year, 2013, Snaith et al. achieved 15.4% PCEwith the
help of dual-source vapor deposition [11]. After that, the PCE of the planar structure
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Fig. 2 Planar structures of
PSCs: a n-i-p structure and
b p-i-n structure
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reached≥19%with the help of interface engineering [18]. Above results proved that
the planar structure might reach similar PCE as the mesoporous structure.

The planar structure can be categorized on the basis of contact layer (either HTL
or ETL) that is used on the bottom. Hence, it can be separated into two structures,
n-i-p structure and p-i-n structure shown in Fig. 2a, b, respectively. Today’s most
researcher is working on p-i-n structure because it overcomes the demerits of meso-
porous structure and n-i-p structure and shows comparable results. In mesoporous
structures, TiO2 scaffold is achieved by sintering process having temperature greater
than 450 °C. This will ultimately lead to high cost of device and also not suitable with
flexible substrates. The TiO2-based n-i-p structures are usually affected with a large
degree of J−Vhysteresis due to charge accumulation induced by ionmigration in the
perovskite layer [19, 20]. While, p-i-n structures have shown flexibility, processing
at low temperature, and negligible effect of J-V hysteresis.

3 The Inverted Planar Structure

This structure is derived from OSCs. The charge transport layers used in OSCs were
effectively moved into PSCs. Most researchers have reported negligible hysteresis
in the p-i-n structure of PSC when fullerene was used as ETL [21–23]. The p-i-n
structure of PSCs have shown less hysteresis due to following reasons: (i) the ion
migrationmay be blocked by trap states which aremade from fullerene halide radical
[24]. (ii) with the help of pinholes and grain boundaries, fullerenes possibly diffuse
into the perovskite material [25], which results in enlarged interface area of per-
ovskite and fullerene. Hence, the structure becomes same as that of the mesoporous
structure of PSCswith decreased hysteresis. (iii) the electron could be extractedmore
efficiently with fullerenes [26], consequently preventing charge accumulation at the
boundary and reducing the hysteresis.

The device structure of first planar p-i-n structure of PSCs is derived from OSCs
[17]. The most commonly used organic charge transport layers, i.e., PEDOT:PSS
and fullerene derivative were directly employed in a PSC as an HTL and ETL,
respectively. In 2013, suitable selection of fullerene derivative and optimization of
processing conditions of the perovskite layer led to an effective PCE of 3.9%. Later,
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Table 1 Development of the p-i-n structure of PSCs

S.No Device structure (HTL/ETL) PCE (%) VOC (V) JSC (mA/cm2) FF

1 PEDOT:PSS/PC61BM/BCP [17] 3.9 0.60 10.32 0.63

2 PEDOT:PSS/PC61BM [27] 7.4 0.91 10.8 0.76

3 NiOx/PC61BM/BCP [28] 7.8 0.92 12.43 0.68

4 PEDOT:PSS/PC61BM/TiOx [26] 9.8 0.94 15.8 0.66

5 PEDOT:PSS/PCBM/C60/BCP [29] 10.1 0.88 15.9 0.722

6 PEDOT:PSS/P3TMAHT [30] 11.28 0.899 17.10 0.741

7 PEDOT:PSS/PCBM/bis-C60 [31] 11.8 0.92 17.5 0.73

8 PEDOT:PSS/PEIE [30] 12.01 0.899 17.32 0.77

9 PEDOT:PSS/PCBM/TIPD [32] 12.95 0.89 22.57 0.645

10 PEDOT:PSS/PCBM/Rhodamine101/
LiF [33]

13.2 1.01 17.72 0.73

11 PEDOT:PSS/PCBM [34] 13.3 0.9 18.5 0.80

12 PEDOT:PSS/PCBM/PDINO [35] 14.09 0.95 18.8 0.78

13 PEDOT:PSS/PCBM/PN4 N [36] 15.0 1.00 20.61 0.72

14 PEDOT:PSS/C60/Bphen [37] 15.4 1.02 20.9 0.722

15 PEDOT:PSS/PC61BM/ZnO [38] 15.9 0.97 20.5 0.801

16 NiOx/ZnO [39] 16.1 1.01 21.0 0.76

17 PEDOT:PSS/PCDTBT/PC61BM/LiF
[40]

16.5 1.05 21.9 0.72

18 PEDOT:PSS/PC61BM/ZnO [41] 16.8 1.02 22.0 0.74

19 NiO & PCBM/PCBDAN [42] 17.2 1.08 20.71 0.77

20 PTAA:F4-TCNQ/Teflon/C60/BCP
[43]

18.1 1.05 22.8 0.756

21 NiMgLiO/PCBM/Ti(Nb)Ox [44] 18.3 1.083 20.4 0.827

22 NiOx/PCBM/TiAcac [45] 18.36 1.076 22.14 0.776

23 NiOx/PCBM/ZrAcac [45] 18.69 1.079 22.17 0.781

24 NiO/C60/SnO2 [46] 18.8 1.12 21.8 0.77

25 PTAA/IDIC/C60/BCP [47] 19.5 1.11 22.96 0.765

26 PTAA:F4-TCNQ/PS plastic
foam/C60/BCP [43]

19.6 1.07 22.9 0.803

27 PTAA:F4-TCNQ/PS/C60/BCP [43] 20.3 1.10 22.9 0.806

28 PTAA/choline chloride/C60/BCP [48] 20.59 1.13 22.99 0.791
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Sun and his team achieved thick and dense perovskite film by using two-step sequen-
tial deposition into the planar structure and improved the PCE to 7.41% [27]. After
2014, several efforts that include film formation, interface engineering, etc., were
made to increase the efficiency. The main development of the p-i-n structure of PSCs
is summarized in Table 1.

4 Summary

The p-i-n structure of PSCs has reached efficiency above 20% that is comparable to
the n-i-p structure and mesoporous structure of PSCs. The p-i-n structure of PSCs
have advantages such as compatible to roll-to-roll production, high stability, and
negligible effect of hysteresis. It is however by no means claimed as comprehensive
survey but it gives recent progress of planar p-i-n structures of PSCs including details
of device structure, efficiency, open-circuit voltage, short-circuit current density, and
fill factor. Overall, planar p-i-n structure of PSC can emerge as efficient and stable
structure as compared to the other structures of PSC.
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