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Preface

This book presents a part of the proceedings of International Conference on Power,
Control and Communication Infrastructure (ICPCCI2019) held on 4–5 July 2019 at
Institute of Infrastructure Technology, Research and Management (IITRAM),
Ahmedabad. The conference was technically and financially supported by Space
Application Centre (SAC)—Indian Space Research Organization (ISRO),
Institution of Engineers India (IEI), Gujarat Council on Science and Technology
(GUJCOST), Govt. of Gujarat, and Science and Engineering Research Board
(SERB), Govt. of India. The conference aimed to be a melting pot of researchers
from academia and R&D organizations, and practicing engineers from the utilities,
industries and service providers to discuss, share and promote ideas related to
state-of-the-art innovations in technologies for the Power-Control-Communication
sectors. The conference included four keynote speeches: 1. C–band SAR Payload
based on active antenna concept by Dr. Tapan Mishra, Distinguished Scientist,
Senior Advisor to Secretary, DOS/Chairman, ISRO, 2. Intelligent hand-held
robotics for surgery by Dr. Kalyana Veluvolu, Associate professor, Kyungpook
National University, South Korea, 3. Transformers for Modern Power Grids by Dr.
Parag Upadhyay, Principal R&D Scientist, US Corporate Research Center of ABB,
Raleigh, NC, USA, and 4. Importance of Ethics in Research Publishing by Mr.
Aninda Bose, Senior Editor, Springer. There was also an industry talk on Role of
Energy Storage in Indian Power System by Mr. J. D. Trivedi, Engineer, State Load
Dispatch Centre, Gujarat Energy Transmission Corporation Limited, Vadodara.
The papers were presented in eight technical sessions, viz. 1. Power System
Protection & Planning, 2. Communication Systems—I, 3. Control & Microgrids, 4.
Computational Intelligence in Electrical System, 5. Integration of Renewable
Energy Sources and Electric Vehicles, 6. Communication Systems—II, 7. Power
Converters & Control, 8. Condition Monitoring & Energy Economics.

This book covers the papers presented on latest research trends showcasing the
state-of-art innovations with related challenges and potential solutions in the area of
electrical power generation-integration-transmission-distribution-conversion-storage-
control, electrical machines, power quality, energy management, electrical infras-
tructure of future grids-buildings-cities-transportation, energy conversion, plasma

v



technology, renewable energy & grid integration, energy storage systems, power
electronic converters, power system protection & security, FACTS and HVDC,
power quality, power system operation & control, computer applications in power
systems, energy management, energy policies & regulation, power & energy edu-
cation, restructured power system, microgrids, electrical machines & drives, trans-
portation electrification, optimal operation, electricity-gas-water coordination,
condition monitoring & predictive maintenance of electric equipment, and asset
management. This book will be useful to the researchers, academicians, students and
professionals working in the field as well R&D organizations in the domain of
electrical power and energy infrastructure.

We, the editors of this book are thankful to all the contributors who have
submitted their research papers to ICPCCI2019 to keep the standard high. The
editors would also like to acknowledge the reviewers from the various domains for
their prompt and constructive assessments. We would also like to thank the
International Advisory Committee and the chairpersons of different committees.
Our special thanks to Series Editors, Lecture Notes in Electrical Engineering,
Springer for giving us the opportunity to publish this edited volume in the series.
We are indeed grateful to Mr. Aninda Bose, Senior Editor, Hard Sciences, Springer
Nature India, for the cooperation and support to bring out this volume.

Ahmedabad, India Axaykumar Mehta
Abhishek Rawat
Priyesh Chauhan
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A New Objective Function for Optimal
Coordination of Directional Over-current
Relays

Jay Shah, Nirmal Khristi, Vipul N. Rajput and Kartik S. Pandya

Abstract This paper presents a novel objective function to obtain the optimum
relay settings of directional over-current relays (DOCRs). The proposed improved
objective function (IOF) is developed to solve the problems of previously proposed
OFs. The proposed research work modifies the previous OFs by introducing a new
weighting factor and adding a new term, for fixing mis-coordination problem and
minimizing the operating times of both primary and backup relays. The performance
of the proposed IOF is evaluated by using 3- and 8-bus test systems. The simulation
results reflect the superiority of IOF, compared to other variety of OFs presented in
the literature.

Keywords Genetic algorithm · Objective function · Over-current relay · Power
system protection · Relay setting · Relay coordination

1 Introduction

Because of cost-effectiveness, the DOCRs are generally applied for primary pro-
tection in distribution systems and as a backup protection of transmission systems
[1]. In the coordination procedure of relays, the primary relays should be operating
within specified time to signal circuit breaker to remove faulty part. On the other
hand, backup relays should come in action only after the certain time interval for
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avoiding the mis-coordination. It is because the backup relays disconnect fettle part
along with faulty part of power systems, affecting the bigger share of network from
unwanted power interruption [2]. Furthermore, the operation of DOCRs is depended
on the relay settings, named plug setting (PS) and time multiplier settings (TMS).
The optimal values of these settings must be required to obtain for the accurate relay
coordination [3]. For this task, optimization- and mathematical improvement-based
various approaches are presented in the literature.

At the first era of the optimization-based approaches, the linear programming
(LP) [4, 5] and nonlinear programming (NLP) [6] methods became popular to solve
the coordination problem of DOCRs. After that, heuristic and hybrid methods gain
good recognition for obtaining the optimal relay settings for solving the problem
of relay coordination. These approaches comprise genetic algorithm (GA) [7–9],
particle swarm optimization [10], seeker algorithm harmony search algorithm [3],
invasive weed optimization [11], water cycle algorithm [12], GA-LP [1], GA-NLP
[13], fuzzy-GA [14], ant colony optimization-LP [15], etc.

In the last few years, various approaches based on the improvement of problem
formulation are also presented for minimizing the operational time of relays in addi-
tion with minimizing the numbers of coordination constraints [7–9]. The commonly
used OF [1, 13] is developed for reduction of weighted sum of operating time of pri-
mary relays. In this OF, only time of operation of primary relays (T pr) is minimized.
This method may lead the larger functional time for relay operating in backup and
hence higher discrimination time among primary and backup (P/B) relays. Various
modified OF-based methods are compared in the previous study in [16]. From this
analysis, the OF presented in [7] is found to be efficient than other OFs presented
in [17–19]. Regardless of the benefits of the OF presented in [7], the problem of
large T pr and T br with large discrimination time can be existed for larger intercon-
nected systems. The main contribution of the paper is that the problem associated
with previous OFs has been resolved by proposing improved objective function. In
other way, the projected method can decrease the discrimination time between P/B
relay pairs along with minimizing of T pr and T br.

2 Coordination Problem Statement

Equation (1) shows the commonly used OF [1, 13] in which weighted summation of
functioning times of primary relays are reduced.

OF1 = min

(
α1

n∑
i=1

Tpr,i

)
(1)

where n is the number of primary relays in the system and T pr,i is the functioning
time of primary relay Ri. The α1 is the weight allocated for the time of operation of
the relay Ri and is generally fix to unity [13].
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The over-current relays appointed in this paper are appraised as IEC-based
standard inverse definite minimum time (IDMT) characteristic shown as follows
[20].

Top = 0.14(
IRi

/
PSi

)0.02 − 1
× TMSi (2)

where T op is functional time of relay Ri. IRi is fault current detected by relay Ri.
TMSi and PSi symbolize the time multiplier setting and plug setting of relay Ri ,
respectively.

In relay coordination problem, different limits and coordination constraints are
required to be satisfied, which are described in upcoming sub-section.

(i) Protection coordination criteria: The successive operations of P/B relays
should fulfil the coordination measures to prevent the mis-coordination. The FCTI is
the minimum fixed coordination time interval for function of P/B relays for a same
fault. It is generally designated between 0.2 and 0.5 s [1]. The coordination limitation
for a primary relay Ri and backup relay R j can be specified as

Tbr, j − Tpr,i ≥ FCTI (3)

where Tpr,i and Tbr, j are the operational period of primary and backup relays in
respective manner.

(ii) Boundaries of relay settings: The boundary constraints on TMS and PS are
expressed as

TMSmin,i ≤ TMSi ≤ TMSmax,i (4)

PSmin,i ≤ PSi ≤ PSmax,i (5)

where TMSmin,i and TMSmax,i are the lowest and highest values of TMS for relay
Ri, respectively. PSmin,i and PSmax,i are, respectively, the minimal and maximal PS
values of relay Ri . Practically, the PS of the relay should be selected greater than the
maximum load current and smaller than lowest fault current [13, 19].

(iii) Boundaries for operating time of relay: A relay needs minimal dura-
tion to operate, and also it should not consume enormous amount of time to react.
Mathematically, this can be represented as

Tmin,i ≤ Top,i ≤ Tmax,i (6)

where Tmin,i and Tmax,i are minimum and maximum operating time of relay Ri ,
respectively. In the case of violation in any coordination constraints,mis-coordination
exist and OF cannot result in an optimal solution.
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3 Problem Statement

The most well-known OF expressed by Eq. (1) reduces the operating time of just
primary relays. In the extensive interconnected power system, the number of coor-
dination constraints for P/B relay pairs is higher. In this situation, chances of larger
discrimination time and responding duration of backup relay are higher.

To reduce the functioning time of relays alongside discrimination time and backup
relays, a range of OFs are presented in the literature [17–19]. However, these OFs
have problem of mis-coordination. Authors in [7] have presented the modified OF
for eliminating the mis-coordination cases which are expressed by Eq. (7).

OF2 = min

(
α1

n∑
i=1

T 2
pr,i + α2

N∑
k=1

(�Tk − |�Tk |)2
)

(7)

�Tk = Tbr, j − Tpr,i − FCTI (8)

where �Tk is discrimination time between P/B relay pair.
The negative value of �Tk explains the mis-coordination case. It means that

the coordination constraint has been not satisfied. Further, the higher positive value
of �Tk shows the greater values of discrimination time and accordingly longer
operation time of backup relay. The value of �Tk under or near to zero on positive
scale represents the accurate coordination.

This OF can eliminate the mis-coordination cases, but it functions same as OF1 in
case of positive value of �Tk . Therefore, the problem of larger discrimination time
as well as larger responding time of backup relays is still befallen.

This problem is clarified by taking weighting factors α1 = 1 and α2 = 20,000 in
following two cases:

Case 1: �Tk = 0.2, T pr,i = 0.23, T br,j = 0.63, FCTI = 0.2, OF2 = 0.0529
Case 2: �Tk = 0.4, T pr,i = 0.23, T br,j = 0.83, FCTI = 0.2, OF2 = 0.0529

When the OF2 is analysed for above two cases, it has same answers as value of
OF2 is 0.0529 s. Because of same value of the OF, there is the chances of selection of
Case 2 by optimization algorithm. However, Case 1 has less value of backup as well
as discrimination time. This analysis shows that the OF2 is not sensitive to positive
value of �T.

4 Proposed Method

To overcome the difficulties of the OF2, it is improvised by adding new terms and
weight factor. It is illustrated by following equation.
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IOF = α1

n∑
i=1

T 2
pr,i +

N∑
k=1

(
α2(�Tk − |�Tk |)2 + α3(�Tk + |�Tk |)2

)
(9)

where α1, α2 and α3 are weighting factors having values in order of 1, 200 and 1.
When �Tk is positive (�Tk > 0), the term (�Tk − |�Tk |) will become zero and
second term of IOF will be 4 × α3 × (�Tk)2. Similarly, this term becomes as 4 ×
α2 × (�Tk)2 for negative value of �Tk (�Tk > 0). It is also noted that the suitable
value of weight factors is also needed to select. Moreover, the IOF is tested for the
same cases as considered for OF2. The values for α1, α2 and α3 are considered in
order of 1, 200 and 1.

Case 1: �Tk = 0.2, T pr,i = 0.23, T br,j = 0.63, FCTI = 0.2, IOF = 0.2129
Case 2: �Tk = 0.4, T pr,i = 0.23, T br,j = 0.83, FCTI = 0.2, IOF = 0.6929

It is clearly shown from the above analysis that algorithm selects Case 1 as opti-
mum solution than Case 2. This way, the IOF eliminates the problem associated with
OF2. The flow diagram of the proposed method using GA is illustrated in Fig. 1.

5 Result and Discussion

In this section, OF1, OF2 and IOF with different weight factors are implemented on
3-bus and 8-bus standard test systems. For both the systems, the range PS is 0.5–2.5,
whereas TMS is selected between 0.1 and 1.1. Also, the CT ratio for each relay is
500:1, and FCTI is expected to be 0.2 s for each P/B relay pair. Table 1 gives the
details of control parameters of GA for both test systems.

5.1 3-Bus System

The single-line diagram of 3-bus system with 6 DOCRs is illustrated in Fig. 2. The
remaining detail of the system can be found [21]. As explained in above section,
IOF is capable to solve the problem of longer discrimination time and functioning
time of backup relays associated with OF2. However, for obtaining the best optimum
solution, an appropriate selection of weighting factors value is also required. For this
purpose, several logical trial-and-error-based different values of α1, α2 and α3 are
tested in this section. Different cases with variety of weighting factors are presented
in Table 2. In Table 2, the Case 1 and Case 2 signify the OF1 and OF2, whereas Case
3 and Case 4 symbolize the IOF with different values of weight factors.

By implementing the OF1, OF2 and IOF using GA, the acquired results of relay
settings are presented in Table 3. Table 4 shows the obtained operational time of P/B
relays, whereas discrimination time is given in Table 5. It is apparently observed
from Table 4 that the total operating duration of primary relays is same for Case 1
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Start

Read Data from Network Topology

Making Primary Backup Relay Matrix

Determine Constrains

Initial Population for TMSs and PSs

G = 1

G = G + 1

Evaluate IOF

i = 1

i = i + 1

Reproduction, Mutation and Selection

i < Population 
Size

G < Maximum Generation 
Size

End

Fig. 1 Flow chart of proposed method

Table 1 GA parameters GA parameters Value GA parameters Value

Number of generations 4000 Crossover rate 0.95

Size of population 100 Mutation 0.01

and Case, and lower than the Case 3 and Case 4. On the other hand, total functioning
time of backup relays is minimum in Case 3 and Case 4 compared to remaining
cases. It is noted from Table 5 that no infeasible solution is observed in any cases.
Further, the discrimination time obtained for Case 3 and Case 4 is almost zero, which
is better than Case 1 and Case 2.
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Fig. 2 3-bus test system

Table 2 Different cases with variety of weighting factors

Case number α1 α2 α3

Case 1 1 – –

Case 2 1 20,000 –

Case 3 1 20,000 1

Case 4 1 200 1

Table 3 Relay settings obtained for 3-bus system

Relay no Case 1 Case 2 Case 3 Case 4

PS TMS PS TMS PS TMS PS TMS

1 1.9345 0.1000 1.9345 0.1000 1.9345 0.1000 1.9345 0.1000

2 1.2921 0.1001 0.6494 0.1212 0.5000 0.1294 0.5000 0.1294

3 1.7189 0.1000 1.7189 0.1000 1.7189 0.1000 1.7189 0.1000

4 1.6264 0.1000 1.6264 0.1000 1.6264 0.1000 1.6264 0.1000

5 1.1416 0.1033 1.1514 0.1031 0.6781 0.1194 0.6781 0.1194

6 1.1850 0.1000 1.1850 0.1000 0.9245 0.1159 0.9245 0.1159

Table 4 Tpr and Tbr obtained for 3-bus system

Relay no Case 1 Case 2 Case 3 Case 4

Tpr (s) Tbr (s) Tpr (s) Tbr (s) Tpr (s) Tbr (s) Tpr (s) Tbr (s)

1 0.2399 0.4119 0.2399 0.4119 0.2399 0.4119 0.2399 0.4119

2 0.2000 0.5349 0.2000 0.4844 0.2000 0.4476 0.2000 0.4476

3 0.2119 0.4000 0.2119 0.4000 0.2119 0.4000 0.2119 0.4000

4 0.2325 0.4000 0.2325 0.4000 0.2325 0.4000 0.2325 0.4000

5 0.2000 0.5058 0.2000 0.5333 0.2000 0.4399 0.2000 0.4399

6 0.2324 0.4325 0.2324 0.4325 0.2476 0.4325 0.2476 0.4325

SUM (s) 1.3167 2.6852 1.3167 2.6622 1.3319 2.5319 1.3319 2.5319
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Table 5 Discrimination time (�T ) obtained for 3-bus system

Sr. no. P/B relays pair Cases

PR BR Case 1 (s) Case 2 (s) Case 3 (s) Case 4 (s)

1 1 5 0.0660 0.0934 0.0000 0.0000

2 2 4 0.0000 0.0000 0.0000 0.0000

3 3 1 0.0000 0.0000 0.0000 0.0000

4 4 6 0.0000 0.0000 0.0000 0.0000

5 5 3 0.0000 0.0000 0.0000 0.0000

6 6 2 0.1025 0.0521 0.0000 0.0000∑
�T (s) 0.1684 0.1454 0.0000 0.0000

From above analysis, it is concluded that the OF1 and OF2 represented by Case 1
andCase 2 give lowest operating duration of primary relays,whereas IOF represented
by two cases with different weight factors gives less discrimination time and backup
operating time.

5.2 8-Bus System

To check the performance of all the OFs, it is further test for 8-bus system with 14
DOCRs and 20 P/B relays pairs as shown in Fig. 3. The detail of the systems can be
obtained from [21].

The relay settings of relays obtained by implementing the OFs are presented
in Table 6. The summary of results for total functioning time of primary relays,
backup relays and discrimination time is given in Table 7. As obvious from the

Fig. 3 8-bus test system
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Table 6 Relay settings for 8-bus system

Relay no Case 1 Case 2 Case 3 Case 4

PS TMS PS TMS PS TMS PS TMS

1 1.6342 0.1000 0.5750 0.3495 0.9926 0.2364 1.6342 0.1000

2 2.5000 0.1821 0.5357 0.5506 0.5510 0.5306 2.5000 0.1821

3 2.5000 0.1607 0.5129 0.5081 0.7761 0.4402 2.5000 0.1607

4 2.5000 0.1182 0.7835 0.3711 0.5000 0.4245 2.5000 0.1182

5 1.7050 0.1000 0.5000 0.3503 0.5120 0.3335 1.7050 0.1000

6 2.5000 0.1284 0.5000 0.4879 0.6586 0.3837 0.5522 0.2474

7 2.5000 0.1677 0.7761 0.4669 0.9686 0.4178 2.5000 0.1677

8 2.5000 0.1245 0.5188 0.3981 0.5774 0.4001 0.5000 0.2540

9 2.4544 0.1000 0.5407 0.4091 0.7318 0.3067 2.4544 0.1000

10 2.5000 0.1179 0.6765 0.4104 0.5000 0.3938 2.5000 0.1179

11 2.5000 0.1250 0.5570 0.4540 2.2467 0.2057 2.5000 0.1250

12 2.5000 0.1780 0.9377 0.4632 0.5000 0.4731 2.5000 0.1780

13 1.5963 0.1000 0.9723 0.2427 0.5562 0.2967 1.5963 0.1000

14 2.5000 0.1642 0.6188 0.5032 1.0083 0.3653 2.5000 0.1642

Table 7 Total operating time and discrimination time for 8-bus system

Particular Case 1 Case 2 Case 3 Case 4∑
Tpr (s) 5.9743 11.7177 10.6187 6.098∑
Tbr (s) 9.1060 15.0574 13.8467 9.1076∑
�T (s) 0.6635 1.0118 0.7674 0.4161

results, Case 3 gives better performance compared to Case 2. On the other hand,
Case 1 which represents the OF1 gives better results than Case 3 in terms of all the
particulars. Therefore, IOF is needed further improvement in terms of weight factors.
By performing the improvement in weight factors of the IOF as presented by Case
4, the best results are obtained which is clearly shown in Table 7.

Figure 4 illustrates the mean value of operational time of P/B relays as well as
discrimination time ofP/B relay pairs. It is clearly seen that theCase 4 gives improved
results in the form of average value of functioning duration of primary relays (T pr),
backup relays (T br) as well as discrimination time (�T ).
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Case1 Case2 Case3 Case4
Tpr 0.4267 0.8370 0.7585 0.4356
Tbr 0.6504 1.0755 0.9890 0.6505
∆ T 0.0332 0.0506 0.0384 0.0208

0.0000

0.2000

0.4000

0.6000

0.8000

1.0000

1.2000
T

im
e 

(s
)

Tpr Tbr ∆ T

Fig. 4 Average value of operational time of primary and backup relays with discrimination time
of P/B relay pair for 8-bus system

6 Conclusion

This paper presents the new formulation of relay coordination problem and solved
using the GA. The proposed improved OF is successfully implemented on two dif-
ferent test systems. The IOF is also tested with considering different value of weight
factors. From the results, it is concluded that the IOF with suitable weight factors
can solve the issue of higher functioning time of relays. It is also capable to lessen
the discrimination time among the operation of P/B relays pairs.
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Symmetrical Fault—Swing
Discrimination Using RMS Index-Based
Superimposed Current Signals

K. R. Andanapalli and M. Biswal

Abstract To maintain reliable and secured power system operation, relays are
designed to operate at a faster rate so as to provide an appropriate tripping signal to
circuit breakers under any abnormal transient condition. During swing phenomenon,
operation of a relay is required to block with the help of PSB function so that any
nuisance operation can be avoided. Unblocking operation can easily be issued by the
relay in case of an unsymmetrical fault, but detection of symmetrical fault is a diffi-
cult task. A novel approach to discriminate three-phase fault from power swing using
the root mean square (RMS) value of superimposed current signal is proposed in this
paper. Superimposed current signal is estimated by taking the difference between
two consecutive cycles considering the recursive window approach. The index is
then computed by estimating the RMS value from the one-cycle superimposed cur-
rent components. The generated index helps the relay to discriminate symmetrical
fault from power swing. To verify the response of proposed method, a 400 kV, 50 Hz
WSCC 9-bus test system is considered and simulated with different fault cases.
The power system model is simulated using PSCAD/EMTDC software, and results
indicate the robustness of the proposed algorithm.

Keywords Transmission lines · Superimposed current components · RMS index ·
Power swing · Symmetrical faults

1 Introduction

Power swing condition may arise in power system due to the occurrence of fault,
line outages, generator outages and abrupt change in the load [1]. Distance relay is
designed to generate trip command whenever quantified apparent impedance enter
into its operating characteristics and remains in it. But for non-fault cases like power
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swing, switching event, etc., the apparent impedancemay likewise go into the operat-
ing zone causing undesirable tripping of the relay. Specially to handle relay operation
during power swing phenomenon, PSB (power swing blocking) function is provided
[2]. Unblocking of PSB function is crucial if any fault occurs during swing so that
an immediate clearance of the fault is possible. Availability of sequence components
for any unsymmetrical fault during power swing can easily be detected, but these
components are absent in stable conditions. Detection of symmetrical fault during
the power swing is an arduous task to perform by the relay. Different schemes have
been suggested by the researchers to mitigate the symmetrical fault-swing discrimi-
nation issue [3–17]. These techniques can be categorized as signal processing-based,
analytical-based, intelligence-based methods and decomposition techniques.

Other techniques such as wavelet transforms [3, 4], Prony analysis [5], DFT [6]
and LES-based approaches [7] are also utilized to discriminate three-phase (sym-
metrical) fault from power swing contingent upon the extraction of high-frequency
content presents in transient signal. The methods were capable of detecting the fault
accurately within a power cycle. But it requires more sampling rate, and compu-
tational burden is also very high. Further, few analytical approaches were addi-
tionally developed to discriminate symmetrical fault from power swing. Some of
them are autoregression analysis [8], moving average technique [9], transient mon-
itor index-based method [10], phase space method [11] and Teager–Kaiser energy
operator-based method [12]. In these methods, the threshold requires to discrimi-
nate the required events is system dependent and may fail during different critical
situations like high-resistance fault, with presence of noise in input signal and under
varying fault location. A wide area measurement-based technique is proposed in
[13]. Furthermore, Teager–Kaiser energy operator combined with HHT in [14] and
zero filtering technique using Hilbert transform [15] can detect symmetrical fault
from swing. However, they are suitable and have high computational complexity.
The review of all the techniques and the merits and demerits is described clearly in
[16].

The paper presents a novel approach by which symmetrical fault can be easily
and accurately discriminated from power swing that is proposed. The method uses
superimposed current signal to estimate the RMS value. For study, the WSCC 9-bus
test system is considered and simulated using EMTDC/PSCAD software. For result
analysis, the influence of high fault resistance and the effect of variation of fault
distance on the response of proposed method are considered. Results show that the
proposed method provides accurate results of different fault cases, and the speed of
operation is high irrespective of the severity of the event.

The paper is organized as follows: Sect. 2 briefly discusses the proposed method-
ology and Sect. 3 provides the result analysis part followed by conclusions in
Sect. 4.
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2 Proposed Methodology

A novel technique is implemented to detect symmetrical fault during power swing
which is proposed using superimposed current components of three-phase signals.
This technique utilizes three-phase current signals at relay end, and then the superim-
posed components are estimated. One-cycle superimposed current components are
utilized to estimate the RMS index which helps to distinguish the fault from swing
phenomenon.

2.1 Superimposed Current Component (SCC)

One-cycle superimposed current signal canbe estimatedusing twoconsecutive cycles
as (1)

Isccn (k + 1 − N : k) = In(k + 1 − N : k) − In(k + 1 − 2N : k − N ) (1)

where Isccn and In denote the set of superimposed current components and measured
current signal for nth phase, suffix n represents the phases A, B and C, respectively, k
represents the (2 N)th sampling instant, and N specifies the number of samples over
one cycle.

One-cycle superimposed current signal is then used to estimate the RMS index.

2.2 Root Mean Square (RMS) Index

For generating the RMS index using one-cycle superimposed current component, the
index term of superimposed current components of nth phase (Isccn index’) is calcu-
lated by considering three successive samples from superimposed current component
samples of nth phase as given in Eq. (2).

Isccn index(k) = Isccn (k) −
(
Isccn (k + 1) + Isccn (k − 1)

2

)
(2)

Each index value is iteratively updated until the termination criteria of end of
each cycle. By considering the obtained index from Eq. (3), the RMS index can be
calculated as

Isccn rms index(k) =
√∑N

k=2

(
Isccn index(k)

)2
N

(3)
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where Isccn rms index represents superimposed current components of nth phase sig-
nal. Using the RMS index as mentioned in Eq. (3), fault-swing discrimination task
can be performed. The RMS index values of the superimposed current signal of each
phase will be significantly higher during symmetrical fault and approximately zero
during the swing phenomenon. But to avoid relay maloperation, a threshold (h) is
selected to accomplish the detection and discrimination task correctly. As per the
rule,

if Isccn rms index(k) > h ⇒ Trip signal is generated

Otherwie ⇒ blocking operation (4)

In order to validate the merit of the proposed method, response for different fault
and swing cases is tested considering standard power system model.

3 Simulation Results

The efficacy of proposed method, three-phase fault detection during swing phe-
nomenon, is tested for different fault situation by varying fault location and fault
resistance. In this work, WSCC 9-bus system [17] shown in Fig. 1 is considered and
simulated using EMTDC/PSCAD software. A distributed transmission line model
with 50 Hz nominal frequency is considered for the study. The sampling rate of
current signal is maintained at 1 kHz.

T1

R 

∆/Y Y/∆

∆/Y

T2 T3Gen 2 Gen 3

Gen 1

1

4

5 6

9 37 8
2

B3

B4

B1 B2

Load A

Load B Load C

F

Fig. 1 A 400 kV, 50 Hz WSCC 3-machine, 9-bus system
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The performance of the proposed method is verified under swing phenomenon,
symmetrical fault is initiated on line 9–6 at 1.0 s, and breakers ‘B3’ and ‘B4’ are
opened (at 1.3 and 1.45 s) to clear the fault. As a consequence, the relay observes
stable and unstable swing. During such phenomena, the distance relay ‘R’ located at
bus 7 needs to be blocked. When a symmetrical fault occurs during either stable or
unstable power swing, then the relay R should be unblocked to detect the fault.

3.1 Result for Symmetrical Fault During Stable and Unstable
Power Swing

To validate the performance of the proposed method under fault during stable and
unstable power swing, a three-phase fault is initiated on the line 7–8 at 4.85 s. The
response of this method is illustrated in Figs. 2 and 3. From Figs. 2a and 3a, it
is observed that the relay R experiences stable and unstable power swings in the
current signals. Also observed that the maximum swing frequencies are 0.7 Hz for
stable and 6.6 Hz for unstable. Conversely, the proposed RMS index is computed and
compared with the fixed threshold ‘h’. During stable and unstable power swings, the
index is well below the threshold ‘h’ and exceeds the threshold during three-phase
fault as observed fromFigs. 2b and 3b. Symmetrical fault is detected at 4.854 s during
stable swing and at 4.856 s during unstable swing. Thereafter, the relay R generates
a TRIP command as shown in Figs. 2c and 3c to the corresponding circuit breaker,
respectively. This clearly demonstrates the effectiveness of the proposed method.

Fig. 2 Result of three-phase
fault detection during the
stable power swing (0.7 Hz),
a three-phase current signal,
b RMS index values and
c relay output
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Fig. 3 Result of three-phase fault detection during the unstable power swing (6.6 Hz), a three-phase
current signals, b RMS index values and c relay output

3.2 Result for Close-in Symmetrical Fault During Power
Swing

To elucidate the performance of the proposed method under close-in symmetrical
fault during the power swing, a three-phase fault is simulated at 10 km from relay R
with fault inception time of 4.68 s. The results are shown in Figs. 4 and 5.

The magnitudes of the three-phase fault currents that measured at the relay loca-
tion significantly differ from swing condition as shown in Figs. 4a and 5a. During
symmetrical fault, the proposed index value is large enough as compared with the
swing scenario. This identifies and discriminates the symmetrical fault and swing
condition. From Figs. 4b and 5b, it is disclosed that the fault is accurately detected
during both stable and unstable swing at 4.684 and 4.686 s, respectively. Accordingly,
the corresponding TRIP signals are initiated to clear the fault as shown in Figs. 4c
and 5c. From the result, it is concluded that the fault detection is achieved within a
half cycle.
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Fig. 4 Result of close-in symmetrical fault under stable swing, a three-phase current signals,bRMS
index values and c relay output

R
M

S 
in

de
x 

va
lu

es
 (p

.u
)

C
ur

re
nt

  (
p.

u)

(b) 

(c) 

Time (s)

R
el

ay
 o

ut
pu

t

(a)

1 - Trip
0 - Block 

IscccIscca
Isccb h

Ph-CPh-A Ph-B

Fig. 5 Result of close-in symmetrical fault under unstable swing, a three-phase current signals,
b RMS index values and c relay output
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3.3 Result for Far-End Symmetrical Fault During Power
Swings

To assess the presentation of proposed technique at far-end symmetrical fault case
during power swing, a three-phase fault is created at 85% of the line between the
buses 7–8 at 3.35 s. The output for this case is depicted in Figs. 6 and 7.

From Figs. 6a and 7a, it is observed that the relay Rmeasures the three-phase cur-
rent signals under far-end three-phase fault during stable and unstable power swing.
Figures 6b and 7b represent the proposed RMS index computation and compared
with the threshold ‘h’. Also, it is noticed that the index value lies below the specified
value during stable and unstable power swing, whereas it exceeds the specified value
during a three-phase fault. Therefore, symmetrical fault is detected at 3.356 s during
stable swing and at 3.357 s during unstable swing. Later, the relay R generates a
TRIP command as shown in Figs. 6c and 7c. Thus, the proposed method gives an
accurate fault detection within a half cycle after fault initiation.
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Fig. 6 Result of far-end symmetrical fault under stable swing, a three-phase current signals, bRMS
index values and c relay output
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Fig. 7 Result of far-end symmetrical fault under unstable swing, a three-phase current signals,
b RMS index values and c relay output

3.4 Impact of High-Resistance Symmetrical Faults During
Power Swing

To check the validity of the proposed method for this case, a symmetrical fault with
500 ohms high fault resistance is considered during a power swing condition.

The fault is incepted at 5.5 s during swing with a distance of 50 km from relay
end. The assessment results of the presented method are shown in Figs. 8 and 9,
respectively. From Figs. 8a and 9a, it is shown that the relay R measures the current
signals at high-resistance fault during power swing with stable and unstable con-
dition. Conversely, the proposed RMS index is computed and compared with the
fixed threshold ‘h’. During stable and unstable power swing, the index lies below
the threshold ‘h’ and exceeds the threshold ‘h’ during three-phase fault as observed
from Figs. 8b and 9b. The symmetrical fault is detected at 5.505 s during stable
swing and at 5.506 s during unstable swing. Thereafter, the relay R generates a TRIP
command to the corresponding circuit breaker as shown in Figs. 8c and 9c. In this
regard, proposed method is able to detect the symmetrical fault within a half cycle
after fault inception during the power swing.
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Fig. 8 Result of high-resistance fault during stable swing, a three-phase current signals, b RMS
index values and c relay output
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4 Conclusions

In this paper, a novel power swing-symmetrical fault discrimination approach is
proposed which computes the superimposed current signal first, and using three
consecutive values, an index is developed. Next, based on recursive window, one-
cycle calculated indices are used to estimate the RMS index. This RMS index is
a reliable index to detect symmetrical fault during power swing. The RMS index
is negligible during power swing irrespective of swing frequency and significantly
higher during symmetrical fault. The magnitude of this RMS index is influenced by
fault location, fault resistance and fault inception time. From the reported results, it
can be concluded that the method is fast as detection time is less than half cycle and
reliable enough to accomplish the assign task. The method is very simple, reliable
and fast, and as it is based on recursive window, the future study will be performed
to check the performance of the method is other dependable situations so that it can
be tested in a real power networks.
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Realization of Solid-State DC Circuit
Breaker for HVDC System

Yogeshwari Prajapati and Mulav P. Rathod

Abstract This paper proposes a solid-state DC circuit breaker (SS DC CB) for
high-voltage direct current (HVDC) system. HVDC system is recently in trends for
electrical power transmission in the world. In favor of cost, bulk power transmis-
sion, efficiency, long-distance losses, it is more effective than HVAC. Every system
has some limitations. In HVDC system, converter is the only option for protection
against malfunction, dead short circuit, and unwanted conditions. Such overburden
on converter can make complicated control of it. DC circuit breaker is more conve-
nient device for such protection than converter. Existing DC circuit breakers require
more time to clear the fault. SS DC CB can provide protection against short circuit
and line charge. SS DC CB realizes fast opening operation because it does not have
moving part and arc discharge. A series of experimental results demonstrates that
the time required for SS DC CB is less.

Keywords DC circuit breaker · HVDC transmission · Fault protection

1 Introduction

In recent years, HVDC transmission system is widely used in large capacity and
long-distance power transmission. [1]. In high-voltage alternating current (HVAC)
transmission system, as line voltage increases, its reactive power losses increase.
Ferranti effect limits the distance of transmission of power over AC lines. The cost
of conductor increases which in turn increases HVAC transmission cost [2]. In place
of HVAC,HVDC transmission system hasmany advantages. InHVDC transmission,
only two conductors are required for single line, so the conductor cost is less. They
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need less space compared to AC line for the same voltage rating. There is no need
for synchronism between the two AC systems which connected together by the DC
link is the main advantage of HVDC system. [3]. Power flow through a DC line
can be easily controlled by grid using different control methods of different devices.
HVDC does not transmit short-circuit power in case of faults and disturbances.
There is no technical limit of the distance to transmit the power in HVDC system.
In HVDC there is limitation of Reactive Power, Harmonics & Transmission line
length compared to HVAC [4]. HVDC is also advantageous when the control of
real power is desirable to manage normal or post-contingency flows on the network
which increases the transfer capability [5]. As every system has its limitations, in
HVDC the cost of terminal equipment is high. DC link blocks the transmission of
reactive KVA load, so the receiving end network must be capable of supplying the
total reactive component of power required by the loads and inverters. In HVDC,
there is no availability of DC circuit breaker which is the main limitation of HVDC
transmission system. The available breakers have slow speed of breaking action, so
there is short life span and high maintenance cost due to the destructive effects of
the arc [6]. That is why the design of DC circuit breaker with low fault clearing time
is necessary. The switching of semiconductor base circuit breaker is fast enough to
keep voltage disturbancewithin acceptable limits [7]. It has high switching speed and
low maintenance [8]. There are mechanical and hybrid circuit breakers, but solid-
state circuit breakers based on high-power semiconductor offermore advantages than
these two with respect to speed and life [9]. Mechanical breaker has fault clearing
time of 20–60 ms, and hybrid breaker has fault clearing time of 5–30 ms [10].
DC circuit breaker can cut off the short-circuit current immediately when DC fault
occurs. It is the key equipment for HVDC transmission to avoid the whole DC system
shutdown conditions and to protect the whole system from fault [11]. This breaker
can be placed at transmission, distribution, and generation systems. The basic block
diagram of system containing solid-state DC circuit breaker is as shown in Fig. 1.

Fig. 1 Block diagram of system containing solid-state DC circuit breaker
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2 Solid-State DC Circuit Breaker

High-power semiconductor devices such as thyristor (SCR), insulated gate bipolar
transistors (IGBTs), insulated gate commutated thyristor (IGCT) [6], gate turn-off
thyristor (GTO) can be used in SS DC circuit breaker. IGBTs are voltage control
devices and have high conduction losses which limit its use in SS DC CB. SCR is
another semiconductor device. It is current-controlled device. One can control the
turn on time of SCR but for make SCR off commutating circuit is require in DC
system. So, it is said as semi-control device. In AC system, SCR offs at every zero
crossing, so there is no need of commutating circuit to make it off. There are mainly
two methods for commutating SCR: natural commutation and forced commutation.
In AC system at zero crossing, reverse voltage is applied across SCR and makes
SCR off. In DC system, there is no zero crossing, so SCR is forcefully turn off using
different commutation methods like self-commutation using L & C components,
complimentary commutation, auxiliary (current) commutation and external pulse
commutation. Here, simulation of breaker using complimentary commutation and
current commutation is carried out using PSCAD software and results are analyzed.

2.1 Complimentary Commutation

Complimentary commutation consists of two SCRs, capacitor and a resistor, used
for charging of capacitor. Main SCR (SCRm) is turned on; thus, there are two cur-
rent paths. One of them is through the load, and the other is through the capacitor.
Auxiliary SCR (SCRa) is used to commutate the SCRm. When SCRa is turned on,
the energy stored in the capacitor is released through the SCRm which forcefully
turns off the SCRm. Thus, the load is disconnected.

In Fig. 2, RL is the load and RC is the charging resistor. The simulation of this
circuit is at the voltage 230 V, and the turn off time is about 5.5 ms as shown in Fig. 3.

2.2 Current Commutation

This commutation technique consists of three SCRs, a capacitor, inductor, and a
diode as shown in Fig. 5. Initially, SCRa is turned on to provide the charging path
to the capacitor. After the capacitor is fully charged, SCRa automatically turns off.
Now, SCRm is turned on to supply the load. As SCRm is turned on, the capacitor is
reversely charged through the inductor and diode path. Now to turn off the SCRm,
SCRa is turned on and the energy stored in the capacitor is released through the
SCRm which forcefully turns off the SCRm. The simulation of this circuit is done
at 230 V, and it gives the turn off time of about 3 ms which is shown in Fig. 4.
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Fig. 2 Circuit diagram for complimentary commutation

Fig. 3 Breaker turn off time for complimentary commutation

The turn off time by using complimentary commutation is more than that of the
current commutation. So, the current commutation topology is used. In complimen-
tary commutation, both the SCRs carry the load current by comparing this to current
commutation; only SCRm carries the full load current while SCRa carries the current
required to turn off the SCRm. So, size and cost of the SCR in current commutation
are less than complimentary commutation method.
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Fig. 4 Breaker turn off time for current commutation

3 Commutation Principle

3.1 Working of Current Commutation

The topology is as shown in Fig. 5. The working of this topology is as below:
Mode—1: Initially, turn on the SCRa. So, the capacitor charges with upper plate

positive and lower plate negative through the pathV dc (+)–C+–C-–SCRa-R-Vdc (−).
As the capacitor is fully charged, so the current through the SCRa is zero which turns
off the SCRa. So, at the end of this mode both the SCRs are off and capacitor is fully
charged with upper plate positive polarity and lower plate negative polarity.

Mode—2: Now, the SCRm is turned on. The load current flows through the SCR.
The load current flows through the path Vdc (+)–SCRm-R-Vdc (−). Another current

Fig. 5 Current commutation topology
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flows through the path C+–SCRm-L-D-C- which discharges and reversely charges
the capacitor. Inductor gives releasing time to the capacitor. Thus, the capacitor
charges with upper plate negative polarity and lower plate positive polarity. So, at
the end of this mode, capacitor is negatively charged, SCRa is off, and SCRm is on.

Mode—3: SCRa is turned on. Thus, the capacitor starts to discharge through the
SCRm in the path of C+–SCRa-SCRm-C-. Thus, the charge across the capacitor is
reversely connected to the SCRm. Thus, the SCRm is turned off forcefully when the
capacitor discharges. SCRa remains on till the capacitor charges with upper plate
positive polarity and lower plate charges with the negative polarity.

3.2 Equations Use for Current Commutation

Commutation capacitor = (Il ∗ Toff)/ Vdc

Ic(peak) = Vdc/(ωr ∗ L)

ωr = 1/
√
LC

So, Ic(peak) = Vdc ∗
√

C
L

Turn off time of main SCR,

T c = C ∗ (Vdc/I0)

Turn off time for auxiliary SCR,

T = π/(2 ∗ ωo)

[ωo = 1/
(√

LC
)
]

where V dc = supply voltage
Ic(peak) = capacitor current
ωo = oscillating frequency

4 Simulation Results for Solid-State DC Circuit Breaker

4.1 Simulation Result

In order to give a rough idea about the proposed DC circuit breaker, simulation is
carried out for 500 KVA and 33 kV.

In this system, the SCRm is on. The fault is applied in the system manually at
1 s. Thus, the SCRa is operated at the time of fault and the SCRm is turned off. The
waveform of the current which becomes zero at 2.4 ms is shown in Fig. 6.
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Fig. 6 Turn off time of solid-state DC circuit breaker

4.2 Practical Implementation of Breaker and Results

The experimental setup of theDC circuit breaker is shown in Fig. 7. The experimental
setup specification is of 2.5 KVA and 230 V. This breaker configuration is tested on
medium voltage due to the limitation of availability of source. The transformer of
rating 2.5 KVA is connected to the 12-pulse rectifier. Here, diode-based uncontrolled
12-pulse rectifier is used. For 12 pulses, one bridge is connected to star and another
is delta of the secondary of transformer. The rating of the SCR should be higher
so that it can withstand the fault current till the load is disconnected. The device is
selected based on peak inverse voltage which is double of the supply voltage. Due
to the satisfactory results of current commutation than complimentary commutation
of SCR, it is implemented here.

Fig. 7 Setup for DC circuit breaker
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Fig. 8 Voltage across linear load at the time of fault

This breaker is tested on different types of load like linear load (rheostat), lamp
load, and resistive load. For sensing the load current, Rogowski coil or the hall sensors
are used.

Here, hall sensors are used to measure the load current. Whenever the current
increases from its peak limit, it gives the command or the gate signal to the auxiliary
SCR to make it on. As the SCRa is on, the capacitor starts to discharge via SCRm
and makes SCRm off. This way the load is disconnected from the load.

Now, the breaker is applied to linear (rheostat) load. The turn off time of solid-
state DC circuit breaker is 1.34 ms as shown in Fig. 8, which is very less compared to
hybrid and mechanical circuit breaker used in HVDC lines. As the current increases
beyond the predefined limit, the sensor gives the signal to auxiliary SCR and makes
the breaker off. So, the load is isolated from the source.

Now, the breaker is connected to resistive load. The turn off time of breaker for
the resistive load is 1.576 ms as shown in Fig. 9. Whenever the load current cross its
predefined limit, the breaker automatically cut off the load from the supply.

Now, breaker is tested on the lamp load. The turn off time for breaker is 3 ms as
shown in Fig. 10. As the number of lamp increases, the current increases. Whenever
it increases beyond the predefined limit, the breaker is turn off. Graph shows the
voltage and current waveforms. Here, current is measured by the clamp-on meter.

This breaker can be used in college laboratories, industries and HVDC system.
For college laboratories or in low rating applications this breaker can be design and
implemented easily but, for industries andHVDC systemwhere the DC rating is high
than there are some difficulties in design of breaker. The thyristor rating is limited up
to certain ratings, so series–parallel connection of thyristor is needed which makes
circuit more complex and needs precise control of every device.
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Fig. 9 Voltage across resistive load at the time of fault

Fig. 10 Voltage across lamp load at the time of fault

5 Conclusion

This paper presents the circuit configuration of the solid-state DC circuit breaker for
HVDC transmission system to clear DC line faults. In this design of circuit breaker,
there is no any mechanical switch is present. So, there is no possibility of generation
of arc. The operating time of breaker is very less compared to mechanical and hybrid
circuit breaker. So, there is less effect of the fault current on the load. The breaker
is compact in size and low cost. The design of breaker is robust. There are less
devices used in this topology, so the maintenance required is less. This solid-state
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DC circuit breaker can be used in different links of HVDC like monopolar, bipolar,
and homopolar. It is also used in transmission, generation, and distribution system,
in college laboratories where DC supply is used and in industries which uses DC as
a supply such as chemical, electroplating, and arc welding industries.
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A Review on Approaches Employed
for Solving Directional Overcurrent
Relays’ Coordination Problem

Shanker D. Godwal , Kartik S. Pandya , Vipul N. Rajput
and Santosh C. Vora

Abstract The directional overcurrent relay (DOCR) coordination is considered as a
highly constrained, nonlinear, and non-convex optimization problem. In order to find
the optimum solution of these problems, many extensive efforts have been kept by
the researchers. The optimum solution of directional overcurrent relay which coor-
dination can be obtained by choosing proper time–current characteristic of DOCR,
appropriate selection of objective function, and right selection of soft computing tech-
nique. This paper gives the insight into various approaches employed for DOCRs’
coordination which are as optimization method-based approach, objective function-
based approach, and standard andnon-standard relay characteristic-based approaches
presented in the past literature. Also, this paper discusses mathematical formulation
for overcurrent relay coordination.

Keywords Relay coordination · Plug setting · Time multiplier setting · Plug
setting multiplier · Relay characteristics
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1 Introduction

For the protection of distribution system and sub-transmission networks, generally
DOCRs are used. Also, in case of backup protection of transmission line, DOCRs
are mostly used. It is essential to isolate faulty part from power system as soon as
possible on occurrence of fault for reducing the chances of excessive power outages.
Also on the failure of primary relay, after prescribed time interval backup relay must
operate [1]. This is known as relay coordination. The reliability of such protective
schemes depends upon proper relay coordination. Hence, right relay coordination
mainly depends on the proper selection of plug setting (PS) and time settingmultiplier
(TMS). The optimum value of PS and TMS in case of interconnected power system
is quite difficult task. And alternately optimum selection of PS and TMS can be
obtained by optimization techniques. Also, the objective of the optimal coordination
of overcurrent relay is to find the values of PS and TMS of all relays that minimize
the sum of their operating times when they act as primary relays and all of the
coordination constraints are satisfied. To achieve optimum value of TMS and PS
manually is very difficult and time-consuming task [2]. In order to achieve optimum
solution for said settings for primary and back up relay various approached are
followed. These approaches are based on either time–current characteristic of relay,
objective function-based approaches, or optimization method-based approach.

1.1 Problem Description

The relay coordination problem may be considered either as a linear or nonlinear
problem. In case of linear programing problem, pickup current setting of relay is kept
fixed and TMS are optimized. The possible values of PS are fixed betweenmaximum
load current to minimum fault current. However, in case of nonlinear programing
problems both TMS and PS are optimized simultaneously with relay characteristic
[3]. Complexity of the problem will increase due to discrete nature of PS and TMS
[4]. That is why this is mixed integer nonlinear programing problem. Also in the
uncertainties of load and topological changes, obtain setting of PS and TMS are not
optimal over all possible scenarios. Hence, the relay coordination problems must be
modifying to consider all possible scenarios. There are three possibleways to improve
optimumPS andTMSwhich are discussed in this paper. To solve the directional over-
current relay coordination problem, there are various approaches have been presented
in the past literatures. These can be categorized mainly in three approaches. The first
approach is based on modification in the existing objective function. There are many
literatures available in the field of relay coordination which proposed new objective
function. In [5, 6], the optimum results have been obtained bases of modification
in objective functions. These studies show that optimum relay coordination solution
can be obtained using this concept. The modification in objective function has been
further discussed in Sect. 3. The second category is based on changing overcurrent
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relay characteristics, i.e., adopting standard or non-standard relay characteristic. In
[7], the research has been done for proper selection relay characteristics. Further
adopting standard or non-standard characteristics of relays has shown significant
improvement in results. The third category is based on the optimization techniques
in which relay coordination problem has been formulated as either linear programing
or nonlinear programing.

1.2 Contributions

The main contribution of this paper discusses as follows:

• Overview of various approaches for optimum relay coordination in distributions
and sub-transmission system.

• The various types of relay characteristic, objective function for relay coordination
problem.

• This future scope in the field of overcurrent relay coordination which will motivate
the new researcher in this field.

1.3 Paper Organization

The rest of the paper is outlined as follows. In Sect. 2, for two-bus system formu-
lation of overcurrent relay coordination problem is presented. Various constraints
and objective functions have been discussed. Section 3 discusses various types of
objective functions proposed in the past literature, and also this section discusses
robustness and drawback of the proposed objective functions. In Sect. 4, various
types of time–current characteristics are used for relay coordination, and in Sect. 5,
approach based on optimization methods has been presented. Finally, in Sect. 6, the
conclusions of this paper are highlighted.

2 Problem Formulation

Overcurrent relay optimization problem can be stated as that in ringmain distribution
system or radial system the sum of operating time of individual overcurrent relay is
to be minimized when they are working as primary relay. Most of the researchers
utilized objective function (OF). The main purpose of OF is to reduce the operating
time of overcurrent relays when they are working as primary relay. In the upcoming
section, further details are given with reference to OF.
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minz(OF) =
m∑

i=1

ti,k (1)

where

m indicate total number of relays in system
ti,k operating time of the relay Ri, for fault at k.

The minimization of the said objective function can be achieved by considering
at least five constraints. These constraints are required to get feasible and optimum
relay setting.

2.1 Constraint Set I—Coordination Criteria

In overcurrent relay coordination scheme, fault is always sensed by primary as well
as secondary relay. Also it is expected from primary relay get operate first and if
primary relay is fail to operate then only secondary relay should get trip. It means
if relay is working as primary relay, its operating time should be high as compared
to secondary relay. The minimum operating time of secondary relay will include
operating time of primary relay operating time of circuit breaker of primary zone
and overshoot time of primary relay. This will maintain the selectivity of primary
and secondary relays. So coordination time interval (CTI) is the sum of operating
time of CB associated with primary relay and the overshoot time. If Rj is the primary
relay for fault at k and Ri is backup relay for the same fault, then the coordination
constraint can be stated as

ti,k − t j,k ≥ �t (2)

where

Ti,k operating time of primary relay
tj,k operating time of backup relay
�t the coordination time interval (CTI).

2.2 Constraint Set II—Bounds on Relay Operating Time

Due to certain limitation of mechanical and numerical these relay will take certain
minimum amount of time to get operate similarly relay should not take toomuch time
to get operate otherwise fault current will persist in the system for longer duration
and it can damage system. Keeping these constraints in coordination, problem is
required [4]. These constraints can be mathematically stated as
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ti,min ≤ ti ≤ ti,max (3)

where

ti,min minimum operating time of relay at location i for the fault at any point in the
zone of operation

ti,max maximum operating time of the relay at location I for the fault at any point in
the zone of operation.

2.3 Constraint Set III—Bounds on the TMS of Relays

TMS affects the operating time of relay. If it is required to have some intentional time
delay in individual overcurrent relay, the TMS concept is utilized. Also maximum
delay in relay operation can be 1 s. The bounds on TMS can be defined as

TMSi,min ≤ TMS ≤ TMSi,max (4)

where

TMSi,min minimum time delay for relay Ri

TMSi,max maximum time delay for relay R.

Minimum value of TMS can be taken 0.05, and maximum can be taken 1.1 s [8].

2.4 Constraint Set IV—Bounds on the Plug Setting (PS)
of Relays

This is given in terms of either ampere or percentage of relay-rated current. Plug
setting is the threshold above which overcurrent relay will start to operate. In over-
current relay, PS can vary from 50 to 200% of its rated current in 7 equal steps with
25% margin, and in case of numerical relay, it can vary from numerical relay [4].

The bounds on of relays can be stated as

PSi,min ≤ PS ≤ PSi,max (5)

PSi,min minimum value of relay Ri

PSi,max maximum value of relay Ri.

PS must be chosen in such a way that it should not trip for overloading condition.
If 25% overloading is considered than PS must be greater than 1.25 of maximum
load current. It will avoid the false tripping of relay; i.e., relay will not operate under
normal as well as over loading condition. In the same way, maximum PS should be
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Table 1 Value of β and α

for different characteristics of
inverse overcurrent relay [10]

Slop of the time–current curve set β α

Normal inverse 0.14 0.02

Very inverse 13.5 1.00

Extremely inverse 80.0 2.00

Long-time inverse 120.0 1.00

less than or equal to 2/3 times of fault current. This will give surety that relay will
sense minute to minute fault [8, 9].

2.5 Constraint Set V—Relay Characteristics

In overcurrent relay coordination problem, relay characteristics play significant role.
In overcurrent relay coordination problems, nonlinearity is created by relay char-
acteristic. The overcurrent relay can be characterized by various ways which are
furthermore discussed in Sect. 4 in the same paper. In most of the literatures, relay
characteristic is defined as

Time of operation of relay = β

(PSM)α − 1
× TMS (6)

The multiple of plug setting current is known as PSM [11]. The characteristics
are plotted usually in terms of operating time versus PSM. The value of constants β

and α varies for different characteristics which are given in Table 1 [12].

3 Objective Function (OF)-Based Approaches

This section deals with the approaches which are formulated based on OF. Here, var-
ious well-established objective functions are discussed which are already presented
in the literature. Also, their robustness and comparisons have been discussed.

3.1 OF1

Mostly OF used in the literature is expressed as (7). OF1 is generally used by many
researchers for achieving optimum relay coordination. This function considers only
primary relay’s operating time. Back relay’s operating time is not incorporated in
OF1. Themain drawback of this objective function is that it minimizes operating time
of primary relay only, and because of this, there is possibility of larger discrimination
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time between primary and backup relay.

minZk = α1

n∑

i=1

ti (7)

3.2 OF2

Objective function OF2 as expressed in (8) is more superior as compared to OF1.
The main feature of OF2 is that it includes backup relay operating time along with
primary relay time. This will try to reduce operating time of backup relay.

minZk =
n∑

i=1

ti,k +
n∑

i=1

t j,k (8)

where Zk is the objective function in zone k; ti,k is the operating time of ith primary
relay for its near end faults in zone—k; tj,k is the operating time of jth backup relay
for its far end fault in zone—k; and N is the total number of directional overcurrent
relay. Major drawback of OF2 is that overall value of objective function will increase
as compared to OF1.

3.3 OF3

Objective function (OF3) is expressed based on Eq. (9). [13]

minZk = α1

n∑

i=1

t2i + α2

n∑

i=1

�t2pbk (9)

�tpbk = tbk − tpk−CTI (10)

where �tpbk is defined by discrimination time between kth P/B relay pairs, the total
numbers of P/B relay pair is defined by n, and k represents each P/B relay pairs. The
value of k may vary from 1 to n. The operating time of primary and backup relay
time is denoted as tpk and tbk , respectively.

Positive weight factors which control the I and II terms of OF3 are indicated by
α1 and α2.

Main advantage of OF3 is CTI in objective functionwhichwill minimize the value
of Zk . Major problem which is associated with OF3 is discussed for a part of power
system shown in the figure, where Rb and Rp are the backup and primary relay. Also,
two cases are discussed in order to understand problem associated with OF3. Two
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cases have been taken; also, the value of α1 and α2 is taken 1, and CTI can be taken
0.2 s.

Case 1: �tpb = −0.15, tp = 0.15, tb = 0.20, OF2 = 0.045
Case 2: �tpb = 0.20, tp = 0.15, tb = 0.55, OF2 = 0.0625.

It can be observed from the above two cases 1 and 2. If �tpb value is taken
negative as case 1, OF3 value is more optimum as compared to case 2 and algorithm
will select case 1 OF3 value even though case 2 is more feasible because the value
�tpb is positive in case 2. Due to negative value of �tpb, case 1 will present relay
miscoordination. But as per relay coordination philosophy, case 2 must be chosen.

3.4 OF4

In [14], one more objective function has been discussed to overcome the problem
associated with OF3. It is stated as (11)

minZ = α1

m∑

i=1

t2i + α2

n∑

k=1

(
�tpbk − β2

(
�tpbk − ∣∣�tpbk

∣∣))2 (11)

where α1 and α2 are the weight factor which will control terms I and II. β2 is used
to consider miscoordination constant. The OF4 overcomes problem associated with
OF3. Observing OF4, it can be concluded that for positive value of �tpbk , II term
of OF4 becomes (�tpbk)2 and similarly negative value of �tpbk; it is (�tpbk(2β2

− 1))2. In order to understand robustness again, two cases have been taken. From
the both cases for positive value of β2, miscoordination has been solved which was
associated with OF3, but the drawback of OF4 can be seen from both cases. As per
relay coordination philosophy, algorithm will take case 1 due to its optimum value
as compared to case 2.

But it can be observed that primary and backup relay operating timewill be higher
as compared to case 2 in case 1.

α1 = 1, α2 = 2, β2 = 100, CTI = 0.2.

Case 1: �tpb = 0.5, tp = 0.4, tb = 1.1, OF4 = 0.66
Case 2: �tpb = 0.6, tp = 0.2, tb = 1.0, OF4 = 0.76.

3.5 OF5

Objective function 5 is the more simple form of OF4 which is proposed [15]. It is
expressed as
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OF5 = α1

m∑

i=1

t2i + β3

n∑

k=1

(
�tpbk − ∣∣�tpbk

∣∣))2 (12)

In OF5, β3 is the constant which will control the second term; also, it can be
considered equal to α2β

2
2 of OF4, because second term of OF4 is neglected. It can be

observed from OF5, that positive value of �tpbk , OF5 is same as OF1. So OF5 also
suffers the same problems which OF1. With the help of the following two cases, it
can be understood:

α1 = 1, β3 = 2, CTI = 0.2.

Case 1: �tpb = 1.0, tp = 0.2, tb = 1.4, OF5 = 0.04
Case 2: �tpb = 0.6, tp = 0.2, tb = 1.0, OF5 = 0.04.

It can be seen from the both cases, OF5 has same values. Again as per relay
coordination philosophy, optimum value should be selected, but results show that in
both cases, OF5 is insensitive toward �tpb even though case 2 is much feasible.

3.6 OF6

Even though miscoordination problem has been solved in OF4 and OF5, still larger
value operating time of backup and higher discrimination operating time has been
still persisting in case of OF4 and OF5. In order to overcome problem associated with
OF4 and OF5, the authors in [16, 17] presented a new OF6. OF6 is expressed as (13)
and this has an additional new term.

OF6 =α1

m∑

i=1

t2i + α2

n∑

k=1

(
∣∣�tpbk − ∣∣�tpbk

∣∣.
t2pk
t2bk

+(
�tpbk + ∣∣�tpbk

∣∣).t2bk
)

(13)

It can be seen from [9] that if the value of �tpbk is greater than zero, the II term of
OF6 will become (2�tpbk · t2bk), and if the value of �tpbk is less than zero, II term of
OF6 will be (2�tpbk · t2pk). Also, it can be seen that for higher and positive value of
�tpbk shows high value of operating time of backup relay tbk . Also for higher value
of �tpbk , OF6 will try to optimize the operating time of tbk .

Similarly, the negative value of �tpbk gives larger value of operating time of pri-
mary relay (tpk), and OF6 tries to minimize the operating time of tpk . Thus, OF6
minimizes the operating time of P/B relays according to �tpbk . In the OF6, the nega-
tive effect of larger operating time of backup relays and larger discrimination time has
been resolved. Even though OF6 overcome the larger operating time of backup relay
and discrimination of primary and backup relay, still there is one problem persisting
in OF6 which can be understood with the following two cases.
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α1 = 1, α2 = 10, CTI = 0.2.

Case 1: �tpb = −0.15, tp = 0.15, tb = 0.2, OF6 = 0.09
Case 2: �tpb = 0.20, tp = 0.15, tb = 0.55, OF6 = 1.2325.

In case of negative value of�tpbk , miscoordination problem will arise, so for case
one, the value of OF6 is much better than case 2 and algorithm will select the case
1 even though it will create miscoordination. Also, case 2 will not be selected by
algorithm because it does not have optimum value selected because in case 2 OF6
have larger value.

3.7 OF7

From the previous observation, it is concluded that each OF has either miscoordina-
tion problem or larger operating time of relay. To overcome these problems, paper
[18] has proposed new objective function expressed as (14). OF7 not only opti-
mized the operating time of relay coordination, but also avoided the miscoordination
situations.

OF7 =α1

m∑

i=1

t2i + α2

n∑

k=1

(
|tpbk − |tpbk || · t

2
pk

t2bk

+ (
�pbk + |�tpbk |

) · t2bk
)

(14)

FromOF7, it can be observed that for negative value of�tpbk , OF7 will be (2�tpbk
· tpk 2/tbk 2). Also for positive value of �tpbk , OF7 will work as OF5. So in this way,
OF7 not only minimizes the operating function. It is also noted primary relay has
larger operating time in case of negative value of �tpbk as compared to backup relay.
In this way, OF7 can overcome the problem associated with OF5 and discoordination
problem can be avoided.

4 Overcurrent Relay Characteristics

In this section, the brief introduction of standard relay characteristics has been dis-
cussed which are published by the IEC and the IEEE. Also, non-standard relay char-
acteristic has been discussed which are presented by various researches in the field
of power system protection. The main aim of this section is to provide overall idea of
standard and non-standard relay characteristics. This section gives a brief summary
of the recent research in overcurrent relay characteristics. Also, this section dis-
cussed significant role of the said relay characteristics in optimum overcurrent relay
coordination. This section is divided into two parts: First part deals with standard
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characteristics and second part discusses non-standard characteristics of overcurrent
relay.

4.1 Standard Characteristic

The standard characteristics are mostly used in industry and researcher for the coor-
dination of overcurrent relay in distribution system as well as in sub-transmission
system. There are two types of relay characteristics are available in which are based
on international standard. These are known as the IEC standard characteristics and
the IEEE standard characteristics. The main aim of studies in these relays is to ensure
that power system should be properly protected with the help of proper representa-
tion of relay characteristics. The operating characteristics of relay mainly based on
the data are obtained from laboratory experiment or relay manufacturing company.
These obtained data then proceed for analytical analysis for proper relay coordination
either in form of graph or mathematical equations [19].

The IEC standard characteristic
Many researchers and manufacturers of inverse overcurrent relay utilized IEC stan-
dard characteristics for optimum relay coordination. This characteristic can be
expressed as (15). In this equation, the A and B are the constants which will decide
the relay characteristics. For various characteristics of inverse overcurrent, the value
of A and B can be taken from Table 2.

t = A
(

I f
I P

)B − 1
.TMS (15)

where

A and B the constants
t operating time of relay
Ip fault current in line
I f fault current in relay
TMS time multiplier setting.

The IEEE Standard Characteristic
This is another widely accepted relay characteristic which is utilized by many
researchers. This characteristic is expressed as (16)

Table 2 Coefficients
indicated in the IEC 60255-3
standard

Extremely inverse Very inverse Normal inverse

A 80 13.5 0.14

B 2 1 0.02



46 S. D. Godwal et al.

Table 3 Coefficients
indicated in the IEEE
C37.112 1996 standard

Extremely inverse Very inverse Moderately inverse

A 28.2 19.61 0.0515

B 2 2 0.02

C 0.1217 0.491 0.1140

t =
⎡

⎢⎣
A

(
I f
I P

)B − 1
+ C

⎤

⎥⎦.TMS (16)

In this characteristic, only one more constant C has been added. As it is well
known, there is nonlinear relationship between the input current and the flux in the
electromagnetic’s relay core. When the input current value is greater to its threshold
value, there may be fixed tripping time due to inductance saturation of core. For this
reason, the equation of the IEEE standard characteristics contains a C parameter in
order to reflect the fixed tripping time. There are three different IEEE characteristics
which are similar to IEC characteristics (Table 3).

4.2 Non-standard Characteristics

This section deals with non-standard characteristics N-Sc for achieving optimum
relay coordination in power system. These characteristics are divided into four parts:
(i) approaches that include electrical magnitudes, (ii) approaches that use differ-
ent coefficients apart from the SCs, (iii) mathematical approaches, and (iv) other
approaches. In this paper, only the approaches based on electrical magnitude have
been included.

Non-standard characteristics including electrical magnitudes
Previously, the relay used to take signal based on currentmagnitude to detect fault also
intensity of fault was decided based on current magnitude. However, in the present
scenario, fault can be detected by sensing voltage of the system. As directional over
current relay required both voltage and current for sensing the transmission line
faults. The requirement of directional overcurrent relay. The line voltage and current
can be measured via potential and current transformer. So some past literatures show
that better characteristics of directional overcurrent relaywhich can be realized based
on not only current as shown in Eq. (1) but also along with voltage magnitude.

Non-standard characteristic: N-Sc can be classified by the following ways: (i)
current-based characteristics, (ii) voltage-based characteristics, and (iii) admittance-
based characteristics.

Current-based non-standard characteristics:
This type of characteristics is expressed by (18). This characteristic is the mostly
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same as IEC or IEEE characteristics. The difference between Sc and current-based
N-Sc is constant A. In case of IEC or IEEE characteristics, A is pure constant, but
in case of current-based N-Sc, constant A is the function of fault current which is
defined as (17) In particular problem based on fault current, the value of A is decided
[20].

A
(
I f

) = A · e −I f
C (17)

t = A(I f )
(

I f
Ip

)B − 1
.TMS (18)

where

I f line fault current
Ip relay fault current.

The voltage-based characteristics This type of characteristics is expressed as (19).
The main purpose to use this characteristic is that the voltage value seen by relay
is more reliable coordination under high penetration of distributed generation (DG).
Fault current contributed by DG, Since the DG contributes to the fault current, the
bus voltages in the system are indirectly affected by the varying fault current [21].

t =
(

1(
e1−v f

)
)k

A
(

I f
Ip

)B − 1
.TMS (19)

where Vf is the voltage at fault point.

The admittance-based characteristics
The admittance-based characteristic can be expressed as (20); in this characteristic,
admittance had been taken as fault sensing variable. This characteristic is similar to
standard characteristic but instead of current fault point, admittance has been utilized;
also, this characteristic does not include time multiplier setting in relay [22]

t = A

Y B
r − 1

+ C (20)

5 Approaches Based on Soft Computing Techniques

Optimization method is mostly used for achieving optimum values of plug setting
and time setting multipliers for relay coordination [23]. In the past few decades,
to solve optimization problem many optimization methods are widely used. Relay
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coordination problem firstly kept in the frame of optimization problem in the year of
1988, and this problemwas solved by linear programing (LP) [24]. Due to simplicity
of LP method, it becomes popular among researchers and gained good recogni-
tion [25]. In this section, the approaches based on optimization methods for relay
coordination have been discussed which are presented by researcher in the past.
The optimization method can be bifurcated in three parts. These are deterministic
methods, evolutionary methods, and hybrid methods [26].

5.1 Conventional Methods

Initially for relay coordination Trial and error approach was used to find optimum
solutions but due to it slow convergence rates an used. To overcome this problem,
breakpoint method was utilized [27]. Topological methods are used to breakpoint
for finding optimum solution. This method was consisting of functional and graph
theory. Further if the distribution system has one or more than one source, directional
overcurrent relays are required, then curve fitting techniques, graph theoretical tech-
nique and optimization technique lay major role to find optimum value of PS and
TMS. To determine the finest function to represent, data curve fitting techniques were
used. Also, mathematically relay characteristics can be modeled using curve fitting
techniques. Also, the relay coordination using graph theory has been reported.

5.2 Evolutionary Methods

The main advantage of optimization techniques it can overcome the drawback of
conventional methods. The benefit of evolutionary method is it does not require the
set of breakpoint. This feature makes it more popular among researchers. In opti-
mization method, nonlinear programing was used to solve relay ordination problem;
by some researchers, it was observed that it is complex and time-consuming [28].
Many researchers have used mixed integer nonlinear programing, and this program-
ing was solved by general algebraic modeling system software. The major drawback
of this programing was its complexity. To avoid the complexity of this programing,
researchers showed their interest in linear programing techniques which are simplex,
dual simplex, and two-phase simplex method. But the main drawback of these pro-
graming was that it was based on initial guess and many time solutions trapped in
local minima [29]. In this programing method, plug setting and pickup current are
to be assumed as known quantity, and operating time of each relay is considered
as linear function of time setting multiplier. In [30] to find the optimum solution
for proper relay coordination, Big M method has been proposed but again the plug
setting assumed to be known. Simplex dual and two-phase simplex methods to solve
relay coordination problem have been presented in [30].
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5.3 Artificial Intelligence and Nature Inspired Algorithm

In the present scenario, the researchers have turned their interest toward artificial
intelligence (AI) and nature inspired algorithms (NIA)-based optimization methods
for optimum solutions. These types of methods are suitable for non-directional and
directional overcurrent relay problems. Here in this section, some of the recent pro-
graming methods have been presented which are used by nowadays researchers for
optimum solution. These are as fuzzy logic, expert system rules. Genetic algorithm
has been implemented in [31, 32], particle swarm optimization, artificial bee colony,
honey bee algorithm, etc., which has been presented in the past literatures [33–35].

6 Conclusion

A comprehensive review has been worked out for optimum overcurrent relay coor-
dination. In this review paper, different types of objective functions which are used
for overcurrent relay coordination problem have been discussed. The formulation of
OC overcurrent relay coordination problem and various types of relay characteristic
have been discussed which are proposed in the past Also, brief bifurcation of various
types of optimization techniques for coordination problem has been discussed. It is
hoped by authors that this review paper will help for future generation researcher in
their research in the field of relay coordination using optimization techniques.
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Reduction of Short-Circuit Level of EHV
Substation

Jay Jogi, Chetan Sheth, Vinod Gupta and Krunal Darji

Abstract With the expansion of network, there is inclusion of new power stations
and transmission lines in the network as a consequence of which the short-circuit
levels at some of the substation increase apart from its design limit. This short-
circuit current causes offensive electrodynamic force, thermal and mechanical stress
and devastation to equipments. Hence, the contraction and regulation of this short-
circuit current are crucial. To diminish this short-circuit current, one of the pragmatic
solutions is to update the equipments so that the predicted fault current is inmost
equipment capacity. This generally suggests the entire reconstruction of substation.
However, this solution is very expensive. All the switchgear equipments are reha-
bilitated and certified ahead of upgrading the existing substations, which is quite
problematic process. There are few techniques accessible for reduction of short-
circuit level, namely application of high-impedance transformer, disconnection of
some lines from the critical substation, bus bar splitting technique, current limiting
reactor, etc. This paper discusses simulation of case study with current limiting reac-
tor (CLR) technique and bus bar splitting technique in the substation and identifies the
optimum solutions to control and reduce of short-circuit levels of EHV Substation.
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1 Introduction

A fault in power system is an unwanted condition that implies the deficiency of equip-
ments, namely transformer, generator, bus bar, etc. The topography of the power
system network keeps changing as the economy of a nation grows and its power con-
sumption increases [1]. The effect of growth of energy generation and addition of
transmission line in networks causes problems of fault current in the power system.
Furthermore, manipulation of computers and power electronics sensitive equipment
has enforced the utilities to deliver higher and good quality power. As the power
inception and power interaction increase, the fault current also increases consis-
tently in the power system. Older but still operating switchgear equipment becomes
undervalue through the system growth [2].

As soon as fault takes place, the interrupting device must proficient to suspend
such fault current. The significant fault types to be considered are as follows:

(1) TPG fault,
(2) Phase-to-phase fault,
(3) SLG fault.

The inferior and very unusual case is TPG fault, and its harshness and substantial
damages are very high and are used for selecting the rating of interrupting devices.

The undesired consequence of increased short-circuit fault level recaps as follows:

(1) Equipments are barren to repugnant electrodynamic forces;
(2) Equipments are barren to repugnant thermal and mechanical stresses;
(3) Faster circuit breakers are required to inhibit equipment damage;
(4) The breaking capability of previously installed circuit breakers is limited to

40 kA;
(5) Increased short-circuit level causes security issue to the workforce.

Owing to above-mentioned drawback, the fault level attenuation has picked up a
notable significance in modern years among utilities.

It is very expensive to upgrade, replace and reconfigure the equipment like
switchgear, transformer, cabling and bus bar to high fault level [1, 2]. And to this
problem, there is one menace, i.e. economic cost.

There are numerous techniques accessible for limiting the short-circuit current
and have been introduced in Sect. 2. The numerous techniques are as follows:

A. Application of high-impedance transformer [3];
B. Current limiting reactor [1–6];
C. Fault current limiter [2, 3, 7–11];
D. IS limiter [3, 12];
E. Bus bar splitting technique in the substation [3, 4];
F. Fuse;
G. Power system reconfiguration [1, 3];
H. Disconnection of some transmission lines from the critical substation;
I. HVDC links [3];
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J. Application of neutral reactor.

The overhead techniques are briefly explored in Sect. 2. The persistent short-
circuit estimation is accomplished to investigate beneficial outcome.

2 Short-Circuit Fault Current Limitation Techniques

In this section, the formerly instigate short-circuit depletion techniques are elucidated
in brief.

A. Application of High-Impedance Transformer

There is a considerable reduction in fault current level using high-impedance trans-
formers. This technique might change system nobility and may result in lower
stability margin, so this requires careful attention [3].

B. Current Limiting Reactor (CLR)

CLR is a prominent technique to inhibit the fault current, and it is more economi-
cal. CLR renders superior impedance to the system through series associated reac-
tance. During fault condition, this superior impedance of CLR is used to protect the
switchgear equipment. The short-circuit level confers to the system demand, and
stresses on the switchgear equipments are decreased by CLR. Nevertheless, CLR
employs a comparatively large space in the substation, due to safety considerations
[1–6].

C. Fault Current Limiter (FCL)

In FCL, a short-circuit current is bounded by volcanic charge. This volcanic charge
opens a conductor and redirects the current to a alike connected fusewhich suppresses
the short-circuit current. In normal operation condition, fault current limiter offers
low impedance and its impedance should increase immediately during fault condition
so that currentwould get limited.WhenFCL is bared to high current, it has property of
shifting from a super-conducting state to the normal state. In virtue of this diagnostic,
they are pragmatic for limiting the fault current. The discrete types of SFCLs are as
follows: resistive, inductive and transformer type. The FCL supreme is to be ideal,
but it is still too much expensive [2, 3, 7–11].

D. IS Limiter

The upgraded form of fuse is IS limiter. In normal condition, the current passed
through a passage parallel to fuse. At the time of short circuit, the collateral passage
is opened using electrodynamic force. Thus, the fault current is replaced to fuse, and
the problem of limiting the ceremonial current of fuse is clear up. The interrupting
capacity of IS limiter is up to 5 kA. And it is normally used to 40 kV [3, 12].
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E. Bus Bar Splitting Technique in the Substations

To deplete the fault current, the bus is split into sections. However, this technique is
more effectual than CLR technique. The bus bar splitting technique is identical to
CLR technique with infinite reactance. There was an unsought issue on stability, so
this requires careful attention [3, 4].

F. Fuse

One of the fastest short-circuit interrupting devices is fuse. The construction of fuse
is simple and cost-effective. It is constricted underneath 40 kV and 200 A. The
speciality of fuse is that after every interruption, it can be replaced. However, the
drawback of fuse is that it is not applicable where the uninterrupted auto-reclosing
is prerequisite.

G. Power System Reconfiguration

Power system reconfiguration technique is more realistic to some extent. The power
system reconfiguration is case dependent, and there is no definite rule. It mainly
depends on vision and intimacy of the engineerwith the system.Using this technique,
fault level is depleted and stability of the system may improve [1, 3].

H. Disconnection of Some Transmission Lines from the Critical Substation

To diminish short-circuit level at bus bar, some transmission lines are isolated. Even-
tually, these isolated transmission lines are revamped to other the substation where
the short-circuit level is low. From the systems behaviour standpoint, this technique is
not acceptable. The main disadvantages of this technique are that there is unpleasant
effect on the stability of system.

I. HVDC

The short-circuit current is diminished by substituting the lines with HVDC links.
This will control the fault current levels. This method is not economically upheld in
the present concept [3].

J. Application of Neutral Reactor

To limit the SLG fault level, reactor is placed at the neutral of transformers. As
the superiority of faults incorporates ground, this method might be treated as an
impressive passage.

From the above discussed techniques, bus bar splitting conceivably the uttermost
pragmaticmethod.After all the security of system is not plagued, the systemoperators
may accept it.
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3 Case Study

In this paper, the short-circuit study is negotiated at 220 kV side of 400 kV substation.
The network is modelled in MiPower software. The short-circuit level at one of the
200 kV sides of 400 kV substation increases beyond its design limit which is shown
in Fig. 1. The details of associated line and associated transformer with 220 kV side
of 400 kV substation are as shown in Fig. 2.

Fig. 1 Short-circuit level at 220 kV side increases beyond its designed limit

Fig. 2 Details of substation
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Table 1 Short-circuit results of 220 kV side of 400 kV substation

Substation name TPG fault SLG fault

Fault MVA Fault current kA Fault MVA Fault current kA

220 kV side of 400 kV
substation

14,306.140 37.544 14,578.733 38.259

4 Analysis Study

4.1 Short-Circuit Study

The simulation of short-circuit study is carried out at 220 kVside of 400 kVsubstation
in MiPower software. The simulation results are as per Table 1.

The fault level results show that single line to ground (SLG) fault of 220 kV side
of 400 kV substation reaches up to 38.259 kA and within 2–3 years with increase
of network, and it may reach beyond 40 kA. The switchgear equipment available at
substation is of 40 kA. Thus, it is imperative to either mitigate the short-circuit level
with various techniques or upgrade all the switchgear system. In this paper, we have
analysed the two techniques for mitigation of short-circuit level of 220 kV side of
400 kV substation.

The short-circuit current is mainly limited by impedance of the system. The
equation of short-circuit kVA is given below:

Short-Circuit kVA of Three-Phase Circuit = Base kVA ∗ 100

%X
(1)

From the above equation, it is clear that, as the impedance X increases, the short-
circuit kVA automatically reduces.

4.2 Mitigation Techniques for Reduction of Short-Circuit
Level

There are various methods available for mitigation of short-circuit current as
discussed in Chapter “Symmetrical Fault—Swing Discrimination Using RMS
Index-Based Superimposed Current Signals” of this paper. In this paper, current lim-
iting reactor (CLR) technique and bus bar splitting technique are applied to mitigate
the short-circuit fault current.

I. Current Limiting Reactor (CLR) Technique

The current limiting reactor is placed in series with the transformers and line which
are majorly contributing to fault level. The CLR is placed at eight different locations
as shown in Fig. 3.
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Fig. 3 CLR placed at different location

The rating of the reactor is decided by underneath equation:

Reactor MVA = √
3 ∗ Rated Current ∗ Voltage (2)

X = 256 ∗ 100

3 ∗ Rated Current ∗ Rated Current
(3)

Reactor X in pu = X ∗ Reactor MVA

Rated Voltage ∗ Rated Voltage
(4)

The results of short-circuit level after placing CLR are as shown in Table 2.

Table 2 Short-circuit results with CLR technique

Substation name TPG fault SLG fault

Fault MVA Fault current kA Fault MVA Fault current kA

220 kV side of 400 kV
substation

13,325.69 34.971 13,247.69 34.566
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The above results show that fault levels of 220 kV side of 400 kV substation
reduce up to 34.56 A.

II. Bus Bar Splitting Technique

The short-circuit level at 220 kV side of 400 kV substation is mainly contributed
from 4 × 315 MVA transformers. Based on the study, the following methods have
been proposed for the mitigation of short-circuit level.

The220kVsideof 400kVsubstation shall be split into two sectionswith following
lines on each side:

Bus A:

• 220 kV side of 3 × 315 MVA Transformer
• 220 kV D/C Line 1

Bus B:

• 220 kV side of 1 × 315 MVA Transformer
• 220 kV S/C Line 2
• 220 kV S/C Line 3
• 220 kV S/C Line 4
• 220 kV D/C Line 5
• 220 kV S/C Line 6
• 220 kV S/C Line 7
• 220 kV S/C Line 8
• 220 kV S/C Line 9

Series Reactor: Reactor of 12 � is placed between Bus A and Bus B (Fig. 4).
Similarly, the reactor rating is also determined based on Eqs. (2), (3) and (4).
Due to above arrangement, the short-circuit levels of both the buses are as per

Table 3.
Looking to the results of Tables 2 and 3, the short-circuit level of 220 kV side

of 400 kV substation is reduced and both the method can be used for reduction of
short-circuit level.

The comparison of short-circuit level in kA previously and using both the
techniques is shown in Fig. 5.

5 Techno-Economic Analysis

The techno-economic analysis recommends which method is preferable instead of
replacing the switchgear equipment (Table 4).
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Fig. 4 Bus bar splitting technique with series reactor

Table 3 Short-circuit results with bus splitting techniques

Bus name TPG fault SLG fault

Fault MVA Fault current kA Fault MVA Fault current kA

Bus A 12,015.144 31.531 12,458.549 32.695

Bus B 13,421.580 35.223 13,282.256 34.857
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Fig. 5 Short-circuit level comparison

Table 4 Techno-economic analysis

Technique Item Approximate cost in Rs.

CLR technique Eight numbers of 125 MVA
reactor are placed at different
location.

60

Bus splitting technique Only one number of 125 MVA
series reactor is placed.

8

Replacement of the switchgear
equipment

With higher rapturing capacity
of 63 kA

30

6 Conclusion

In this paper, various mitigation techniques are studied for reduction of short-circuit
level below the design limit of substation. Two methods, current limiting reactor
(CLR) technique and bus splitting technique are applied for the reduction of short-
circuit level below the design limit of 40 kA. With both the methods, short-circuit
level is reduced and hence both can be applied for the reduction of short-circuit level.
In CLR technique, eight numbers of current limiting reactors are required, while in
bus splitting technique only one series reactor is required. Looking to the space
constraint in substation and techno-economic analysis, the bus splitting technique is
found to be the most suitable for application of reduction of short-circuit level.
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Recourse-based Stochastic Market
Clearing Algorithm

Leena Heistrene, Poonam Mishra and Makarand Lokhande

Abstract Solutions obtained from the deterministic market-clearing problem may
be feasible only for those conditions when point forecasts of random variables such
as load and renewable sources of energy are within a tight range of accuracy. Unfor-
tunately, point forecasts of renewable sources of energy have a higher error percent-
age. Under such circumstances, dynamism associated with renewable sources such
as wind must be formulated as stochastic formulations which would encompass fea-
sible solutions for a broader spectrum of forecast possibilities. This paper describes
stochastic formulation for market clearing using recourse method. This method gives
twofold solutions—the first being day-ahead market schedules obtained as here-and-
now variables while the second being reserves applicable for different scenarios of
wind forecast obtained as wait-and-see variables. This recourse-based stochastic
formulation is validated for modified 24-node IEEE reliability test system.

Keywords Stochastic market clearing · Recourse method · Renewable energy ·
Here-and-now variables · Wait-and-see variables
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Indices

t Time period
i Individual conventional power plant
j Individual wind farm
sc Individual scenario
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k Individual load
r Individual transmission line
n Individual node/bus
ω Individual scenario
Nt Total time period
Ng Total number of conventional power plants
Nω Total scenarios considered
Nj Total wind farms
Nl Total loads in the system
Nr Total number of transmission lines in the system
Ngn Total number of generators on bus n
Nwn Total number of wind generators on bus n
Nrn Total number of transmission lines on bus n
Nln Total number of load on bus n

Here-and-now and wait-and-see variables

C su
i t ,C

su
i tω Start-up cost of conventional generator i at time t

Pg
it , P

g
itω Power generated by conventional generator i at time t

RU
it Up reserve of conventional generator i at time t

RD
it Down reserve of conventional generator i at time t

RNS
i t Non-spinning reserve of conventional generator i at time t

rGitω Additional power to be generated by conventional generator i at time
t under scenario ω

Pwind
j t , Pwind

j tω Power generated by wind farm j at time t
Swindtω Curtailment due to scenario ω in time t
Uit ,Uitω Unit commitment status binary variable
fω(n, r) Transmission line flow between bus n and bus r
rGU

itω Up reserve for generator i at time t under scenario ω

rGD
itω Down reserve for generator i at time t under scenario ω

Constants

λi t Offer cost of conventional generator i at time t
λsu
i t Cost for starting the conventional generator i at time t

λRU
i t Cost for up reserve of conventional generator i at time t

λRD
i t Cost for down reserve of conventional generator i at time t

λRNS
i t Cost for non-spinning reserve of conventional generator i at t

πω Probability of scenario ω

Lkt Demand of load k at time t
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Pg
min,i Minimum generation limit of generator i

Pg
max,i Maximum generation limit of generator i

Rsystem System reserve

1 Introduction

Grid integration of renewable sources of energy has been increasing tremendously
over the last two decades. Many of these renewable sources of energy are highly
dynamic in nature. As the level of dynamism and intermittency of these sources
grow, the accuracy of point forecast reduces. For example, wind is a highly dynamic
source of energy as compared to solar energy. Hence, while solar energy can be
forecasted within an accuracy of ±90–93% range, wind energy can be forecasted
with accuracy of 80–85% range. Thus, dynamic renewable sources of energy are
prone to forecasting inaccuracies.

Day-aheadmarket (DAM) is cleared based on load and generation forecasts. Load
forecasts have an accuracy range of 97–98%. Conventional generation is controllable
but susceptible to random outages. In spite of this, conventional generation can be
scheduled with a high probability of realization. Hence, point forecasts can be used
to determine generation and load schedule deterministically in DAM. On the other
hand, dynamic renewable sources, such as wind power, can be predicted with range
of 15–18% error unlike the 2–3% error of load and conventional generation forecasts.
Hence, dynamic renewable sources must be predicted as probabilistic forecasts. For
this reason, there is a growing need of treating market-clearing problems (MCP)
as stochastic optimization problem in place of deterministic one. A deterministic
MCP approach may lead to infeasible solutions in real time when the actual wind
realization of point forecasts occurs. On the other hand, in a stochastic approach,
multiple scenarios of the forecast are considered along with their probability of
occurrence. This solution would ensure that the optimal solution obtained is feasible
in real time when actual realization of wind occurs; such a solution covers a wide
range of possible forecast scenarios. Hence, researchers are focusing on stochastic
formulations that can cater to the uncertainties in forecast [1, 2]. This paper has
implemented the recourse method to tackle the randomness involved in wind power.

The flow of this paper is as follows: Introductory Sect. 1 is followed by literature
survey inSect. 2 andmathematical formulationof stochasticmarket-clearingproblem
(SMCP) in Sect. 3. Section 4 discusses the results after implementing the SMCP on
modified 24-node IEEE reliability test system followed by the conclusion in Sect. 5.
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2 Literature Survey

Market clearing and the traditional unit commitment problem are treated determin-
istically in all electricity markets even today. But, intense research is going on in
converting these deterministic expressions into stochastic ones owing to the ran-
domness displayed by some of its decision variables such as renewable sources of
energy. Stochastic programming can be broadly classified as interval-based methods
and scenario-based methods. Interval-based methods are used more often due to the
fact that they put relatively lesser computational burden. But, these methods are very
sensitive to uncertainty intervals [3]. On the other hand, scenario-based methods
have an edge over interval-based methods when it comes to giving more stable solu-
tions, but thesemethods are computationally rigorous.Based on the above-mentioned
stochastic methods, researchers have contributed in the area of stochastic unit com-
mitment/market clearing in terms of joint market-clearing approaches [4], addition
of new constraints, such as reliability constraints [5], inclusion of marginal pricing
in market formulation [6] and hybridization of robust and stochastic approaches [7].
Researchers have also considered different factors of uncertainties in the MCP. In
[8], loss of load and generation was considered as random variables. Different offers
and bid orders have also been considered as seen in [9] which increases the compu-
tational complexity of the problem. Exchange and flow-based model have also been
researched in [10] although it is a deterministic model.

This paper focuses on the recourse method of stochastic optimization wherein
different scenarios of wind forecasting are considered. Scenarios wherein actual
wind may be more or less than mean forecast are considered in the optimal problem.

3 Proposed Recourse-based Mathematical Formulation
for SMCP

Random variables can be represented by a set of intervals or scenarios with a prob-
ability attached to each scenario/interval. Such a representation is far more useful
than a point forecast. Probabilistic forecasts such as scenario representation can be
used in discrete stochastic formulations. Recourse-based stochastic programming
uses probabilistic forecasts in their mathematical formulation as shown below in (1).

min (cT )x + ∑
Pr(ω)q(ω)T y(ω)

subject to Ax ≤ b;
T (ω)x + W (ω)y(ω) ≤ h(ω)

x ∈ X y(ω) ∈ Y

(1)

The same can be implemented in the stochastic market-clearing formulation
wherein the (cT )x shall be represented by the day-ahead market-related quanti-
ties such as scheduled generation from conventional to renewable energy sources,
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reserve market-related quantities such as up, down and non-spinning reserves and
commitment status-related quantities such as start-up costs involved in the time
horizon under consideration. These are referred to as the here-and-now variables.
Similarly, q(ω)T y(ω) represents the quantities that take values after the realization
of the forecasted quantity in real time. These are termed as wait-and-see variables.

In this paper, the wait-and-see second stage variables represent optimal solutions
after realization of individual scenarios in real time. In symbolic terms, it can be said
that here-and-now variable vector x represents C su

i t , P
g
it , P

wind
j t , RU

it , R
D
it , R

NS
i t ,Uit

while vector y represents C su
i tω, rGitω, rGU

itω, rGD
itω,Uitω and Pg

itω of time period
t.

Objective function of the subproblem at the initialization stage is shown in Eq. (2).

(cT )x =
Nt∑

t=1

[
Ng∑

i=1

C su
i t + λi t P

g
it + λRU

i RU
it + λRD

i t RD
it + λRNS

i t RNS
i t

+
Nω∑

ω=1

πω(C su
i tω + λi t rGitω)

]

(2)

Similarly, constraints that feature in matrix A include load balance constraints,
generation and reserve limit constraints and transmission flow constraints, and they
are listed below from Eqs. (3) to (8). Most of the variables involved in this mathemat-
ical formulation are of continuous type except the commitment variables which are
binary type. Both here-and-now andwait-and-see variables appear in these equations.

Load balance constraints at system level and node level:

Ng∑

i=1

Pg
it +

N j∑

j=1

Pwind
j t =

Nl∑

k=1

Lkt ; &
Ng∑

i=1

Pg
itω + Pwind

tω − Swindtω − fω(n, r) = 0 (3)

Generation and ramping limits constraints:

Pg

min,i
Uit ≤ Pg

it ≤ Pg
max,iUit ; & Pg

min,i
Uitω ≤ Pg

itω ≤ Pg
max,iUitω; (4)

0 ≤ RU
it ≤ (Pg

max,i − Pg

min,i
)Uit ; & 0 ≤ RD

it ≤ (Pg
max,i − Pg

min,i
)Uit ;

& 0 ≤ RNS
i t ≤ (Pg

max,i − Pg

min,i
)Uit ; (5)

Reserve constraint as per security policy considered:

RU
it − RD

it + RNS
i t ≥ Rsystem & Pg

min,i
≤ Pg

i + rGitω ≤ Pg
max,i (6)

Non-anticipatory constraints:

Pg
itω = Pg

i + rGitω & rGitω = rGU
itω − rGD

itω & CA
itω = C su

i tω − C su
i t (7)
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Start-up constraints:

C su
i t ≥ λsu

i t (Uit −Ui,t−1) & C su
i tω ≥ λsu

i t (Uitω −Ui,t−1,ω) (8)

Similarly, upper and lower bounds of each of the variables mentioned above are
included.

4 Results and Discussions

The stochastic market-clearing formulation has been validated using 24-node IEEE
reliability test system. It has been modified to include wind sources at buses 13, 15,
16 and 20. In order to avoid overriding the power flow dynamics, the buses to which
wind sources have been attached are done so by reducing the size of the conventional
generators attached to them in the original system. For simplicity purpose, only three
scenario forecasts have been considered for analysis. In this system, there are 12
generators, 4 wind farms and 34 transmission lines. Time period under consideration
for the analysis is 2 h. Mixed integer linear programming from MATLAB® toolbox
is used for solving the optimization problem. Changes made in the modified system
are as shown in Fig. 1.

Table 1 compares the change in size of the optimization problem when deter-
ministic and stochastic approaches are adopted. It can be easily observed that the
size of the problem increases drastically in spite of keeping the scenarios and time
period as very nominal values. For example, in a deterministic approach, since point
forecast of wind is used for equality constraints, there are 25 equality constraints
which include one overall system load balance constraint and 24 energy flow con-
straints at each bus. On the other hand, in a stochastic approach, each of the flow
constraint would be pertaining to each scenario. And hence, the flow constraints
would be dependent on number of scenarios as well. Secondly, additional equality
constraints called non-anticipatory constraints would have to be introduced for main-
taining the physical meaning and mathematical relevance of the terms. Increase in
number of decision variables and the number of equality and inequality constraints
is a major drawback of considering stochastic models in place of deterministic ones.
But, deterministic approach does not consider the possibility of wind power being
different from that which is committed in the day-ahead market. This could result
into situations wherein the scheduled generation in real time is either uneconomic
or sometimes even infeasible due to system congestion and other constraints.

For simplicity purpose, only three scenario forecasts have been considered for
deriving the observation tables. The wind forecast probabilities have been changed
with varying proportions and the overall function cost derived in each case. Results
are shown in Table 2. Two things are to be noted from this table. Firstly, the costs
obtained are higher than the deterministic cost, and secondly the stochastic costs
increase as the forecast quality deteriorates. The rise in cost is the cost paid for
obtaining solutions that are feasible for all scenarios. As the scenarios increase, they
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Fig. 1 Modified IEEE reliability test system

Table 1 Size of optimization problem

Sr. no. Problem feature Deterministic approach Stochastic approach

1. Number of variables 272 1172

2. Number of equality constraints 25 566

3. Number of inequality
constraints

148 578
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Table 2 Change in function cost as accuracy changes

Sr. no. Mean forecast High forecast Low forecast Stochastic cost Rise (%)

1. 0.90 0.05 0.05 18218 0.5

2. 0.85 0.10 0.05 18265 0.7

3. 0.80 0.10 0.10 18313 1.0

4. 0.75 0.15 0.10 18360 1.3

5. 0.70 0.15 0.15 18407 1.9

tend to grow closer to the actual realization. Hence, it can be deduced that since
the recourse approach, as implemented in the paper, provides feasible solutions for
the scenarios considered by means of their second stage/wait-and-see compensation
variables, its solution, and even though costlier than deterministic solutions still they
are much better.

Considering the forecast with a per scenario probability of 0.8 for average forecast
and 0.1 for high and low forecast, respectively, the solution approach is shown in
Tables 3 and 4. Here, the load demand considered is 2200 MW for the first hour and

Table 3 Generation and reserve schedule using recourse approach for the day-ahead market

Generator 1st hour offer
(MW)

2nd hour offer
(MW)

1st hour reserve
(MW)

2nd hour reserve
(MW)

Gen 1. 0 121.4 0 0

Gen 2. 46.6 121.6 0 0

Gen 3. 0 0 0 0

Gen 4. 0 0 0 0

Gen 5. 0 12 0 0

Gen 6. 24 30 0 0

Gen 7. 24.4 55 30 300

Gen 8. 400 400 300 90

Gen 9. 400 400 0 0

Gen 10. 300 300 0 0

Gen 11. 0 155 0 0

Gen 12. 0 0 0 0

Total 1195 1595 330 390

Table 4 Wind generation observed

Time (hour) Wind power gen
at node 13 (MW)

Wind power gen
at node 15 (MW)

Wind power gen
at node 16 (MW)

Wind power gen
at node 20 (MW)

1. 400 155 100 350

2. 400 155 100 350
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2600 MW for the second hour. No down reserve is required in this case, and hence,
not shown. These tables demonstrate the practical application of the optimal results
obtained from the feasible solution set.

5 Conclusion

Implementation of recourse method, as demonstrated in this paper, has a practical
approach to handling randomvariables such as renewable energy as opposed to deter-
ministic approach which are cheaper but prone to infeasible in real-time operation.
Additional cost borne by the stochastic approach is traded off by its solution which is
feasible in all scenarios considered. Hence, it can be concluded that recourse meth-
ods are more applicable in cases wherein the forecasts are less accurate and prone to
bigger error intervals.
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Generator Ranking Based on Singular
Value Decomposition for Voltage
Stability Assessment

Shreya D. Bhanushali and Bhavik N. Suthar

Abstract Static voltage stability analysis is an essential requirement for highly
stressed power system particularly when operated in restructured environment. In
this paper, generator ranking has been done for voltage stability assessment. Singular
value decomposition method is used for generator ranking from stability point of
view.The reduced Jacobianmatrix is required inSVDmethod.Therefore, the reduced
Jacobian matrix is obtained using NR load flow method. The generator has been
ranked using minimum singular value of reduced Jacobian matrix. After ranking,
the generator optimization has been done to maximize the value of the SVD so that
the system can become more stable. Exhaustive search method has been used for
optimization. The voltage magnitude and transformer tap changer have been used
as control variable for optimization. Because of the optimization, the active power
losses have been reduced and the stability of the power system has been improved.
The ranking obtained can be used to provide reactive power support during the highly
stressed power system operating condition.

Keywords Voltage stability · Generator ranking · Reactive power

1 Introduction

Nowadays, the demand of power in power system is increased gradually which
leads the power system to operate close to their operating limit conditions; when
the power system is not able to meet the demand for reactive power, the voltage
instability occurs. Therefore, it is necessary to determine the steady-state voltage
stability of the power system for operation and planning of the system. Voltage
stability is the ability of the system to maintain the voltage of all buses within their
limit [1]. During the analysis of voltage stability in power system, we consider two
aspects which are mechanism and proximity [2]. The Mechanism gives information
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about which are the key factors that contributes more to make the system unstable.
By using this information, we modify the system to make system reliable and stable.
Voltage security is measured by proximity. We always examine a large number of
contingency scenarios and a wide range of system conditions during the analysis of
voltage stability.

Normally, the power system is divided into three parts: generation, transmis-
sion and distribution. Substantially, synchronous generator has used for generation,
maintaining the reliability, stability of the power system and also provide active and
reactive power to the load. Synchronous generator plays a most important role in the
system. In power system, all generators do not have equal importance in a power
system; therefore “to know which generator plays an important role in operation in
power system,” we give rank to the generator. It is called generator ranking. Division
of importance and less importance generator based on participation coefficient given
in [3]; by using this, we know the important generator in power system operation.
The importance of the generator is depending upon many factors like size, cost, loca-
tion, reactive and active power output. By knowing the importance of the generator
in system, we redispatch the generation of generator and make our system more
convenient and stable.

There are three methods reported in [4] to rank the generators and rank the gen-
erator using modal analysis described in [5]. This paper describes singular value
decomposition method for generator ranking and knows the importance of gen-
erator in system. After ranking the generator, we do optimization of the system
and the objective of optimization is minimization of the cost, minimization of the
losses, increase in the voltage stability, etc. There are manymethods for optimization
like genetic algorithm, fuzzy set theory, economical load dispatch, gradient method,
simulated annealing, exhaustive search method.

Here, we use exhaustive research method for optimization. This is a very simple
method compared to another optimization method. Here, we use a value of the SVD
as an objective function in optimization. Reason for doing an optimization is to
enhancing the value of SVD of the system and reduced losses of the system to make
the system more stable.

2 Generator Ranking

In this paper for generator ranking, we removed generator sequentially except slack
bus generator. While removing the generator, the power balanced between load and
generator has been maintained by increasing the generation of remaining generation
pro rata. By this, we can know the effect of outage generator on the system. Here
we use singular value decomposition method for generator ranking. The reduced
jacobian describe in [2] and for jacobain require Newton Raphson method describe
in [6] has been used.
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2.1 Reduced Jacobian Matrix

Matrix form of power voltage equation in NR load flow is given as below.

[
�P
�Q

]
=

[
JPθ JPV
JQθ JQV

][
�θ

�V

]
(1)

�Q = incremental change in bus reactive power injection.
�θ = incremental change in bus voltage angle.
�P = incremental change in bus real power.
�Q = incremental change in bus reactive power injection.
�V = incremental change in bus voltage magnitude.

Jacobian matrix is J =
[
JPθ JPV
JQθ JQV

]

By substituting �P = 0 in Eq. (1)

[
0

�Q

]
=

[
JPθ JPV
JQθ JQV

][
�θ

�V

]

i.e.,

�θ = −JPV J
−1
Pθ �V

�Q = JQV�V + JQθ�θ (2)

�Q = (JQV − JQθ J
−1
Pθ JPV )�V (3)

JR = (JQV − JQθ J
−1
Pθ JPV ) (4)

where

JR = reduced Jacobian matrix.

Using Eq. (4), we get reduced Jacobian matrix JR which represents the linearized
relationship between the incremental changes in bus voltage �V and bus reactive
power injection. JR is called the reduced Jacobian matrix of the system. Matrix JR is
giving a direct relation between the reactive power and the bus voltage magnitude.



78 S. D. Bhanushali and B. N. Suthar

2.2 Singular Value Decomposition (SVD)

The SVD equation is given in [4]. The real squared matrix JR has an SVD as

JR = VSUT =
n∑
j=1

v jσ j u
T
j (5)

where

V and U are orthogonal matrixes, and dimension is n × n.
vj is left and uj is right singular vector.
S is diagonal matrix.

In matrix S, diagonal element is usually greater than or equal to zero. In SVD
method, generators were removed individually from the system except slack bus
generator from the system and removable generator generation is balanced using pro
rata corresponding to reduced Jacobian matrix along with SVD factorizations which
were calculated following removal of each generator. For each case, the smallest
singular value is recorded. Now, arrange the value of SVD of each generator in
ascending order. The generator which comes at the top of the list is most important
generator in the system.

2.3 Flowchart of Generator Ranking

Flowchart of generator ranking is as above. Here, first we read the system data and
then removed generator of the system except slack bus generator from the system
there for the removable generator bus works like a load bus and removable generator
generation is distributed to another generator using pro rata. Then, run the NR load
flow to count the value of SVD of removable generator. Take a small value of SVD.
Similarly, remove generator individually and calculate the value of SVD. Then,
arrange the value of SVD in ascending order and rank the generator (Fig. 1).

3 Optimization of SVD Using Appropriate Control
Variable

For optimization of SVD, we use an exhaustive search method. Compared to another
search method, it is the simplest method. Mathematically by calculating the function
value, the optimal function is bracketed. Normally, start the searching from the lower
bound on the variable and three consecutive function values are compared at time
based on the assumption of unimodality of the function. After, the searching has
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generator
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generator
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Cal SVD  of JR
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singular are
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Stop

Run NR load flow
analysis and

calculate J and JR

YES

Fig. 1 Flowchart of GR

stopped or continued by replacing one of three points with new point based on
outcomes of comparison.

In this case, our optimization function is value of SVD, and we consider a trans-
former tap change magnitude and voltage of generator bus as control variable. The
effect of transformer tap changer on voltage stability is given in [7]. After ranking the
generator, we do small change in generator bus voltage in generator ranking order
and magnitude of transformer tap changer for individual operating condition in such
a way that the value of SVD of outage generator is enhancing and losses of that
system are decreasing.
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4 Test System

39 Bus, 10 Machine new England test system show in Fig. 2 we use to examine the
SVD ranking method. The 39 bus new England bus data and figure mention in [8].
This test system consists of 10 generators, 29 load buses and 46 transmission lines.
Singular value decomposition method is successfully applied in this New England.
We have used a power flow program.

Fig. 2 New England power system
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5 Result and Discussion

5.1 Result of Generator Ranking

Table 1 shows result of generator ranking. We remove the 1000 MW generator from
the system, distribute this 1000 MW on generator number 10 and change the gen-
eration from 250 MW to 1250 MW. We choose this one generator to transfer the
1000 MW generation. Because when we shift the 1000 MW generation on generator
number 10, the loss of the system is low compared to another generator changeable
generation; therefore, we shift outage generator 1000 MW to generator number 10.
Shifting the removable generator generation on other generator is different for dif-
ferent generator outage. See in Table 1 during the outage of 830 MW we shift the
generation 830MWon generator number 1, 10 and 8. During the outage of 1000MW
generator and distribution of its generation using pro rata, the value of the SVD is
4.2863 and power loss is 77.163 MW. In this way, we remove generator individually
and find the value of SVD and power loss for individual operating condition. Result is
described in Table 1. So, in all this process the value of SVD without 1000 MW gen-
erator is small compared to all generators. Therefore, 1000MWgenerator is inserted
at top of the list and it is most important generator in 39-bus system to maintain
the stability. In the table, we go downward and the value of SVD is increasing. The
highest value of SVD is 9.1088 whose generator ranks 9 and generation is 508 MW
which importance is less in the system compared to another generator.

5.2 Change the Control Variable of 39-Bus System
for Optimization

System without generator number 1, PG: 1000 MW, Rank: 1
System without generator number 9, PG: 830 MW, Rank: 2
System without generator number 3, PG: 650 MW, Rank: 3
System without generator number 6, PG: 650 MW, Rank: 4
System without generator number 10, PG: 250 MW, Rank: 5
System without generator number 4, PG: 632 MW, Rank: 6
System without generator number 8, PG: 540 MW, Rank: 7
System without generator number 7, PG: 560 MW, Rank: 8
System without generator number 5, PG: 508 MW, Rank: 9.
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5.3 Result of Optimization

In Table 1, we obtain the result of generator ranking of 39-bus system generation.
After ranking the generator, we do optimization of the system by exhaustive search
method to increase the value of SVD and reduce the P loss of the system. For
optimization, we change the value of voltagemagnitude and tap changer transformer;
see in Tables 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18 and 19. For
optimization after outage of the most importance generator 1000MW, we increase
the value of voltage magnitude of all generator buses except slack bus generator in
ranking order. See in Table 2 the magnitude of rank 2 generator increase 1.0265
to 1.0165, 3rd rank generator is 0.9831 to 0.985 similarly we change the voltage
magnitude of generator bus voltage by 0.1, 0.001 and increase and decrease by 0.1
of some tap changer transformer value. 39-bus system has 12 tap changers in which
during 1000 MW outage condition 6 tap changer values are changed to optimize the
result and the remaining 6 are not more effective to enhance the stability of system.
In Table 20, the value of SVD is increasing from 4.2863 to 4.3388 and the P loss

Table 2 Change the voltage

Change in voltage of remaining generator

Remaining generator Given V (p.u) Change in V (p.u)

No. Rank Generation

9 2 830 1.0265 1.0165

3 3 650 0.9831 0.985

6 4 650 1.0493 1.0499

10 5 850 1.0475 1.0482

4 6 632 0.9972 0.9975

8 7 940 1.0278 1.0285

7 8 560 1.06 1.06

5 9 508 1.0123 1.0223

Table 3 Change the transformer tap

Change in transformer tap

Tap between two
transmission lines

Given value of transformer
tap

Changed value of transformer
tap

T(6–31) 1.07 1.08

T(10–32) 1.07 1.075

T(19–33) 1.07 1.08

T(23–36) 1 0.99

T(25–37) 1.025 1.026

T(20–34) 1.009 1
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Table 4 Change the voltage

Change in voltage of remaining generator

Remaining generator Given V (p.u) Change in V (p.u)

No. Rank Generation

1 1 1207.5 1.03 1.04

3 3 650 0.9831 0.9931

6 4 650 1.0493 1.0593

10 5 665 1.0475 1.0495

4 6 632 0.9972 0.9999

8 7 747.5 1.0278 1.0378

7 8 560 1.06 1.06

5 9 508 1.0123 1.0123

Table 5 Change the transformer tap

Change in transformer tap

Tap between two
transmission lines

Given value of transformer
tap

Changed value of transformer
tap

T(6–31) 1.07 1.08

T(10–32) 1.07 1.08

T(19–33) 1.07 1.08

T(22–35) 1.025 1.026

T(23–36) 1 1.01

T(25–37) 1.025 1.026

Table 6 Change the voltage

Change in voltage of remaining generator

Remaining generator Given V (p.u) Change in V(p.u)

No. Rank Generation

1 1 1350 1.03 1.035

9 2 830 1.0265 1.0295

6 4 650 1.0493 1.0499

10 5 300 1.0475 1.0395

4 6 632 0.9972 1

8 7 540 1.0278 1.0378

7 8 560 1.06 1.06

5 9 508 1.0123 1.0223
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Table 7 Change the transformer tap

Change in transformer tap

Tap between two
transmission lines

Given value of transformer
tap

Changed value of transformer
tap

T(6–31) 1.07 1.075

T(19–33) 1.07 1.08

T(20–34) 1.07 1.08

T(23–26) 1.009 1

T(22–35) 1.025 1.026

T(25–37) 1.025 1.026

T(29–38) 1.025 1.026

Table 8 Change the voltage

Change in voltage of remaining generator

Remaining generator Given V (p.u) Change in V(p.u)

No. Rank Generation

1 1 1325 1.03 1.04

9 2 830 1.0265 1.0365

3 3 650 0.9831 0.9891

10 5 412.5 1.0475 1.0375

4 6 632 0.9972 1.0072

8 7 540 1.0278 1.0378

7 8 722.5 1.06 1.06

5 9 508 1.0123 1.0223

Table 9 Change the transformer tap

Change in transformer tap

Tap between two
transmission lines

Given value of transformer
tap

Changed value of transformer
tap

T(6–31) 1.07 1.08

T(10–32) 1.07 1.075

T(19–33) 1.07 1.08

T(25–37) 1.025 1.026

T(29–38) 1.025 1.026

T(23–36) 1 1.005
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Table 10 Change the voltage

Change in voltage of remaining generator

Remaining generator Given V (p.u) Change in V (p.u)

No. Rank Generation

1 1 1250 1.03 1.035

9 2 830 1.0265 1.0295

3 3 650 0.9831 0.9931

6 4 650 1.0493 1.0499

4 6 632 0.9972 0.998

8 7 540 1.0278 1.0378

7 8 560 1.06 1.06

5 9 508 1.0123 1.0223

Table 11 Change the transformer tap

Change in transformer tap

Tap between two
transmission lines

Given value of transformer
tap

Changed value of transformer
tap

T(6–31) 1.07 1.08

T(10–32) 1.07 1.08

T(19–33) 1.07 1.08

T(20–34) 1.009 1

T(22–35) 1.025 1.026

T(29–38) 1.025 1.026

Table 12 Change the voltage

Change in voltage of remaining generator

Remaining generator Given V (p.u) Change in V (p.u)

No. Rank Generation

1 1 1442.4 1.03 1.035

9 2 830 1.0265 1.0275

3 3 650 0.9831 0.9931

6 4 650 1.0493 1.0593

10 5 281.6 1.0475 1.0375

8 7 540 1.0278 1.0378

7 8 560 1.06 1.06

5 9 666 1.0123 1.0223
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Table 13 Change the transformer tap

Change in transformer tap

Tap between two
transmission lines

Given value of transformer
tap

Changed value of transformer
tap

T(6–31) 1.07 1.075

T(10–32) 1.07 1.075

T(19–33) 1.07 1.08

T(20–34) 1.009 1

T(22–35) 1.025 1.026

T(23–36) 1 1.01

T(29–38) 1.025 1.026

Table 14 Change the voltage

Change in voltage of remaining generator

Remaining generator Given V (p.u) Change in V (p.u)

No. Rank Generation

1 1 1270 1.03 1.035

9 2 830 1.0265 1.0299

3 3 650 0.9831 0.9931

6 4 650 1.0493 1.0499

10 5 520 1.0475 1.0465

4 6 632 0.9972 0.9982

7 8 560 1.06 1.06

5 9 508 1.0123 1.0223

Table 15 Change the transformer tap

Change in transformer tap

Tap between two
transmission lines

Given value of transformer
tap

Changed value of transformer
tap

T(6–31) 1.07 1.08

T(19–33) 1.07 1.08

T(22–35) 1.025 1.026

T(29–38) 1.025 1.026

T(19–20) 1.06 1.05

is decreasing from 77.163 MW to 76.761 MW of outage generator 1000 MW. This
way we do optimize the result of all outage generator and obtain the result; see in
Table 20.
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Table 16 Change the voltage

Change in voltage of remaining generator

Remaining generator Given V (p.u) Change in V (p.u)

No. Rank Generation

1 1 1392 1.03 1.035

9 2 830 1.0265 1.0295

3 3 650 0.9831 0.9931

6 4 790 1.0493 1.0499

10 5 278 1.0475 1.0335

4 6 632 0.9972 1.0072

8 7 540 1.0278 1.0338

5 9 508 1.0123 1.0123

Table 17 Change the transformer tap

Change in transformer tap

Tap between two
transmission lines

Given value of transformer
tap

Changed value of transformer
tap

T(6–31) 1.07 1.08

T(19–33) 1.07 1.08

T(20–34) 1.009 1

T(22–35) 1.025 1.026

T(25–37) 1.025 1.026

Table 18 Change the voltage

Change in voltage of remaining generator

Remaining generator Given V (p.u) Change in V (p.u)

No. Rank Generation

1 1 1304.8 1.03 1.04

9 2 830 1.0265 1.0285

3 3 650 0.9831 0.9931

6 4 650 1.0493 1.0499

10 5 402.4 1.0475 1.0375

4 6 682.8 0.9972 1

8 7 540 1.0278 1.0378

7 8 560 1.06 1.06
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Table 19 Change the transformer tap

Change in transformer tap

Tap between two
transmission lines

Given value of transformer
tap

Changed value of transformer
tap

T(6–31) 1.07 1.08

T(10–32) 1.07 1.075

T(19–33) 1.07 1.08

T(22–35) 1.025 1.026

T(23–36) 1 1.01

T(25–37) 1.025 1.026

T(29–38) 1.025 1.026

Table 20 Comparison of result after and before optimization

Series
no.

System
w/o
gen. no.

Gen.
rank

No. of PV
bus at
which
gen. is
connected

PG of
Outa.
gen.
(MW)

Before
optimization value
of

After optimization
value of

SVD P loss
(MW)

SVD P loss
(MW)

1 1 1 39 1000 4.2863 77.163 4.3388 76.761

2 9 2 38 830 4.4161 50.367 4.4959 49.147

3 3 3 32 650 5.8163 43.199 5.8321 42.683

4 6 4 35 650 8.1190 41.443 8.1585 40.575

5 10 5 30 250 8.5575 42.870 8.5946 42.215

6 4 6 33 632 8.7520 39.747 8.8092 39

7 8 7 37 540 8.8780 39.731 8.9131 39.269

8 7 8 36 560 8.9931 38.828 9.0217 38.238

9 5 9 34 508 9.1088 41.619 9.1387 40.871

6 Conclusion

In this paper, using SVDwe compute the smaller singular value of a reduced Jacobian
matrix and get an important generator of the system. By using this method, we
can know which generator is important for system stability point of view. After
optimization, the value of SVD has been improved and active power loss of the
system has been reduced. Themethod has been implemented onNewEngland 39-bus
system, it is observed that the generator can be ranked in view of voltage stability, and
according to the ranking reactive power support can be provided for voltage stability
enhancement. The optimization to maximize the SVD can help in improving the
stability by changing the voltage magnitude and transformer tap settings.
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Optimal Power Flow in Power Networks
with TCSC Using Particle Swarm
Optimization Technique

Patil Monal, Leena Heistrene and Vivek Pandya

Abstract Optimal power flow (OPF) plays an important role in power system oper-
ation and control. The OPF mainly aims to optimize the certain objective function
such as minimizing the generation fuel cost, while at the same time satisfying load
balance constraints and bound constraints. Particle swarm optimization (PSO) tech-
nique is an artificial intelligence-based technique. PSO technique is used to optimize
the parameters like bus voltages, angles, real power generation fuel cost and the reac-
tance values of TCSC. In this paper, the TCSC is incorporated using reactance model
at fixed locations and power flow studies are carried out using Newton–Raphson
method. The proposed approach is examined on modified IEEE 14-bus test system
with and without TCSC device. The results are compared to the performance of the
overall power network in the presence and absence of TCSC, and it is representing
an analysis in order to show effectiveness of presented work.

Keywords Optimal power flow · Optimization technique · Artificial intelligence ·
Particle swarm optimization

1 Introduction

Industrialization, and thereby economic structure, of any country heavily relies on
electricity. In the current scenario, power transmission lines are seen to be errati-
cally loaded and some lines are heavily stressed with overloading while others are
extremely underloaded. Hence, it becomes necessary to continuously monitor the
power flows and all transmission line parameters. Power flow analysis gives infor-
mation about the bus bar values of voltage magnitude and phase angle and real and
reactive power in the lines. In this paper in the application of load flow analysis is
exploited it to optimal power flow (OPF) [1].
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The operation of power industry is strongly influenced by the competitive nature
of its market. The main ideology of OPF has gained approaching its application to
power system solution [2]. Power flow plays a vital role while studying the perfor-
mance of a system. OPF optimizes the power flow in the power network subject to
certain equality and inequality constraints considering the prime objective in ques-
tion. The OPF problem can solve nonlinear and multimodel optimization problems.
Accordingly, conventional and modern optimization techniques, such as artificial
intelligence (AI)-based techniques can be used. Conventional approach includes
linear programming, quadratic programming and Newton-based search methods [3].

In recent years, several artificial intelligence techniques have been proposed for
optimizing power system problems. Some of the techniques include genetic algo-
rithm, differential evolution, artificial bee colony and ant colony optimization [4–7].
In this paper, particle swarm optimization (PSO) technique is used. It is evolutionary-
based heuristic optimization technique. This technique was developed in 1995 by Dr.
Eberhart andDr.Kennedy. PSO is solving complex power system-based optimization
problems. It is depending on social behavior for swarm intelligence by the flock of
bird and school of fish [8]. Here, each particle changes its position by flying around
in a multidimensional search space and gives optimum best value based on a certain
set of algorithmic rules.

The current scenario indicates that the demand for the power transfer is increasing
day by day. The power system becomes increasingly more difficult to operate and
insecure with unscheduled power flows, thus handling the losses. FACTS device
is effectively improving voltage profile, reducing line loading, improving power
factor, reducing line loss, maximizing benefits of device. Flexible AC transmission
system (FACTS) enhances the power flow capabilities, improves power quality and
minimizes losses. In this paper, a series FACTS device, thyristor controlled series
capacitor (TCSC), is implemented.

The overall flow of this paper is as follows. Section 2 focuses on the mathematical
modeling of the FACTS device. Section 3 discusses the OPF problem formulation,
while Sect. 4 discusses the implementation ofOPFusing PSO.Results and discussion
are described in Sect. 5.

2 Static TCSC Modeling

Thyristor controlled series capacitor (TCSC) is one of the most effective series
FACTS devices. TCSC can change line impedance smooth and flexible control with
much faster response. The series FACTS device is implemented on transmission
line based on power injection model. Transmission line is represented by its lumped
π equivalent parameters connected between the two buses. During the steady-state
condition, the TCSC can be implemented on Newton–Raphson method using static
reactance, Xc.

The real and reactive power injections due to TCSC at buses m and n are given
by the following equation [9].
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PF
m = V 2

m�Gmn − VmVn[�Gmn cos(δm − δn) + �Bmn cos(δm − δn)] (1)

QF
m = −V 2

m� Bmn − VmVn[�Gmn cos(δm − δn) + �Bmn cos(δm − δn)] (2)

PF
n = V 2

n �Gmn − VmVn[�Gmn cos(δm − δn) + �Bmn cos(δm − δn)] (3)

QF
n = −V 2

n � Bmn − VmVn[�Gmn cos(δm − δn) + �Bmn cos(δm − δn)] (4)

�Gmn = Xcrmn(Xc−2Xmn)

(rmn 2 + Xmn 2)[rmn 2 + (Xmn − Xc)] (5)

�Bmn = Xc((rmn 2 + Xmn 2 − 2 XcXmn)

(rmn 2 + Xmn 2)[rmn 2 + (Xmn − Xc)] (6)

3 Optimal Power Flow Problem Formulation

Optimal power flow (OPF) is one of the most vital tools in power system, which is
representing the optimization problem. Themain objective of theOPF problem could
beminimizing of generation cost and power losses ormaximization of line efficiency.
This objective is to be fulfilled subject to physical constraints of the system. Some of
the constraints show the bounds of the decision variables such as active and reactive
power generation limit and the generator bus voltage magnitude.

In this paper, the OPF problem is the formulation as a nonlinear optimization
problem with different bound constraints and load balance constraints.

3.1 Objective Function

The main objective of optimal power flow is the reduction of the fuel cost generation
of electricity within the permissible range of certain set of system constraints.

Minimize(FT ) =
Ng∑

m=1

Fm(PGm) (7)

Fm(PGm) = am(P2
Gm) + bm(PGm) + cm ($/h) (8)

Where, Fm (PGm) is the generation cost of the mth generator
PGm is the real power output generated at mth generator in MW
am, bm and cm are the cost coefficients of mth generator
Ng is the total number of generators.
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3.2 Load Balance Constraints

The load balance constraint described in this subsection is an equality constraint.
Under the steady-state operation, the power balance that exists in the power system
network is calculated using power flow equation.

Pm(θ, V ) − PGm − PDm = 0(m = 1 . . . N ) (9)

Qm(θ, V ) − QGm − QDm = 0(m = 1 . . . N ) (10)

In power balance equation in TCSC equation implemented in line between bus m
and bus n, the power balance equation in node m and n are given by,

Pm(θ, V ) − PGm − PDm + PF
m = 0 (11)

Qm(θ, V ) − QGm − QDm + QF
m = 0 (12)

Pn(θ, V ) − PGn − PDn + PF
n = 0 (13)

Qn(θ, V ) − QGn − QDn + QF
n = 0 (14)

Here, PGm and QGm are the real and reactive power generations at bus m, while
PDm and QDm are the real and reactive power loads at bus m. Pm and Qm are the net
real and reactive powers injected at bus m.

3.3 Bound Constraints

Bound constraints, also referred to as limiting constraints, are inequality constraints
that represent the system operation and security limits. Some of the limit constraints
include generation limits and voltage limits

Pmin
Gm ≤ PGm ≤ Pmax

Gm (15)

where Pmin
Gm and Pmax

Gm are minimum and maximum real power generation limits of
generating unit at bus m.

Qmin
Gm ≤ QGm ≤ Qmax

Gm (16)

where Qmin
Gm and Qmax

Gm are minimum and maximum reactive power generation
limits of generating unit at bus m.
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Vmin
m ≤ Vm ≤ Vmax

m (17)

where Vmin
m and Vmax

m are minimum and maximum voltage limits at bus m.

Xmin
C ≤ XC ≤ Xmax

C (18)

where Xmin
C and Xmax

C are the minimum and maximum limits of TCSC reactance.

4 OPF Using Particle Swarm Optimization Technique

Particle swarm optimization (PSO) is an evolutionary-based heuristic optimization
technique. Its techniques depend on swarm intelligence based on the behavior of a
flock of birds or a school of fish. Its technique basically depends on particle position
and particle velocity. Each decision variable of an optimization problem is referred
to as a particle [10]. The best value among the different fitness functions and their
respective decision vectors in each iteration is calculated, and the best among them
are presented as the global best solution.

Some of the parameters that are predetermined before the application of PSO
algorithm include the number of variables, lower and upper bounds, number of
iterations, population size, inertia factor and the social and cognitive coefficients.
In each iteration, particle position and particle velocity are changed. PSO finds the
particle personal best value and particle global best value based onwhich the position
and velocity are updated in every iteration. Objective function is reevaluated with
the updated value in each iteration. PSO keeps searching for the best solution till it
gets a feasible solution that has minimum value for the objective function.

The particle position and particle velocity of vector N-dimensional search space
are expressed in Eqs. (19) and (20).

Xm = (xm1, . . . , xmn) (19)

Vm = (vm1, . . . , vmn) (20)

where Xm is particle position of mth in a search space. Vm is particle velocity of mth
in a search space. Xmn is particle position of mth in a search space with n particles.
Vmn is the particle velocity of mth in a search space with n particles.

The particle global best and particle local best obtain in below equation.

Pbestm = (
xbestm1 , . . . , xbestmn

)
(21)

This Eq. (21) in showsPbestm is the particle personal best value. xbestmn is the particle
personal best mth in a search space value. The position of a particle among other
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particle in the population is expressed in Eq. (22). Gbestm is the particle global best
value.

Gbestm = (xbestm1 , . . . , xbestmn ) (22)

In general, Xn+1
m is the position of every particle updated at every (n + 1)th

iteration using the Eq. (23). Xn
m is the particle position mth individual at n iteration.

Xn+1
m = Xn

m + V n+1
m (23)

TheV n+1
m is velocity termupdated using the equation given in (24). In this equation

local best, global best, acceleration coefficient and inertia weight factor parameters
are used to evaluate the velocity term for updating of the upcoming particle position
[11].

V n+1
m = W Vn

m + c1 rand1 × (
Pbestnm − Xn

m

) + c2 rand2 × (
Gbestnm − Xn

m

)
(24)

N Number of iteration
V n
m Particle velocity of iteration n

Xn
m Particle position of iteration n

c1 and c2 Acceleration coefficients
w Inertia weight factor
rand1 and rand2 Random number value [0,1].

Inertia weight factor parameter is denoted by w. Inertia weight factor parameter
as a function of n iteration is given below.

w = wmax − (wmax − wmin)

max.iter
iter (25)

where wmax is initial value of inertia weight. wmin is final value of inertia weight
max iter is maximum number of iteration and iter is current total iteration in weight
factor.

Maximum velocity is expressed following equation.

Vmax = (xmax − xmin)

N
(26)

where Xmax is the maximum particle position. Xmin is the minimum particle
position. Vmax is the maximum velocity. N is the number of intervals.
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5 Result and Discussion

The proposed PSO algorithm successfully applies and solves optimal power flow
problem incorporating TCSC device on a modified 14-bus system. It was imple-
mented in MATLAB software. The simulation studied is carried out on 7.1 running
on Pentium IV, 2.66 GHz and 512 MB RAM system in MATLAB.

The PSO control parameters used for the simulation are summarized: Population
size is 25, the number of iteration number is 100, cognitive and social coefficients
are 2, and inertia weight coefficient is 0.3–0.95.

5.1 Modified IEEE 14-Bus Power System Network

The modified IEEE 14-bus test system comprises 14 buses. Synchronous machines
on 1, 2, 3, 6 and 8 are treated as generator, thereby making them PV bus while
the rest are PQ bus. The system has 14 buses with 20 transmission lines and 3 tap-
changing transformers. In this paper, twelve control variables have been considered.
These variables comprise four generation dispatch variables, five voltage variables
associated with the PV buses and three tap-changing transformers. Voltage between
0.95 and 1.06 as far as possible age limit for load bus is 0.95–1.06.

Two case studies have been discussed herewith, wherein case (a) represents power
system operationwithout FACTS device installationwhile case (b) represents system
with TCSC device installed on the line connected between buses 4 and 9.

The series capacitive reactance (Xc) of TCSC is set at 9.375 of transmission line;
thus, inductive reactance is 1.625. Table 1 shows the details of the optimal setting of
control variables. The installation of TCSC in the network gives the best performance
of the system compared to that without FACTS device in terms of reduction in cost
of generation and power loss. It also shows that PSO algorithm is able to enhance the
system performance while maintaining all control variables and active power output
within their limit and in this result.

According to the result, Fig. 1 shows the cost of generation without TCSC. In
this result, optimum generation fuel cost is 8105.5 ($/h). Figure 2 shows the result
generation fuel cost with TCSC. In this result, optimumgeneration fuel cost is 8096.9
($/h). Figures 3 and 4 show active power flow and power loss results for both cases
(a) and (b), i.e., with and without TCSC. The optimal solution obtained with TCSC
and without TCSC gives generation costs such that shows the annual saving 8.7 ($/h)
is observed.
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Table 1 Optimal setting of control variables 14-bus system

Control variable Minimum limits
(pu)

Maximum limits
(pu)

Without FACTS With FACTS
(TCSC)

PG1 0 3.324 1.789 1.796

PG2 0 1.40 0.377 0.372

PG3 0 1 0.282 0.214

PG6 0 1 0 0

PG8 0 1 0.111 0.220

VG1 0.94 1.06 1.049 1.048

VG2 0.94 1.06 1.027 1.0272

VG3 0.94 1.06 0.985 0.994

VG6 0.94 1.06 0.989 0.990

VG8 0.94 1.06 0.993 1.036

T4–7 0.90 1.1 1.0546 1.030

T4–9 0.90 1.1 0.941 1.001

T5–6 0.90 1.1 0.987 1.014

Best cost ($/h) 8105.5 8096.9

Power loss (pu) 0.0913 0.0904

Fig. 1 14-bus system without TCSC cost convergence criterion
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Fig. 2 14-bus system with TCSC cost convergence criterion

0

20

40

60

80

100

120

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

WITHOUT TCSC

WITH TCSC

NUMBER OF LINES

AC
TI

VE
 P

O
W

ER
 F

LO
W

 (M
W

)

Fig. 3 Active power flow for 14-bus system with and without TCSC
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Fig. 4 Power loss for 14-bus system with and without TCSC

6 Conclusion

In this paper, particle swarmoptimization-based approach is implemented on theOPF
problem under two different scenarios in a power system without TCSC and with
TCSC. The proposed approach has been executed on amodified IEEE 14-bus system,
and results have been compared. From the results, it is observed that voltage profile
has been improved, line losses are also reduced and active power flow is increasing.
Optimal generation fuel cost of a 14-bus system has been compared with TCSC and
without TCSC, and it is observed that cost is reduced in amount after generator fuel
cost minimization. The 14-bus system result approach has been tested and examined
with objective function to demonstrate its effectiveness and robustness. The result
using the proposed approach was compared to those reported in the literature.
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Power Loss Minimization and Voltage
Improvement with Small Size Distributed
Generations in Radial Distribution
System Using TOPSIS

Nivedita Naik and Shelly Vadhera

Abstract The distribution system suffers highest power losses, and hence, the volt-
age profile and stability conditions are highly affected in this part of power system.
The aim of this study is to improve the power quality of the power systembyminimiz-
ing power loss and improving voltage profile using small size distributed generation
(DG) system. Due to limitation on land resources and intermittency, the output of
renewable-based power plants is low. Hence in this paper, the effect of small size
DG units is studied. Technique for order of preference by similarity to ideal solution
(TOPSIS), a multi-criteria decision-making (MCDM) algorithm, is used to find the
best location based on the size of DG used. The DG units of 250, 500 and 750 KW
are used at these locations to check their effect on convergence of voltage profile and
minimization in power losses. Only active power injecting DGs have been used in
this paper. The results highlight that the small-sized DG systems installed at differ-
ent locations give better results in terms of power loss and voltage profile than the
large-sized DG placed at single locations and in some cases multiple locations as
well. IEEE 33-bus radial distribution system has been used to test the method.

Keywords Distributed generation · TOPSIS · Radial distribution system · Power
loss · Voltage improvement

1 Introduction

With due pressure on power system to avail electricity continuously, the efficiency of
the power system has to be improved. The losses in the transmission and distribution
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system are monitored and research on minimizing these losses and improving the
voltage profile have been going through all along. One of the methods is by using
distributed generation (DG) systems. Distributed generation refers to the small gen-
eration units installed at the consumer end or in systemswith lower voltage levels like
distribution systems due to low power output and low voltage constraints. Supporting
the active and reactive power demands near load center can significantly reduce total
power in-flow from the source station. This further reduces the heavy current flow in
the system which is responsible for contributing the total system losses. The voltage
in the system is affected by the reactive power load and losses in the system. Hence,
the voltage at the buses is interlinked with the system losses. Also, when the overall
DG penetration levels are excessively high, voltage rise issues may be caused due
to the reverse power flows [1, 2]. The DGs have a crucial effect on electric losses
because of their closeness to the load centers by injection power to the system and
compensating the losses [3]. In [1], DG and its effects have been explained in detail.

DG system can be renewable based (solar photovoltaic, small hydro, small wind
farms) or non-renewable based (micro-turbine, fuel cells, combined heat and power
units (CHP), etc.). Renewable-based generation utilities are preferred these days
because of increasing awareness and concern regarding environmental degrada-
tion, the ease of electricity generation and vast non-depleting environment-friendly
resource availability. Besides, the small DG systems based on renewable resource
such as solar energy are more cost-effective than any conventional counterpart for
same small unit generation. The demerit with solar-based plant is that the output
depends on the surface area where sun’s energy is absorbed, i.e., large land area
requirement and the non-availability of sunlight round the clock. This results in low
efficiency of the power production. Hence for large power production, large land area
is required. In this paper, a comparative study has been made between small units
of DG installed and comparatively larger units of DG installed as proposed by other
methods. Optimal allocation and sizing have been proposed by many methods each
of which has its share of own merits and demerits. Some of the analytical methods
[4], statistical method [5, 6] and artificial intelligence [7, 8]-based approaches have
been used for comparison of results in this study.

2 Objective

To lower the power losses while improving the voltage profile by locating DGs at
optimal locations is the main objective of this paper. The decision for DG installation
at a particular location is made on the basis of power quality parameters as DG
penetration leads to a significant change in node voltages and power flows in the
system. The performance parameters or criteria considered for selecting the best
location for DG with selected size are

a. Total active power loss
b. Total reactive power loss
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c. Voltage deviation.

Power losses
Active power losses are the actual power losses in the conductors which decrease
the useful power to be consumed. Reactive power is useful for system stability and
power flow in AC circuits. Hence, if reactive power is not enough in the system, it
may affect the active power flow as well. The effect of DG placement at each location
on power losses is positive, i.e., on locating a DG of a certain size at a bus, the power
losses are certainly reduced at different levels. Out of all locations, there are few
locations where if DG of a particular size is placed, the power losses are reduced to
a maximum extent. The power losses are calculated using load flow analysis.

Node voltage deviation
Injecting power from a DG source reduces system losses and has a positive effect on
the voltage profile as well. The node voltages are improved, and hence, the voltage
deviation from nominal or rated voltage, i.e., 1 p.u., is reduced. Similar to power
losses, DG installed at certain locations gives minimum deviation from ideal condi-
tions. For calculation of node voltage deviation index (VDI), we use the following
formula [5]

VDI =
n∑

i=1

(1 − Vi )
2 (1)

where Vi = node voltage.
The objective while integrating DG into the system is to attain minimum total

power losses and minimum voltage deviation to achieve maximum benefit from DG
integration.

Objective = minimum (total active power loss, total reactive power loss, voltage
deviation).

The objective should be attained while adhering to the constraints mentioned
below.

2.1 Bus Voltage Limit Constraint

The voltage at each bus must be within permissible range.

Vmin ≤ Vi ≤ Vmax i.e. 0.95 p.u ≤ Vi ≤ 1.05 p.u (2)
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2.2 DG Size Constraint

The DG power injected is considered to be of unity power factor. Hence, there is
a limitation on real power injected only. The total real power injected by DG units
must not exceed total real power demand in the system.

NDG∑

i=1

PDGi ≤
N∑

i=1

Ploadi (3)

3 Topsis

MCDMhas been used inmany fields to design a system to choose the best alternative
out of all alternatives available. One of the various methods ofMCDM, the technique
for order of preference by similarity to ideal solution (TOPSIS), has been used in
this paper. It was proposed by Hwang and Yoon in 1981 and further improved in
1987 by Yoon. TOPSIS has been satisfactorily used in many cases to solve multi-
criteria or multi-objective problems. [9, 10] discusses more about this method and
its application. The ideal solution selection is based on the shortest distance from the
ideal solution and farthest from the worst solution. The standard TOPSIS strategy
endeavors to pick choices that at the same time have the least distance from the
positive-ideal solution and farthest distance from the negative-ideal solution. The
steps involved in selecting the best solution using TOPSIS are as under:

1. Construction of decision table: A table consisting of performance parameter or
criteria values for each alternative is constructed.

2. Construction of normalized decision matrix: In this step, all the values in each
column are normalized to make a fair comparison between each performance
parameter using the following relation.

ri j = fi j√∑n
i=1

(
fi j

)2 For i = 1, 2, 3 . . . n and j = 1, 2, 3 . . .m (4)

where

rij = normalized decision matrix element
f ij = each element of the decision matrix
i = number of rows, j = number of columns

3. Weighted normalized decision matrix: Each column is multiplied with a
respective weight as per preference where the sum of all weights must be equal
to 1.
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Vi j = wj × ri j (5)

where
∑m

j=1 wj = 1.
4. Determination of positive-ideal value and negative-ideal value: Positive-ideal

value and negative-ideal value for each column are noted individually and used
for calculation of Euclidean distance from ideal values. The positive-ideal value
can be maximum or minimum value according to the best value of performance
criteria.

Positive ideal solution = [Vi1, Vi2 . . . Vin] (6)

Negative ideal solution = [
Vj1, Vj2 . . . Vjn

]
(7)

5. Calculation of Euclidean distances: Euclidean distance from positive-ideal
value and negative-ideal value for each alternative is calculated using the
following equation.

d j+ =
√∑n

i=1

(
vi j − vi+

)2
(8)

d j− =
√∑n

i=1

(
vi j − vi−

)2
(9)

6. Calculation of performance index: Performance index (PI) is calculated for
each alternative. The alternative with highest value of PI is the highest ranked
and lowest value of PI gives lowest ranked alternative.

PI = d j−
d j+ + d j−

where 0<PI< 1 (10)

4 Methodology

Using TOPSIS, a trade-off between the performance parameters, i.e., total active
power loss, reactive power loss and voltage deviation, is achieved. Table 1 shows table
format where TOPSIS is applied and output is obtained in the form of performance
index. The first three columns are the inputs which are formed into a table format
as shown below, and TOPSIS steps are applied to these three columns. For the
calculation of active power loss, reactive power loss and voltage deviation, load flow
analysis is performed. The last column that is performance index (PI) is the output,
the maximum value of which determines the most desirable bus for DG integration.

For multi-DG placement, the location of the second DG will be based on the
effect of first DG installment on performance parameter developed. PI value for
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Table 1 Table format showing performance parameters against all buses as alternatives

Alternatives Performance Parameter as input Output

Total active
power loss (KW)

Total reactive
power loss
(KVAr)

Voltage deviation
(p.u.)

Performance
index (PI)

Bus 1 – – – –

Bus 2

… – – – –

Bus (n − 1)

Bus n – – – –

each alternative will be re-calculated, and the node with maximum PI value will be
selected for second DG installation.

Algorithm for analysis of impact of DG on radial network follows the steps below:

Step 1 Input the line data and load data for power flow analysis.
Step 2 Execute the base case (without DG) power flow analysis on test network

and note down measured active power loss, reactive power loss and voltage
profile.

Step 3 DGof assumed size (250KW) is placed at each location to obtain total active
power loss, total reactive power loss and voltage profile due to DG placed
at that location.

Step 4 VDI is calculated using Eq. 1 and a table is formed consisting of total active
power loss, total reactive power loss and VDI due to DG installation at each
location.

Step 5 TOPSIS is applied on these three performance parameters calculated in step
3 and 4. The steps followed in TOPSIS are as follows:

Step 5.a. The table formed in step 4 is normalized vertically using Eq. (4).
Step 5.b. Weights are assigned to each criterion, and each element is
multiplied with respective weight.
Step 5.c. Euclidean distances are calculated using determined positive-ideal
solution and negative-ideal solution.
Step 5.d. Performance index list is generated which gives best location
for DG installation. The performance index with highest value is the ideal
condition for the purpose.

Step 6 For multiple DG placements, after one DG is installed, step 3 to step 5 is
repeated.

Step 7 WhenDG installations for desired number of times are complete, the process
is started afresh keeping unit DG size as 500 KW and then 750 KW, and all
the steps above are repeated.
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5 Result

IEEE 33-bus radial distribution system is considered for the implementation of this
methodology. The total active and reactive load connected to nodes in the system is
3715 KW and 2300 KVAr. The rated voltage of the source station is 12.66 kV. Load
flow studies are conducted without any DG source in the system, and total active
power loss and reactive power loss are observed to be 201.9 KW and 134.6 KVAr,
respectively. All the cases are worked out using MATLAB. Three constant size DG
units of rated capacity 250, 500 and750KWare used in this study for implementation.
The power factor is assumed to be unity.

From the power flow analysis of case without DG, power losses have been
recorded, and voltage deviation is calculated using Eq. (1) from the voltage pro-
file obtained. A program is then written using MATLAB which uses loop function
and calculates the total power losses and voltage deviation index by placing each DG
unit of considered size (first case-250 KW, second case-500 KW, third case-750KW)
in each bus from bus no. 2 to bus no. 33 in the 33 bus radial distribution system. The
result is tabulated in the format as shown in Table 1, and algorithm of TOPSIS is
applied to this table using MATLAB. The output of this algorithm is a performance
index list which gives values between 0 and 1 to each node or bus. The weights given
to all performance parameter is equal, i.e., 0.33.

Tables 2, 3 and 4 summary the process and show the effect of DG installations
using 250, 500 and 750 KW of unit DG. It can be seen that when DG unit of 250 and

Table 2 Effect of DG allocation of unit size 250 KW on 33 bus system

Number of
units

Location
(bus
number)

Each DG
size (KW)

Total size
(KW)

Active
power loss
(KW)

Reactive
power loss
(KVAR)

VDI (p.u.)

1 18 250 250 171.62 113.56 0.09

2 18, 15 250 500 150.14 99.171 0.07

3 18, 15, 33 250 750 126.76 83.371 0.056

4 18, 15, 33,
13

250 1000 114.18 75.095 0.04

Table 3 Effect of DG allocation of unit size 500 KW on 33 bus system

Number of
units

Location
(bus
number)

Each DG
size (KW)

Total size
(KW)

Active
power loss
(KW)

Reactive
power loss
(KVAR)

VDI (p.u.)

1 17 500 500 151.41 100.7 0.07

2 17, 33 500 1000 111.13 74.257 0.04

3 17, 33, 13 500 1500 96.126 64.59 0.02

4 17, 33, 13,
30

500 2000 83.686 57.178 0.01
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Table 4 Effect of DG allocation of unit size 750 KW on 33 bus system

Number of
units

Location
(bus
number)

Each DG
(KW)

Total size
size (KW)

Active
power loss
(KW)

Reactive
power loss
(KVAR)

VDI (p.u.)

1 16 750 750 137.83 91.698 0.054299

2 16, 32 750 1500 92.083 61.951 0.022808

3 16, 32, 9 750 2250 84.386 58.022 0.007393

4 16, 32, 9,
28

750 3000 90.125 63.347 0.001331

500 KW is used, the objectives are attained in all four times a new DG is installed
while in case of unit DG of 750 KW, power losses and voltage deviation can be
seen minimizing till third time of DG installed and values increase in fourth time.
Results are desirable when lower values of the performance parameters are attained.
Hence for DG unit of 750 KW, a total of three DG units used can give best result
and four DG units for case of unit DG of 250 and 500 KW. However, the best and
similar result is obtained when four units of 500 KW DG are integrated into the
system or three units of 750 KW DG used. At this step, active power losses and
reactive power losses decrease by 58% and 57%, respectively. Observing the size,
four units of 500 KW make a total of 2000 KW, while three units of 750 KW make
2250 KW. Hence, though less number of DG is used in case of 750 KW, the total
DG penetration is increased by 250 KW. It depends upon requirement and resources
available to choose the best option.

Figures 1, 2 and 3 show the variation in voltage profile as improvements after
DG installations. For case of 500 KW, all the voltages come under permissible limit
after third DG installation, while for case of 750 KW, it is achieved after second DG
installation. Some locations still have voltages less than 0.95 p.u. even after four DG
units of 250 KW are installed.
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Fig. 1 Voltage profile variation using 250 KW at each installation
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Fig. 2 Voltage profile variation using 500 KW after each DG installation
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Fig. 3 Voltage profile variation using 750 KW at each installation

Table 5 Comparison with single installment methods

Methods Location Unit size
(KW)

Total
size
(KW)

Active
power
loss
(KW)

Saving
(KW)

Penetration
(=SDG/SLOAD)
(%)

[11] 18 1000 1000 142.34 59.56 22.88

[12] 6 2380 2380 132.64 69.26 54.47

[4] 6 2490 2490 111.24 90.66 56.99

TOPSIS 18, 15, 33,
13

250 1000 114.18 87.72 22.88

TOPSIS 17, 33 500 1000 111.13 90.77 22.88

TOPSIS 17, 33, 13,
30

500 2000 83.68 118.68 45.77

TOPSIS 16, 32 750 1500 92.08 109.82 34.33
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Table 6 Comparison with three DG installation methods

Methods Location Unit size
(KW)

Total size
(KW)

Active
power
loss
(KW)

Saving
(KW)

Penetration
(=SDG/SLOAD)
(%)

GA/PSO [7] 32, 16, 11 1200,
863, 925

2988 103.4 98.5 68.38546

QOTLBO
[8]

13, 26, 30 1083.4,
1187.6,
1199.2

3470.2 103.4 98.5 79.42142

MOTA
[5]

30, 7, 14 1340,
980, 960

3280 96.3 105.6 75.06837

TOPSIS 18, 15, 33 250 750 126.76 75.14 17.16

TOPSIS 17, 33, 13 500 1500 96.12 105.77 34.33005

TOPSIS 16, 32, 9 750 2250 84.38 117.52 51.49507

The cases have been compared with single DG installation methods in Table 5.
Methods, involving three DG unit installation, proposed in previous works, have also
been compared with respective three DG installation of 250 KW, 500 KW and 750
KW as attained in this method. The comparisons are shown in Tables 5 and 6. In
Table 5, the total DG size used by [11] is same as when used by proposed MCDM
TOPSIS installing two units of 500 KW DG or four units of 250 KW DG, but the
power loss measured in previous method is much higher. Likewise, the active power
loss and saving obtained in [4] is same as using two units of 750 KW DG, but in
latter, total size or capacity of DG used is less than 50% of total DG capacity used
in [4].

The comparison has been done on basis of total penetration level, active power
loss and power savings. It can be observed that better results have been obtained
by integrating low penetration of DG at multiple locations using MCDM TOPSIS
technique.

6 Conclusion

This paper proposes MCDM TOPSIS approach for the allotment of DGs in radial
distribution system to limit power loss and improve voltage profile. TOPSIS has
satisfactorily been used in all other sectors and has proven good for purpose of
DG installations in the radial distribution systems in this study. The advantage of
using this method is in its easy application and less number of parameter population.
DGs of low and fixed capacities have been used and compared to analyze whether
desirable results, as attained by using high capacity DG units, are possible or not.
This paper concludes that with proper allotment, small size DG and hence with low
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overall penetration, better results can be attained. Low penetration of DG can result
in less land use; ease with low-efficiency systems hence can aid the renewable energy
system integration into the system.
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Harmonics

Margi Shah and Kartik S. Pandya

Abstract This paper implies the application of artificial intelligence technique on
cascade five-level H-bridge inverter with equal DC sources for objective of harmonic
reduction. The multilevel modulation technique adopted is selective harmonic elim-
ination. The approach is the development of optimal switching angles using particle
swarm optimization technique with precise software and hardware validation. Har-
monic analysis has been done at both optimized and unoptimized angles to corrob-
orate the significance of AI method. The total harmonic distortion at optimized and
unoptimized angles has corroborated that AI algorithms hold requisite dominance in
one of the challenging issues of harmonic reduction.
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1 Introduction

The current era is remolding itself. With enormous challenges, the fusion of renew-
able technology into the grid has eventually become marvelous reality. Utilization
of electricity from renewable energy sources directly for power injection into grid
is arduous task. Hence, the system consequently necessitates power electronic con-
verters as an interface between renewable energy sources and the grid/load. For high
voltage and current applications, multilevel inverters have been enormously used
[1]. Out of different structures of multilevel inverters, cascade H-bridge inverter is
more suitable converter for PV applications since each PV panel can act as separate
DC source for each cascade H-bridge module [2]. With the help of steps of voltages
obtained from various DC sources, it can generate desired output voltage waveform.
Using m number of cascade connection of series full-bridge inverters, it can synthe-
size (2m + 1) number of levels. Due to such power electronic interface, harmonics
are injected into the grid which will downgrade power quality of grid and cause
an increase in total harmonic distortion content. Hence, it is essential to mitigate
harmonics in the output of inverter conforming to predefined standards [3].

For controlling the voltage at the output end and eliminating the undesired har-
monic content present in multilevel inverters, use of a filter circuit or by employing
pulse width modulation (PWM) techniques can be implemented. Use of filter has the
disadvantage of large size and cost, whereas use of PWM techniques reduces the filter
requirement to a minimum or to zero depending on the type of application. There is
formulation of control strategies for reduction of harmonic content owing to power
quality issues. The modulation methods used in multilevel inverters can be classified
according to the switching frequency. Several techniques for the implementation of
PWM for multilevel inverters have been developed. The well-known high switching
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frequency methods are classic carrier-based sinusoidal PWM (SPWM) and space
vector PWM [4, 5]. The popular methods for low switching frequency methods are
space vector modulation (SVM)method and selective harmonic elimination method.
However, PWM techniques cannot completely eliminate the low-order harmonics.
Therefore, the low-order harmonics cause losses and high filter requirements.

In selective harmonic elimination, to achieve adjustable amplitude of the funda-
mental component and minimize harmonic distortion, up to n− 1 harmonic contents
can be removed from the voltage waveform with n number of levels in cascade
multilevel inverter. In general, the most significant low-frequency harmonics are
eliminated by properly selecting angles among different level inverters, and high-
frequency harmonic components can be removed by using additional filter circuits [6,
7, 8]. The major difficulty for selective harmonic elimination method is to solve the
transcendental equations for calculating switching angles. The selective harmonic
eliminationmethod can eliminate the number of harmonics notmore than the number
of the switching angles in the transcendental equations.

In the literature, various approaches have been articulated to solve the transcen-
dental equations for the calculation of switching angles. It includesNewton–Raphson
method with its specific demerit of less possibility to solve massive harmonic elim-
ination problem if its initial guess is improper. Hence, judgment of initial guess
is critical for convergence of solution [6, 7, 8, 9]. Also, another approach deals to
remold transcendental into set of polynomial equations which also has its constraints
due to incapability of software tools, and it is useful for specific number of switch-
ing angles for equal and unequal DC voltage sources only [10, 11, 12]. In 2005,
genetic algorithm has also been applied to solve these transcendental equations to
solve selective harmonic elimination problem, but it can only be applied to equal DC
sources. To overcome this limitation, in 2008 H. Taghizadeh and M. Tarafdar Hagh
presented particle swarm optimization technique to face the problem for equal DC
sources [13].

In this paper, PSO is developed to deal with selective harmonic elimination prob-
lem with equal DC sources for cascade multilevel inverters. Harmonic analysis has
been done at both optimized and unoptimized angles to corroborate the significance
of artificial intelligence method.

Software and hardware validation has been done for cascade five-level inverter to
prove the requisite dominance of PSO algorithm.

2 Power Topology of Cascade Multilevel Inverter

A single-phase H-bridge cascaded multilevel inverter topology consisting of sepa-
rated DC sources is used to generate a 2s + 1 staircase output voltage waveform (see
Fig. 1a). Also, staircase voltage waveform generated by cascade multilevel inverter
is shown (see Fig. 1b).

Cascaded H-bridge cell inverters use the least number of power electronic devices
when compared to any other topology. However, they require isolated power sources
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Fig. 1 a Single-phase cascade inverter topology. b Output phase voltage waveform

in each cell which in turn requires a large isolating transformer [14]. With s number
of SDCs, cascade multilevel inverter can synthesize 2s + 1 number of output phase
voltage levels.

2.1 Harmonic Elimination Problem

By applying Fourier series analysis, the amplitude of any odd harmonic can be
expressed by the equation, whereas the amplitude of even harmonic is zero [14].

V (ωt) =
∞∑

n=1,3,5...

4Vdc

nπ

∗ (k1 cos(nθ1) + k2 cos(nθ2) + . . . + ks cos(nθs))sin(nωt) (1)

where ki Vdc is the i th dc voltage, Vdc is the nominal dc voltage, and the switching
angles must satisfy following condition. [14].

θ1 ≤ θ2 ≤ θ3 ≤ . . . ≤ θs ≤ π

2
(2)

To minimize harmonic distortion and to achieve adjustable amplitude of the fun-
damental component, up to s-1 harmonic contents can be removed from the voltage
waveform. In three-phase systems, the triple harmonics are automatically eliminated
from line to line voltage. By properly selecting switching angles, it is possible to
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eliminate lower-order harmonics, whereas higher-order harmonics can be removed
with the help of filter circuits [14].

3 Mathematical Formulation

The objective function in this paper is to eliminate fifth-order harmonic content for
cascade five-level inverter.

hn = [(k1 ∗ cos(5 ∗ θ1)) + (k2 ∗ cos(5 ∗ θ2))]2
s ∗ Vdc

+ [(k1 ∗ cos(θ1)) + (k2 ∗ cos(θ2)) − (100 ∗ M ∗ π)]

4 ∗ Vdc

2

(3)

where hn is the harmonic content needed to be minimized, M is the modula-
tion index.θ1 and θ2 are the solutions of harmonic minimization problem. PSO is
developed to solve this SHE problem.

3.1 Particle Swarm Optimization

Optimization technique can be broadly categorized into classical methods and com-
putational intelligence methods. Artificial intelligence techniques try to simulate
human behavior. They offer an efficient optimization problem than the conventional
techniques. These methods use past memory and improvise its performance. Parti-
cle swarm optimization, cuckoo search technique, genetic algorithm, seeker algo-
rithm, harmony search algorithm, and differential evolution algorithm are some of
the listed methods in the literature. Particle swarm optimization (PSO) is the most
widely applied artificial intelligence technique. It is based on the behavior of flock
of birds.

Particle swarm optimization (PSO) is one of the computational intelligence meth-
ods introduced by Kennedy and Eberhart in 1995. This method is motivated by the
behavior of birds. In evening, they fly in particular ‘V ’ shape to get the food source.
There is one group leader.When it changes the direction, it is followed up by all birds.
The individuals in this population are called particles. The direction and speed of all
particles are controlled by direction and speed of one group leader called as global
best particle. Each particle is associated with two variables, namely position and
velocity. Each particle in the population refines its search through its present veloc-
ity, previous experience, and experience of neighboring particles. The best position
of the particle found so far is called personal best, and best position in entire swarm
is called global best [15, 16].

Velocity of i th particle is given by,
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V k+1
i = ωV k

i + c1r1
(
Pbesti − xki

) + c2r2(gbesti − xki ) (4)

V k+1
i = velocity of i th particle at k + 1th iteration

ω = inertia weight
V k
i = velocity of i th particle at kth iteration

c1, c2 = cogitative and social parameters, respectively
r1, r2 = random values uniformly distributed between [0, 1]
P besti = personal best position of i th particle (personal memory)
xki = position of i th particle at kth iteration
gbesti = global best position of i th particle

To modify the position of the particle,

xk+1
i = xki + vk+1

i (5)

xk+1
i = position of i th particle at k + 1th iteration.
xki = position of i th particle at kth iteration

In this paper, the criteria to reach optimality, i.e., convergence of algorithm, are
maximum number of iterations which are predefined in the algorithm. The schematic
flow for formulating the inverter harmonic elimination problem is as follows (see
Fig. 2).

The landscape of the problem and the contour plot for M = 1 is shown (see
Fig. 3).

ForM = 1 and maximum iterations= 3000, the solution for optimality in switch-
ing angles reaches with minimum objective function value using PSO (see Fig. 4). At
different modulation index ranging from under-modulation to over-modulation, the
relationship is drawn between switching angles andmodulation index. The switching
angles tend to reduce at the over-modulation ranges (see Fig. 5).

The relation between objective function and modulation index is depicted which
shows that at over modulation ranges, the magnitude tends to become higher and
higher. The cost function has lower magnitude at lower modulation ranges (see
Fig. 6).

Calculations of switching angles by proposed method are accomplished in
MATLAB R2016a, Intel core i3-3220 CPU with 4.00 GB RAM.

4 Simulative Validation

A simulation is carried out on PSIM platform for five-level cascade H-bridge inverter
at optimized and unoptimized angles. The nominal dc voltage is considered to be
50 V. MOSFETs are taken as switches in the inverter. The output focuses on the
five-level cascade waveform with dominancy of fifth-order harmonic magnitudes at
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Fig. 3 Landscape and contour plot for five-level inverter with equal DC. Source whereM = 1, k1
= 1, and k2 = 1. a Landscape of the problem b corresponding contour plot
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Fig. 6 Objective cost function versus M

both optimized and unoptimized angles. The total harmonic distortion is calculated
using equation.

THD =
√√√√

19∑

n=5,7,11..

V 2
n

V1
(6)

The output voltage waveform and FFT interpretation at unoptimized angles are
shown. The fifth-order harmonic voltage is found to be 3.3 V (see Fig. 7). The total
harmonic distortion in cascade five-level H-bridge inverter at unoptimized angles is
presented which is obtained around 31.92% (see Fig. 8).

The output voltage waveform and FFT interpretation at optimized angles found
using PSO are shown. The fifth-order harmonic voltage is found to be 0.18 V
(see Fig. 9). The total harmonic distortion in cascade five-level H-bridge inverter
at optimized angles is presented which is obtained around 18.21% (see Fig. 10).

As it is cascade five-level multi-inverter, the number of harmonic that can be elim-
inated is one. (‘s − 1’ harmonic can be eliminated with ‘s’ H-bridges.) As fifth order

Fig. 7 Five-level output voltagewaveform of cascadeH-bridge inverter with equal voltage. Sources
and its FFT analysis at unoptimized angles. a Output voltage waveform b FFT analysis
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Fig. 8 THD interpretation at unoptimized angles

Fig. 9 Five-level output voltagewaveform of cascadeH-bridge inverter with equal voltage. Sources
and its FFT analysis at optimized angles. a Output voltage waveform b FFT analysis

Fig. 10 THD interpretation at optimized angles
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faces lower leakage reactance, current amplitude is more. Hence, particle swarm
optimization algorithm focuses on reducing the magnitude of fifth-order harmonic
generating two optimal switching angles. These optimal switching angles are imple-
mented in the simulation to influence the harmonic content. With its implementation,
clear effect is depicted in magnitude of harmonic as well as total harmonic distortion.

5 Experimental Validation

In order to validate the simulations, experimental results are presented for a single-
phase five-level cascaded H-bridge inverter. The inverter uses 4-A 600-VMOSFETs
as switching devices, and nominal DC-link voltage for each H-bridge is considered
to be 50 V. Cascade H-bridge uses 1 K� as load resistor. The driver circuit uses
230/12 V step-down transformer, resistors of 470 k�, 100 �, 1 k� combination,
470 uF capacitor, 50 V, 1A diode, and TLP250 as driver IC. The gate control signals
are generated by Arduino Uno. PW3198 Hioki power quality analyzer is used for
harmonic analysis of the inverter output waveform. The implemented prototype is
depicted (see Fig. 11).

The output voltage waveform for five-level cascade H-bridge inverter for opti-
mized and unoptimized angles is as shown in Fig. 12. Harmonic analysis using
power analyzer clearly depicts that the fifth-order harmonic value for unoptimized
case is found to be 3 V with 31.35% THD whereas for optimized case is found to be
0.18 V with 18.51% THD (see Fig. 13).

Hence, the experimental results have corroborated the simulation results and
proved the requisite significance of AI method.

Fig. 11 Implemented five-level cascade H-bridge prototype
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Fig. 12 Five-level output voltage waveform of cascade H-bridge inverter a unoptimized case
b optimized case

Fig. 13 Harmonic content using power analyzer a unoptimized case b optimized case

6 Conclusion

TosolveSHEproblem forfive-level cascadeH-bridge inverterwith equalDCsources,
PSO has been proposed. After the application of PSO, it is clearly depicted that there
is great reduction in fifth-order harmonic content and total harmonic distortion from
31 to 18%. Hence, it is verified that AI algorithms hold requisite dominance in one of
the challenging issues of harmonic reduction. The bandwidth of harmonic reduction
can be enhanced with use of higher number of levels in cascade inverter. With greater
number of harmonic component reduction, filter requirement gets reduced. It behaves
partially as a STATCOM, and hence, further grid integration can be done. Eventually,
the enrichment of power quality with DG penetration is the need of today.
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Design and Analysis of DC Power Supply
for Solid-State Power Amplifier

Rohit Agarwal, Rajesh Kumar, Gajendra Suthar and Hrushikesh Dalicha

Abstract DC power supply required for 12 kW solid-state RF power amplifier
(SSPA) is designed and analyzed. Rating (30–65 V, 320 A) and topology of power
supply are derived to satisfy load requirement. The selected topology is twelve-
pulse rectifier followed by interphase transformer and synchronous buck converter
to get desired output voltage. Modular design is selected to minimize copper losses,
to reduce the voltage drop and to optimize the resources available. Simulation is
done using PSIM software to analyze the performance in entire operating range
and validation of the design. Prototype model is developed with same voltage range
(30–65 V) but lower current rating (10 A). Testing is done at different voltage and
current levels to analyze steady state and dynamic performance. The simulation and
experimental results are in good agreement.

Keywords Synchronous buck converter · Power supply · RF power amplifier ·
Interphase transformer

1 Introduction

ITER-India is developing solid-state RF power amplifier (SSPA). It is using laterally
diffused metal-oxide semiconductor (LDMOS) transistors. SSPA is the first stage
in ion cyclotron resonance frequency (ICRF) amplifier chain. RF power is required
for varieties of application in ITER plasma such as ion cyclotron (IC) heating and
plasma current drive. SSPA hasmaximumRF output power of 12 kW for 35–65MHz
frequency range. It can drive the amplifier to achieve 1.5 MW RF output power [1].
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Fig. 1 SSPA block diagram

The power requirement of SSPA varies from few watts to maximum of 12 kW
depending on ICRF requirement. A regulated DC power supply with low voltage
ripple, good line regulation, good load regulation and good dynamic response is
required to bias drain of LDMOS transistors, the building block of SSPA [2].

The biasing voltage can take any value from 30 to 65 V, depending on operating
scenarios, but selected voltage should remain same during a specific operation. The
load current can vary from 0 to 320 A depending on RF power output.

The functional block diagram of SSPA is shown in Fig. 1. It has RF input, splitter,
amplifier, biasing DC power supply, control, monitoring and finally combiner to get
RF output.

This paper provides detailed idea about prototype model of DC power supply for
30–65 V and 10 A rating. Section 2 provides detailed functional specifications of
full scale and prototype DC power supply. Section 3 provides detailed idea about
design of prototypeDCpower supply includingAC–DCconverter,DC–DCconverter
and control circuit. Section 4 provides detailed simulation results and corresponding
discussion. Section 5 provides detailed experimental results of prototype DC power
supply, and finally, Sect. 6 concludes this paper.

2 Requirement of Power Supply

Functional specifications of biasing DC power supply for full load operation of SSPA
are shown in Table 1.
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Table 1 Functional
specifications of DC power
supply

Functional specification Ratings

Rated input 415 V, 50 Hz, 3 phase AC

Nominal output voltage 30–65 V DC

Rated output current (full scale) 0–320 A

Rated output current (developed
prototype)

0–10 A

Output voltage ripple (p–p) <1%

Line and load regulation <1%

3 Design of Power Supply

The power supply is low voltage and high current type. Modular design is suitable
to reduce ohmic losses associated with current. The power supply can be divided in
three major stages. First stage is AC to DC converter to provide a stable DC bus. This
acts as a constant input voltage for DC to DC converter. Second stage is buck chopper
to step down the input voltage to get desired DC voltage. Third stage is feedback
control to achieve regulated voltage [3]. The overall block diagram of power supply
is shown in Fig. 2.

The simulation is done in PSIM software [4]. Simulation model and results of
main building blocks of power supply will be discussed in following sections.

3.1 AC to DC Converter

PSIM model of the converter is shown in Fig. 3. Input of converter is 415 V 3-Phase
50 Hz. AC is converted in DC using parallel rectifier modules followed by interphase
transformer (IPT). The DC bus capacitor is selected to limit voltage ripple less than
1% ripple. Soft start circuit is used to protect transformer and DC bus capacitor.

Twelve- Pulse Rectifier. Delta–Delta (TDD1) and Delta–Star (TDY1) transform-
ers as shown in Fig. 3 are required to get 30° phase shifted AC voltage. It is rectified

12 Pulse 
Rectifier

Chopper Filter
(LC)

DC 
Output

Controller

DC 
Bus

feedback

3 Phase 
Input

Filter
(LC)

Chopper

Fig. 2 Block diagram of power supply
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Fig. 3 PSIM model of AC
to DC converter

using full bridge uncontrolled rectifier to get twelve-pulse rectified output. Rectifier
modules are connected in parallel through IPT.

Interphase Transformer. The two rectifier modules have voltage difference at
any instant since the two six-pulse outputs have 30 degree phase difference. IPT
absorbs this voltage difference and ensures twelve-pulse output without any circu-
lating current [5]. The IPT structure is shown in Fig. 4a. Here i1 is the output DC
current of the rectifier-1(r1) and i2 is the output DC current of rectifier-2 (r2). i1 and
i2 flow through the IPT having inductance L. IPT provides inductance of 2L for the
differential mode current only and averages the voltages of the parallel nodes [5].
The simulation result shows twelve-pulse output (pink) in Fig. 4b.

The simulation results for continuous mode operation with 2.5 mH inductance
are shown in Fig. 5a and b. IPT current and load voltage for discontinuous mode
with 0.25 mH inductance are shown in Fig. 6a and b, respectively. Discontinuous

V_r1 V_r2 V_IPT
(a) (b)

Fig. 4 a IPT structure, b twelve-pulse rectified output (pink)

Fig. 5 Continuous mode a IPT current, b load voltage
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Fig. 6 Discontinuous mode a IPT current, b load voltage

Fig. 7 Soft starting a simulation result, b experimental result

current mode (DCM) will increase the output voltage and peak current through IPT
and affect its performance.

Soft Starting Circuit. To ensure gradual charging of DC bus capacitors, a soft
start procedure is adopted. The soft start circuit introduces temporary resistance R
at the input in series with the mains as shown in Fig. 3. Once the DC bus is charged
to desired level, the resistance is removed by short circuiting the resistors using a
contactor.

RCvoltage divider is used acrossDCbus capacitor.When voltage across relay coil
reaches pickup level, it will operate the contactor and input resistance will bypass.
A 24 V relay is selected and its pickup voltage is found experimentally to be 16.5 V.
The simulation and experimental results are shown in Fig. 7a and b, respectively.

3.2 DC–DC Converter

The DC bus voltage is stepped down to get required output voltage. It is done by
using buck converter followed by output LC filters. There is a voltage divider at
load end for feedback to control circuit. Converter modules are paralleled to increase
load current capacity. The PSIM simulation model of DC–DC converter is shown in
Fig. 8.
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Fig. 8 Parallel synchronous buck converter modules

Buck converter. Buck converter is a step-down converter, where DC input is
reduced to get lower DC output. It is done by chopping the input using a fast switch.
MOSFET is selected as switch for our application.

To improve the overall efficiency of system, synchronous buck converter scheme
is selected [6]. Here, freewheeling diode is replaced with MOSFET. The power loss
due to voltage drop across MOSFET is lower than in freewheeling diode of the
nonsynchronous converter.

Output Filter Inductor. The iron core inductors usually have ±10% tolerance.
This variation will cause unequal current sharing among parallel modules shown in
Fig. 8. To avoid it, multilayer air core inductors are used, where the wire length can
easily be trimmed to exactly match inductance and resistance values, ensuring equal
current sharing.

The Wheeler’s formula [7] is used for developing 750 µH, 0.45 O inductor.

3.3 Control Circuit

Control part is required to regulate the output voltage and compensate the effect
of load or line variation. The available choices are fixed frequency PWM control
and variable frequency hysteresis control. Here, the possibility of using hysteresis
feedback control [8] is explored.

Hysteresis Feedback Control. The load current is variable over a wide range,
depending on RF power requirement. During light loading condition, the PWM con-
trol needs large inductance to operate in continuous conduction mode. The hysteresis
control has advantage during such condition as it can operate in both continuous and
discontinuous conduction modes. It results in smaller size, lighter weight and higher
efficiency inductor. The simulation model of hysteresis feedback control circuit is
shown in Fig. 9a. It uses a fast comparator to compare the output voltage with
reference voltage.



Design and Analysis of DC Power Supply … 135

Fig. 9 Hysteresis feedback control a simulation model, b voltage band and gate pulses

Reference voltage is set using a potentiometer. Control keeps the output voltage
within a desired band by switching as soon as boundary of band is encountered. The
band (same as voltage ripple) and gate pulse are shown in Fig. 9b. Switching delay
circuit is required to allow the DC bus to charge fully before operation starts.

4 Simulation Results

Simulation results for steady state and dynamic output of prototype power supply
(specifications as per Table 1) are discussed here. The output voltage during startup
is shown in Fig. 10a. It has overshoot peak of 80 V that is less than DC bus voltage.
The hysteresis loop controls the gate pulse (shown in Fig. 11a) to get set voltage.
Output load voltage is getting settled in approx. 3 ms. Load voltage (65 V) and load
current (10 A) are shown in Fig. 10b.

Simulation model for dynamic load switching using MOSFET as a switch is
shown in Fig. 11a. Fixed resistance R1 is 70 O, to get 0.9 A at 65 V. R2 is 7 O and
it is switched in parallel to get 6.4 O effective resistance. The load current became

Fig. 10 Load voltage with a gate pulse, b load current
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Fig. 11 Dynamic analysis a simulation model, b load voltage and current

10.2 A for 10 ms. The dynamic response during 10% to 100% load switching is
shown in Fig. 11b. The undershoot (4 V) during addition of load and overshoot (3 V)
during loss of load is observed.

To calculate output voltage ripple at full load (65 V/10 A), the peak to peak
difference is calculated to be 0.3 V as shown in Fig. 9b. The ripple in percentage of
output voltage is calculated to be 0.46%.

5 Developed Prototype

A30–65V/10Aprototypemodel as shown inFig. 12 is developed for design, analysis
and simulation validation. It has two parallel modules. The main design parameters
of the prototype power supply are given in Table 1.

Delta–Star (DY) and Delta–Delta (DD) transformers are used to get twelve-pulse
rectified output. Each buck converter module has its own DC bus capacitor to reduce

Fig. 12 Developed prototype
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Fig. 13 Regulated output voltage and current a DC coupling mode, b AC coupling mode

the inductance due to connecting cable. It results in significant improvement in
switching transient voltage. Air core inductors help in balanced operation of parallel
modules.

The 65 VDC output is shown in Fig. 13a and b for DC coupling and AC coupling,
respectively. Voltage across the switch is shown with yellow. It shows 90 V DC bus
across the switch in blocking mode and zero voltage during conduction mode. Duty
ratio is found to be 72%. Transient voltage is under 20%. Peak to peak voltage ripple
in percentage of output voltage is found to be 0.98%. It can be seen that current
sharing is equal for both modules.

The experimental results of prototype are summarized in Table 2. Here, % ripple
is found within acceptable limits.

Capacitive snubbers are used to suppress voltage transients during switching. The
power loss depends on switching frequency, capacitance value and DC bus voltage.
The allowed working temperature limit is 70° degrees, and maximum temperature
at steady state is found to be less than this.

Power analyzer is used to find power factor and to calculate efficiency during full
load (65 V/10 A) operation of prototype. The active power, reactive power and power
factor are shown in Fig. 14.

The input power is found to be 710 W, and system efficiency is calculated to be
91.55% for 650 W output power. Power factor obtained is 0.93.

Table 2 Summary of the experimental results of prototype

V out Duty ratio (%) Frequency (kHz) Ripple (p–p) (V) Ripple (%)

30.40 33.78 17.2 0.30 0.99

45.00 50.00 20.0 0.28 0.62

65.00 72.22 6.48 0.64 0.98
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Fig. 14 Readings of power
analyzer

6 Conclusion

Validation of simulation model with experimental results has been done as discussed
in previous sections. Regulated output voltage is obtained as shown in Fig. 13a.
Parallel modules worked with equal current sharing between them. Output voltage
ripple is under 1% as shown in Fig. 13b. Power factor meets standard requirements
as shown in Fig. 14.

The limitation of this control scheme is that the optimum performance is attained
at 50% duty cycle which requires a higher DC bus voltage. Now, a full scale 30–
65 V/320 A power supply will be developed based on above discussed topology.
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Novel Current Source Multi-level
Inverter for Efficient Electrical Arc
Welding

Pankaj S. Sharma and Mulav P. Rathod

Abstract By improving the performance of multi-level current source inverter by
the proposedmodified topology to solve the various problems related toweldingwith
better efficiency. Due to the proposed topology, good quality of current can feed into
the utility of arc welding.

Keywords Current source inverter (CSI) · Multi-level current source inverter
(MLCSI) · Arc welding · Transformer · Inductor · IGBTs

1 Introduction

By improving the performance of multi-level current source inverter by the proposed
modified topology to solve the various problems related to welding with better effi-
ciency. Due to the proposed topology, good quality of current can feed into the
utility of arc welding. The arc welding power has the advantages of high efficiency,
energy-saving, compact and low cost. It is a tendency of development of arc welding.
The arc welding power supply is a new type of welding and used widely for indus-
trial applications. The reliability of arc welding power supply is very important. In
terms of effects on reliability of switching power supply, this paper details the design
methods about that in place of voltage source multi-level inverter, the current source
multi-level inverter is used for the efficient welding arc and then gives the calcula-
tion methods about the selection of components for protection circuit. The protection
circuit described in this paper is suitable for arc welding power supply with output
load voltage 100 V, output current 160 A, frequency 20 kHz and rated power 6 kW.
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Fig. 1 Different welding defects

2 Welding

2.1 Electric Arc Welding

By definition, arc welding is the process in which themetal to be welded is brought to
the proper welding temperature, at the point of contact due to which the heat liberated
at the arc terminals and in the arc stream by which the metals are completely fused
into each other, by forming a single layer of homogeneous mass, after it solidifies.

The heat developed is utilised to melt the part of the work piece, and the filler
metal and thus forms the joint. So the welded arc joint is a union of metal parts which
is made by localised heating which is not having any pressure. Therefore, this type
of welding is also known as the non-pressure welding. The developed heat by the arc
is also used for cutting of metals. There are many problems in welding process such
as cracks, porosity, undercut, slag inclusion, spatter, incomplete fusion, incomplete
penetration and overlap (Fig. 1).

2.2 Calculations

Arc Current I = V
√

(Rt + Re + Ra)
2 + (Xt + Xl)

2
(1)

= 100
√

(0.003 + 0.78 + 0.98)2+(0.005 + 0.70)2
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I = 44.247A
Rt = resistance of transformer = 0.003 �

Re = resistance of electrode = 0.78 �

Ra= resistance of arc = 0.98 �

Xt = reactance of transformer = 0.005 �

Xl = reactance of electrode = 0.70 �

Energy required for melting 100 g iron = m [s(t2 − t1) + L]
= 0.1[45(450 − 125) + 272] = 1489.7J

= 1.4897KJ

m = mass of iron = 100 g = 0.1 kg
s = specific heat of iron = 0.450 J/g°C = 45 J/g
t2 = melting temperature = 450 °C
t1 = initial temperature = 125 °C
L = latent heat of fusion of iron = 272 kJ/Kg = 65 cal/g

• Calculations for Power Input

Power input

P = πdlH = 3.660455W
d =diameter of electrode = 2 mm = 0.002 m
l = length of electrode = 250–450 mm = 0.25 m
H = heat dissipated = 2331.5 ≈ 2332 W/m2

H = 5.72ek

[(
T1
100

)4

−
(

T2
100

)4
]

e = emissivity

= 0.9 for resistance heating element

= 1.0 for black body

k = constant radiating efficiency

= 1 for single element

T1 = 450 °C temperature of source of heat
T2 = 125 °C temperature of substance to be heated (Fig. 2).
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Fig. 2 Simulation of power input

3 Current Source Inverter

A. The CSI converts the input DC into AC. It is also called as current fed inverter.
Input current is constant but adjustable. The amplitude of output current from
CSI is independent of the load.

B. Working

Because there must be a continuous current flow from the source, two switches
must always conduct—one from the upper and one from the lower switches. The
conduction sequence is 12, 23, 34 and 41 as shown in Fig. 3. If two switches one
upper and one lower conduct at the same time such that the output current is ±Il , the
switch state is 1; whereas if these switches are off at the same time, the switch state
is 0. The output current waveform is shown in Fig. 4. The diodes in series with the
IGBTs are required to block the reverse voltages on the IGBTs.

Fig. 3 Simulation of H-bridge CSI
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Fig. 4 Output of CSI

When two devices in different arms conduct, the source current Il flows through
the load. When two devices in the same arm conduct, the source current is bypassed
from the load.

CSI with PWM technique
The purpose of the PWM technique is used to control the output voltage of the
inverter and also to reduce the harmonic content which is present in the output volt-
age. The pulse width modulation (PWM) techniques are mainly used for voltage
control. These techniques are most efficient to control the drives of the switching
devices. There are different PWM techniques such as single pulse width modulation
(SPWM), Multiple pulse width modulation (MPWM), phase displacement control
(DPC), sinusoidal pulse width modulation (SPWM), harmonic injection modulation
(HIM), space vector pulse width modulation, hysteresis (delta) pulse width modula-
tion, selective harmonic elimination and current-controlled pulse width modulation.
The hysteresis controller is one of the methods which is used for current source
inverter, and all the remaining PWM techniques are used for voltage source inverter.
The sinusoidal and the space vector PWM techniques are frequently used.

4 Sinusoidal Pulse Width Modulation

The sinusoidal pulse width modulation (SPWM) technique is used to produce the
sinusoidal waveform by filtering an output pulse waveform with varying width.
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A better sinusoidal output waveform can be obtained by using a high switching
frequency and by varying the amplitude as well as frequency of a reference or the
modulating voltage. In this technique generally, it is used to maintain the pulses
in different widths instead of maintaining in equal widths as in multi-pulse width
modulation where the distortion factor (i.e. DF) and lowest order harmonics (i.e.
LOH) are more precisely reduced. In this project, we use triangular wave as carrier
signal and sine wave as well as cosine wave as a reference signal and compare the
twowaveforms with the help of comparator for this the simulation is done and shown
in Fig. 5. The output of the simulation of Fig. 5 is shown in Fig. 6 in which the first
waveform shows the triangular, sinusoidal and cosine waves. From second to fifth
waveforms, they show the effect on switching due to the SPWM method. The sixth
and seventh waveforms show the current and load (voltage) outputs.

Fig. 5 CSI with PWM technique

Fig. 6 Output of CSI with PWM technique
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The modulation ratio can be defined as the ratio of the magnitude of the output
voltage generated for SPWM to the fundamental peak value of the maximum square
wave.

ma = VPWM

Vmax−sixstep
=

Vdc
/
2

2Vdc
/
π

= π

4
= 78.55%

where VPWM = maximum output voltage is generated by a SPWM and
Vmax-sixstep = the fundamental peak value of a square wave.
The frequency modulation ratio is defined as the ratio of frequency of the carrier

wave to the frequency of the modulating (i.e. reference) signal.

mf = fc
fo

where f c = frequency of the carrier is signal and
f o = the frequency of reference signal,
the value of f o is to be chosen in order to suppress the harmonics.

C. Transformer

Here, Fig. 7 shows the equivalent circuit of a transformer which consists of the (Rp)
primary resistance, (jxp) primary reactance, (Rs) secondary resistance, and (jxs)
secondary reactance.

lp = 2w

ip2
= 2 ∗ 0.0224507

21.732
= 0.095091mH

ls = 2w

is2
= 2 ∗ 0.0224507

502
= 0.01796mH

Fig. 7 Transformer circuit
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Table 1 Specifications of
transformer

S. No. Parameters Primary side Secondary side

1 Voltage 230 100

2 Current 21.73 50

3 No. of turns 40 18

4 Self-inductance 0.095091 mH 0.01796 mH

lp
ls = 5.294599 ≈

(
Np
Ns

)
Np
Ns ≈ a2 =5.294

lp = self-inductance of primary side,
ls = self-inductance of secondary side,
w= total magnetic energy stored (joule)
ip=21.73 A= primary current
is=50 A= secondary current (Table 1).
On the basis of these parameters, the following simulation of a transformer is

carried out with the CSI as well as MLCSI.
As per Figs. 8 and 9, the required values of current and voltage for efficientwelding

arc are 50–60 A and 100 V, respectively (Figs. 10 and 11).
In case ofMLCSI, the load output values of both the CSI are 230 V, which is with-

out transformer. Now by using the new topology that is transformer by connecting
it to the MLCI the output will be as follows:

Fig: 8 CSI with transformer
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Fig: 9 Load output of CSI with transformer

Fig: 10 MLCSI with no
transformer
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Fig: 11 Output of MLCSI

Fig: 12 MLCSI with transformer
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Fig: 13 Output of MLCSI with transformer

Fig:14 MLCSI using PWM technique

Figure 12 shows the simulation of MLCSI with transformer as a new topology.
In this, there are two transformers used; the primary windings of first transformer
are connected to the CSI-1, and the primary windings of another transformer are
connected toCSI-2.Moreover, one of the secondarywindings of both the transformer
is series connected, whereas the remaining secondary windings are connected to the
load. The load output of this is shown in Fig. 13, where the values of current and
voltage are 120 A and 150 V, respectively.
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Fig:15 Output of MLCSI using PWM technique

Here, Fig. 14 shows the circuit diagram of MLCSI using PWM technique. Also,
the output of MLCSI using PWM technique is shown in Fig. 15. So in this paper, we
have seen many methods to get our required values for an efficient welding arc.

5 Conclusion

This paper is proposed and made for the efficient welding arc by using MLCSI,
nowadays somany of the defects are arising due to the voltage instability and current.
So to overcome this novel, MLCSI is used for the welding purpose. Many different
topologies are shown here in the paper, and the relation between the CSI andMLCSI
with the attached topologies is also explained with their outputs.
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Design, Simulation and Development
of Current Source Multilevel Inverter

Akashkumar Tarpada, Karan Chatrani and Mulav P. Rathod

Abstract As multilevel inverter delivers benefits on harmonic reduction as well
as increase the output rating, current source multilevel inverter is presented in this
research paper with seven numbers of switches. For the given topology, the interme-
diate I/2 current level is one of the major challenges. Simulation and experimental
results are presented here to confirm the operation of five-level CSMLI. For, higher
power rating superconducting magnetic material used to design and development of
current sharing aswell as current source inductors. This has some advantages in some
circumstances like higher rating of power compare to VSI, inherent four quadrant
operation of motor, direct output current controlling, etc.

Keywords Power electronics ·Multilevel · Current source · Inverter

1 Introduction

The stereotypic connection of the static power electronics switches in series or paral-
lel could never deliver the results particular application demands.However, to achieve
these results a modified topology or combination of predefined H-bridge arrange-
ment must be applied not to forget the major issue to deal with power electronics
converter, i.e., reliability. Using the presented topology for CSMLI, the reliability as
well as the power quality issues regarding harmonic distortion and harmonic spec-
trum up to 31 harmonic number is presented. The predominance of high-frequency
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introduction for the power electronics converter is also challenged in this topology
where entire design and development are done on fundamental frequency 50 Hz.

The main aim of going for this current source converter is to be able to handle
high current output, reduce harmonic signature and meanwhile assure the reliability.
The bucket list to protect the personnel as well as the devices is also being taken care
of while designing the circuit gating configuration.

Multilevel inverter designed for mostly voltage source inverter. The reason behind
it is requirement of higher power inverter [1–3]. This inverter is beneficial in terms of
reduced harmonics level as well as the higher rating of output power because of the
different levels of output current or voltage. The VSI is generally used for multilevel
concepts [1]. The one of the most important reasons is inductors. The inductor has
disadvantage in higher conducting losses as well as storage efficiency compared to
capacitor [4]. By using superconducting material for inductor, this can be eliminated
[5]. In this CSI, the level is being achieved by several levels of DC inductor currents,
which is same as VSI using the capacitor for voltage level [3, 5]. The 7 switches
topology is presented for five-level current and eight- level switches for seven-level
of output current. The benefit of higher level of output is reduction in total harmonics
distortion. The results of PSCAD and multisim are presented here.

In CSI, input current is constant but adjustable. The amplitude of output current
from CSI is independent of the load. However, magnitude of output voltage and its
waveformoutput fromCSI is dependent upon the nature of load resistance.Generally,
L filter is used before CSI to make its output ripple-free.

2 Proposed Topology

Figure 1 shows the schematic diagram of single-phase five-level current source
inverter (CSI) using new topology. In this, a couple of inductors are used. The
inductors are used to share equal current in each branch. The numbers of power
electronic switches used are seven. The power electronic switch can be MOSFET or
IGBT depending upon the range of frequency. For power MOSFET, the frequency
range is greater than 100 kHz while for IGBT it is less than 20 kHz. In voltage
source inverter, different voltage rated devices are combined to take advantage of
their particular ratings. The principle of selecting rating device remains same but in
this current is important.

For N level inverter, [{(N + 7)/2} + 1] power switches are used while
(N − 1)/2 current sharing inductors are used. For the particular current level, by
applying proper control signal to the devices current balance is guaranteed. From
this, the calculation of the current level in one current sharing inductor is calculated
and is given by

I1 = I2 = I3 = · · · = 2I/(N − 1)

For example, for five-level current in current sharing inductor is I/2.
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Fig. 1 Proposed topology of five-level inverter and experimental setup with seven numbers of
switches

‘I’ is the source current and I1, I2, I3, … I(N − 1) are the current flowing through
current sharing inductors.

Figure 2 is for seven-level of inverter output. To obtain the desire level output,
switches must be controlled by using single pulse modulation technique. In case of
VSI for five- level, totally 8 number of switches are used. Using the structure shown
in Fig. 1, one is able to generate five levels in output load current.

Here, H-bridge is combined with 3 switches.
One method to make a current source is the inductance, which has high value and

is connected in series with the DC source. In this manner, practical current source is
possible to make. The solar panel used is also an example of current source.

Current source describes that it supplies constant current for a constant load. Ideal
current source is just a concept and it is very hard to achieve. But it can be achieved
near to constant current source. The internal resistance of an ideal current source is
infinite. Van de graph generator is the example of the constant current source because
it has very high output voltage coupled with its very high output resistance, and so
it supplies constant current.

The proposed topology has several benefits like power circuit of CSI is simpler
and more robust comparatively with VSI, as VSI requires numbers of capacitors for
each level and freewheeling diodes as well. The different types of topology are used,
so current flowing through each inductor depends on its position.

Losses are an important factor of power electronics since lower losses give higher
efficiency. As different switches work on different balancing control schemes, they
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Fig. 2 Proposed topology of five-level inverter and experimental setup with seven numbers of
switches

will not have same power losses or switching losses. The power losses during one
second are defined by V = voltage across switch during turn on, I = current flowing
through closed switch and t = closed time of switch.

That is, P = V*I*t.
Power losses in CSI are less cause time of switching is in milliseconds.
If the number of levels increases in VSI, then the number of devices increases in

higher rate comparing with CSI.
There is different topology in VSI even though CSI has lowest number of devices

which reduce topology (Fig. 3).
The CSMLI is a three-phase topology that consists of a number of current source

six-valve module, and in addition, there are also m − 3 positions with inductors to
smooth theDC-side current and to divide its source into deferent current ratings. Only
one current source is needed. As with many of the other MLI topologies, one of the
advantages with the GMCSI topology is that it can eliminate the use of transformers
in some high-power applications. Also the modularized conjuration is advantageous,
and the topology is not as component heavy as some other topologies [5]. The above-
mentioned topology is single-level three-phase topology. For five-level three-phase,
the number of device required is more than 6.

One problemwith the CSMLI, comparable with the voltage unbalance problem in
some of the VSIs, is that there can be a current unbalance in the smoothing inductors.
This problem can however be solved with the use of redundant switching states.

Generalized Multilevel Current Source Inverter (CSMLI)
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Fig. 3 Components versus graphs

+ Very few components required
+ Modularized design
+ Inductor current balancing capabilities
− Needs additional logic together with SPWM
+ Indicates benefits
− Indicates limitations or disadvantages.

3 Controlling Strategies

The possible combination of the switching is as shown in Fig. 4 for five-level and
Fig. 5 for seven-level. This kind of gate pulse is generated by using microcontroller.
The benefit of using microcontroller is accuracy in the switching of devices. This
switching is known as the asymmetric switching. Although the symmetric switching
pattern has advantage of 50% of duty cycle, it increases the ripple in the current
sharing inductors. This is the disadvantage of symmetrical switching in the current
source multilevel inverter (Table 1).
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Fig. 4 Gate pulses for five-level inverter

The switching strategy should ensure two main requirements, first is generation
of desired levels of output current and the second thing is current balance between
current sharing inductors. These requirements are being fulfilled by different switch-
ing combinations. For five-level, two current sharing inductors are used, and for this,
the control of the device in series with the inductor is shown in Fig. 4 S5 and S6.
Same for seven-level is shown in Fig. 5 S5, S6 and S7.

In controlling isolation can provided by opto-coupler or driver IC’s. In some cases,
PWM techniques are also used. Isolation reduces the controlling circuit from power
circuit. Here, different microcontrollers like STM board and digital signal processors
can be used (Table 2).

Switching pattern must fulfill some specifications. To begin with, average voltage
across the inductor must be zero regardless of load is connected. If not, then change
in current will be there current may be unbalanced. Another point is that current
sharing inductors should have minimum ripple. And current balance must be there
to reduce harmonic stress on the devices.
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Fig. 5 Gate pulses for seven-level inverter

Table 1 Switching pattern for five-level

S. No. S1 S2 S3 S4 S5 S6 S7

−I 0 0 1 1 1 1 0

−I/2 0 0 1 1 0 1 0

0 0 0 0 0 0 0 1

I/2 1 1 0 0 1 0 0

I 1 1 0 0 1 1 0

Table 2 Switching pattern for five-level

S. No S1 S2 S3 S4 S5 S6 S7 S8

−I 0 0 1 1 1 1 1 0

−2I/3 0 0 1 1 0 1 1 0

−I/3 0 0 1 1 0 0 1 0

0 0 0 0 0 0 0 0 1

I/3 1 1 0 0 1 0 0 0

2I/3 1 1 0 0 1 1 0 0

I 1 1 0 0 1 1 1 0
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4 Simulation Results

Here, gate pulse simulation and five-level simulation are described. For 20 A current
sources, the current sharing inductor is used. The frequency of switching devices
is 50 Hz. The output waveform of current is shown in Fig. 7. In this, the one level
is near to the 10 A because the current sharing inductor designed for 10 A, which
shares near to the 10 A in equal manner.

In Fig. 6, for switches S4 and S7 the on time is 1.25 ms and off time is 8.8 ms, and
for switches S5 and S6, the on time is after some delay that is 11.25–18.75 ms. In this
way, cross-conduction is avoided. The generated gate signal is for 50 Hz (Figs. 7, 8
and 9).

Here, prototype experiment is done. Supply is given through 10 V DC and 15 mH
is the current source, and two 8 mH current sharing inductors are used. The given

Fig. 6 Gate pulses for five- level
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Fig. 7 Output of five-level in multisim

Fig. 8 Gate pulse experimental result

output is for 10�, 10-W resister. The given spike is due to over current and improper
design of inductors. By doing proper design of inductors, five-level can be easily
achieved (Figs. 10 and 11).
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Fig. 9 Simulation result in PSCAD

Fig. 10 Gate pulse experimental result

Fig. 11 Gate pulse experimental result
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5 Conclusion

A modified proposed topology of seven switches for five-level CSI is presented in
this research paper. A current source made by DC source in series with high value
of inductor. Single pulse width modulation technique is used here. The single pulse
is designed by AT89C51 microcontroller. Simulation as well as hardware for small
prototype is presented in this paper. The current balance between two current sharing
inductors is guaranteed using appropriate switching. One of the major advantages
of CSI is the number of devices used for the same level of VSI is less. In CSI, there
is no need of voltage balancing capacitor and freewheeling diode across switches.
The main problem of cross conduction is also solved. The protection required for
CSI compared to VSI is less. Applications of CSIs are speed control of ac motors,
induction heating, lagging VAR compensation synchronous motor starting, etc.
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Generalised Fault-Tolerant Structure
for Multilevel Inverter

Shubham Gajbhiye, Pradyumn Chaturvedi, Sai Krishna Saketi
and Pranav Mohod

Abstract Nowadays, multilevel inverter is of high importance in various applica-
tions ranging from few watts to several megawatts power levels in industries. But
the failure rates of these inverters are also an area of concern. This paper proposes a
generalised fault-tolerant structure ofmultilevel inverter. The proposed inverter deliv-
ers power to the load under faulty switch conditions. Thus, it maintains continuous
power supply to the load with improved reliability. Reliability of the proposed struc-
ture is evaluated with mean time to failure (MTTF) calculations using the Markov
chain method. The performance of proposed structure is validated via simulation in
MATLAB/Simulink environment.

Keywords Fault-tolerant multilevel inverter · MTTF · Reliability

1 Introduction

With the recent advancements in power electronics, the power requirement and its
supply to the industries have increased significantly. For this purpose, novel solution
of implementing power electronics devices is considered. Thus, the power levels can
be increased with increase in voltage levels and keeping the current at low values
using the multilevel inverters [1]. Multilevel inverters give the advantages of better
power quality, low dv/dt stress on the switches, higher voltage levels, etc. [2].

It is well known that the power electronics devices only consist of the various
power semiconductor devices to operate with. The semiconductor devices with a
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fact are mostly prone to faults and possess less reliability [3]. If any fault occurs at
inverting stage in the system, then the whole systemwill go out of service and there is
huge financial loss due to high initial investments. Thus, the fault-tolerant approach
instead of conventional inverters will not only increases its reliability but also ensures
better quality of output voltages. Although with the increase in reliability, there is
slight increase in its cost but in many industrial applications continuous operation
is of most importance which will serve its purpose. Now so as to improve the fault-
tolerant ability, various structures are proposed in the different research works. Some
consist of redundant switches, redundant modules and standby units [4].

The main topologies for conventional multilevel inverters used in industries are
flying capacitor converter [5], diode-clamped converter [6] and cascaded H-bridge
inverter [7]. Among these topologies, cascaded H-bridge is considered as the most
reliable and gained a huge demand among researchers. In [8], topologies have been
proposed to tolerate open circuit faults but it cannot tolerate fault on all the switches.
Also, the utilisation of DC sources is zero during faulty conditions. Inner-leg switch
faults cannot be tolerated in the topology proposed in [9]. The topology given in
[10] uses relays to operate during fault in each module and makes the DC sources in
series to keep the peak-to-peak voltage level.

In this paper, a technique of maintaining peak-to-peak output voltage magnitude,
even after fault occurs, and a new topologyusingCHB is proposedwhich bypasses the
faulty module. This is achieved by employing variable DC source. The variable DC
source is a boost converterwhich operates depending uponmodule output signal. This
is a complete fault-tolerant topology which can handle fault on any of the switches
without deteriorating the output voltage levels and prevents the complete shutdown
of the system. Reliability of the system for under different operating conditions is
presented and compared with the existing system.

In Sect. 2, the proposed fault-tolerant structure of MLI and its control strategy is
given. Markov reliability chain theory is discussed with reliability evaluation under
different fault conditions is presented in Sect. 3. In Sect. 4, the simulation and results
are presented. Finally, in Sect. 5, conclusion for the work is given.
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2 Proposed Circuit and Controlling Method

2.1 Proposed Fault-Tolerant Scheme

The proposed circuit is based on cascaded H-bridge multilevel inverter. This circuit
can eliminate and isolate the defected module from the whole circuit in the event of
a component failure in one of the modules, so it can prevent the whole system to fail.
The load can be feed by the remainedmodules in the proposed circuit with decreasing
output voltage level and without changing the peak-to-peak value of output voltage
(still symmetrical sinusoidal output). Figure 2 shows a five-level structure of the
proposed cascaded MLI which by means of voltage sensors and variable DC source
in each module can perform the isolation and elimination of the defected module
from the whole circuit (Fig. 1).

V 1 is the voltage sensor provided in the upper module and V 2 is the voltage sensor
for lower module. V 1 and V 2 can measure the output of each module for healthy as
well as faulty condition. Figure 3 shows the variable DC source. Variable DC source
is a boost converter which can perform boost operation on one module in case of
fault in another module. It means that it will perform boost operation only if fault
condition arises in specific simultaneous module.

Fault Tolerant InverterSub
Modules Load

Duty Ratio Controller

5 level Control 3 Level 
control

PWM
Controller

d V

Fig. 1 Block diagram of fault-tolerant structure
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Fig. 2 Proposed five-level CMI
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Fig. 3 Variable DC source (boost converter)

The mentioned voltage sensors are connected in a way that in an open-circuit
failure occurrence of any component, they can eliminate and isolate the defected
modulewhich has the faulty component from thewhole system and assure the normal
operation of the inverter with one healthy module. Operation of the inverter will
continue till the next failure occurs in the only remained module, which will lead
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whole system to fail. For instance, suppose if one of the S1–S4 switches (related to
upper module) fails, the failure will be detected by fault diagnosis system and based
on voltage sensor output variable DC source will operate with increase in output
voltage of boost converter. Therefore, beside isolating and eliminating upper module
from the circuit, they disconnect V 1 in case of fault in upper module and V 2 in case
if fault in lower module with increase in voltage in respective healthy module, so
the output voltage peak would not be changed. This can be done by operating the
boost converter in variable duty-ratio mode. It is obvious that by isolating upper
module, modulation technique must be changed and it is not possible to use the
samemodulation technique for the three-level inverters with only remainingmodules
(Tables 1, 2 and 3).

2.2 Fault Diagnosing Method

Figure 4 shows the control strategy of proposedCHB.There are twovoltage sensors at
each module of five-level CHB. These sensors continuously check the output voltage
of each module. During healthy condition, the output will be V dc1 for module 1 and
V dc2 formodule 2. If the output voltage of respectivemodule not equal toV dc, then the
corresponding module is surely not working properly hence can be stated as faulty.
Due to this, the inverter is not going to deliver the corresponding desired output. In
such case, the fault diagnosis mechanism will then check the output voltage of each
module and along with disconnecting the faulty module; it will change the duty ratio
of boost converter associated with another module so as to maintain peak-to-peak

Table 1 Proposed CMI switching pattern in normal condition

Device S1 S2 S3 S4 S5 S6 S7 S8

+2VDC 1 1 0 0 1 1 0 0

+VDC 1 1 0 0 0 1 0 1

0 1 0 1 0 0 1 0 1

−VDC 1 0 1 0 0 0 1 1

−2VDC 0 0 1 1 0 0 1 1

Table 2 Proposed CMI switching pattern in upper module fault

Device S1 S2 S3 S4 S5 S6 S7 S8

+2Vdc 0 1 0 1 1 1 0 0

0 1 0 1 0 1 0 1 0

−2Vdc 0 1 0 1 0 0 1 1
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Table 3 Proposed CMI switching pattern in lower module fault

Device S1 S2 S3 S4 S5 S6 S7 S8

+2Vdc 1 1 0 0 1 0 1 0

0 1 0 1 0 1 0 1 0

−2Vdc 0 0 1 1 1 0 1 0

Start

Read the Gate pulses

fault 1= 1

Stop

Change the switching 
pattern to 3 level and 

duty ratio of boost 
converter

V1 > Vthreshold

fault 1 = 0
&&

M= 0

Read the RMS output 
voltages of each module

V2 > Vthreshold

fault 2= 1

fault 1= 0
 fault 2 =0

yes yes

No No

Fig. 4 Control strategy flow chart
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Fig. 5 a Output load voltage. b Output load voltage closed view at fault instance

voltage with reduced voltage levels. The simulation results are presented in Figs. 5a,
b and 6a, b which shows the output voltage before during and after the fault. In
this simulation, fault is introduced in upper module at 0.3 s. Simultaneously current
through the load is also presented which is remaining constant before and after fault
operation is implemented.
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Fig. 6 a Output load current. b Output load current closed view at fault instance

3 Reliability Evaluation

The proposed fault-tolerant two-module CHB is depicted in Fig. 1. The conditional
probability is used in this part to evaluate reliability of the proposed scheme. The first
condition is the proper operation of semiconductor switches on the proposed CHB
and the second condition is the existence of a failure in one of the semiconductor
switches on the any of the modules. Markov chain of the proposed scheme is shown
in Fig. 7. It is worth mentioning that improper operation of sensors with fault in
switches could result in operation of the inverter in the absorbing state. Probability
of each state is calculated as stated in (1)–(4)

d/dt[P1(t)P2(t)P3(t)P4(t)] = [P1(t)P2(t)P3(t)P4(t)]

∗
[−(λ12 + λ13) λ12

0 −λ23

]
(1)



Generalised Fault-Tolerant Structure for Multilevel Inverter 173

Fig. 7 Markov Chain for proposed circuit

Failure rates of each state in Markov chain

λ12 = 8(λS + λD) ∗ Pr (2)

λ13 = 8(λS + λD) ∗ (1 − Pr ) + 2λC + 2λBD (3)

λ23 = 4(λS + λD) + λC + λBD (4)

where Pr is the probability of the proper operation of the Fault mechanism. Since P1

and P2 are the upstate of this structure, the reliability is equal to

R(t) =
2∑

i=1

Pi (t) (5)

The healthy mode is initially

P(0) = [1 0 0] (6)

Probability of each state is

P1(t) = e−(λ12+λ13) (7)

P2(t) = λ12

λ23 − λ12 − λ13

[
e−(λ12+λ13)t − e−(λ23)t

]
(8)

R(t) = P1(t) + P2(t) (9)
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The failure rates of power electronic components are calculated in this part. The
failure rate of each component is obtained by multiplication of different factors
related to components.

λcomponent = λb
n∑

i=1

π i (failure/106 h) (10)

where n is the number of factors affecting the component failure rate and the basic
failure rate of component is λb which is turns related to the components quality and
their performance at a given temperature. It is necessary to calculate the power loss
of component in order to evaluate the influence of temperature.

4 Simulation Results

In this section, the numerical results of reliability and MTTF calculations are pre-
sented. Output power is considered to be equal to PLoad = 200 W at the lagging
power factor of 0.9. The output frequency is equal to 50 Hz. The maximum output
voltage value is 320 V. Thus, in the symmetric CMI, the DC sources are equal to
each other and they are considered to be V 1 = V 2 = 160.

The calculated power losses, junction temperatures, and temperature factors in
different states of operation for MOSFETS and diodes of the proposed CMI scheme,
the effective factors of components in the high-frequency link are provided in the
table.Where λS and λD are failure rates of switches and diodes of inverter, the failure
rates of components of the inverter are given in Table 4 and are taken from [11].

Healthy operation of fault diagnosis system and variable DC source is assumed to
be equal to Pr = 0.9. Failure rates are presented is Table 5. Reliability equations for
the proposed fault-tolerant CHB are, respectively, shown in the following equations:

Table 4 Numerical results Index Value

λS 1.18

λD 0.010

λBD 0.013

λC 0.066

Table 5 Failure rates Failure rates (failure 106/h) λ12 λ13 λ23

Value 8.646 9.756 4.882
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R(t) = 0.361e−18.396t + 0.639e−4.882t (11)

MTTF =
∞∫
0

R(t) = 0.149 ∗ 106 H (12)

5 Conclusion

In this project, a novel generalised fault-tolerant structure employed in five-level
H-bridge is proposed. It is a flexible topology that means it can be reconfigurable
when different faults occur in any of power semiconductor switch of the twomodules
of five-level CHB. The voltage sensors and variable DC source, i.e. boost converter
plays a significant role in reconfiguration of proposed structure from five-level to
three-level with maintaining same peak values. For the diagnosis of fault in inverter,
a simple methodology is also used. In this methodology, the output voltage of each
module of inverter is continuously observed weather it is giving normal output or
not according to switching pattern given to inverter. This methodology only requires
one sensor for one module hence it is maintaining its simplicity and no complicated
is employed for fault diagnosis. Generalised fault-tolerant structure is evaluated in
differentmodes of operation and correspondingMarkov chain is alsomodelled. Then
the reliability of the generalised fault-tolerant structure is also validated using this
Markov chain. The reliability of generalised fault-tolerant structure is then com-
pared with the convention five-level H-bridge as shown in Fig. 8 and it can be
easily seen with fault-tolerant structure its reliability has increased. Finally, by using
MATLAB/Simulink, simulation results for various fault conditions are obtained.

Fig. 8 Reliability comparison of convention and fault-tolerant CHB
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A Comparative Study of Grid
Synchronization Techniques SRF-PLL
and DSRF-PLL Under Unbalanced Grid
Voltage Condition

Atul Kunpara and Vithal N. Kamat

Abstract This paper presents a comparative study of two grid synchronization tech-
niques, synchronous reference frame phase-locked loop (SRF-PLL) and double syn-
chronous reference frame phase-locked loop (DSRF-PLL) that could be used in grid
integration of distributed generation systems. As PLL is playing a vital role in the
operation of grid-connected power electronic converters, it is very much important to
study their behavior in grid voltage fluctuating condition. It is shown that SRF-PLL
gives suitable response when the grid voltage is balanced, but during fluctuating
condition of voltage its performance gets deteriorated. But DSRF-PLL is able to
track grid voltage phase properly in both conditions as it is having two components
separated and decoupled from each other using decoupling network. Performance
comparison is verified by MATLAB simulation, and the results are presented.

Keywords Phase-locked loop · Grid synchronization · Grid-connected converter

1 Introduction

Day by day there is a rise in consumption of electricity, and this increases the demand
of electrical energy continuously. Due to the constraint on fossil fuel availability and
pollution created by conventional power generation plant, all countries are promoting
distributed generation like wind power and solar power. To use electricity generated
by this distributed power generation means, it is necessary to integrate distributed
power generating unit with grid.
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Fig. 1 Grid-connected VSC for renewable energy sources

The performance of grid-connected voltage source converter mainly depends on
the effective detection of phase and frequency of grid at point of common coupling.
This job of detecting phase and frequency is performed by grid synchronization
techniques which have been discussed in [1]. Figure 1 shows the position of PLL
in block diagram representation of grid-connected converter. Apart from the use of
PLL in grid-connected converter, it is also used in many applications like AC to DC
converter, FACT devices and HVDC systems [2, 3].

Though there aremanymethods of grid synchronization using PLL, SRF-PLL and
DSRF-PLL have got more popularity because of their simplicity in implementation
and better performance. In this paper, the performance of these two synchronous ref-
erence frame PLL is investigated with grid voltage amplitude fluctuations. From the
comparative study presented here, we can choose proper topology for the application
of grid connection of power electronic converters.

Organization of this paper is divided into different section as follows. In Sect. 2,
the basic theory aspects of SRF-PLL and DSRF-PLL are discussed, and in Sect. 3
MATLAB simulation setup is presented. In Sect. 4 results and discussion of both
PLL are given, and the conclusion of study is drawn in Sect. 5.

2 Grid Synchronization Methods

In the applicationswhere there is a requirement of grid integration of power electronic
converter, most important is to have information of grid voltage frequency and phase.
This information is obtained with the help of phase-locked loop. In this section,
SRF-PLL and DSRF-PLL will be discussed.
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Fig. 2 Basic structure of SRF-PLL

2.1 SRF-PLL

This is the most widely used synchronous reference frame PLL, and its basic block
diagram is given in Fig. 2. From figure, we can see that in this topology of PLL, the
first three-phase voltage is transformed from abc reference frame to α-β reference
frame and then from α-β reference frame to synchronously rotating positive d-q
reference frame by using Clarke and Park transformation technique [4].

The formula used for Clarke and Park transformation to obtain Vd and Vq

component from Vabc voltage of grid is given below:

[
Vα

Vβ

]
= 2

3

[
1 −1

/
2 −1

/
2

0
√
3
/
2 −√

3
/
2

]⎡
⎣Va

Vb

Vc

⎤
⎦ (1)

[
Vd+
Vq+

]
=

[
cos θ sin θ

− sin θ cos θ

][
Vα

Vβ

]
(2)

where θ is the phase angle of grid voltage.
With d-q reference voltage, a PI feedback controller with feed forward component

of ω = 2π f (nominal grid frequency) is used to get synchronization with grid volt-
age. With proper tuning of PI controller, the grid parameters like voltage frequency
and phase angle are detected. However, in SRF-PLL, only positive sequence com-
ponent of grid voltage is used to detect the phase and frequency, also cross-coupling
of negative sequence component is not canceled out, and its performance during
unbalanced voltage condition gets deteriorated.

2.2 DSRF-PLL

In this topology of PLL, symmetrical component of unbalanced grid voltage is first
obtained using Clarke and Park transformation combination in double reference
frame rotating opposite to each other [5]. Then, the positive sequence component is
used to apply with PLL, and thus, it is known as DSRF-PLL as it is working on two
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Fig. 3 Block diagram of DSRF-PLL

Fig. 4 Decoupling network positive (+Ve)

reference frame parameter separately. The block diagram representation of DSRF-
PLL is shown in Fig. 3. It can be divided into three parts: (1) obtain positive and
negative symmetrical component of grid voltage, (2) remove the coupling between
two reference frames using decoupling network and (3) obtain phase and frequency.

In double synchronous reference frame, two reference frames are rotating in oppo-
site direction to each other, and thus, voltage in each sequence will have double fre-
quency coupling component. A decoupling network is used to remove the coupling
effect of double frequency component. The detailed structure of decoupling net-
work positive (+Ve) used in DSRF-PLL is shown in Fig. 4, and decoupling network
negative (−Ve) can be drawn in a similar manner. In DSRF-PLL, improvement in
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performance is coming because of this decoupling network [5] which is canceling the
effect of cross-coupling of positive and negative sequence component of unbalanced
voltage.

3 Simulation Model

In this section, simulation model of SRF-PLL and DSRF-PLL using MAT-
LAB/Simulink software is presented. Figure 5 shows the Simulink model of SRF-
PLL, and Fig. 6 shows the Simulink model of DSRF-PLL. In DSRF-PLL, it can be
seen that decoupling network is used in combination with SRF-PLL to detect the
phase of positive sequence grid voltage.

Fig. 5 Simulink model of SRF-PLL

Fig. 6 Simulink model of DSRF-PLL
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4 Results and Discussion

In order to compare the performance of SRF-PLL and DSRF-PLL, here simulation
results are presented with non-ideal case of balanced and unbalanced grid voltage
condition. The parameter of simulation is given Table 1.

Both the PLL is tested with balanced supply with phase to neutral magnitude
of 325 V and 50 Hz as well as unbalanced supply voltage with 360 V, 200 V and
200 V, respectively, for A, B and C phase of supply. In all results presented here, a
step change in grid voltage is applied after one second simulation time, and thus, in
all results before one second time balanced condition of grid voltage and on other
side unbalanced condition of grid voltage is presented. In Fig. 7, one can see that
during balanced condition, both the PLL are performing good and detecting perfect
phase of the positive sequence of grid voltage. But when unbalanced is applied in
grid voltage after one second from simulation start time in SRF-PLL, the detected
phase gets deteriorated, and it can be seen that it does not exactly coincide on supply
phase. While in case of DSRF-PLL, perfect phase detection is able to obtain during
unbalanced condition also, and in result it can be seen that detected phase and supply
phase coincide on each other in both conditions.

In Figs. 8 and 9, phase-A voltage of grid along with detected phase and detected
phase voltage is shown. From Fig. 8b, it can be seen that during unbalanced condition
of grid voltage SRF-PLL is not able to detect the exact phase of grid voltage, but
from Fig. 9b it is very clear that in DSRF-PLL it can detect phase properly during
the unbalanced condition.

Table 1 Simulation
parameter setting

Name of parameter Selected value

Grid voltage (normal condition) 325 V

Frequency 50 Hz

Kp (SRF and DSRF) 0.7306

Ti (SRF and DSRF) 0.0507

Cut-off frequency of LF in DSRF-PLL 50 Hz
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Fig. 7 a Three-phase grid voltage and detected phase of SRF-PLL. b Three-phase grid voltage and
detected phase of DSRF-PLL
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Fig. 8 a Phase-A voltage, detected phase and detected phase voltage of SRF-PLL. b Zoom view
of (a)
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Fig. 9 a Phase-A voltage, detected phase and detected phase voltage of DSRF-PLL. b Zoom view
of (a)
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5 Conclusion

The study and results presented in this paper have shown that SRF-PLL is not able
to detect grid voltage phase properly for unbalanced condition, but DSRF-PLL is
capable of tracking exact grid phase during balanced and unbalanced condition of
grid voltage as in this PLL the use of decoupling network removes the effect of
cross-coupling component. So, in the application where the possibility of voltage
unbalanced condition is there, it is suitable to use DSRF-PLL.
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Investigation on Impact of Rooftop Solar
System on LV Distribution Network

Dhaval Y. Raval and Saurabh N. Pandya

Abstract Energy is prime requirement to have prosperous and convenient life.
Diversified use of electrical energy is due to its transferability and storability. Solar
energy is being promoted worldwide to meet increasing electricity demand and to
cope with spoiling environment. Consumer participation is key to achieve large scale
power generation using compact photovoltaic (PV) systems. Grid-integrated PV sys-
tem introduces power quality issues like local voltage rise, voltage unbalance, reverse
power flow (RPF) and neutral to ground voltage rise (NGV). PV-integrated LV dis-
tribution network has been analyzed to recognize the seriousness of negative impact
of PV generation in conventional radial distribution network. Simulation study has
been carried out using MATLAB/Simulink.

Keywords Photo-voltaic · Power quality · Voltage rise · NGV · Reverse power
flow

1 Introduction

Grid-connected photovoltaic (PV) system extracts power from the PV array and
feeds it to the grid. First component of this PV plant is PV cell which converts
solar energy into electrical energy. Efficiency of this solar cell is varying from 3 to
15%, generally depends on material, temperature, surface deposits, tilt angle, light
spectrum [1]. PV cells are grouped to make PVmodule and PVmodules are grouped
to make PV array. Various PV array topologies are available like series-parallel,
total cross-tied and bridge linked. Series-parallel is most favorable among them [2,
3]. DC-to-DC converter, isolated or non-isolated with various MPPT algorithms are
used to linearized PV source, as PV is a non-linear source of energy [4].
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Grid-connected solar system can be categorized into two types (1) Large-scale
commercial plant and (2) Small-mid-scale rooftop plant. Facility of net metering
and subsidy of 10,000 INR/kW (MAX-20,000 INR) by Gujarat government and
20,700 INR/kW by Central government have been provided to promote rooftop solar
generation in India [5].

Rooftop solar system required great coordination between inverter and grid. Bat-
tery used to manage surplus/shortage of power in standalone PV system can be
eliminated in grid-connected PV system. PV inverter controls grid current, ensures
grid synchronization andmaintains DC link voltage [6]. Usually to control active and
reactive power transfer, inverter current is controlled using different controllers like
hysteresis controllers, PI controllers, resonant controllers and dead-beat controllers.
Usually, three-level control schemes are sufficient to control active and reactive power
flow from inverterwhich are power control-highest level, current regulation-mid level
and PWM controller-lowest level [7, 8].

Grid-connected PV system causes many problems due to intermittent nature of
solar and continuously varying grid condition. Large efforts are being made world-
wide to define standards for grid-connected PV system. IEEE1547 [9], IEC61727 &
ENC61000−3–2 deals with power quality issues like detection of islanding opera-
tion, amount of injected DC current into the grid, total harmonic distortion (THD),
etc. Apart from these basic standards, PV inverters also required some advanced
features like fault ride through, frequency droop control and anti-islanding to pre-
vent undesirable condition mentioned in [10] and very serious in the case of high
penetration of PV generation.

In this paper, impact of PV generation on LV distribution network has been inves-
tigated. Section 2 provides conceptual details about impact of PV system in distri-
bution network. LV distribution network with PV generation has been simulated and
analyzed in Sect. 3.

2 PV-Integrated LV Distribution Network

Figure 1 shows layout of LV distribution network. Different phases are allocated
to single-phase consumers and mentioned as Load Sector–A, Load Sector–B and
Load Sector–C. Detailed layout of Load Sector–A is shown. Distance of consumers
from distribution transformer is shown in feet. Al 1/0 conductor is assumed which
has resistance of 0.7119 �/km. In Load Sector–A, three consumers P1L2, P3L1 and
P4L1 are having rooftop PV system. Load Sector–B and Load Sector–C assumed
to have same layout, without any rooftop PV generation. This assumption is fairly
valid as owing a rooftop PV system is completely based on consumers’ willingness
residing in particular phase.
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Fig. 1 LV distribution network

2.1 Rooftop PV System

Rooftop PV system is having PV panels as source, DC-to-DC stage to maintain
PV voltage at Vmpp and DC-to-AC stage to fed extracted power into the grid
as shown in Fig. 1. DC-to-DC stage can be realized by means of any DC-to-DC
converter (Isolated/Non-Isolated). By acting as virtual impedance and maintaining
Vmpp at the input side of PV panels, DC-to-DC stage ensures maximum power
extraction. Maximum Power Point Tracking (MPPT) algorithms are used to modu-
late power flow in such manner that input capacitor of DC-to-DC stage remains at
Vmpp voltage. DC-to-AC converter (inverter) used to convert DC voltage/current
into AC voltage/current.

2.2 Power Quality in PV-Integrated LV Network and Its
Significance

Uneven distribution of PV generation shown in Fig. 1 introduces power quality issues
like local voltage rise, voltage unbalance, reverse power flow (RPF) and neutral to
ground voltage (NGV). Distribution network typically designed for specific load
profile based on consumption pattern. When rooftop PVs are deployed on any arbi-
trary phase as shown in Fig. 1, the pattern of power consumption will change and
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introduces local voltage rise problem [11]. Fluctuating nature of PV generation can
cause continuous voltage fluctuation and voltage unbalance in the distribution sys-
tem. Literature [12–17] examines the effect of PV generation on voltage profile of
distribution network. For a consumer connected to the same distribution transformer,
voltage fluctuation depends on the size of PV plant, distance from distribution trans-
former and length of shared secondary between consumers. It is also observed that
voltage variation caused by a single PVgenerator, with no reverse power flow through
transformer, can be worse than that caused by a group of PVs causing reverse power
flow [12]. From measurement and analysis carried out on different countries having
high penetration of PV, it has been concluded that introduction of large PV power
can cause voltage rise of 1–2% and voltage unbalance of 1–2% [13].

Voltage unbalance has a harmful effect on grid-connected appliances and pro-
tective devices. Voltage unbalance can cause extra power loss, safety deficiency,
relay malfunction (due to zero and negative sequence current), inaccurate measure-
ment, transformer/motor life cycle decrement [14].Due to unbalancedvoltage supply,
motor experiences torque pulsation and produces excessive noise. Voltage imbalance
introduces current imbalance which results in temperature rise of the motor. Accord-
ing to National Electrical Manufacturers Association (NEMA), voltage imbalance
in induction motor should not exceed 5%. In rectifier, line current through switching
element significantly increased with unbalanced voltage supply. Switching devices
and capacitors of rectifier experience extensive stress due to this increased current.
Also, larger peak of supply current worsens the supply distortion power factor (DPF)
[15].

Unbalanced voltage which is caused by unbalanced allocation of PV or varying
generation/consumption of consumer has a potential to worsen the classical neutral
current and neutral potential problem [16]. Neutral conductors, which are usually
sized the same as the phase conductors, can be overloaded if the neutral current
exceeds the rated phase current. Excessive amount of neural current can overload
the distribution transformer. Neutral current can create common mode noise when
impedance of neutral is not negligible. Computer vendor specifications typically call
for less than 0.5–3 V RMS, neutral to ground (NGV), regardless of frequency [17].

Impact of PV system in regard to local voltage rise and NGV in LV distribution
network has been studied and explained in further sections.

3 Impact of PV Integration on LV Distribution Network

To understand the impact of PV integration, two scenarios have been considered.

1. PV Generation Concentrated Far from Distribution Transformer.
2. PV Generation Concentrated Near the Distribution Transformer.

In each scenario, PVGeneration is assumed to be in Load Sector–A. Load Sector–
B and Load Sector–C are assumed not to have any consumer with rooftop PV system.
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To investigate the effect of PVgeneration onNGV,LoadSector–BandLoadSector–C
are also having same layout and load demand as of Load Sector–A.

3.1 PV System Integrated Far from Distribution Transformer

Figure 2 shows layout of Load Sector–A in first scenario. P4L1 is having rooftop
PV system of 50 kW which is at 301 ft from the distribution transformer. As the PV
system is designed to inject only active power, all other loads are considered to be
linear and active load. Effect of PV power injection is studied in following two cases:

1. Maximum Loading Condition (40 kW/Phase).
2. Minimum Loading Condition (12 kW/Phase).

Maximum Loading Condition (40 kW/Phase)

PV power injection in LV distribution network has been simulated in peak loading
condition of 40 kW/Phase. PV penetration is varied from 10 to 85% during the time
span of 0.5–3 s. PV penetration at different time is shown in Fig. 5 (Fig. 4).

Fig. 2 LV distribution
network in Scenario–1
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Fig. 3 LV distribution network in Scenario–2

Fig. 4 Power flow in Scenario–1 (Condition–1)

Tables 1 and 2 show deviation of local voltage and NGV, respectively. Graphical
representation for deviation of local voltage and NGV is shown in Figs. 6 and 7,
respectively. From the above result, the following observations are made.
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Fig. 5 LV distribution network voltage in Scenario–1 (Condition–1)

Table 1 Voltages at different load in Scenario–1 (Condition–1)

PV
penetration

P1L1
119 ft

P1L2
88 ft

P2L2
99 ft

P2L2
75 ft

P3l1
160 ft

P4L1
301 ft

P4L2
404 ft

0 226.5 226.8 226.7 227 224 222 222

10 227 227.3 227.2 227.4 225.2 224.2 222.7

30 227.2 227.5 227.4 227.7 226.8 227.6 227.6

50 228 228.3 228.3 228.5 229.1 231.8 231.8

70 228.2 228.5 228.4 228.7 230.7 235.4 235.4

85 228.5 228.8 228.7 229 231.1 238.2 238.2

Table 2 NGV at different load in Scenario–1 (Condition–1)

PV
penetration

P1L1
119 ft

P1L2
88 ft

P2L1
99 ft

P2L2
75 ft

P3l1
160 ft

P4L1
301 ft

P4L2
404 ft

0 1.326 1.161 1.22 1.092 2.575 3.354 3.886

10 1.236 1.072 1.13 1.003 2.155 2.597 3.298

30 1.062 0.898 0.9526 0.8292 1.353 1.27 2.172

50 0.8726 0.708 0.7656 0.6381 0.4828 1.084 0.9156

70 0.6816 0.5179 0.5759 0.4495 0.7313 2.746 0.7808

85 0.5455 0.3835 0.4407 0.3165 1.362 4.009 1.602

Observation

• During peak loading condition, PV power injection at the end of distribution feeder
improves the voltage profile of distribution network.

• Power supplied from PV within the distribution network reduces burden on
distribution transformer and increases its life span.

• Voltage deviation of load far from distribution transformer is greater than the load
near distribution transformer.
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Fig. 6 Voltage at different loads in Scenario–1 (Condition–1)

Fig. 7 NGV in Scenario–1 (Condition–1)

• Voltage profile of all the load tends to improve up to 30% of PV penetration.
Above 30%, load at the end of distribution network experiences voltage rise beyond
permissible level of 240 V.

• High PV penetration improves NGV near the transformer, for the loads far from
the transformer NGV rise has been observed at high PV penetration.

Minimum Loading Condition (12 kW/Phase)

In this section, PV power injection in LV distribution network has been simulated
in light loading condition 12 kW/Phase. PV penetration is varied from 10 to 85%
during the time span of 0.5–3 s (Tables 3 and 4; Figs. 8, 9, 10 and 11).

Observation

• During light loading condition injection of power at the end of distribution feeder
introduce serious voltage rise problem.

• Load at the end of distribution feeder likely to suffer from voltage rise more than
permissible voltage level of 240 V.



Investigation on Impact of Rooftop Solar System … 195

Table 3 Voltages at different load in Scenario–1 (Condition–2)

PV
penetration

P1L1
119 ft

P1L2
88 ft

P2L1
99 ft

P2L2
75 ft

P3l1
160 ft

P4L1
301 ft

P4L2
404 ft

0 230.6 230.7 230.6 230.7 229.8 229.2 229.2

10 231.2 231.3 231.2 231.3 231.1 231.5 231.5

30 231.5 231.6 231.6 231.7 232.9 235.1 235.1

50 231.1 231.2 231.1 231.2 233.9 238 238.1

70 230.9 231 231 231 235.3 241.4 241.4

85 230.6 230.7 230.7 230.7 236.1 243.7 243.7

Table 4 NGV at different load in Scenario–1 (Condition–2)

PV
penetration

P1L1
119 ft

P1L2
88 ft

P2L1
99 ft

P2L2
75 ft

P3l1
160 ft

P4L1
301 ft

P4L2
404 ft

0 0.4063 0.3561 0.3739 0.335 0.7943 1.036 1.201

10 0.3209 0.2702 0.2875 0.25 0.4813 0.6802 0.7385

30 0.1467 0.1061 0.1196 0.09198 0.6669 1.654 0.8517

50 0.1106 0.1466 0.1328 0.164 1.561 3.368 2.086

70 0.28666 0.33377 0.31688 0.3537 2.516 5.164 3.417

85 0.4263 0.4745 0.4574 0.4949 3.206 6.46 4.379

Fig. 8 Power flow Scenario–1 (Condition–2)

Fig. 9 LV distribution network voltage in Scenario–1 (Condition–2)
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Fig. 10 Voltage at different loads in Scenario–1 (Condition–2)

Fig. 11 NGV in Scenario–1 (Condition–2)

• For Ppv < Pload, PV system reduces burden on the distribution transformer.
• For Ppv > Pload, excess of power feedback to the grid through distribution
transformer.

• This will introduce unbalanced current in transmission line having Positive,
Negative and Zero sequence components.

• During light load condition, high PV penetration causes voltage rise beyond the
allowable limit at the end node of distribution network.

3.2 PV System Integrated Near the Distribution Transformer

Figure 3 shows layout of Load Sector–A in second scenario. P1L2 is having rooftop
PV system of 50 kWwhich is at 88 ft from the distribution transformer. Effects of PV
system observed more savior during low demand in Scenario–1; hence, only mini-
mum loading has been considered for Scenario–2. Figure 12 shows voltage deviation
of sending end and receiving end nodes in different PV penetration. PV penetration
is increased from 10 to 85% as considered in previous sections. Voltage deviation
is significantly reduced due to less distance from the distribution transformer. NGV
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Fig. 12 LV distribution network voltage with different PV penetration in Scenario–2

also improved when PV generation is concentrated near the distribution transformer
and not shown due to limitation of space. Result clearly shows that if the PV gen-
eration is concentrated near the transformer, same amount of power can be injected
without violating voltage limit.

4 Conclusion

Active power injection from PV system in distribution network changes voltage
profile at significant level. Certain amount of PV penetration is beneficial for dis-
tribution network as it reduces power loss and burden on distribution transformer.
Injection of PV power at far end of distribution network can increase the voltage
beyond tolerable limit. This voltage rise limits the PV hosting capacity of any distri-
bution network. Distance of PV system from the distribution transformer is crucial
factor. More amount of power can be injected without violating voltage limit, if PV
system is near the distribution transformer. Reverse power flow can occur in highly
PV-penetrated distribution network during low power demand.
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Review of the Impact of Vehicle-to-Grid
Schemes on Electrical Power Systems

Praghnesh Bhatt , Chao Long and Mahammadsoaib Saiyad

Abstract The vehicle-to-grid (V2G) describes plug-in electric vehicles (PEV), such
as battery electric vehicles (BEV) and plug-in hybrid electric vehicles (PHEV), com-
municate with the power grid and sell demand response services by either returning
electricity to the grid or by restricting their charging rate. Simultaneous charging of
EV fleet can lead to an excessive loading, under-voltages and energy losses in distri-
bution networks. On the other hand, the EVs in their idle mode has the ability to feed
power back to grid which is useful for active power balancing, peak shaving, and
stability enhancement. This paper reviews the V2G schemes to assess their impacts
on the electrical power systems. The framework for coordinated operation of EVs
with renewable energy sources in the various electricity markets was reviewed. The
EVs’ capability in energy loss minimization and provision of ancillary services such
as frequency and voltage control was also investigated.

Keywords Ancillary service · Demand-side management · Electric vehicle ·
Optimal charging scheme · Vehicle-to-grid

1 Introduction

Electric vehicles (EVs) have been introduced into the market globally owing to the
fact that EVs could significantly contribute towards the targets of the greenhouse gas
emission reduction. The increasing share of EVs may have impact on power system
performance, e.g. distribution network losses, peak power demand, voltage profiles,
efficiency, reliability, and stability [1]. EVs are capable of delivering active and
reactive power support, thus providing ancillary services for frequency regulation,
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voltage control and spinning reserve. Tracking of renewable energy sources such
as wind and photovoltaics (PVs), load balancing and current harmonic filtering is
possible with EV technologies [2]. The technology requirements, economic costs,
challenges, and strategies for vehicle-to-grid (V2G) interfaces of both individual
plug-in EVs (PEVs) and vehicle fleet in the power system were reviewed in [2]. In
[3], the review on different power levels and infrastructures was compared based
on the amount of required power, charging time, cost, component ratings, and other
factors. The impact analysis of coordinated/uncoordinated charging on distribution
network performance was presented in [4]. This paper aims to present the review on
EVs’ participation in electricity market, coordination of EVs and renewable energy
sources to improve the network performance in minimizing the system losses. The
comprehensive review for the role of EVs’ contribution to frequency regulation is also
carried out covering various types of interconnected systems, frequency controller
structures, and methods adopted for frequency control.

2 Electric Vehicle Chargers and Charging Schemes

Based on the nature of the EV charging, the EV chargers are broadly classified as
(1) Unidirectional and bidirectional and (2) Conductive and inductive. Based on the
type of the converter, the EV chargers are categorized by basic converter, multi-
level converter (with some advanced switching techniques), and advanced wireless
charger.

The architecture of the reviewwork is presented in Fig. 1. Different V2G schemes
have been adopted depending on the electricity market an individual EV or EV fleet
is proposed to participate in, and/or also depending on the type of renewable energy
sources the EV is coordinated with, and the objectives of the scheme.

3 EVs Participation in Electricity Market

EVs have been participating in the various electricity markets, such as flexible elec-
tricity ramp, ancillary services, electricity buying bidding, and social welfare (see
Fig. 1). Moreover, a significant cost saving in EV charging can be made when the
EV charging methods are in response to the time-of-use (TOU) electricity prices.

A comparison between an uncontrolled EV charging and amarket-based charging
was addressed in [5]. The objective was to maximize social welfare where a “fairness
constraint” was proposed. In [6], participation of EV in the flexible ramp market was
presented to clear the market under uncertainties and variations in net load. In [7],
the deterministic algorithm and fuzzy linear programming (FLP) were adopted for
optimal bidding of coordinated charging for EVs. The FLP approach resulted inmore
aggregator’s profits considering different uncertainties in ancillary service prices and
deployment signals for regulation up, regulation down, and responsive reserves. In
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Fig. 1 Impact assessment of V2G schemes on the electrical power grid

[8], two optimization methods, namely global and divided, were used to represent
forecasted information based on a statistical model when EV fleet was participating
in a day-ahead market. This study was extended to a numerical analysis, and the
two proposed optimization approaches were implemented to the Iberian day-ahead
electricity market [9]. This work was intended to support an EV aggregation agent
in optimizing their buying bids. Optimal EV bidding strategies for the day-ahead
market, such as (a) spot market, (b) spot market and downward reserve sessions, and
(c) spot market and reserve sessions, were compared in [10] to assess the impact of
forecasted errors.

The EV charging methods in response to time-of-use (TOU) prices were reported
in [11–13]. In [11], learnable partheno-genetic algorithm (LPGA)was presented, and
the results were compared against tabu search (TS), genetic algorithm (GA) and ant
colony optimization (ACO). In [12], a discretized optimization model was adopted,
where minimizing the costs that EV users are required to pay was considered as the
objective function, and the product of unit price and power drawl during that time
was taken as input variables. The problem was solved with an intelligent heuristic
algorithm. The reduction in cost of 51.52% and 39.67% was obtained with an opti-
mized charging pattern for single EV and multi EV models, respectively. A decision
tree model was proposed in [13] and results showed that a careful choice of TOU
rates helps to reduce fuelling cost, increase the incentives and simultaneously mini-
mize the grid impacts due to EV penetration. The problem of coordinated charging
and discharging of EVs was proposed as a linear problem in [14] for a day-ahead
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market. The objectives were defined as to minimize charging costs and maximize
profits obtained from energy trading.

4 Coordination of EVs with Renewable Energy Sources

Coordination between EV charging and discharging and many distribute energy
resources (DERs) has been carried out tomitigate the adverse system impacts resulted
from the DERs, to facilitate the supply and demand balancing (e.g. peak shaving),
and to bring economic benefit for the system operation.

The charging/discharging strategies for PEV batteries were devised in [10] to
mitigate the adverse impact (i.e. voltage rise) due to higher power generation from
solar PVs in a distribution network in New South Wales, Australia. Marra et al. and
Alam et al. [15–18] have also addressed the utilization of PEVbatteries formitigating
the voltage rise impact due to PV penetrations.

A method using valley searching, interruptible and variable-rate energy dispatch-
ing of EV batteries was adopted in [19] to ensure a secure energy balance with a
coordinated wind-EVs model, considering uncertainties in wind power production
and driving patterns of EVs. A smart charging of EVs was proposed in [20] for wind
power balancing. The wind generation and EV loads were first nominated in the
day-ahead market and then a smart controlling of EVs was achieved to minimize
the forecasted errors. A fuzzy chance-constrained unit commitment model was pro-
posed in [21] considering demand response (DR), EVs and wind power. EV charging
station fitted with PV panels, fuel cell, and energy storage was proposed in [22] to
accomplish sustainable transportable electrification.

A stochastic dynamic programming method was used to minimize cost of EV
charging as well as to have reduced impact on distribution grid. The coordination
of wind-PV-EVs was reported in [23] based on stochastic optimization model con-
sidering uncertainties in PV and wind power generation. Similarly, a novel control
strategy was proposed in [24] to coordinate both charging-discharging of EVs and
intermittent renewable energy generation using certainty equivalent adaptive control
(CEAC) principle. The economics of integrating wind, EVs and mixtures of Level
1/Level 2 charger infrastructures was addressed in [25] considering wholesale elec-
tric energy market. Grouping of EVs into fleets based on daily driving patterns was
carried out using fuzzy c-means (FCM) clustering, followed by optimization done
by genetic algorithm (GA) in combination with a Monte Carlo simulation (MCS).
Artificial bee colony (ABC) algorithm was applied in [26] to minimize overall cost
of power system consists of offshore wind farm-thermal units-EVs power system
connected through HVDC link.
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5 EVs Role for Active Power Balancing and Frequency
Regulation

The power generated by all the generating resources in the system must balance
the electric load in order to operate the system with desired nominal frequency. The
V2G concept is one of the most promising solutions for providing faster and efficient
power balancing service through faster charging and discharging of EV batteries. A
significant amount of research has been carried out on the techniques and applications
of V2G for frequency regulation [27] where focuses were given to EVs on their fast
adjustments of V2G power. A fleet of thousands of EVs can be used as controllable
energy storage devices to participate in power system operation [28]. The economic
feasibility of V2G control performing frequency regulation service was investigated
in [29, 30].

Area control error (ACE) and frequency characteristic of plug-in hybrid EV
(PHEV) was suggested in [31] where load frequency control (LFC) signal was cal-
culated based on the charging power of PHEV. Participation of EVs for secondary
frequency control was reported in [32]. Frequency regulation issue in Danish power
grid with EV and large penetration of wind power was investigated in [33] by mod-
elling aggregated EV-based battery storage for the use in long-term dynamic power
system simulations.

Smart chargingwith a droop control basedon system frequencydeviationwas used
to realize a fast and synchronized response among multiple vehicles for frequency
regulation in [34]. EVs and the heat pump water heater (HPWHs) as controllable
loads are modelled for LFC in [35] which can be helpful to reduce the capacity
of battery storage systems. The dynamic PEV model considering dynamic battery
storage capable battery discharging/charging characteristics and SOCconstraints was
proposed in [36] based on distributed acquisition approach. A decentralized V2G
control (DVC) method was proposed in [37] for EVs for primary frequency control.

Estimation of the EV charging load based on a statistical analysis of EV type,
maximum travel range, battery capacity and battery state of charge was carried out in
[38] to observe the contribution of EVs in primary frequency control of Great Britain
(GB) power system. The comparison of “dumb” charging, “off-peak” charging, and
“smart” charging of EVs were compared to show the impact of EVs to stabilize the
grid frequency in the GB system. The coordinated V2G control and conventional
frequency controller for robust LFC in the smart grid with large wind farms was
proposed in [39]. The battery SOC was controlled by optimized SOC deviation
using the particle swarm optimization.

In [40], control strategies for EVs to participate in supplementary frequency reg-
ulation (SFR) was proposed by framing a systematic framework including an EV
aggregator, with many individual EVs and EV charging stations. A detailed model of
a four-area power system with AC/HVDC links with smart charging of EVs was for-
mulated in [41]. Fuzzy control of PV systems along with V2G for frequency control
was proposed in [42, 43] where grid frequency deviation signal and SOC of batteries
were used to control EVs charging.
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V2G technologies are able to provide frequency regulation of a power grid with
various types of interconnected systems, frequency controller structures andmethods
adopted for frequency control. The voltage violations in distribution network due to
penetration of EVs and wind turbine have been quantified in [44] with time series
approach considering time-dependent behaviour of wind speed, daily electrical load
and EVs charging load.

6 EVs and Demand Side Management

In demand-side management (DSM), demand response of end-consumers who
responds to price signal by voluntary changes their normal pattern of energy con-
sumption [45–47]. DSM is adopted in smart grid for peak shaving, reduction in
electricity bills, adequate usage of generation resources, energy loss minimization
and for flattening the load profile [46]. In smart grid, EVs can be connected to net-
work and shifted to different nodes based on applicable charging requirement and its
charging price. In [47, 48], EVs are included in DSM and its impact is analyzed on
demand profile. The problems of peak shaving and valley filling have been solved
in [49] by proposing game theory approach for scheduling EVs charging whereas in
[50] similar approach has been implemented by considering V2G and load profile is
matched to target load curve. Coordination mechanism for allocating efficient EVs
charging is proposed in [51] considering renewable energy generation. The prob-
lems such as congestion is solved in [52] by changing charging patterns for EVs.
The issues of loss minimization and voltage violations are solved in [53] without
including electricity market issues by presenting smart load management applicable
to EVs. The maximization of profile for all agents is obtained in [54] by formulating
DSM based on optimization approach on hourly available load-generation data. In
this work, agents in smart grid are modelled in two types (a) EVs which can be
shifted among the nodes of distribution network and (b) the agents which cannot be
shifted and remain connected on same load such as loads, batteries, dispatchable and
non-dispatchable generators and EVs.

The loads are modelled as the sum of fixed demand and shiftable demand depend-
ing on time. Non-renewable generator is modelled by its operational cost which is
the sum of fixed, variable, start-up and shut-down cost. Renewable generators such
as PV and wind turbine are modelled based on scenario tree and priority. A bank of
electric batteries are considered as fixed storage elements and considers following
aspects: (a) charging of battery (draws energy from the grid) or discharging of battery
(delivers energy to the grid), (b) considering limits of power drawn or supplied by a
battery, and (c) tracking of energy contained in the battery based on its state of charge
(SOC). EVs are modelled as mobile storage device with some characteristics in addi-
tion to that of fixed storage elements such as batteries. In DSM, EVs can be modelled
either in uncontrolled mode or in controlled mode by aggregator. For EVs, three time
periods of operations are important (a) transition period when EVs are in transit state
and consume energy from its batteries itself (b) charging period when EVs takes
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energy from network to charge its battery again (c) resting period when EVs neither
consume energy from its own batteries nor from the network. An uncontrolled mode
of operation of EVs follows a fixed pattern for all three periods. In controlledmode of
operation, the decision of charging and resting will be taken by aggregator. Okeanos,
a fundamental, game theoretic, Java-based, multi-agent software framework for DR
simulation is proposed in [55] which can now modelled plug-in electric vehicles
(PEVs). Flattening of load curve with controlled charging of PHEV at low-voltage
transformer is reported in [56] by formulating DSM problem as convex optimization
problem and decentralized water-filling-based algorithm is used to solve it. Scalable
approach following three steps such as aggregation, optimization, and control are
proposed for DSM including PHEV in [57].

7 Conclusion

This work reviews the V2G schemes to assess their impacts on the electrical power
systems. The coordinated operation of EVs with renewable energy sources in the
various electricity markets and the EVs’ capability in providing ancillary services,
in particular the frequency control, were investigated.

EVshavebeenparticipating invarious electricitymarkets, such asflexible electric-
ity ramp, ancillary services, electricity buying bidding, and social welfare.Moreover,
a significant cost saving in EV charging is able to be made when the EV charging
methods are in response to the time-of-use (TOU) electricity prices. Coordination
between EV charging and discharging and the distribute energy resources (DERs)
has been carried out to mitigate the adverse system impacts resulted from the DERs,
to facilitate the supply and demand balancing, and to bring economic benefit for
the system operation. V2G technologies are able to provide frequency regulation
of a power grid with various types of interconnected systems, frequency controller
structures and methods adopted for frequency control.
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Reviewing Surface Defects
for the Performance Degradation
in the Solar Devices

Kruti Pancholi, Mosam Pandya and Dhyey Raval

Abstract A silicon based photovoltaic (PV) cells are underlying a surface analysis
for understanding its performance degradation. Approach for the split investigation
based on the surface images with electrical parameter was used for analyzing the
performance factors. Solar devices which are having a power hotspot for proficient
electrical vitality are over time span. The defect in the cell due to the surface deformity
leads to decreased in the performance parameter and affects the overall maximum
power capability. The continuation to diminish wafer thickness in the fabrication
process of silicon cells causes increase in the defects patterns as seen in the numerous
cases studies. Reviewing the model-based system dependent on image processing
algorithm especially designed for the degradation analysis capable to recognize any
miniature crack before its large penetration to avoid major damage in the system.
Study is based on the board surface and with the measurable symptoms in the initial
phase of the degradation process. Analysis of PV cells with ARIMA model with
voltage, current and power butt-centric analysis has been investigated to understand
the process of its degradation. Recognition of the break and split division technique
with edge detection was used in the model for its observation. Channel for split
finding and recognizing its pattern is used in the modern application as seen in the
recent field of the photovoltaic.
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1 Introduction

Renewable energy is available from the inexhaustible assets like sunlight, wind,
tides, waves, and geothermal warmth [1]. Energy conversion based on the sustain-
able resources is popular concepts in the present scenario. There will be the rise in
the renewable electricity power from 83.7 TWh in 2000 to 1178.2 TWh in 2015
[1]. According to United Nations (UN), energy statistics has been update as 1431.3
TWh in 2016 [2]. Predicting breakdown of renewable energy growth from 2017 to
2050, the gross power generation will be increased [3]. Photovoltaic (PV) will add
an important part to the future renewable energy generation [1]. With the certain cur-
rent headwind, the significance of renewables and PV is possible to increase in the
upcoming decades [1]. In the solar cells based on the photovoltaic conversion having
crack or hotspots in the location can be analyzed with different algorithms which
have been investigated for the present study. Cracks reduce the electrical performance
or the mechanical deformity in the silicon (Si)-based cells in the photovoltaic (PV)
modules. An extensive split could be result in breakage and crush the series of cells
in a PV module, causes decreases of the electrical performance of the system. Per-
formance change arises in the cell due to the manufacturing processes or mechanical
handling [1].

Present study emphasis the several approaches to examine the performance of
the cell parameter based on the ARIMAmodel, linear regression, with classification
of a few decomposition of the imaging methods. Review on the articles reports and
details is shown in the tabular form for its comparison.

2 Methods and Discussion

Several approaches have been presented for the given cases as seen in the Table 1, and
algorithms were investigated to find its integrity in the current review. The vesselness
channel depends on the Eigen-esteem investigation of the Hessian in various Gaus-
sian scales [1]. Coarse scale structures are ordinarily by smoothing the picture with
Gaussian literation. The Hessian framework is a square network of second-request
incomplete subsidiaries of the smoothed picture. It is very well determined by con-
volving the first picture fix straight forward with a 2-D bit Gσ (where Gaussian (G)
and σ is the standard deviation), which is the second-request halfway subsidiary of
Gaussian σ literation. When utilizing a Gaussian piece with a standard deviation,
vessels whose widths equivalent to 2σ have the most noteworthy vesselness reaction.
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Table 1 Review on the recent PV case study and its details

Sr. no. Article title Year Details Reference

1 A novel crack detection
algorithm for solar panel
surface images

2013 Algorithm as tensor voting is
used for noise removal,
Less computation time,
low computation costs,
Faster, more stable, and more
effective. Need to set
parameters

[4]

2 Quantitative local
current-voltage analysis with
different spatially resolved
camera based techniques of
silicon solar cells with cracks

2014 Physical parameters as open
circuit voltage, fill-factor, and
cell efficiency analyzed.
0.2% absolute efficiency loss
for global current voltage, 1%
absolute efficiency loss for
local current voltage in the
crack location.
1–2% Loss in detection rate

[5]

3 A crack analysis model for
silicon based solar cells

2014 The accuracy for extraction
technique applied has been
validated with comparison of
the results of energy approach
high accuracy, high time
complexity

[6]

4 Application of an image
processing software tool to
crack inspection of crystalline
silicon solar cells

2011 Fast, accurate, high efficiency
and reliable performance.
The hardware equipment’s
such as the illuminating
source, camera, lens, and
frame grabber are used

[7]

5 Analysis and simulation of
cracks and micro cracks in PV
cells

2013 Work on 2-D frame [8]

6 Solar cell panel crack
detection using particle swarm
optimization algorithm

2011 High crack detection rate,
High Cost solution

[9]

7 Enhanced crack segmentation
(eCS): a reference algorithm
for segmenting cracks in
multicrystalline silicon solar
cells

2018 High accuracy,
low time complexity
Low precision and recall

[1]

8 Feature extraction, supervised
and unsupervised machine
learning classification of PV
cell electroluminescence
images

2018 High accuracy, standard
deviation and
work on small size database

[10]
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The breadth of Frangi-Net: A Neural Network Approach to Vessel Segmentation 3
retinal vessels in this work run from 6 to 35 pixels. Consequently, we pick a pro-
gression of σ as 3; 6; 12 pixels as per the needs. Rather than convolving a fix with
three unique bits (G3; G6; and G12), we make a three-level goals chain of command
and convolve each dimension with G3 as it were. The goals chain of importance
comprises of the first fix and two down tested renditions, utilizing factors 2 and 4,
respectively [11].

2.1 Tensor Voting Algorithm

The tensor voting has been used in the 2-D with a view of perceptual group, and then
after extended for 3-D and N-D space, as a set of points xi (i = 1; 2 ::: N) in 2-D
space [12]. Perspective of the study was to deduce local geometric structure xi, to
analyze xi. Using structure tensor (T ) with polarity (P) will define native information
at point x ε R2. Where Term T is given as 2 by 2 symmetric with nonnegative definite
matrix, and p is given as 2 by 1 vector.

T = λ1 e1 e
T
1 + λ2 e2 e

T
2 = (λ1 − λ2)

(
e1 e

T
1

) + λ2
(
e1 e

T
1 + e2 e

T
2

)
(1)

The eigenvector (e1) with respect to the biggest eigenvalue (λ1) represents normal
space for local-manifold, eigenvector (e2) represents tangent space. A local-manifold
is λ1 − λ2, shows how clear will be the structure. The polarity vector (p) will be used
for sensing the endpoint as seen in local maxima of polarity (p).

For eigenvalues are very small, the point was classify as an outlier, and as a
junction for both large and nearly equal.

2.2 Particle Swarm

Swarm intelligence (SI) is an inventive circulated savvy worldview for taking care
of enhancement issues that initially took its motivation from the organic test by
swarming, rushing, and grouping marvels in vertebrates [13]. Subterranean insect
settlement optimization, genetic calculation, and molecule swarm enhancement are
different developmental calculations proposed by scientists [13]. Because of straight-
forwardness for PSO condition with quick convergence, PSOwas observed as better.
Subsequent to investigating factor for PSO condition, Yuhui Shi and Russell Eber-
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hart proposed new parameter “w” as inertia inactivity weight in essential condition.
It looks like a nearby hunt calculation. Expansion of this factor bases investigation
and abuse in pursuit space. Right off the bat estimation of w was kept static. Later
on, it was kept straight from 0.9 to 0.4. At the point when Clerc’s choking technique
was utilized, ϕ was 4 and steady multiplier was along these lines taken as 0.729.
As per Clerc, expansion of narrowing component might be important to guarantee
combination the molecule particle swarm optimization algorithm.

V [id] = K [V [id] + c1 ∗ r(id) ∗ (pbest[id] − x[id]) + c2 ∗ (gbest[id] − x[id]]
(2)

where φ = c1 + c2, ϕ > 4 where K is particle constant.
For PSO having a constraint parameter has been considered for a example of

algorithm and inertia weight van nook Bergh et al. [13] had developed guaranteed
convergence particle swarm optimizer (GCPSO). GCPSO has solid nearby assem-
bly properties rather than PSO. Calculation performs better and modest number of
molecules. This marvel was characterized as stagnation by GCPSO i.e., a molecule’s
present location agrees to the worldwide good position molecule, at that point the
molecule will possibly move far with point it past speed and w is nonzero. If it past
speeds are extremely near zero, at that point every one of the particles can move
once their make up for lost time for the worldwide good molecule, which can prompt
premature combination of the calculation. Truth be told, this does not ensure that the
algorithm has met on a local.

2.3 ARIMA Model

An ARIMAmodel has computable properties and better fitted for direct information
designs [14]. It is expected in an ARIMA model that the future estimations of a
variable are straight capacity of various past perceptions and irregular blunders. The
key procedure of generating a period arrangement can be given as Eq. (3)
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yt = α0 + α1yt−1 + α2yt−2 + · · · + αp yt−p + εt

− β1 εt−1 − β2 εt−2 − · · · − βq εt−q (3)

where yt and εt shows value and random error for the time period t, respectively;αi

(i = 1, 2, 3,…, p) and β j (j = 0,1, 2, 3,…, q) were model parameters; also p, q are
integers usually referred for the order of the model. The random errors, �t, were
assumed to individually and identically distribute within a mean zero and constant
variance as σ 2. This converge an autoregressive (AR) method of order p, where q
= 0 in the Eq. (1), and converge to moving averages (MA) of order q, where p
= 0 from Eq. (1). With the help of the seminal works carried out in the past, has
developed the method for calculating ARIMA model. Box and Jenkins et al. have
shown simple three- step method of ARIMA model for constructing and finding the
factor for estimation and understanding for the model.

(Step1) For checking time arrangementwas stationary or dynamic; if time arrange-
ment was not stationary and demonstrates pattern and heteroscedasticity, at that point
the distinctionwith power trans-developmentwas connected. In the time arrangement
changes over into a time arrangement with difference for parameter of the ARIMA
model. (Step2) Perspectives on objective of minimized and large blunders, the model
parameters are analyzed appropriately for the plan in a conditional method. (Step3)
For checking and approving, model doubts and mistakes �t were practiced. In this
manner, the demonstrative data helps in accomplishing the fitting ARIMA model.
The previous stated three stages of the model describing process were repeated and
accomplish an epitome goal for an ARIMA model. The model after the required
cycles might be utilized for the determining purpose.

Above methods can be utilized for finding surface defects. Development in tech-
nology results into various level PSO, which is known as progressive rendition of
PSO called as Hierarchical PSO (H-PSO) [13]. In their calculation, particles aremas-
terminded in active chain and significant. In H-PSO, all particles are prearranged in a
tree and shape the progressive with the goal that every hub of tree contains precisely
one particle. The particle swarm optimization has homogeneity i.e., the swarm bunch
contain a similar sort of particle. Other system called heterogeneous particle swarm
contains the characteristic sort of swarm. The hybrid method for detection of PV
module crack and degradation is shown in Fig. 1.
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Fig. 1 Flowchart for the algorithm
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3 Pseudo Code for the Model

Begin { 
get live Frame
(left side)
(right side)
if (noises == Frame)

{ 
Remove it using filter

} 
else
Frame1 = Frame

*Apply segmentation on Frame1
if (detection + PSO) = detection edge

{ 
Segment Frame = Frame 1

 } 
else

{ 
Continue…

{ 
Morphological Frame = segmented Frame 

1 

{ 
If (ans==1)

{
Detected

             } 
Else

{ 
For Degradation Analysis

} 

If (detection = = 1)
{ 

Apply PV degradation model & Result Analysis
} 
else
{ 
Exit
}
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4 Conclusion

In this study, several reviews with different methods of the analysis of the surface
defects and degradation have been presented. In a hybrid approach for the detection
and analyzing degradation process by using present algorithm reduces the complexity
of finding surface defects.
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Identification of the Source of Power
Quality Degradation Using Signature
Extraction from Voltage Waveforms

Parth Vaghera, Dinesh Kumar, Nishant Kothari and Sayed Niamatullah

Abstract This paper provides the understanding of features and method used for
classifying the root cause of the fault event using those unique features. In particular,
the paper focuses on identification of fault caused by the animal, lighting, tree,
equipment and vehicle events. Different features are extracted to provide the input
to neural network. For extracting features voltage and current samples collected
during the fault at the monitoring, stations were analyzed. Artificial neural network
with multilayer perceptron model is trained for the classification. Features were
calculated using 154 real-world fault events and applied to the classifier. It estimated
to be having 76.47% of classification rate.

Keywords Diagnosis (faults) · Power quality disturbance · Wavelet
decomposition · Artificial neural network · Classification

1 Introduction

Power quality is the most important issue for the electric utilities. So, its study
is gaining interest day by day. Power quality disturbance can be caused by various
internal or external factors. Internal events can be due to equipmentmalfunctioning or
failure [1]. Fault causing due to the contact of animals like squirrels, birds and snakes
or due to contact of tree or due to vehicle accidents and natural phenomenon like
lightning can be possible causes of the external events [2]. Because of several power
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quality monitoring stations, the amount of measuring data is increasing. Therefore,
there should be some means to develop that may automatically analyze the abnormal
conditions, characterize and then classify the possible cause or the source of the
event [1].

Several works can be found in the literature for the identification of fault cause
and their automatic classification. In the problem of the identification of the cause
behind the fault or typeof fault, two-fold solution is prepared, first is to extract features
from the voltage/current waveform, and the second is employing these features to
a classifier. Using signal processing tools, some features like time of the fault, fault
insertion angle, number of faulted phases, time duration of fault, wavelet transform
and arc voltagewere extracted of the faults resulting from animal contact, tree contact
and lightning. These characteristics were studied and suggested that the source of
power quality disturbance can be identified if these are given to the classifier [2]. An
analysis based on the three aspects, time domain, frequency domain and electric arc
was done on the waveform of different fault types such as animal, tree, lightning,
equipment and vehicle [3]. A multivariable analysis of variance (MANOVA) and
rules extracted using CN2 induction, algorithm was used for the cause identification
using the same features and obtained a good accuracy [4]. The same set of feature
was employed in a support vector machine (SVM)-based classifier that amounts to
produce better classification results [5]. S-transform, a time-frequency representation
transform-based features like energy of signal, mean of signal, peak value of signal
and standard deviation were extracted, and it was given to ANN for classification of
seven types of power quality disturbances such as sag, swell, harmonic, transient,
outage and voltage fluctuation [6]. It was seen to perform better in terms of accuracy
and even in the noisy environment.

In this paper, we focused on the identification of the sources causing power quality
disturbance. Five different types of sources in EPRI database [7], for instance, dis-
turbance that instigated by animal contact, tree contact, vehicle accident, equipment
failure and lightning are taken for this study. In earlier work, maximum three classes
of sources were considered [2–4]. Some features such as crest factor, form factor,
RMS values, and peak-to-peak are included with the features used in the earlier work
for classification. The proposed set of features contributes significant accuracy level
in classification.

The introduction of this paper was provided in Sect. 1. The description of data is
given in Sect. 2, and the feature description is written in Sect. 3. The methodology
for fault classification and results is shown in Sect. 4. Finally, some conclusions of
this paper and future work are given in Sect. 5.

2 Power Quality Dataset

The data set used in this paper is obtained from the National Database Repository
of Power System Events located in USA [7]. The data includes events due to ani-
mal contact, tree contact, vehicle accident, equipment failure and lightning-induced
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faults. Fault event consists of time and day of the commencement of the fault and
three-phase instantaneous voltage and current. The PQ data set consists of 154 total
events in which animal contact includes 14 events, equipment consists of 55 events,
lightning includes 24 events, tree fault consists of 42 events, and vehicle consists of
19 events.

3 Power Quality Features

The features extracted for the identification of the fault cause of the power quality
disturbance are described in this section. Two main groups of features are taken into
account: first one is time and day at which power quality waveforms are registered,
and second is signatures of the waveforms. Five of them are proposed in [4].

3.1 Time and Day

As time and day cannot be referred as the electrical quantities, still it can provide
better influence in detecting the power quality deterioration caused due to weather
condition which cannot be avoided. It is found that certain type of power quality
drop or fault happens merely because of weather or external sources that are present
in specific time in a day or specific days in a year.

Since the data collected is labeled with the date and time date of fault occurrence.
For instance, it is observed that most of the animal events were observed during
summer and spring (days between 100 and 200 out of 365 days in Fig. 1a), few of the
events caused due to animal contact were occurred in other seasons, and the lightning
events were occurred in the summer (days between 150 and 250). Most of the tree
events were occurred in fall due to heavy wind.

Fig. 1 Events classified according to the a day of the year, b time of the day
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Fig. 2 Plot of a maximum arc voltage, b fault insertion phase angle

It can be seen from Fig. 2b that majority of the animal events occurred during
daytime, most of the lightning events were occurred during night time, and the tree
events were spread out in time.

3.2 Features from Waveform Signature

Several features can be computed from the signatures of the voltage and current
waveforms. As waveform signature at the time of power quality disturbance origi-
nated by different source are different. Hence, in order to separate one power kind
of the disturbance from the others, the characteristics of the waveforms are studied.
In the section, the computational methods of some the characteristics are described.

(i) Maximum arc voltage:
This feature is based on the fact that an arc gets struck between the animal and
the line when they are about to be in contact with each other, it is observed
that most of the animal contact events have arc voltage greater than 40% of
the pre-fault voltage, and lightning contacts have arc voltage value less than
40% of the pre-fault value. It can be obtained from the (1).

Varc =
V f − I f × R − L ×

(
dI f
dt

)

sign
(
I f

) (1)

where Varc = peak arc voltage at the fault location, V f = fault phase voltage,
I f = current during the fault, L = inductance of the line, R = resistance of
the line sign

(
I f

) = 1, if I f > 0 and −1 if I f ≤ 0. Figure 2a shows the plot of
maximum arc voltage of each fault event.

(ii) Fault insertion phase angle:
This feature reveals that animal and tree contacts events are inserted around
peak of the voltage wave. The value of the phase angle is between ±180°.
The phase angle value roughly around ±90° corresponds to event starting
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around peak of the waveform. Most of the animal events are having phase
angle between 60° and 120°. Figure 2b is the plot of fault insertion phase
angle of each event.

(iii) Fault impedance magnitude:
It can be calculated by taking voltage of the faulted phase and neutral current,
as given in (2).

Zfault = min

(∣∣∣∣
Vk∠θk

Ink∠Φk

∣∣∣∣
)

(2)

where Zfault = fault impedance value, k is number of voltage and current
cycle.
Vk = Fundamental voltage magnitude of the faulted phase in cycle ‘k,’ θk
= Phase angle of the faulted phase voltage in cycle ‘k,’ Ink = Fundamental
magnitude of the neutral current in cycle ‘k,’ Φk = Phase angle of the neutral
current in cycle ‘k.’
In the computation of the fault impedance, neutral current is used as it contains
only fault current. Figure 3a shows the impedance at the fault point of each
event.

(iv) Crest factor:
It can be computed by dividing peak values with the effective values. In case
of waveform which is sinusoidal, the crest factor is the ratio of peak value to
the RMS value, and its value is 1.414. It is calculated using (3). It is observed
that in Fig. 3b that crest factor of the voltage waveform in case of equipment
and vehicle instigated faults varies more than rest of the sources.

Crest Factor = Vpeak

Vrms
(3)

Fig. 3 Plot of values of a fault impedance magnitude, b crest factor of each event
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Fig. 4 Values of a form factor, b peak-to-peak of each event

(v) From factor:
Form factor of an alternating current waveform can be obtained by dividing
the RMS value by the average value as given in (4). Figure 4a shows the plot
of the form factor of each event whereby it can be noticed that form factors
of the voltage waveforms in equipment failure.

Form Factor = Irms

Iav
(4)

(vi) Peak2peak:
It gives the value which determines the maximum to minimum difference
of the signal. It differentiates some of the events like lightning, vehicle and
animal. Figure 4b is the peak-to-peak value of the fault of each event.

(vii) RMS value:
RMS value of a signal is its rootmean square over time period. It differentiates
some of the events like lightning, vehicle and animal. Figure 5 is the plot of
the RMS values of faulted phase of each event.

Fig. 5 Root mean square
value
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Fig. 6 Energy of wavelet decomposition of: a first scale, b second scale

(viii) Maximum energy of first-scale and second-scale wavelet:
Since voltage and current waveform exhibit transient and broad range of fre-
quency at the time of faults, therefore, a decomposition of the frequency
bands is performed. It is obtained applying wavelet decomposition of mother
wavelet ‘db6.’ In this wavelet decomposition method, the signal is decom-
posed into approximation (low pass filtered) and detailed coefficient (high
pass filtered), and then, again approximation coefficient is further decom-
posed. Second level of decomposition is performed for feature extraction. In
order to examine changes in thefirst-level or the second-level frequencybands,
maximum energy of the both levels is calculated. It is observed that most of
the tree and animal instigated faults show higher and diverse range of energy
in the first-level decomposition than in the second level. However, energy for
rest of sources does not change significantly in both levels. Figure 6a,b shows
the plot of energy of wavelet decomposition of first scale and second scale.

4 Fault Cause Identification Methodology

The proposed methodology uses the features extracted in the previous section for the
classification using the artificial neural network for the identification of the cause.

4.1 Artificial Neural Network (ANN)

An artificial neural network-based model is constructed for classification for power
quality disturbance’s source. As it is known that ANN model includes input layer,
hidden layers and output layer, where number of neurons and depth of hidden layers
are adjusted to obtain desired output. The input layer is consisted of the above features
calculated, and output layer includes the sources of faults that are to be identified. The
ANN uses the multilayer perceptron (MLP) model in which the number of hidden
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layers can be varied. The network used is feedforward network with the activation
function used is hyperbolic tangent function. Trial and error method is used to select
the required number of neurons in each hidden layer.

The method involves the data to be divided into training set and testing set for
both features as inputs and target as outputs. The input matrix to the ANN model
is constructed with the size 462 × 12 for total of 462 cases, and each case has 12
features. Later, out of 462, some percentage (here 80 and 75) from each source class
is included into input matrix.

4.2 Results of Classification Methodology

In this section, some results of the proposed technique are shown in Tables 1 and 2.
The tables show the number of layers used in ANN classifier and also the number
of neurons used in each layer. In the table, we have taken 75% data from each class
for training, and remaining 25% data is used for testing purpose. By using different
combinations, 76.47% maximum accuracy was obtained.

The set of constructed features and MLP-based classifier are seemingly yielding
significant accuracy. Previously known similar works reported classification results
higher accuracy, while number of classes is less.

Table 1 Training data = 75% and testing data = 25%

No of layer No of neurons in each layer Test accuracy (%)

1st 2nd 3rd 4th

3 3 13 13 69.33

3 5 14 4 70.66

3 4 7 6 69.33

3 5 10 8 72

4 7 9 8 8 69.33

Table 2 Training data 80 and training data = 20%

No of layer No of neurons in each layer Test accuracy (%)

1st 2nd 3rd 4th

2 4 6 69.11

2 4 8 76.47

2 5 14 66.17

2 6 10 64.7

2 7 13 67.64
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5 Conclusions and Future Work

In this paper, a new set of featureswas analyzed for fault classification. These features
were extracted and statistically analyzed for fault classification. Animal contact,
tree contact, lightning, equipment, vehicle events were classified using these events.
These features were used for the classification using ANN, and it was found that
proposed technique performs significantly compared to other previously proposed
methods.

No waveform-based features were able to distinguish the cause with the high
accuracy. The wavelet analysis of instantaneous current of faulted phase will be
analyzed in the future. The signal will be analyzed in different scales of the wavelet,
and their maximum energy will be calculated and used as the features. These features
will be used as input to the classifier for the classification to get the maximum
accuracy.
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Study and Analysis of HTLS Conductors
for Increasing the Thermal Loading
of 220 kV Transmission Line

Akshit Kachhadiya, Chetan Sheth, Vinod Gupta and Krunal Darji

Abstract In the present scenario, demand of electricity is increasing drastically
across the country in order to revolutionize development in industrial, agriculture
and commercial section. As a consequence, the amount of power transfer capacity
has to be enhanced on overhead transmission lines. However, the existing lines are
gaining their utmost critical limits of ampacity and sag.This complicationhas become
very predominant to obtain reliable, secure and economic operation of power sys-
tem. In India, ACSR conductors are generally used in overhead transmission lines for
transmission of power. The higher power transferability in existing lines, reduction
in losses and optimization of Right of Way of electrical network are the requirement
of the today’s power system network. New generation high-performance conductors
would help in electric power delivery system for efficient transmission of energy
by way of enhancement of power flow per unit of Right of Way and reduction in
losses under normal as well as under critical conditions can help in resolving the
issues like growing congestion in existing corridors of transmission/distribution net-
work and Right ofWay problems. Low-resistant conductor—AL59 alloy conductors
and high temperature low sag (HTLS) conductors can be used for re-conductoring
of existing lines to mitigate the overloading issues. Several HTLS conductors like
STACIR, ACSS, ACCC, TACSR, etc., are available in themarket. Selection of HTLS
conductor is also an important parameter for re-conductoring of any transmission
line. This paper discusses the issues of overloading of transmission line and miti-
gation by re-conductoring through HTLS conductors. A case study is described by
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re-conductoring of several HTLS and AL59 conductors, and optimum solution is
proposed for avoiding overloading of transmission line.

Keywords High temperature low sag conductors · Overhead lines ·
Re-conductoring · Ampacity · Thermal loading limit

1 Introduction

The demand of electric power is increasing at a rapid growth, while new transmission
line facilities are being constructed at a slow rate. This leads to overloading of
transmission line. The loading limit of line is thermal loading limit. Thermal loading
limit of line is also an important constraint of transmission line in power system. The
overloading of line causes heating of the conductor, and it can damage the conductor.
Overloading of the transmission line andRight ofWay issues are themajor challenges
for any utility [1].

In India, generally, power transmission lines are constructed using ACSR con-
ductors. However, ACSR conductors cannot be operated at higher temperatures, and
their losses are higher at higher power transmission. Thus, it becomes necessary to
up-rate the transmission line or construction of new line. The construction of new
transmission lines involves higher cost and time-consuming task. ROW is also a
major challenge in construction of new transmission line [2]. Thus, it becomes nec-
essary to up-rate transmission capacity. Various methods available for up-rating of
overhead lines like up-gradation of transmission lines, i.e. alteration in the existing
transmission line to allow it to operate at a higher voltage and up-rating of transmis-
sion lines, i.e. alteration in the existing transmission line to enable increased current
flow. The various capacity enhancement methods are summarized in Fig. 1.

Capacity 
Enhancement

Up-gradation  
of Line 

Higher 
Voltage Bundling

Up-
gradation of 
conductor 

Increasing 
size

Re-
conductoring 

HTLS 
Conductor 

AL59 
Conductor 

Fig. 1 Capacity enhancement methods [3]
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The increase of voltage level requires the re-insulation of the line to the new
voltage level which increases phase to phase distances and ground clearances. It
required high cost also [3].

One of the methods to achieve the above is by re-conductoring the transmission
line. This can be achieved using conductors larger than the existing ones or using
conductorswith the samediameter havinghigher temperature capacity. Increasing the
thermal loading of an existing line by replacing the conductor larger than the original
will increase both tension load and transverse wind loads on existing structures.

Increasing the thermal loading of an existing line by replacing the conductor
having the same diameter but capable of operation at higher temperature (within
existing sag clearance) may avoid the need for extensive reinforcement of suspension
structures [4].

Replacing the existing ACSR conductors with high-performance conductors with
the same diameter is one of the advanced solutions to increase the thermal rating
of existing lines with a minimum of structural reinforcement. The most important
features ofHTLS conductor is that double the power can be transferred in comparison
with the ACSR conductor of same size. Re-conductoring with HTLS conductors is
most suitable option due to higher temperature capacity and low sag conductor [5].

2 High-Performance Conductors

2.1 Low-Resistant Conductors—Al59 Alloy Conductors

AL59alloy conductors aremanufactured fromAl–Mg–Si (Aluminium–Magnesium–
Silica) rods. The conductor comprises an inner core and concentrically arranged
strands forming the inner and outer layers of the conductor. These are low resistance
with high-conductivity alloy conductors.

2.2 HTLS (High Temperature Low Sag) Conductors

HTLS stands for “high temperature low sag” conductors. They can be operated at
high temperature beyond 100 °C for longer periods of time without dropping their
tensile strength and have less sag. They elongate less with temperature than normal
all aluminium or steel-cored aluminium conductors [6]. The several types of HTLS
conductors are given below:

(1) ACSS—Aluminium Conductor Steel Supported
(2) TACSR—Thermal Alloy Conductor Steel Reinforced
(3) STACIR—Super Thermal Aluminium Alloy Conductor INVAR Steel Rein-

forced
(4) ACCR—Aluminium Conductor Composite Reinforced
(5) ACCC—Aluminium Conductor Composite Core.
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3 Case Study

The study of re-conductoring is performed using ACCC, ACSS, TACSR, STACIR
and AL59 conductors on 220 kV double circuit transmission lines from 400 kV
substation to 220kVsubstation.The line is havingZebra conductor andhaving4.6 km
length. The line can transmit up to 213.38MVA per circuit at ambient temperature of
45 °C and maximum operating temperature of 75 °C. For the analysis, the network
is modelled using Mi-Power software.

It is observed that during peak load conditions of the line, loading of each circuit
is around 87.3% of loading limit. We have performed N − 1 contingency analysis
of one of the circuits of 220 kV D/C transmission line. During N − 1 condition,
it is observed another line will be loaded as 164% of loading limit. Looking to the
N − 1 contingency results, it is observed that it is necessary to up-rate the 220 kV
D/C transmission lines from 400 kV substation to 220 kV substation (Fig. 2).

The ampacity of different conductor with conductor size at ambient temperature
at 45 °C is listed as per Table 1.

Fig. 2 220 kV D/C line from 400 kV substation to 220 kV substation

Table 1 Thermal loading limits for ACSR Zebra equivalent conductors [7]

Conductor
size

Zebra
equivalent
conductor

Metal area
in mm2

Dia in
mm

Min
temperature
(°C)

Ampacity
(A)

Max
temperature
(°C)

Ampacity
(A)

ACSR 484 28.62 75 560 85 703

AL59 383 25.41 75 516 95 743

TACSR 462.63 27.93 85 667 150 1142

STACIR 419.39 26.61 85 642 200 1296

ACSS 413.69 26.40 85 625 200 1260

ACCC 588.30 28.14 85 780 175 1472
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Simulation study for re-conductoring of 220 kV D/c line is carried out with AL59
andACCC, ACSS, TACSR and STACIRHTLS conductors is carried out considering
the above parameter.

4 Simulation Results and Discussion

4.1 Simulation Results

In simulation, three cases have been studied: (1) Conductors ampacity while main-
taining minimum operating temperature (2) Conductors ampacity with maximum
operating temperature and (3) N − 1 contingency analysis of one circuit of D/c
line with conductors ampacity with maximum operating temperature. The case-wise
results and discussion are given below:

Case-1

(See Table 2).
Case-2
(See Table 3).
Case-3
(See Table 4).

4.2 Discussion

A case study for re-conductoring of 220 kV D/c line with several HTLS conductor
and AL59 conductor is carried out with three different cases. The comparison of
several HTLS conductors with ACSR Zebra equivalent in terms of % loading and %
losses is shown in Figs. 3, 4, 5, 6, 7 and 8.

Table 2 Comparison of various HTLS conductors with ACSR conductors at minimum operating
temperature

Parameter ACSR ACCC ACSS STACIR TACSR AL59

Operating temperature °C 75 85 85 85 85 75

Voltage level (kV) 220 220 220 220 220 220

AC resistance �/km 0.0847 0.07062 0.1070 0.10163 0.09613 0.0961

Ampacity (A) 560 780 625 642 667 516

Power flow (MW) 189.66 189.72 189.712 189.715 189.718 189.71

Loss in (MW) 0.2517 0.2381 0.3601 0.3421 0.3237 0.3236

% Line loading 87.2 62.7 78.2 76.1 73.3 94.7
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Table 3 Comparison of various HTLS conductor with ACSR conductor at maximum operating
temperature

Parameter ACSR ACCC ACSS STACIR TACSR AL59

Operating temperature °C 75 175 200 200 150 95

Voltage level (kV) 220 220 220 220 220 220

AC resistance �/km 0.0847 0.0902 0.1455 0.1382 0.1156 0.1023

Ampacity (A) 560 1472 1260 1296 1142 743

Power flow in (MW) 189.66 189.72 189.68 189.69 189.7 189.71

Loss in (MW) 0.2517 0.3039 0.4890 0.4645 0.3891 0.3444

% Line loading 87.2 33.3 38.7 37.7 42.8 65.7

Table 4 Comparison of various HTLS conductor with ACSR conductor at maximum operating
temperature in N − 1 contingency analysis

Parameter ACSR ACCC ACSS STACR TACSR AL59

Operating temp. °C 75 175 200 200 150 95

Voltage level (kV) 220 220 220 220 220 220

AC resistance �/km 0.0847 0.0902 0.1455 0.1382 0.1156 0.1023

Ampacity (A) 560 1472 1260 1296 1142 743

Power flow (MW) 356.35 356.34 356.14 356.182 356.27 356.32

Loss in (MW) 1.0085 1.0725 1.7214 1.6357 1.3717 1.2149

% Line loading 164.0 62.4 72.7 70.7 80.3 123.5

Fig. 3 Comparison of percentage of line loading in minimum operating temperature

As per the results of Table 2, it can be clearly seen that out of various HTLS con-
ductors, at 85 °C, ACCC conductor has less % of line loading (62.7) MW and losses
(0.2381) MW compared to ACSR Zebra conductor’s % of line loading (87.2) MW
and losses (0.2517) MW at 75 °C. According to results of Table 3, at maximum
operating temperature, ACCC conductor has less losses (0.3039) MW and % of line
loading (33.3) MW at 175 °C as compared to other HTLS conductors, while ACSR
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Fig. 4 Comparison of % of line loading in maximum operating temperature

Fig. 5 Comparison of % of line loading at maximum operating temperature in N − 1 contingency
condition

Fig. 6 Comparison of losses in minimum operating temperature
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Fig. 7 Comparison of losses in maximum operating temperature

Fig. 8 Comparison of losses at maximum operating temperature in N − 1 contingency condition

conductor cannot be operated beyond 75 °C, so losses and % line loading remain
same as per results of Table 2 at 75 °C. In case of N − 1 contingency analysis, the
line will not be overloaded if re-conductoring of 220 kV D/c line is carried out with
ACCC conductor because of % of line loading is around (62.4) MW.

5 Techno-Economic Analysis

(See Table 5).
After obtaining the best suitable conductor (ACCC) from the various conductors as

per the simulation results, we can say that more power can be transferred (1156)MW
from D/C line which having length of 4.7 km. Total cost for re-conductoring of
220 kV D/c line is Rs. 2.27 Cr, while the total cost of the construction of the new
S/C transmission line will be 5.5 Cr (approx) Rs.



Study and Analysis of HTLS Conductors for Increasing … 237

Table 5 Techno-economic analysis comparison with various HTLS conductors [8]

Conductor type ACCC STACIR TACSR ACSS

220 kV D/C transmission line from
Indore 400 kV to Indore South Zone
220 kV substation—line length

4.7 4.7 4.7 4.7

Power flow with existing ACSR
Zebra conductor in MW

189.66 189.66 189.66 189.66

Maximum power flow with HTLS
conductor in MW

572.9 504.26 447.82 491.02

Total power transferred from D/C
line in MW

1156 1000.52 895.64 982.04

Per km cost for re-conductoring of
220 kV D/C line in Rs.

4,841,390 75,377,770 2,705,570 3,361,030

Total cost for re-conductoring of
220 kV D/c line in Rs.

22,754,533 354,275,519 12,716,179 15,796,841

Note The total cost of the construction of the new S/C transmission line will be 5.5 Cr (approx) Rs.

6 Conclusion

In this paper, various methods of up-rating a transmission network with various
HTLS conductor and AL59 conductor are studied. Looking to the various tabular
and graphical results, it is observed that re-conductoring of existing transmission
line with HTLS conductors would be the best suitable option. As per the case study
results, it is concluded that for up-rating the existing 220 kV D/c transmission line
from 400 kV substation to 220 kV substation, line that re-conductoring with ACCC
HTLS conductor will be the best suitable option due to twice the power transfer and
no overloading issues duringN − 1 contingency analysis. The line losses of line also
reduce with the use of ACCC conductor for re-conductoring of transmission line.
Other HTLS conductors can also be used on requirement of the transmission line.

Use of HTLS conductors is more beneficial for the utilities in terms of economic
point of view. As per the tabular results of techno-economic analysis, we can say that
if we construct a new 220 kV S/C transmission line, it requires the total cost around
5.5 Cr (approx) Rupees, while if we re-conductoring this D/c line with ACCC, it
takes the total cost around 2.27 Cr. Rupees. Other HTLS conductors can also be used
on requirement of the transmission line.
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Energy Audit: A Case Study in a
Rubberwood Processing Industry

Anith Krishnan, Saji Justus, Ajay Raj, Jestin Jaison, Nizy Susan Shaji,
V. S. Unnimaya, Salini M. Venugopal and A. Sriram

Abstract This paper deals with the identification of energy savings by energy audit
analysis in rubberwood industries. Energy auditing was conducted at Meenachil
Rubberwood Limited, Poonjar, Kerala. Energy audit focuses mainly on the analysis
of energy-consuming processes. Several energy conservative proposals and their
cost-benefit analysis along with the payback period calculation are done.

Keywords Energy audit · Rubberwood industry · Energy · Energy conservation ·
Energy efficiency · Energy savings · Power factor · Carbon footprint ·
Compressor · Boiler · Diesel generator

1 Introduction

Energy audits have become an important tool in the process of energy consumption
analysis and optimization. Energy audits have enabled to strike a balance between
the supply and demand. It can be used as a tool to accomplish a threshold energy
consumption for concrete accomplishment of demand slashing.

Energy audit is a procedure including, but not limited to, verification of the
achievement of energy cost savings and energy unit savings guaranteed resulting
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from implementation of energy conservation measures and determination of whether
an adjustment to the energy baseline is justified by conditions beyond the contractor’s
control. Simply put, energy audit is a procedure to establish an energy baseline to
reduce the quantity of energy that is used for different purposes. Energy audit can be
classified into small scale and large scale or industrial energy audits.

1.1 Energy Audit: Definition

According to the definition in the ISO50002 standard, an energy audit is a systematic
analysis of energy use and energy consumption within a defined energy audit scope,
in order to identify, quantify and report on the opportunities for improved energy
performance.

Also, According to the Energy Conservation Act [1] of 2001, Section 1, defini-
tions (i), energy audit is defined as: Energy audit means the verification, monitoring
and analysis of use of energy including submission of technical report containing
recommendations for improving energy efficiency with cost-benefit analysis and an
action plan to reduce energy consumption.

1.2 Audit Approach

The audit process can be divided into three distinct phases each of which consists of
an interrelated set of procedures necessary to conduct an effective audit:

• Pre-audit phase (or planning phase)
• Audit phase (or auditing phase)
• Post-audit phase (or reporting phase).

2 Energy Consumption Analysis

2.1 Baseline Data

The basic information about the Meenachil Rubberwood Limited from the last three
available bills is given below. The industry belongs to Poonjar section in Pala circle.
The electricity is supplied from the 110kV substation at Erattupetta. Details obtained
from the KSEB bill are given in Table 1.

2.2 Power Sharing of Sub-switchboards

The industry has five sub-switchboards (SSBs). The power sharing each SSB is
shown in Fig. 1. The major portion of electrical energy is used for boiler pumps
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Table 1 Baseline data

1 Electricity provider KSEBL

2 Tariff HT I (A)

3 Substation feeder 11kV, HT

4 Contract demand (kVA) 130

Year 2016 2017 2018

5 Connected load (kW) 223 223 318.344

6 Maximum demand (kVA) 128 121 118

7 Average power factor 0.83 0.81 0.76

8 Average monthly energy charge (Rs.) 88123.5 61868.8 62874.6

9 Average monthly demand charge (Rs.) 38587.5 33968.18 30831.8

10 Average monthly energy consumption (kWh) 16656.7 12113.3 10300.9

11 Average monthly electricity cost (Rs.) 144910.5 109061.7 99885.4

12 Per unit cost (Rs.) 8.7 9 9.7

Fig. 1 Energy sharing in various SSBs

and kiln, which is 26%. Hot press and planer section use 25% of energy. LSB and
impregnation unit use 21% of energy. Wood-Mizer uses 17% of energy, and pump
house uses 11% of energy.

2.3 Electrical Power Demand in Various Time Zones

By analyzing the demand in various time zones, we get a picture of the load in the
industry at different time zones. The comparison of demand in three time zones is
shown in Fig. 2. The industry functions for 24 h a day. The demand is comparatively
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Fig. 2 Electrical power demand in three zones

Fig. 3 Power factor curve

higher during the normal zone sincemajority of the production-related tasks are done
during this period. Only a few processes like kiln, boiler, etc., function during other
billing zones.

2.4 Running Average of Power Factor

Power factor is a measure of how effectively the electricity is used. The power factor
curve based on the available electricity bills of the last three years is given in Fig. 3.

The industry is observed to have a very low power factor. The maximum power
factor observed during the interval from June 2015 to July 2018 was 0.9. The average
power factor of the industry from the available electricity bills of the last three years
is 0.79.

For improving the power factor to 0.99, a 40kVAr APFC panel is proposed. APFC
panel installation cost is Rs. 55,000, and simple payback period is 3.3months.

If the power factor is improved to 0.99, the contract demand can be reduced from
130 to 100kVA.
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3 System Description and Analysis

3.1 Transformer

There is a 250kVA 11kV/415V transformer in the industry. The secondary trans-
former was logged for a period of 24 h, from November 27, 2018, to November 28,
2018, using the instrument Fluke 434 Energy Analyzer.

kW rating of transformer = kVA × cosφ = 250 × 0.76 = 190

For a 250 kVA transformer,

Total loss at 50% loading = 3.32 kW

Total loss = copper loss + core

Core loss is a constant value irrespective of the load and

Core loss, Pc = 0.29 kW

i.e., Cu loss at full load, PCu = total loss at full load − core loss = 3.02 kW

Fractional load at maximum efficiency,

x =
√

Pc
PCuFL

= 0.3

Percentage Efficiency of the transformer

%η = Pout
Pout + Losses

× 100

The transformer efficiency curve is shown in Fig. 4. From the graph, the maxi-
mum efficiency is obtained at 30% loading. The installed transformer meets the
load requirements.

Fig. 4 Transformer efficiency curve
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Table 2 Analysis of diesel generator

Average loading (kVA) 43.75

Percentage loading 35

Diesel consumed (l) 25

Diesel consumed (kg) 20.8

Diesel consumed (kcal) 224,640

Electricity generated (kWh) 70.007

Electricity generated (kcal) 60,206.02

Specific energy consumption ratio (kWh/l) 2.8

Efficiency (%) 26.8

Per unit consumption (l/kWh) 0.36

Diesel price (Rs./l) 68.24

Per unit cost 24.57

3.2 Diesel Generator

The industry has a diesel generator of 125kVA. It is connected to the bus bar via a
switch. This generator was logged using Fluke 434 Energy Analyzer for two hours,
and generator percentage loading was obtained. At that respective loading, the effi-
ciency, the specific energy generation ratio (SEGR) and per unit cost of generation
were calculated. These data are given in Table2.

The equations that were used include:
Diesel consumption (kg) = diesel consumption (l) × density of the diesel
Diesel consumption (kCal) = diesel consumption (kg) × specific energy of diesel
Electricity generated (kCal) = electricity generated (kWh) × 860
Specific energy generation ratio = electricity generated (kWh)

diesel consumption (l)

Efficiency in percentage = electricity generated (kCal)
diesel consumption (kCal)

Per unit consumption = diesel consumed (l)
energy generated (kWh)

Per unit cost = per unit consumption × diesel price
Other general observations made about the generator are:

• The air filters of the diesel generator were observed to be dusty.
• Unbalancing in load in a way which affects the system stability was not observed.
• The diesel generator set is not properly serviced.

3.3 Air Compressor

Air compressors account for a significant amount of electricity consumption in indus-
tries. Air compressors are used in the industry to supply process requirement, to
operate pneumatic tools and equipment, and to meet instrumentation needs. Only
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Table 3 Leakage test

Rating of compressor motor 20hp

Capacity of compressor (m/min) 2.49

Cut-out pressure (kg/cm) 7.4

Cut-in pressure (kg/cm) 6.4

Load drawn (kW) 17.715

Time on load, T (min) 0.3

Time to unload, t (min) 0.6

Leakage quantity (m/min) 0.83

Leakage quantity per day (m) 398.4

Energy loss due to leakage per day (kWh) 47.239

Energy loss due to leakage per year (kWh) 14,171.73

Annual cost on leakage (Rs.) 1,47,952.90

10–30% of energy reaches the point of end-use, and balance 70–90% of energy of
the power of the prime mover is converted to unusable heat energy and to a lesser
extent is lost in the form of friction, misuse and noise.

Leakage Test: The compressors have leakages which reduces the efficiency of the
system, and thus it has to be evaluated. A quantifiable leakage was detected in the
compressor pipes and valves.

The system leakage is calculated as

Leakage quantity (%) = Load time × 100

Load time + Unload time

From the details obtained from leakage test which is given in Table3, a leakage
quantity of 33.33% is calculated. Air leak is detected inside the two planer machines
and in the finger joining section. Also, a large leak of air is noticed in the pipeline
connected to the painting section.

VFD Installation: Air compressor is logged using Fluke 434 Energy Analyzer. The
logged data is shown in Fig. 5.

While analyzing the data, the compressor consumes a no-load power of 10.5kW.
So in order to decline the no-load loss, a variable frequency drive (VFD) can be
proposed. The basic function of the VFD is to act as a variable frequency source in
order to vary the speed of themotor as per the user settings. Variable speed depending
upon the load requirement provides significant energy savings. A reduction of 20%
in the operating speed of the motor from its rated speed will result in an almost 50%
reduction in the input power to the motor. By installing the VFD, a cost saving of
approximately Rs. 1,17,000/- can be obtained and the details are shown in Table4.
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Fig. 5 Compressor logged data

Table 4 VFD calculation

On-load time (min) 1.06

No-load time (min) 0.17

Cycle time (min) 1.23

No-load power (kW) 10.05

Hours of operation in an year 5280

Energy saving per year (kWh) 11237.08235

Cost saving (Rs.) 117315.1398

Cost of VFD (Rs.) 73,395

Payback period (Years) 1.6

3.4 Boiler

The performance of a boiler, like efficiency and evaporation ratio, reduces with
time due to poor combustion, poor operation and maintenance. Deterioration of fuel
quality and water quality also leads to poor performance of boiler. Efficiency testing
helps us to find out how far the boiler efficiency drifts away from the best efficiency.
Any observed abnormal deviations could therefore be investigated to pinpoint the
problem area for necessary corrective action. Hence, it is necessary to find out the
current level of efficiency for performance evaluation, which is a prerequisite for
energy conservation action in industry.

Performance Evaluation and Analysis: The purpose of the performance is to deter-
mine the actual performance and the efficiency of the boiler and compare it with the
design values or norms. It is an indicator for tracking day-to-day and season-to-season
variations in boiler efficiency and energy efficiency improvements.
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Table 5 Performance analysis of boiler

Steam generated (m3) 0.2875

Steam generated (kg) 287.5

Weight of wood used (kg) 62

Heat input (◦C) 155

Heat output (◦C) 115

Boiler efficiency (%) 74.19

Evaporation ratio 4.63

Boiler efficiency (%) = Heat Output

Heat Input
× 100

Evaporation Ratio = Quantity of Steam Generated

Quantity of Fuel Consumption

The boiler efficiency can be tested using two methods, i.e., direct and indirect
method. Here, indirect method could not be used due to lack of availability of mea-
suring instruments.

So, from the performance analysis in Table5, the efficiency of the boiler was
found out to be 74% which is acceptable. Some general observations found are:

• The air intake in the boiler can be optimized.
• Waste wood is used as fuel, but it is not given any monetary value.
• Fuel consumption is not recorded.
• Steam leakages were identified.
• Boiler possesses a closed-loop system.

4 Light Audit

In the industry, there are 60 fluorescent tube lights of 40 wattage each. These 60
fluorescent tubes can be replaced by energy-efficient 20W t8 LED tube lights which
have same illuminance as the fluorescent tube lights. The daylight is not properly
used by the industry. The calculations of the light audit are given in Table6.

5 Carbon Footprint

Carbon footprint is the sum of all emissions of CO2, which were generated by our
activities in a given time frame. Usually, a carbon footprint is calculated for the
time period of a year. Carbon footprints from energy consumption can be reduced
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Table 6 Lighting audit

Number of fluorescent tube lights 60

Wattage of each fluorescent tube light 40

Total load (kW) 2.4

Lumens per fluorescent tube lights 2300

Average working hours of tube lights 12

Wattage of new t8 LED tube lights 20

Annual energy savings (kWh) 4320

Reduction in demand (kVA) 1

Annual demand savings (Rs.) 3600

Annual savings (Rs.) (demand + energy) 48700.8

Installation cost (Rs.) 36,000

Simple payback period (months) 8.9

Table 7 Carbon footprint

Annual energy consumption (kWh) 158682.24

Annual diesel consumption (l) 4000

Annual wood consumption (kg) 14,600

Carbon footprint (ton) 160

Annual energy savings 67269.58

Reduction in carbon emission (ton) 57.17

through the development of alternative energy products such as solar energy, which
are renewable resources.

By installing the proposed energy-saving techniques, 57 tons of CO2 emission
can be reduced which is given in Table7.

6 Conclusion

This paper is an energy audit performed at Meenachil Rubberwood Ltd, Poonjar,
which is a rubberwood processing industry. The energy consumption of the industry
was analyzed. Energy bill from the year 2016 to 2018 was studied to identify the
management of electrical energy and identified a low power factor due to defective
capacitor banks. Transformer, compressor, boiler, lighting and diesel generator were
audited for identifying the mismanagement of energy. The identified energy-saving
opportunities have the potential to save approximately 20% of total energy consump-
tion and an annual cost saving of Rs. 600,000, thereby a reduction of 57 tons of CO2

in the total carbon footprint. A similar work can be done at various rubberwood
processing industries for the conservation of energy.
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Energy Audit: A Case Study of Tyre
Retreading Unit in Kerala

Anith Krishnan, Rose Mary Francis, K. R. Rahul Raj, Nikhil Thomas,
V. K. Muhammed Sadique and A. Sriram

Abstract In this paper, we have discussed the analysis of the energy consumption
from the energy audit conducted at transport workshop, Edappal, Kerala, India, and
we have identified opportunities to reduce energy expense and carbon footprint. We
found out that the most of the energy consumption is by the curing chambers in
the Tyre Workshop. So we have done a targeted audit on the curing chambers. The
energy audit showed that the industry consumed a monthly average electrical energy
of 31394.71kWh and has a potential to save 7751.71kWhof energy by implementing
the recommendations suggested in this paper.

Keywords Energy audit · Compressor · Energy conservation · Energy efficiency ·
Reactive power management · Tyre retreading unit · Power factor · Specific energy

1 Introduction

Energy audit can be defined as a scientific approach for decision-making within the
space of energy management. It tries to balance the overall energy inputs with its use
and serves to spot all the energy streams during a facility. It quantifies energy usage
of all types of equipments according to its semantic functions. Industrial energy
audit is literary to a comprehensive energy management programme. According to
Energy Conservation Act 2001 [1] as follows: Energy Audit means the verification,
monitoring and analysis of the use of energy together with submission of technical

A. Krishnan (B) · R. M. Francis · K. R. Rahul Raj · N. Thomas · V. K. Muhammed Sadique
College of Engineering Kidangoor, Kottayam, Kerala, India
e-mail: anithkrishnan@gmail.com

R. M. Francis
e-mail: rosemondoth96@gmail.com

K. R. Rahul Raj
e-mail: rahulrj618@gmail.com

A. Sriram
Kerala State productivity council, Kochi, Kerala, India

© Springer Nature Singapore Pte Ltd. 2020
A. Mehta et al. (eds.), Advances in Electric Power and Energy
Infrastructure, Lecture Notes in Electrical Engineering 608,
https://doi.org/10.1007/978-981-15-0206-4_22

251

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0206-4_22&domain=pdf
mailto:anithkrishnan@gmail.com
mailto:rosemondoth96@gmail.com
mailto:rahulrj618@gmail.com
https://doi.org/10.1007/978-981-15-0206-4_22


252 A. Krishnan et al.

Table 1 Baseline data—energy consumption

Baseline data (based on last 24months)

1 Electricity provider KSEBL

2 Tariff HT I (A)

3 Sub-station incoming feeder 11kV, HT

4 Contract demand (kVA) 120

5 Connected load (kW) 354.499

6 Maximum demand (July 2017) 153.83

7 Average monthly energy consumption 31394.71

8 Average cost of electrical energy (Rs./kWh) 7.45

9 Average monthly energy charge (Rs.) 174114.44

10 Average monthly demand charges (Rs.) 43648.75

11 Average monthly electricity cost (Rs.) 227,751

12 Average power factor 0.85

13 Average monthly diesel consumption (l) 332

report containing recommendations for rising energy efficiency with price–benefit
analysis and a work plan to reduce energy consumption [2].

The paper introduces the energy consumption of a public sector industry in Kerala
as a case study. By conducting a survey on the energy use, the instrumentation
load within the building is gathered for the analysis. Some recommendations and
energy conservation options to extend energy efficiency are proposed in the upcoming
sections.

Section2 deals with the description of the industry, main plants in the industry
and the processes occurring in each of the plants and the total production capacity
of the industry.

The baseline data of the industry is given in Table 1 of Sect. 3. On the subsequent
sections, reactive power management and their required conservation options are
described.

Sections 3.6 and 3.7 deal with the details of the targeted audit on the curing
chambers that we have done at the transport workshop Edappal, Kerala, India. Along
with that, the energy conservation options are explained in detail.

Section4 deals with the compressors in theworkshop. On the subsequent sections,
we have dealt with the energy conservation options for the compressors.

Section5 deals with other proposals. In Sect. 6, we concluded by comparing the
present specific energy consumption and the new specific energy consumption of tyre
that we have calculated after all the energy options are implemented by the industry.
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2 Outline of Industry

Major Units

Main workshop, UNIT Reconditioning, Store and office, Body Building Shop, Tyre
Shop, Staff training centre, Accommodation facility for staff.

The main process in the industry is the tyre retreading process. It is a 24-h plant
with a capacity to produce 144 tyres per day.

3 Energy Consumption Analysis

Baseline data is derived from the electricity bill provided by the utility (KSEBL) and
diesel consumption logs available at the industry.

3.1 Power Factor

The maximum demand and power factor (as per the energy bills) during the last
1year is given in Fig. 1.

3.2 Reactive Power Management

Six capacitors were found to be damaged/faulty. It has been found that out of the
total 77 kVAR, only 23.87 kVAR is available. That accounts to a performance of only

Fig. 1 Maximum demand and power factor during the last 1year
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31%, which is not satisfactory. The daily power factor profile of the industry is given
in Fig. 1. This profile is based on the on-site measurements done by the team, at the
sub-station. The proposal for improving the power factor is given in the following
section.

3.3 Proposal for Installing an Automatic Power Factor
Controller Unit

Based on the logged data, the kVAR required to get unity power factor is calculated
as shown in Eq. (1). The actual power factor at 135.63 kW is 0.94 and is due to the
major load contribution by the electric heater (resistive) in the curing chambers. An
additional requirement of 50 kVAR capacitor is required to increase the power factor
to unity.

The kVAR rating of capacitors to be installed in order to improve the power
factor can be calculated using Eq. (1), where kW is the power drawn, tan φ1 is the
trigonometric ratio for the present power factor, and tan φ2 is the trigonometric ratio
for the desired power factor.

kVAR rating = kW (tan φ1 − tan φ2) (1)

• It is proposed to install a APFC unit along with 50 kVAR capacitor bank for
improving the power factor.

• The cost–benefit analysis for the APFC unit is given in Table 2.
• Further, the improvement in power factor will automatically bring down the max-
imum demand of the industry.

3.4 Electrical Load Analysis

The major SSBs of the industry were logged for a period of 15min on 02 December
2018, and the following measurement data were obtained (Table3).

Table 2 Cost–benefit analysis of APFC

Avg.
monthly
energy cost
(Rs.)

Avg. power
factor

New power
factor

Savings per
month (Rs.)

Annual
savings
(Rs.)

Cost of
installation
(Rs.)

Simple
payback
period
(months)

178,668 0.85 0.99 16,973 203,676 65,000 3.83
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Table 3 Electrical load analysis

S. no Panel board name Maximum
measured (kW)

Maximum
measured (kVA)

Power factor

1 Workshop 8.31 14.28 0.63

2 Body building
section

14.7 18.78 0.79

3 Tyre shop 93.42 95.16 0.89

4 Workshop 3.54 4.23 0.57

3.5 Specific Energy Analysis

Since 70–80% of the overall energy consumption is at the tyre retreading unit, the
specific energy consumption is calculated for each tyre that is retreaded.
The average specific energy consumption = 15044.8 kCal/tyre.

3.6 Curing Chamber

The industry has two curing chambers inside the tyre retreading plant. The curing
chamber consists of electric resistive heating coils and a fan for circulation and even
distribution of heat. The chamber has a maximum loading capacity of 12 tyres.

The set point of the temperature controller (of the curing process) is 125 ◦C.
When the tyres are initially loaded into the chamber, the temperature inside will be
far less than the set point and as such the heater coils will be turned on (see Fig. 2).
The heating will continue until the inside temperature reaches 125 ◦C. After that the
heater coils are turned off by the controller. The process explained here is the same
for both the chambers present in the industry.

• It is found (measured) that the total heater load of chamber 1 is 30 kW, and the
same is balanced across all the phases, which is good.

Fig. 2 Load profile of chamber 1 for one curing process
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• It is found (measured) that the total heater load of chamber 2 is 39 kW, and the
same is balanced across all the phases, which is good.

• Although theminimum temperature to bemaintained inside the chamber is 120 ◦C,
the controller is set at 125 ◦C. This is the case for both the chambers.

• There is scope for energy conservation by installing a suitable temperature con-
troller mechanism that maintains the temperature at 121 ◦C. The constraint on the
process is that the internal temperature should always be greater than 120 ◦C.

3.7 Proposal for Voltage Control of Heater Coils in Curing
Chamber

Heat energy inside the curing chamber is provided by the heating coils. If the line
voltage which is applied to the heater coil is reduced with a thyristor-based voltage
controller, the heat generated can be controlled, since I is directly proportional to the
applied voltage. Thus, the controller can be tuned tomaintain the internal temperature
of the chamber at 121 ◦C.

The existing SEC was already determined (see Table4). Figure3 shows the com-
parison between the SEC before and after the proposed voltage controller installation
(Table5).

• Thyristor-based voltage control is a soft-switching device, and as such the heater
load will be gradually introduced in to the system. This will also result in demand
reduction.

Table 4 Specific energy consumption (SEC) in curing chambers

Chamber Energy consumed per process
(kWh)

SEC (kWh/tyre)

1 63.25 5.27

2 70.42 5.87

Fig. 3 Comparison of SEC before and after implementation of voltage control
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Table 5 Energy savings and payback analysis of voltage controller proposal

Chamber Energy
savings per
process (kWh)

Energy
savings per
year (kWh)

Cost savings
per year (Rs.)

Cost of
investment
(Rs.)

Simple
payback
period
(months)

1 2.14 3783.52 28187.22 60,000 25.54

2 2.45 4331.60 32270.42 60,000 22.31

4 Compressors

4.1 Compressor Capacity Assessment

Compressor capacity assessment is done as per reference [3] (Table6).
The following are the inferences after conducting the test:

• The capacity shortfall of 5.5kW and 7.5hp compressors is more than 10% and is
due for maintenance.

• At the time of taking measurements, the audit team found that the temperature
inside the compressor room was 2–6 ◦C above the ambient temperature. For every
4 ◦C rise in air inlet temperature will increase power consumption by 1%. There-
fore, it is good to maintain air circulation inside the compressor room.

• It is observed that air inlet filters are found not cleaned regularly, and compressor
efficiency will be reduced by 2% for every 250mm water column (WC) pressure
drop across the filter.

• Keep compressor valves in good condition by removing and inspecting once every
sixmonths.Worn-out valves can reduce compressor efficiency by asmuch as 50%.

Table 6 Calculation of FAD test

Compressor rating 5.5kW 7.5hp 20hp

Location Workshop Bodybuilding WS Tyre WS

Atmospheric pressure (kg/cm2) 1.03 1.03 1.03

Initial pressure (kg/cm2) 1.03 1.03 1.03

Final pressure (kg/cm2) 9.2 12 8

Receiver volume V (m3) 0.5 0.25 0.42

Time taken to build up pressure (min) 9.76 6.58 1.75

Compressor output (m3/min) 0.406354449 0.404653702 1.62407767

Rated capacity (m3/min) 0.4945 0.4813 1.7273

Capacity shortfall (%) 17.83 15.92 5.98
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Table 7 Calculation of leakage test

Leakage test

7.5hp compressor 20hp screw compressor 2

Capacity of compressor (m3/min) 0.49 1.73

Cut out pressure (kg/cm2) 9.2 8

Cut in pressure (kg/cm2) 6 7

Load drawn (kW) 4.5 14.25

Time to load, T (min ) 3.73 0.45

Time to unload, t (min) 6.5 4.6

Leakage quantity (m3/min) 0.18 0.15

Leakage quantity per day 86.55 221.99

Specific power for compressed air generation
(kWh/m3)

0.15 0.14

Energy loss due to leakage per day (kWh) 13.15 30.48

Energy loss due to leakage per year (kWh) 3943.95 11123.47

Annual cost on leakage (Rs.) 29382.47 82869.82

Annual cost on leakage from the 7.5hp compressor and 20hp 2nd screw compressor is 29382.47
Rs. and 82869.82 Rs. respectively

4.2 Leakage Test

The compressors have leakages which reduce the efficiency of the system, and thus,
it has to be evaluated (Table7).

4.3 Compressed Air Leakage—A System Level Approach

The following test is an abridged version of the standard leakage test. The test is
conducted on the compressor located near the curing chamber.

The load profile of the 20hp compressor under steady-state conditions is given in
Fig. 4. Steady-state condition means that the compressor is compensating only for
the compressed air leakages occurring in the line as well as in the curing process
(Table 8).

Compressed air leakage from curing chamber = total leakage − line leakage

• We have calculated the annual cost on leakage from the curing chamber itself to
be Rs. 227379.96.
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Fig. 4 Load profile of 20hp compressor

Table 8 Compressed air leakage

Line leakages Total system leakages Leakage from curing
chamber

Capacity of
compressor (m3/min)

1.73 1.73

Cut out pressure
(kg/cm2)

10 10

Cut in pressure
(kg/cm2)

8 8

Load drawn (kW) 15.56 15.56

Time to load, T (min) 0.21 0.5

Time to unload, t (min) 3.05 0.67

Leakage quantity
(m3/min)

0.111 0.739

Leakage quantity per
day (m3)

159.84 798.12 678.24

Specific power for
compressed air
generation (kWh/m3)

0.15 0.15

Energy loss due to
leakage per day (kWh)

23.976 101.736

Energy loss due to
leakage per year
(kWh)

8751.24 30520.8

Annual cost on
leakage (Rs.)

65196.738 227379.96
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4.4 Compressed Air Leakage

The details of compressed air leakage are given in the section. In a practical scenario,
the compressed air system will not be leak proof. Hence, a best estimate of 90%
savings is taken for the following calculations.

Total energy savings = 0.9 × energy savings as in section (2)

= 48905.51 kWh (3)

Total savings = 7.45 × 48905.51 (4)

= 364,346Rs. (5)

5 Other Proposals

5.1 Proposal for Increasing Contract Demand

The contract demand (CD) on the industry is 120 kVA. The analysis of the last 2year
bills shows that the industry has been paying excess demand charges for almost
all the months. The maximum and average values of the maximum demand during
the last 12 months were 144.9 kVA and 131.15 kVA, respectively. The CD can be
increased to a value such that the actual demand shall fall within 75–100% of the
new CD. If contract demand is 160 kVA, then excess demand charge becomes zero.
The increase in CD to 160 kVA from the existing 120 kVA will result in an average
yearly savings of Rs. 1671.8 × 12 = Rs. 20061.60 (Fig. 5).

Fig. 5 Specific energy
consumption of tyre
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5.2 Installation of Grid-Connected Solar Inverter

The main building of the industry has enough shade-free south-facing rooftop area
which makes it an apt place for mounting solar panels. A system of 25 kWp size can
be installed at the industry with an installation cost of Rs.1,375,000. The cost of 1
unit is Rs. 5.5. With these observations, the total savings per year is calculated to
be Rs. 198,000. The typical lifetime of solar PV system is 25years, and hence, the
payback period is well within its lifetime [4].

6 Conclusions

For 25,008 tyres produced, a specific energy of 15044.8 kCal is used at the present
condition. If all our energy conservation recommendations are implemented, then
the specific energy of the tyre can be reduced to 12980.97 kCal/tyre. So there will
be a 13.71% decrease of specific energy consumption from the present condition.
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