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Global Descriptors of Convolution Neural
Networks for Remote Scene Images

Classification

Q. Wang1, Qian Ning1,2(B), X. Yang1, Bingcai Chen3,4, Yinjie Lei1, C. Zhao1,
T. Tang1,2,3,4, and R. Hu1,2,3,4

1 College of Electrical & Information Engineering,
Sichuan University, Chengdu 610065, China

ningq@scu.edu.cn
2 School of Physics & Electronics,

Xinjiang Normal University, Urumqi 830054, China
3 School of Computer Science & Technology at Dalian University

of Technology, Dalian 116024, China
4 School of Computer Science & Technology at Xinjiang Normal University,

Urumqi 830054, China

Abstract. Nowadays, the deep learning-based methods have been
widely used in the scene-level-based image classification. However, the
features automatically obtained from the last fully connected (FC) layer
of single CNN without any process have little effect because of high
dimensionality. In this paper, we propose a simple enhancing scene-
level feature description method for remote sensing scene classifica-
tion. Firstly, the principal component analysis (PCA) transformation is
adopted in our research for reducing redundant dimensionality. Secondly,
a new method is used to fuse features obtained by PCA transformation.
Finally, the random forest classifier applying to classification makes a
significant effect on compressing the training procedure. The results of
experiments on the public dataset describe that feature fusion with PCA
transformation performs great classification effect. Moreover, compared
with the classifier softmax, the random forest classifier outperforms the
softmax classifier in the training procedure.

Keywords: Remote sensing image (RSI) · Global feature descriptors ·
Feature fusion · Scene classification

1 Introduction

More recently, in the field of RSI investigation, RSI scene classification [1] is one
of the most important processes. For RSI classification, image semantic under-
standing is generally reflected by feature descriptors. Therefore, the key to clas-
sifying is features. In our research, we focus on the investigation of RSI feature

c© Springer Nature Singapore Pte Ltd. 2020
Q. Liang et al. (Eds.): Artificial Intelligence in China, LNEE 572, pp. 1–11, 2020.
https://doi.org/10.1007/978-981-15-0187-6_1
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descriptors, premeditating the feature extraction as a critical step to obtain a
great classification performance. Existing RSI features extraction research meth-
ods are primarily divided into local features extracting methods and global fea-
tures extracting methods. For the former, there exist two types of methods,
corner feature extraction methods and edge feature extraction methods. In the
past, corner feature descriptor was the main job in feature extraction, such as
features from accelerated segment test (FAST) [2], oriented fast and rotated
brief (ORB) [2]. However, the curves of edge are discontinuous. Hence, they
have limitations on the description of scene semantic information.

Numerous algorithms have been introduced for edge feature descriptor
extraction. Signature of Histograms of Orientations (SHOT) [3] and Raster Oper-
ations Units (ROPS) [4] are based on the histogram statistics for local descriptors
extraction, but they are low expression for semantic information in most of the
experiments. In summarize, local descriptors extracting methods are consider-
ably depending on the experiences of researchers, and higher requirements for
extracted feature descriptors are necessary for these methods.

Among all kinds of methods to extract features, comprehensive feature
descriptors can be obtained by deep learning-based methods, which help to
enhance the ability of image description greatly. In 2012, Krizhevsky et al. [5]
proposed a sensational deep learning neural network for image classification,
which picks up the 2012 image recognition contest champion. From then on, the
CNN architecture detonated the application boom of neural networks. Simul-
taneously, more deep CNN architectures were proposed after AlexNet [5], such
as VGGNet [6], ResNet [7]. Due to the convenience of extracting features and
the better result of classification, they are applied widely in many aspects of
image recognition. Liu et al. [8] proposed to concatenate features extracted from
convolutional layers of CaffeNet and VGG-VD16 to deep descriptors.

In this paper, we propose a method to accelerate the speed of RSI classifica-
tion model training with significant performance increase. Specifically, we first
obtain features from the last FC layer of two deep CNN models. Then we reduce
the feature vector dimension utilizing PCA transformation. For accelerating the
training speed and exploring a better effect on classification result, we propose
an optimize and simple way to generate feature vector by concatenating the
features from two types of different CNN models.

2 Proposed Method

The details of the proposed method are shown in Fig. 1. The main content con-
sists of the following three parts: global descriptors extracting, feature fusion,
and reducing dimensions. The procedure is organized as follows. The first part
extracts global feature descriptors from the last fully connected layers, including
a sample of the training set and the used pre-train CNN. Two types of pre-
train CNN, VGGNet-16 and ResNet-50, are introduced to extract global feature
descriptors. The second part is the details of the proposed method.
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For the first step (Fig. 1a), the training set and testing set are used as the
input of a CNN mode to extract the global feature descriptors from the last fully
connected layer.

For the third step (Fig. 1b), the features of every input data obtained from the
first part are concatenated to form the complete global feature descriptors. With
a PCA transformation to reduce the dimension, the last classification results are
given by the random forest classifier.

(a)

(b)

Fig. 1. Framework of proposed method. a Is the process of feature extraction. b Pro-
posed method: concatenating features followed by PCA transformation.

2.1 Global Descriptors Extracting

In recent years, many CNN architectures have been proposed. Most of them
perform a great effect on a large testing set. Such as VGGNet performs better on
classification than AlexNet or CaffeNet. ResNet can obtain significant accuracy
with deeper architecture and fewer parameters.At the first step, RSIs enter into
VGGNet-16 and ResNet-50, respectively, for feature extracting, and the result
is the global descriptor, which refers to the relationship between the extracted
features and the entire image.

Feature extraction: A pre-train CNN mode serves as the feature extractor
in many researches. As using the CNN as feature extractor, the minimal image
shift has no effect on the last feature vectors because of the properties of con-
volution and pooling calculation. Hence, the obtained features have powerful fit
abilities and make no influence on the classification result. In addition, because
of this stability, it fits to every kind of image for feature extraction. When we
apply a CNN for feature extraction, a popular feature extraction strategy is
extracting an activation vector from the last fully connected layer (including the
classifier layer) [9].
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2.2 Feature Fusion and the Dimension Reduction

Existing deep learning pre-trained CNN models are used as the feature extrac-
tor to extract the feature from the final FC layers (include the last classification
layer). Although the feature can be utilized to train the classifier directly, effec-
tive features extracted by only a single CNN pre-trained model are not enough,
which will lead to a disappointing effect. Hence, an efficacious way to solve this
question, feature fusion, is proposed.

Feature fusion: Deep feature fusion is a new solution to handle complex
data. In 2014, two MIT engineers developed deep feature synthesis [10]. Most
prediction decisions rely on the features descriptors based on input images in the
vision classification tasks. Hence, it is necessary to overcome the obstacles of data
dependence. Feature fusion refers to concatenating global features descriptors
extracted from several different pre-trained CNN models. Vectors obtained by
these models expand the dimension of the final vector by vector-spliced which is
an efficient method to mitigate data dependence. In addition, the key advantage
of feature fusion is new features obtained in this process, which can improve the
performance of classification.

Reduce dimension: Dimensionality reduction, as the name implies, means
feature selection and feature extraction. Since principal component analysis [11]
was successfully proposed, applying PCA transformation to reduce dimension
becomes a mainstream tendency. In the proposed method, PCA, as an important
processing technology, is introduced for feature descriptors distinguishing and
dimension reducing. With PCA more consummate, the field of data it can handle
becomes wider. It is also the main technology for compressing the time of training
process without losing the quality of a model. The main process for PCA is to
transform the original data onto a set of linearly independent representations of
each dimension through linear transformation, which reduces the dimension of
input data set while maintaining the feature of the largest contribution of the
data set in the data set. The final result is the key feature components of all the
features.

3 Experiments and Analyses

3.1 UC Merced Land Use Dataset Description

In this section, we investigate the performance of the proposed methods on the
“UC Merced Land Use” dataset1 [12] extracted from large images from the
US Geological Survey National Map Urban Area Imagery collection for various
urban areas around the country. This dataset contains 21 classes. Each class
includes 100 images with the size of 256 × 256 pixels in the color space of red–
green–blue with different space structure, color distribute, region cover, and
object cover. Every image is operated by rotating.

1 http://vision.Ucmerced.edu/datasets/landuse.html.

http://vision.Ucmerced.edu/datasets/landuse.html
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3.2 Experimental Introduction

For input data, 75% images in each class serve as the training set and the
remaining serve as the testing set. In experiments, the global feature descrip-
tors are extracted from two pre-trained CNN models consisting of VGGNet-16
and ResNet-50, which are trained on the ImageNet dataset. The dimensions of
global feature descriptors are 1×1000. The random forest is applied for training
and classification. The confusion matrices performed the result of our proposed
method; the training time is analyzed on the different methods to train.

3.3 Discuss Different CNN Models with PCA

The comparison between two types of CNN-based features classification is shown
in Tables 1 and 2. The result of the classification on VGGNet-16-based and
ResNet-50-based features without PCA transformation is displayed in Table 1
and the classification details of two types of CNN-based features with PCA
transformation are performed in Table 2. The ratio of PCA transformation is set
as 95%.The comparison in tables demonstrates that VGGNet-16 performs better
classification effect. VGGNet-16-based features are better discrimination, espe-
cially in some similar categories, such as “beach,” “parking lot,” and “runway”,
which is because the initial parameters in VGGNet-16 are much richer.

From two tables, we can see that using PCA transformation performs greatly
for both types pre-trained CNN models, especially for the ResNet-50, which
has improved about 8%. In general, PCA transformation help to improve the
description ability of the global features.

3.4 Analysis of the Proposed Method

In this section, we research the confusion matrix on the 21-classes public remote
dataset. Figure 2 describes the confusion matrix of proposed method, which
includes feature fusion and PCA transformation. The confusion matrix is ana-
lyzed via using 25% of the training dataset. As confusion matrix is shown, the
entry in the ith row and jth column means the rate of RSI belongs to the ith class
and classifies to jth class. The classification results are proposed as percentages.

In Fig. 2, the average accuracies of classification for proposed method are
86.78%. It performs great ability (the accuracy of classification ≥90%) on the
classes, such as “airplane,” “agricultural,” “baseballdiamond,” “chaparral,” “for-
est,” “golf course,” “harbor,” “overpass,” “tennis court,” “river.” The features
extracted from these RSI include considerable information, which helps classify
correctly.

Moreover, some classes obtain poor classification effect, such as “dense resi-
dential,” “medium residential.” This is the reason that high dimensional features
of these classes are too similar to distinguish. In addition, several classes include
plenty of building elements, which results an error decision.

Table 3 presents the comparison between state-of-art methods and our pro-
posed method. These existing methods are detailed in [8,12–14]. As we can see
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Fig. 2. Confusion matrix for 21-category performed result of the proposed method
(86.78%)

that our proposed method enhances the classification effect 1.69% over the best-
existed results in [8,12–14]. To sum up, our approach achieves a more favorable
effect on this dataset because of the combination of feature fusion and PCA
transformation.

Table 3. Overall classification accuracies on dataset

Approaches Overall accuracies (%)

State-of-art BOVW [12] 76.81

Texture [12] 76.91

spck++ [14] 77.38

Approach of [13] 75.33

Strategy 1 of [8] 85.09

Our method 86.78

4 Discussion of Time

In this part, the time spent on the training process with different classifiers
is compared. As Table 4 shown, applying Caffe framework to train the CNN
architectures, VGGNet-16 and ResNet-50, based on GPU for acceleration need
4376 and 2437 s, individually. However, our proposed method with random forest
for classifying based on the 21-category dataset just needs 24.81 seconds, which
shortens over one hundred times. In addition, the classification accuracies of our
method are 86.78%, which is higher than VGGNet-16 and ResNet-50. Moreover,
after analyzing, PCA transformation helps to reduce the time for training, too.
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Table 4. Time for training a model on dataset

Classifier Pretain model Accuracy (%) Training time (s)

Softmax VGGNet-16 78.3 4376

ResNet-50 82.4 2437s

Random forest (with PCA) VGGNet-16 70.8 15.73

ResNet-50 63.7 10.45

Our method 86.78 24.81

Random forest (no PCA) VGGNet-16 72.3 54.07

ResNet-50 56.9 55.45

Fusion-feature 85.24 52.00

In Fig. 3a, two curves display two situations about the proposed method
with several numbers of trees in a random forest. With the number increas-
ing, the spending time increases, too. The gray line demonstrates the features
without PCA transformation, training spending is slower than the other situa-
tion. In addition, as Fig. 3b shown, while the dimension (For proposed method,
corresponding to the PCA ratio 90–99%, the dimension number of PCA trans-
formation is separately 104, 116, 130, 147, 168, 194, 227, 274, 346, 487) number
of PCA transformation increasing, the training process gets longer, too. On the
other hand, when the PCA transformation ratio obtains 95% (The dimension
numbers is 194), the classification accuracy attains the highest, which is 86.78%.
Overall, whatever for time spending or classification performance, our proposed
method performs a better effect on the total datasets.

0

20

40

60

80

100

120

100 200 300 400

Ti
m

e(
s)

n-estimator

Undimensioned
our method

81.00%

82.00%

83.00%

84.00%

85.00%

86.00%

87.00%

88.00%

0.00
5.00

10.00
15.00
20.00
25.00
30.00
35.00
40.00
45.00
50.00

90 91 92 93 94 95 96 97 98 99

C
la

ss
ifi

ca
tio

n 
A

cc
ur

ac
y(

%
)

Ti
m

es
(/s

)

PCA ratio(%)

the time of our metthod

our method Accuracy

(a) (b)

Fig. 3. a Shows time changing with different n estimators; b shows the Pca trans-
formation ratios influence the changing of training time and classification accuracy
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5 Conclusion

In this paper, we investigate the global feature descriptors extracted from the
last FC layer of CNN pre-trained models. Comparing to a single-model feature,
the fusion features are more representative. Both pre-trained CNN-based fea-
tures, VGGNet-16 and Resnet-50, are proposed to form the last global feature
descriptors. The proposed method focuses on the most contribution features in
both different CNN models. The result of experiment illustrates that feature
fusion with a suitable dimension number of PCA transformation can enhance
the performance of classification. Comprehensive evaluations of the public RSI
scene classification perform the model training efficiency.
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Abstract. Although the use of the convolutional neural network (CNN) im-
proved the accuracy of object recognition, it still had a long-running time. In
order to solve these problems, the training and testing datasets were split at four
different proportions to reduce the impact of inherent error. Using model fine-
tuning, the model converged in a small number of iterations, and the average
recognition accuracy of BWN test can reach 96.8%. In the segmented dataset,
the recognition accuracy of the former was 4.7 percentage points higher than the
latter by comparing color dataset and grayscale dataset, which proved that a
certain amount of color features will have a positive impact on the model. The
segmented dataset was 0.9 percentage points higher than the color dataset; it
shows that the model focused more on features of contour and texture by
eliminating the background of images. The experiments showed that the bina-
rized convolutional neural network can effectively improve recognition effi-
ciency and accuracy compared with traditional methods.

Keywords: Agricultural diseases � Binarized model � Image classification

1 Introduction

Plant diseases are one of the three natural disasters in China. In China, more than
250 billion kg of grain, fruits, vegetables, oil, and cotton is lost every year.

Visual inspection is one of the main traditional methods for diagnosing plant
diseases. However, there are two problems: The judgments made by farmers based on
experience are not all correct and the situation of plants will be worse without timely
and effective treatment for diseases [1]. In order to realize the diagnosis of agricultural
diseases rapidly and accurately, researchers have explored methods for identifying
multiple plant diseases [2], using machine learning and image processing technology.
Convolutional neural network is good at extracting the features of contour and texture

© Springer Nature Singapore Pte Ltd. 2020
Q. Liang et al. (Eds.): Artificial Intelligence in China, LNEE 572, pp. 12–19, 2020.
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of leaves. Generally speaking, the deeper the network, the more the parameters and the
larger models. It spends a long time to classify objects. In order to solve these prob-
lems, this paper proposes an effective way to classify plant diseases by using binarized
convolutional neural networks. It aims to speed up the operation by binarizing the
parameters.

2 Related Work

Kan et al. [3] extracted the contours and texture features of the leaves by radial basis
function (RBF) neural network. The average recognition rate is 83.3%. Tan et al. [4]
can effectively identify lesion area of soybean by calculating the color value of leaves
and creating a multilayered BP neural network. The average recognition accuracy can
reach 92.1%. Zhang et al. [5] used the cloning algorithm and K-nearest neighbor
algorithm to classify leaves, which achieved a recognition rate of 91.37%. Wang et al.
[6] used the support vector machine (SVM) to identify the leaves; the accuracy of the
classifier can reach 91.41%.

Dyrmann et al. [7] used convolutional neural networks to classify plant images
taken with mobile phones, and the average recognition accuracy reached 86.2%.
Mohanty et al. [8] carried out experiments on 26 diseases of 14 kinds of plant; they
choose two models, three datasets, and five datasets with different proportions, which
also achieved good results. Lee et al. [9] explored how the CNN extracts features of
leaves. They tested different methods and contrasted various experimental results. The
results show that the CNN has a better effect on classification.

3 Dataset

This paper obtained 54,306 leaf images from PlantVillage by color, grayscale, and
segmentation, which contains a total of 38 plant types. According to the number of
different types of leaves in the dataset, the number of different kinds of leaf images
ranges from 64 to 1166. In order to make up for the shortcomings, this paper expands
the dataset by enhancing the exposure of the blade, changing the color of the image,
and rotating the image. Rotating the image is to eliminate the effects of inherent bias
[10]. Then, the images are labeled by category, and center cropped to a size of
224 � 224.

4 Convolutional Neural Networks

Generally speaking, to classify two objects there are two steps: data forward trans-
mission and weight updating. When starting to train a model, there are two choices: one
is to completely reset the parameters and train from scratch; the other is model fine-
tuning. And the latter was used in this paper. Generally, the basic structure of CNN
includes a feature extraction layer and a feature mapping layer. The former includes a
convolution layer and a pooling layer, where each neuron is connected to the
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acceptance domain of the previous layer, and then extracts features of that acceptance
domain [11]. The process of forward transmission is shown in Formula 1.

fout ¼ f w. . . wf wxþ bð Þþ bð Þ. . .þ bð Þ ð1Þ

The back-propagation process is actually a process of weight update. In this paper,
SGD and Adam are used to update the weight. The process of feature extraction and
weight update is continuous, until the global optimal solution is found. In most
experiments, the results are local optimum; it is necessary to adjust the learning rate and
select the loss function, so that the network can find the global optimum solution.

The parameter update is shown in Formula (2).

Wl
ij ¼ Wl

ij � a
@

@W ðlÞ
ij

JðW ; bÞ ð2Þ

5 Binarized Convolutional Neural Network

In the article [12], the parameters with single-precision floating point are converted into
parameters that only occupy 1 bit, which theoretically reduces the memory space by 32
times. Moreover, the speed of the model is accelerated to about twice as fast. Symbolic
functions can be expressed as:

signðxÞ ¼ 1 if x[ 0
�1 if x� 0

�
ð3Þ

The binarized convolution neural network converts the weights and the activation
values of hidden layers into 1 or −1. There are two ways of conversion: deterministic
method and stochastic method. The former is simple and intuitive. If the weight or
activation value is greater than 0, it is converted to 1; if it is less than 0, it is converted
to −1. The latter calculates a probability p for the input. When p is greater than a
threshold, it is +1, otherwise it is −1. Since the random numbers generated by hard-
ware, which is more difficult to implement. Therefore, the first method is adopted in
this paper.

In this paper, we take a method of approximating the real weights by using a
binarized weight B and a scale factor a. The process of conversion is shown in For-
mula (4), where ⊕ represents the convolution operation of input and binarization
weights.

I �W � I � Bð Þa ð4Þ

The binarized VGG16 network is used for experiments in this paper. Same as
ordinary convolutional neural networks, the binarized network also includes the input
layer, the hidden layer, and the output layer. The hidden layer includes convolution
layer and pooling layer, where binarized convolution and pooling operation are used.
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The forward transmission process of the binary network can be divided into four steps:
first let the input pass through a Batch Normal, then binarize the input value, and binary
convolution and pooling are used. Finally output the classification through a classifier.
The weight is updated with full precision during the training process.

The forward transmission of binarized network:

xk ¼ r BN Wk
b � xk�1� �� � ¼ sign BN Wk

b � xk�1� �� � ð5Þ

The process of binarized model update is shown in Fig. 1.

6 Training and Discussion

6.1 Experiment Platform

The experimental environment is Ubuntu 16.04 LTS 64-bit system, using PyTorch as
the deep learning open-source framework and using python as the programming lan-
guage. The computer memory is 64G, equipped with Intel Xeon(R) CPU E5-1640 v4
3.6 GHz x12 processor. The graphics card is a NVIDIA GTX1080Ti.

6.2 Parameter Selection in Experiment

The train and test dataset are divided into multiple batches in this paper; each batch has
32 images. The full-precision model uses SGD to optimize the model with a learning
rate of 0.005 and regularization coefficient of 5e−4. The learning rate become 0.1 times
of the original per 20 epoch. The binarized model uses Adam to optimize the model
with learning rate of 0.001, regularization coefficient of 1e−5. The learning rate
become 0.1 times of the original per 30 epoch.

In order to prevent over-fitting, four different proportions are set: train set: 80, 60,
30, 20%; test set: 20, 30, 60, 80%. The more the sample ratio, the smaller the influence
of experimental inherent on the results. At the same time, in order to make a fair
comparison, the hyper-parameters are standardized.

Fig. 1. Schematic diagram of binarized model training
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In order to compare the effect of the dataset under different conditions, the collected
images are divided into color dataset, gray dataset, and segmented dataset. The seg-
mented dataset eliminates the influence of the background on the picture.

6.3 Analysis and Discussion

The results are shown in the line chart. It can be seen from the chart, under the same
condition, the average accuracy of the full-precision model is slightly higher than that
of the binarized model. Due to the high initial learning rate, the accuracy of the two
networks is improved rapidly before 20 epochs, and eventually, it tends to be stable.

It can be seen from the green polyline, because of the fine-tuning of the model the
initial accuracy of the full-precision model is higher. The color, segmentation, and
grayscale datasets, respectively, reach the accuracy of 0.6, 0.7, and 0.5. For the red
polyline, even if the parameter of trained model is used, the binarized parameter leads
to lower initial accuracy, but the accuracy tends to be stable after 30 epochs. Four
proportion datasets are set in this paper. It can be seen from the last line chart that the
green polyline and red polyline have a higher accuracy, followed by yellow and blue
polyline. It proves that the more the training sample, the more features can be extracted
to train networks (Fig. 2).

Fig. 2. Line chart of experimental results
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In this paper, it is shown in Table 1 that the convolutional neural network is more
suitable for plant detection compared with the traditional methods. Most of the tradi-
tional methods rely on features of manual extraction but such features cannot fully
reflect the diseases. The convolutional structures can extract features automatically as it
has the ability to eliminate interference caused by noise. In this paper, softmax is used
to classify leaves, and the average accuracy can reach 99.0% on segmented datasets.

The VGG16 has a huge amount of float parameters, which can extract picture
features more comprehensively. When the floating point parameters are binarized, the
model loses part of the features, which makes the features blurred and reduces the
expression ability of the model. From another point of view, it speeds up the calcu-
lation of the model. In the experiment, the average recognition accuracy of the full-
precision model is slightly higher than that of the binarized model. The former can
reach 99.0%, and the latter can reach 96.8%. In terms of time, the speed of forward
transmission of the latter is 2.7 ms per picture, which is about twice as fast as the
former. That is to say the binarized model gets faster speed by losing part of its
accuracy (Table 2).

In this paper, three kinds of datasets are chosen. It can be seen from Table 3 that the
model performs best under the segmented dataset. The average accuracy can reach
96.8%. But the accuracy of the color dataset is 0.9% lower than the segmented dataset,
which indicates that the model pays more attention to the features of leaf diseases. The
accuracy of grayscale dataset is reduced by 4.7% compared with the color dataset,
which means that in addition to some physical features such as contours and veins,
color can also have a positive effect on the plant identification.

Table 1. Comparison of experimental results from different methods

Identification methods Average accuracy (%)

RBF recognition 83.3
K recognition 90.0
BP recognition 92.1
SVM recognition 91.1
CNN recognition 99.0

Table 2. Comparison of full-precision model and binarized model

Neural networks Segmented images
Classification accuracy (%) Transmission rate (ms)

Full-precision network 99.0 2.7
Binarized network 96.8 1.5
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Not all the data can be used for training. In the experiment, the overexposed images
are generated due to the randomness of the parameters, which directly covered the
features of texture and contour. The model could not extract useful features, so the
accuracy is not high. The overexposed images should be deleted.

6.4 Conclusion

In this paper, the PlantVillage dataset and extended dataset are selected, and the
binarized model is used to identify plant diseases. The experiment shows that the full-
precision model and the binarized model both have the best performance under the
segmented dataset, which can reach high accuracy and spend less time. Comparing the
three datasets, the physical features such as leaf outline and plant meridians, the fea-
tures of color, and background also have a great impact on the model. Comparing the
convolutional models with the traditional models, the former can extract more details
for training, also it can adapt to a complex environment.

The binarized model can work well in experiment, and the calculation speed is
twice as fast as the full-precision model, which provides a basis for plant disease
research.
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Abstract. Accurate hand detection is a challenging task because of large
variations of hand images in real-world scenarios. We present a simple yet
powerful multi-scale fully convolutional network structure that yields fast and
accurate hand detection on challenging VIVA dataset. The proposed model
directly detects and locates hands in driver’s cab of various size, shape,
appearance, and illumination in full images without time-consuming region
proposal step. The simple model with the well-designed loss functions promotes
the proposed approach to achieve very good hand detection results.

Keywords: Hand detection � Convolutional neural network �
Multi-scale fusion

1 Introduction

Hand detection from RGB images is a fundamental task in a lot of applications, such as
virtual reality, human activity monitoring, and robotic behavior demonstration. Though
many progresses have been made [1–3], they are still far from mature due to plenty of
difficulties in practice. Hands in an image often occupy small regions with resolutions
not high enough. Often their detection is seriously influenced by highly occlusions,
varied shape and appearances, different lighting conditions, and viewpoints. Due to the
less accurate detection performance, labor consuming manual detection has to be used
in many practical scenes. In this paper, we focus on hand detection problem in driver’s
cab environment by exploring more efficient and accurate hand detection method.

Traditional methods use handcraft features to detect human hands in the images.
These approaches suffer from limited discriminative capabilities and will not get reli-
able detections in complex situations. Along with the success of deep learning in the
computer vision field, convolutional neural networks (CNN) quickly spread in multiple
research areas. Many powerful object detection CNN frameworks are proposed, such as
variants of R-CNNs and YOLOs. However, these CNN networks are usually effective
to detect relatively large objects on several public datasets with limited category of
objects. This paper focuses on hand detection, and a specific network is proposed using
multi-scale fully convolutional structure. Both global and local context information are
efficiently synchronized and simultaneously represent the hand features. In addition to
geometric coordinates of the hand bounding box, a ROI region-related score map is
used to form the loss function. A balanced cross-entropy loss is used to facilitate a
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simpler training procedure. The proposed hand detection network structure can be seen
in Fig. 1. The experiments are presented on the challenging ‘Vision for Intelligent
Vehicles and Applications (VIVA) Challenge’ hand databases [1], and our method
yields very good results in the hand detection problem.

2 Related Works

Using skin information to detect hand in RGB images is an effective strategy, which
has been proved by many previous methods. Mittal et al. [2] propose a two-stage
method. The detectors based on context, skin, and sliding window shape with a
classifier are used to propose hand bounding boxes and to get a final confidence score.
However, detections from images under poor illumination encounter problems due to
the bad skin-based features. Ohn-Bar et al. [3] extract HOG features from RGB-D
multimodal data with linear kernel SVM to find the hand positions for analyzing the
driver’s activities. Since their main aim is to describe the driver’s state, less attention is
paid on the detection accuracy. Li and Kitani [4], Zhu et al. [5] propose shape-aware
structured forests to detect hand region and get good performance in egocentric videos.
However, such pixel-wise scanning in the image is quite time consuming. Other
methods for hand detection use the human graph structure as spatial context. But, they
need the visibility of most parts of human [6, 7].

Fig. 1. Overall network structure
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All in all, the previous approaches have a common need to extract suitable hand-
craft features beforehand, which is a challenging task. Thanks to the development of
neural networks, the new deep neural network approaches provide a hopeful way to
solve the problems. However, the main concerns of these popular networks are
detecting relatively large objects in the images. Their abilities are limited when they are
employed to detect small objects. More specific network structures should be designed
for different applications, such as hand detection. Le et al. [8], Hoang Ngan Le et al. [9]
solve the problem by synchronizing the global and the local context features using
Faster R-CNN for semantic detection. Ding et al. [10] adopt multi-scale CNN networks
to detect hand. Their region proposals are generated at multiple scales; then the feature
maps extracted from different layers are fused to get the hand bounding boxes. Deng
et al. [11] design a network to detect hand region and hand in-plane rotation firstly and
then give the final hand detection results by feature sharing. Although these RPN-based
methods achieve better hand detection results than traditional models, they need
applying hundreds of times per region sub-network, which is time consuming. Different
from the above-mentioned networks, our new hand detection network is efficient, as
well as better or comparative detection accuracy.

3 Methods

3.1 Overview of the Approach

The object of our work is to detect the hand and report their positions from RGB
images. Since the hand sizes, shapes, and appearances exist in large variants, feature
maps from different levels should be integrated to preserve both the global and local
cues. So, we use multi-scale structure to extract feature maps with different resolution,
then gradually merge these feature maps to form identifiable features. Supervised by
the object region confidence and the coordinates of the bounding boxes, the network
can predict the hand region accurately. The whole network model is shown in Fig. 1.
The model is lightweighted, pixel-wise scoring, no time-consuming candidate proposal
step, and very efficient.

3.2 Network Structure

For object detection, region proposal-based CNN is an important branch. The classical
and representative networks are R-CNN and its variants. R-CNN applies deep con-
volutional layers as feature extractor to classify given region proposals. It is tailored by
support vector machines (SVM) for object detection and bounding box regression. R-
CNN can achieve accurate results, but is quite time consuming. Fast R-CNN and Faster
R-CNN accelerate the detections by feature sharing, ROI pooling, and special region
proposal network, but they still lack high efficiency due to the dependence on the
external region proposal methods. Moreover, they are difficult to detect relatively small
hands in cars because of the ROI pooling.

To improve efficiency, in our model, as shown in Fig. 1, the region proposal
network is discarded. The object region is determined by the confidence of every pixel
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using the fully convolutional network, similar to the general design of DenseBox [12].
The proposed model has two modules. The first module is used for feature extraction.
Since the hand size, shape, appearance, and illuminations have large variance, we
merge the feature maps from different scales to integrate both the global and the local
information. To reduce the computation overhead due to merging too many channels
on large feature maps, we use three successive 1 � 1, 3 � 3, 3 � 3 convolutional
layers to lower the subsequent computational cost. The second module is the output
part, which includes two branches. The first branch outputs the confidence of each pixel
within the hand bounding boxes, and the second branch outputs the vertex coordinates
of the hand bounding boxes.

3.3 Loss Function

The loss function has two terms, as described in (1)

L ¼ Lc þ Lr: ð1Þ

where Lc evaluates the probability that a pixel locates inside the bounding box or not,
and Lr evaluates the errors between the regressed position and the ground truth.

Lc is defined using cross-entropy loss, given by

Lc ¼ �ap�ð1� pÞc log p� ð1� aÞð1� p�Þpc logð1� pÞ: ð2Þ

where p* represents the true class of a pixel, p represents the predicted probability of a

pixel inside the hand bounding box, a ¼ 1� Nðp�¼1Þ
Nðp�Þ is used to balance the impacts of

the positive and negative samples, and c is the adjustable parameter. In our experi-
ments, the best choice of c is c ¼ 2.

Lr is defined using smoothed-L1 loss, given by

Lr ¼ smoothedL1 Ci � C�
i

� � ð3Þ

smoothedL1ðxÞ ¼ 0:5x2 jxj\1
jxj � 0:5 others

�
: ð4Þ

where Ci and C�
i represent regressed vertex coordinates of the hand bounding box and

the ground truth, respectively.

3.4 Implementations

The size of input images is 128 � 128. The network is trained end to end using Adam
optimization algorithm with minibatch size 24. The initial learning rate is 10−3, decays
10 times every 20,000 minibatches, and stops at 10−5.
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4 Experiments and Results

4.1 Dataset

The dataset is from the VIVA Challenge, which consists of 54 videos from seven
viewpoints with annotations of hands of drivers and passengers using 2D bounding
boxes. These videos were collected in naturalistic driving environments with illumi-
nation changes, cluttered backgrounds, quick hand motions, and common occlusion.
All the images are divided into 5500 training and 5500 testing data for standard
evaluation.

4.2 Data Augmentation

Rich data is better for training a good model in deep neural networks. To get more
training data, we did data augmentation using rotation, translation, Gaussian blurring,
and sharping operations.

– Augmentation rule 1: The ratio of brightness enhancement is (1.2–1.5), the scaling
factor is (0.7–1.5), and the upper limit of the translation is 40 pixels along x axis and
60 pixels along y axis.

– Augmentation rule 2: Boundary clipping range is (0–16) pixels. Randomly select
50% images and did horizontally flip.

– Augmentation rule 3: Vertically flip the images with added Gaussian blurring. The
kernel size is (0–3.0).

– Augmentation rule 4: Rotate the images randomly. The largest rotation angular is
45°. Add Gaussian white noise with standard deviation 0.2. Randomly select 50%
images and do the sharping process.

After data augmentation, the total amount of training data is 22,000. They are split
into training subset and validation subset. The ratio is 9:1.

4.3 Label Generation

Since the score of each pixel is computed in the output part, the original labels in the
bounding boxes should be further processed to fulfill the requirements. The original
bounding boxes are zoomed out lightly to get much tighter object regions. The labels
are set to be 1 for those pixels within the zoomed bounding boxes and 0 for other
pixels.

4.4 Evaluation Criteria

The proposed model is evaluated on VIVA dataset using several criteria.
The visual inspections are listed in Fig. 2. It shows good hand detection results in

some typical instances, such as varied illuminations, different hand shapes and sizes,
and different hand numbers in one image.
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The average precision (AP), average recall (AR) rate, F-score, and detection time
FPS are used as the quantitative criteria.

Let True Positive (TP) represents a correct detection, False Positive (FP) represents
a false detection, and False Negative (FN) represents missed detection; the AP, AR,
and F-score are defined as follows:

Fig. 2. Typical hand detection results
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AP ¼ TP
TPþ FP

ð5Þ

AR ¼ TP
TPþ FN

ð6Þ

F ¼ 2 � AP � AR
APþAR

ð7Þ

The proposed approach is compared with some state-of-the-art methods [9, 10, 13,
14] on VIVA dataset. The results are shown in Table 1. Our detection is faster than the
other methods, the AP value is the highest, and the AR value is the second best.

5 Conclusions

A hand detector from full images using a single neural network is proposed in this
paper. By incorporating proper loss functions and pixel-wise scoring, the proposed
model can detect human hand under different conditions, such as occlusions, varied
illuminations, varied hand pose, shape, and size. The proposed model is simple,
accurate, and efficient, which has been proved by the experimental results on chal-
lenging VIVA dataset.
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Abstract. It is of necessity to formulate an overall UAV regulation scheme that
covers each UAV’s path and task implementation in the operation of UAV
cluster. However, failure to fully realize consistency with pre-planned scheme in
actual task implementation may occur considering changes of task, damage,
addition or reduction of UAVs, fuel loss, unknown circumstance and other
uncertainties, which thus entail a simultaneous online regulation scheme. By
predicting UAV’s 4D track, posture, task and demand of resources in regulation
and clarifying data set in UAV cluster operation, quick planning of UAV’s flight
path and operation can be realized, thus reducing probability of scheme
adjustment and improving operation efficiency.

Keywords: UAV � Operation strategy � Reinforcement learning approach

1 Introduction

UAV cluster operation is a complex multitask system that is affected and restricted by
UAV’s functional performance, load, information context, support equipment and other
factors. Dynamic regulation of UAV cluster operation involves strategic training and
optimization at the stage of gathering in takeoff, formation in flight, transformation of
flight form, dispersion and collection of multiple UAVs of different types and structures
[1–5].

Traditional training approaches, in general, include linear planning, dynamic
planning, branch-and-bound method, elimination method and other conventional
training optimization approaches frequently adopted in operational researches. In the
application of optimal approach, the problem is often simplified for the sake of
mathematical description and modeling so as to formulate an optimized regulation
scheme [6–9]. UAV’s specification, load, ammunition, coverage of support resources
and battlefield context are all critical factors that impose influences in UAV cluster
operation. Coupled with randomness and dynamicity in operation and a number of re-
regulation tasks, UAV cluster operation is a NP-hard problem, characterized with great
difficulties in solution, long time spent on solution and inability to realize simultaneous
online UAV strategic cluster training [10–13].
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The paper focuses on how to realize interactive learning, obtain knowledge and
improve operation strategies in cluster operation assessment system so as to adapt to
the environment and reach the ideal purpose [14–17]. UAV-borne computer is not
informed of subsequent act, and it can only make judgment by trying every movement.
Remarkably featured by trial-and-error-based search and delayed reward, reinforcement
learning realizes enhancement of optimal actions and optimal movement strategies by
making judgment on the environment’s feedback about actions and instructing sub-
sequent actions based on assessment. In this way, UAV cluster operation can better
adapt to the environment [18].

2 UAV Cluster’s Task Allocation and Modeling

Task allocation in UAV cluster operation aims at confirming UAV cluster’s target and
attack task, designing the path and realizing maximal overall performances and least
cost in cluster attack. This is a multi-target optimization problem with numerous
restrictions. Optimization indicators include: maximal value return of target, maximal
coverage of target, minimal flight distance and least energy consumption. Restrictions
include a certain definition ratio of target surveillance, necessity of target’s location
within UAV platform’s attack diameter, limitations of each prohibition/flight avoidance
zone and a certain number of UAV platforms that surveil the same target (no exceeding
the limit), etc. [19].

Considering the features of multiple goals and restrictions, based on multi-target
optimization theory, the paper sets up an overall multi-target integral planning model
concerning UAV cluster’s automatic task allocation.

Set the number of UAV platforms and targets as Nv and NT, respectively. Decision-
making variable in design is: xi;j 2 0; 1f g; i ¼ 1; 2; . . .;NTf g: 1 means that UAV
platform i targets at j, and it is the opposite in case of 0. Therefore, mathematical model
of task allocation in UAV cluster attack is established.

Target function

(1) Cluster’s least flight time f1

One important indicator in UAV cluster’s attack task allocation is “least time of UAV
cluster’s task implementation as much as possible,” i.e., realizing shortest path of UAV
platform allocated with a task.

PFixMi ¼ e
�R
Rh ; R�Rh

0; R[Rh

�
ð2:1Þ

Thereinto, Mi is the total number of targets allocated to UAV platform i.

(2) Cluster’s total flight time f2

Another important indicator in UAV platform’s allocation of collaborated attack is
“least cost as much as possible,” in which energy consumption is the key factor. Energy
consumed in flight is related to flight distance and time. The less the time is, the less the
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energy is consumed. Thus, indicator function is about the shortest flight time of UAV
cluster.

min f2 ¼
XNv

i¼1

XMi

k¼1

Tk ð2:2Þ

In order to ensure accuracy and feasibility of planned result when calculating the
quantity of fuel burning/battery energy, initial path planning is indispensable, so is the
calculation of energy consumption along initially planned path.

(3) Maximization of target’s value f3

Maximization of target’s value is also an important indicator in task allocation on UAV
platform. Under the condition of adequate attacking force, it is critical to realize
maximization of target’s values. The indicator function is as below:

max f3 ¼
XNv

i¼1

XMi

k¼1

Vk ð2:3Þ

Thereinto, Vk is the value of target K.

(4) Maximal target coverage f4

Concerning task allocation on UAV platform, in addition to maximization of target’s
value, maximization of target coverage is also of great importance. Indicator function is
as below:

max f4 ¼
PNv

i¼1 Mi

Nt
ð2:4Þ

In fact, UAV cluster’s attack task allocation is about multi-target integral planning.
With regard to multi-target planning, each target’s relative weight can be confirmed
according to decision-making intention, and multi-target integral planning can be
transited to single-target planning:

min f ¼ c1 a1f1 þ a2f2ð Þþ c2 b1 1� f3ð Þþ b2 1� f4ð Þð Þ ð2:5Þ

Thereinto, 0� c1; c2 � 1; c1 þ c2 ¼ 1

0� a1; a2 � 1; a1 þ a2 ¼ 1

0� b1; b2 � 1; b1 þ b2 ¼ 1

f1, f2 and f3 are all normalized. Different valuations of a1; a2, b1, b2, c1 and c2
reflect preference of decision-making. Adjustment can be conducted automatically in
accordance with the algorithm. For example, when attacking force is adequate, in
general, b1 = 0, b2 = 1; while when attacking force is inadequate, b1 ¼ 0:5, b2 ¼ 0:5.
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Restrictions

(1) Number of UAV platforms

The restriction imposes limitations on the number of attacking UAVs on UAV plat-
form. The number should not exceed the total number of UAVs to be allocated with
tasks on the platform.

XN1

j¼1

xi;j �Nv ð2:6Þ

(2) Attack diameter

When cluster on UAV platform executes attack tasks, diameter should be the primary
restriction to be taken into consideration, i.e., flight diameter on UAV platform must be
within the attack diameter.

xi;jli;j1 þ
XMi

k¼2

xi;jk ljk�1jk ; jk �Di ð2:7Þ

ljk�1jk refers to the distance between UAV platform and the first allocated target.
ljk�1jk , jk refers to the distance between successive two targets allocated by UAV
platform. Di refers to UAV platform’s attack diameter j ¼ 1; . . .;Mif g.

Attack height
When cluster on UAV platform executes attack height, height should be the pri-

mary restriction to be taken into consideration, i.e., flight height on UAV platform must
be within the attack height.

xi;jHj �Hi ð2:8Þ

Hj refers to the height of target j; Hi refers to the ascending limit of UAV platform i.

(4) Attack force

Target allocated to each UAV platform shall not exceed its attack force.

XMi

k¼1

xi;jk �Attacki ð2:9Þ

Attacki is each UAV platform’s attack load, i.e., the maximal number of tasks to be
executed.
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3 Optimization of Operation Strategic Training Modeling

One key assumption is that UAV cluster’s operation strategy is based on the interaction
between UAV and environment. Such an interaction can be regarded as MDP (Markov
decision process). Optimization of operation strategy based on reinforcement learning
can adopt solutions to Markov problems. Supposing that the system is observed at time
t ¼ t1;t2;. . .; tn, one operation strategy’s decision process is composed of five elements:

S;A Sð Þ;Pa
ss;R

a
ss;V S; S0 2 S; a 2 A Sð Þj� � ð3:1Þ

Each element’s meaning is as below:

① S is the non-empty set composed of all possible states of the system. Sometimes, it
is also called “system’s state space,” which can be a definite, denumerable or
arbitrary non-empty set. S, S′ are elements of S, implying the states:

② s 2 S, A(s) is the set of all possible movements at states.
③ When system is at the states at decision-making time t, after executing decision a,

the probability of system’s S′ state at the next decision-making point t + 1 is Pa
ss.

The transition probability of all movements constitutes one transition matrix
cluster:

Pa
ss ¼ Pr Stþ 1 ¼ s0jSt ¼ S; at ¼ af g ð3:2Þ

④ When system is at the states at decision-making time t, after executing decision a,
the immediate return obtained by the system is R. This is usually called “return
function”:

Ra0
ss ¼ E rtþ 1jSt ¼ S; at ¼ a; stþ 1 ¼ s0f g ð3:3Þ

⑤ V is criterion function (or objective function). Common criterion functions include:
expected total return during a limited period, expected discounted total return and
average return. It can be a state value function or state-movement function.

Based on the characteristics of UAV cluster’s operation, UAV, battlefield’s envi-
ronment, load platform, information resources and other supporting resources are
segmented in the establishment of Markov state transition model (MDP). Thereinto,
MDP model’s state variables include usability of platform and load, position of UAV,
priority of multi-tasks and residual quantity of fuel. Usability refers to whether UAV
and load are usable or not, and residual usability, whether takeoff/recycling equipment
is usable or not. Variables of position state include current position, position of
takeoff/recycling equipment and position of 4D track of task execution in sky. Priority
is used to regulate UAVs’ takeoff and landing sequence as well as priority of multiple
tasks. Residual quantity of fuel can be classified into multiple levels to judge the order
of UAVs’ landing and priority of tasks. Finally, MDP model’s state space can be
obtained:
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S ¼
Y
i�A

Bi �
X
j�pos

PRm

Y
i�A

Bi �
X
n�level

LEn ð3:4Þ

Thereinto, B refers to equipment’s usability; A is the set of equipment; PS is UAV’s
position state; pos is the set of position states; PR is the priority of tasks; pri is the set of
priority tasks; LE is the level of residual fuel; level is the set of levels of residual fuel.

By setting up a return function, as convergence conditions in learning, an optimized
regulatory strategy can be generated by Q learning approach. The change of states
corresponding to regulatory strategies is UAV regulation plan.

4 Research on UAV Cluster’s Operation Strategy Algorithm

The purpose of reinforcement algorithm is to find out one strategy p so that the value of
every state Vp(S) or (Qp(S)) can be maximized, that is:

Find out one strategy p:S ! A so as to maximize every state’s value:

Vp Sð Þ ¼ Efr1 þ cr2 þ . . .þ ci�1ri þ � � � js0 ¼ sg ð4:1Þ

Qp s; að Þ ¼ Efr1 þ cr2 þ . . .þ ci�1ri þ � � � js0 ¼ s; a0 ¼ ag ð4:2Þ

v� sð Þ ¼ max
p

vp sð Þð Þ ð4:3Þ

Q� s; að Þ ¼ max
p

Qp s; að Þð Þ ð4:4Þ

Thereinto, means immediate reward at time t. c c� 0:1½ �ð Þ is attenuation coefficient.
Vp Sð Þ and Qp s; að Þ are optimal value functions. Corresponding optimal strategy is:

In reinforcement learning, if optimal value function Q� V�ð Þ has been estimated,
there are three movement patterns for option: greedy strategy, e-greedy strategy and
softmax strategy. In greedy strategy, movements with highest Q value are always
selected, i.e., p� ¼ argmaxQ� s; að Þ. In e-greedy strategy, movements with highest
Q value are selected under a majority of conditions, and random selections of move-
ments occur from time to time so as to search for the optimal value. In softmax strategy,
movements are selected according to weight of each movement’s Q value, which is
usually realized by Boltzmann machine. In the approach, the movements with higher
Q value correspondingly have higher weight. Thus, it is more likely to be selected.

The mechanism of all reinforcement learning algorithms is based on the interaction
between value function and strategy. Value function can be made use of to improve
strategy; value function learning can be realized and value function can be improved by
making use of assessment of strategy. In such an interaction in reinforcement learning,
UAV cluster’s operation strategy gradually concludes optimal value function and
optimal strategy.
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5 Conclusion

At present, there are mainly two types of reinforcement learning algorithms to solve
UAV cluster’s independent intelligent operation problems: first, value function esti-
mation, which is adopted in reinforcement learning researches mostly extensively with
quickest development; second, direct strategy space search approach, such as genetic
algorithm, genetic program design, simulated annealing and other evolution
approaches.

Direct strategy space search approach and value function estimation approach can
be both used to solve reinforcement learning problems. Both improve Agent strategy
by means of training learning. However, direct strategy space search approach does not
use strategy as a mapping function from state to movement. Value function is not taken
into consideration. In another word, environment status is not taken into consideration.

Value function estimation approach concentrates on value function; that is, envi-
ronment status is regarded as a core element. Value function estimation approach can
realize learning based on the interaction between Agent and environment, regardless of
quality of strategy—either good or bad. On the contrary, direct strategy space search
approach fails to realize such a segmented gradual learning. It is effective for rein-
forcement learning with enough small strategy space or sound structure that facilitates
easiness to find out an optimal strategy. In addition, when Agent fails to precisely
perceive environment status, direct strategy space search approach displays great
advantages. By modeling UAV cluster’s independent intelligent operation, we can find
that value function estimation is better for large-scale complex problems because it can
make better use of effective computing resources and reach the goal of solving UAV
cluster’s independent intelligent operation.
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Abstract. Aiming at the problem that the integrity evaluation of satellite
navigation and its augmentation system needs to analyze the characteristics of
positioning error data, this paper proposes to use the time series analysis method
to analyze the characteristics of the positioning error data of BDS single-point
positioning and differential positioning from multiple angles of self-correlation,
extremity and thick tail, which can provide the basis for deducing the integrity
risk value by establishing an accurate positioning error distribution model. The
result shows that the self-correlation of BDS differential positioning error is
significantly lower than that of single-point positioning error. And the error of
the two positioning methods in vertical and horizontal directions shows the
characteristic of thick tail. Compared with the normal distribution, the single-
point vertical positioning error has the most serious thick tail, reaching 420.3%
and the differential horizontal positioning error has the lightest thick tail, only
22.9%. This indicates that the differential positioning method has better posi-
tioning performance and integrity.

Keywords: Satellite navigation � Positioning error � Data characteristic �
Integrity evaluation

1 Introduction

With the sustained growth of global air transport business, civil aviation requires higher
and higher positioning performance and integrity of satellite navigation system. Due to
the influence of satellite clock error, ephemeris error, ionospheric delay, tropospheric
delay and multipath effect, the positioning error of satellite navigation system may
exceed the threshold set by International Civil Aviation Organization (ICAO). And the
probability that the system can not detect the transfinite events which lead to the
misleading information of the aircraft operation is called integrity risk [1]. Nowadays,
with the rapid development of BeiDou Satellite Navigation System (BDS) and its
augmentation system, the integrity evaluation of the system has been paid more and
more attention. It is an effective evaluation method by establishing the distribution
model of positioning error to derive integrity risk value. The data characteristics of
positioning error are the important basis for choosing a reasonable distribution model.
At present, most domestic literatures focus on the temporal and spatial characteristics of
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BDS positioning error in the whole country. Few articles analyze the characteristics of
BDS positioning error from the positioning domain. Paper [2] uses the continuous
observation data of the domestic regional monitoring network to show that the posi-
tioning error is relatively stable in time scale and uneven in space scale. Paper [3]
analyzes the main factors affecting the dynamic positioning error of BDS and evaluates
the positioning performance of the system. The research methods of the above literature
have reference significance for analyzing the data characteristics of BDS positioning
error.

In this paper, the static single-point positioning error and differential positioning
error of BDS are taken as the sample data. And the time series analysis method is used
to study the positioning error characteristics of the two positioning methods from the
angles of self-correlation, extremity and thick tail. The thick tail of positioning error is
qualitatively and quantitatively verified based on the distribution statistics and kurtosis
coefficients, respectively. The analysis results can provide a basis to establish an
accurate error distribution model in the integrity evaluation of BDS.

2 The Error Sources of BDS Positioning

The origin of BDS positioning error can be divided into three sources as shown in
Fig. 1.

(1) Error related to the satellites: These errors mainly include satellite clock error and
ephemeris error which are caused by the inability of ground monitoring station to
make absolutely accurate measurements and predictions of satellite orbit and
frequency drift of the satellite clock [4, 5]. The ephemeris error varies very slowly
with time and has strong spatial and temporal correlation.

(2) Error related to the signal transmitting: Signal transmitting from the satellite to the
receiver needs to pass through the atmosphere. The influence of atmosphere on
signal transmitting is atmospheric delay which is usually divided into ionospheric
delay and tropospheric delay with high spatial correlation [6].

satellites

receiver

error sources related to satellites

error sources related to 
signal transmitting

error sources related to 
the receiver

atmosphere

multipath

Fig. 1. Error sources of BDS positioning
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(3) Error related to the receivers: Receivers may be subject to varying degrees of
multipath effects and electromagnetic interference. This part of error also includes
the noise of the receiver itself. Multipath error does not show normal distribution
but sinusoidal motion with a period of several minutes as the satellite moves [7].

The above error can be classified into deviation and noise according to the char-
acteristics of magnitude and speed of changing. The deviation varies slowly in a certain
period of time. For example, the magnitude of ionospheric delay generally remains
unchanged in a few seconds or even minutes. The noise changes quickly and is difficult
to measure. But its mean, variance, correlation function and other statistical indicators
in a certain period of time can be calculated.

3 Characteristic Analysis and Experimental Study of BDS
Positioning Error

The data characteristics of positioning error are the guarantee of choosing a reasonable
distribution model and improving the accuracy of BDS integrity risk evaluation. BDS
has two positioning methods: Single-point positioning and differential positioning. The
error of single-point positioning can reach to tens of meters without any compensation
which is difficult to meet the positioning performance requirements of many occasions.
Differential positioning uses the spatial and temporal correlation of satellite clock error,
ephemeris error and atmospheric delay error to eliminate the measurement error of user
stations and improve the positioning performance by calculating the error correction of
reference stations with known positions. Formulas (1) and (2) are pseudo-range

observer expressions qðiÞu and qðiÞuc for single-point positioning and differential posi-
tioning, respectively.

qðiÞu ¼ RðiÞ
u þ cðDtu � tÞþ gðiÞu þ IðiÞu þ TðiÞ

u þ eðiÞu ð1Þ

qðiÞuc ¼ RðiÞ
u þ cDtur þ gðiÞur þ IðiÞur þ T ðiÞ

ur þ eðiÞur ð2Þ

Among them, superscript i represents satellite number, subscript u, r represent user

receiver and reference receiver, respectively. RðiÞ
u is the real distance from satellite i to

the user receiver. Dtu; t; g
ðiÞ
u ; IðiÞu ; T ðiÞ

u ; eðiÞu represent clock error of the user receiver,
satellite clock error, ephemeris error, ionospheric error, tropospheric error, noise,

respectively, qðiÞuc ; g
ðiÞ
ur ; I

ðiÞ
ur ; T

ðiÞ
ur ; e

ðiÞ
ur represent the corresponding correction residues and

satellite clock error can be eliminated completely. gðiÞur ; I
ðiÞ
ur ; T

ðiÞ
ur are nearly to zero under

short baseline. c is the speed of light. Differential positioning could eliminate the
amount of common error.

Because the ionospheric delay error, tropospheric delay error and multipath effect
error show non-zero mean and asymmetric non-Gaussian characteristics, the super-
position of the error makes the positioning error projected to the position domain shows
non-Gaussian characteristics.
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3.1 Experimental Environment and Positioning Data Processing

The purpose of the experiment is to collect the sample data of single-point positioning
and differential positioning. The experimental equipment includes four sets of BDS
reference receivers and antennas, one data processor, one set of very high-frequency
data broadcast (VDB) transmitter and antenna, one set of BDS test receiver and antenna
and one test computer. Some equipment is shown in Fig. 2.

Four reference receiver antennas are erected at four calibrated corners on the top
floor, respectively, and the test receiver antenna is placed at a calibrated measuring
point. Data processor uses BDS data of four reference receivers to calculate differential
correction. Test computer realizes single-point positioning and differential positioning
by applying correction in positioning calculation. The schematic diagram of the whole
experimental device is shown in Fig. 3. The actual position coordinates of the reference
receiver antennas and the test receiver antenna are shown in Table 1.

The calculating period of the test computer is 1 s and 20,000 sample data expressed
in WGS-84 rectangular coordinate system are collected according to the two methods
of single-point positioning and differential positioning, respectively. Positioning error
ðDx;Dy;DzÞ which includes the horizontal positioning error Dd and the height posi-
tioning error Dh is the difference between the calculated value and the true value of the
measured point. The positioning error vector in station-origin coordinate system
ðDe;Dn;DuÞ can be obtained by using the transformation Formula (3):

De

Dn

Du

2
64

3
75 ¼

� sin k cos k 0
sin/ cos k � sin/ sin k cos/
cos/ cos k cos/ sin k sin/

2
4

3
5

Dx

Dy

Dz

2
64

3
75 ð3Þ

De;Dn;Du are eastward error, northward error, upward error, respectively. k;/ is
the longitude and latitude of the measured point. Thus, we can deduce the horizontal

Fig. 2. Some experimental equipment
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positioning error (Formula 4) and the height positioning error (Formula 5) from the
positioning error vector:

Dd ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
De2 þDn2

p
ð4Þ

Dh ¼ Du ð5Þ

Due to the space limit of the paper, only the vertical positioning error of the two
positioning methods is shown in Figs. 4 and 5.

3.2 The Self-correlation of Positioning Error

Because there are some correlations among the slow variable error such as ionospheric
delay error, tropospheric delay error and multipath effect error included in the source of
positioning error, there will be some self-correlation in the positioning error. Before
modeling the positioning error distribution in BDS integrity evaluation, it is necessary
to determine that the error samples approximately meet the requirements of indepen-
dent and identical distribution. The positioning error of satellite navigation system can
be regarded as a set of time series. The stationarity (approximate independence) of data
can be judged by calculating the self-correlation function of the error sequence with

Reference 
receivers

Data
processor

VDB
transmitter

BDS signal Test
computer

BDS
antenna

VDB
antenna

Fig. 3. Schematic diagram of the whole experimental device

Table 1. Position coordinates of the reference receiver antennas and test receiver antenna

Coordinates x (m) y (m) z (m)

Reference point 1 −2,613,360.05 4,740,275.02 3,362,287.98
Reference point 2 −2,613,353.52 4,740,285.43 3,362,275.35
Reference point 3 −2,613,327.20 4,740,297.81 3,362,282.69
Reference point 4 −2,613,329.96 4,740,288.58 3,362,300.42
Measured point −2,613,328.61 4,740,296.76 3,362,284.98
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time series analysis method. Formula (6) is used to calculate the self-correlation
function.

qk ¼
Pn�k

i¼1 xi � xð Þ xiþ k � xð ÞPn
i¼1 xi � xð Þ2 ð6Þ

Among them, k is the order of delay and n is the number of samples. If the value of
self-correlation function is 1 at zeros and close to 0 at other positions, it indicates that
the sequence is likely to be stationary and the distribution model of error sequence can
be established directly. If the value of self-correlation function is obviously not zero at
non-zeros, it indicates that the sequence is very likely to be non-stationary. This
requires increasing the sampling interval to reduce the correlation before establishing

Fig. 4. Single-point positioning error sequence

Fig. 5. Differential positioning error sequence
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the distribution model. Since the characteristics of horizontal and vertical positioning
errors are identical, this paper only calculates the self-correlation function of vertical
positioning error of single-point positioning and differential positioning, as shown in
Figs. 6 and 7.

It can be seen qualitatively from Figs. 6 and 7 that the self-correlation of the single-
point positioning error sequence is high and the samples are not independent which
makes it difficult to meet the requirements of modeling. However, the self-correlation
of the differential positioning error sequence is low and the samples are nearly inde-
pendent. So the distribution model can be directly established for integrity evaluation.

Fig. 6. Self-correlation function of single-point positioning error sequence

Fig. 7. Self-correlation function of differential positioning error sequence
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3.3 The Extremity of Positioning Error

According to the RTCA DO-253 document standard [8], the integrity risk value of
satellite navigation ground-based augmentation system (GBAS) is 10−8–10−7. If the
frequency estimation is used to calculate the integrity risk, the required sample number
should be 108 at least. Even if the sampling frequency is 1 Hz, the acquisition time will
reach several years. So we can see that the event of positioning error exceeding the
limit is extreme and it is difficult to appear in short-term observation experiments.
Therefore, the integrity evaluation of the system needs to deduce the integrity risk value
by establishing the distribution model of positioning error.

3.4 The Thick Tail of Positioning Error

The integrity risk evaluation of satellite navigation system mainly focuses on the
characteristics of the distribution tail of positioning error as the occurrence of larger
error. Therefore, whether the positioning error has a thick tail is the key to choose the
distribution model. Compared with the normal distribution, if the tail descent rate of a
given distribution is slower than that of the normal distribution, it can be judged that the
distribution is thick-tailed. The hist function of MATLAB software can be used to
make intuitive statistics on the distribution of vertical positioning error in Sect. 3.1 and
the result is shown in Figs. 8 and 9.

Fig. 8. Vertical error distribution of single-point positioning
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From Figs. 8 and 9, it can be qualitatively concluded that the thick tail of single-
point positioning vertical error is serious and error exceeding event is easy to occur.
While the tail of differential positioning vertical error is very light and the system has
low integrity risk. Thick-tailed feature of the sample distribution can also be quanti-
tatively judged by the kurtosis as shown in Formula (7):

b ¼
Pn

i�1 xi � �xð Þ4
n� 1ð Þs2 ð7Þ

b is the kurtosis of sample. x, n are the number of sample. �x, s is the mean and
variance, respectively. Kurtosis is a dimensionless variable and linear transformation
does not change the kurtosis value of the variable. Kurtosis is used to characterize the
degree of dispersion of the variable. The thicker the tail distribution is, the larger the
kurtosis is. The kurtosis of the normal distribution is 3. For a given variables, if the
kurtosis is greater than 3, the distribution of the variable is thick-tailed. ðb� 3Þ=3 can
be used to characterize the degree of thick tail of the variable distribution relative to the
normal distribution. The result of calculating the kurtosis and the degree of thick tail of
the experimental data in Sect. 3.1 is shown in Table 2.

Fig. 9. Vertical error distribution of differential positioning

Table 2. Kurtosis of positioning error

Error type Kurtosis Thick tail or not The degree of thick tail (%)

Single-point vertical error 13.6107 Yes 420.3
Single-point horizontal error 3.9181 Yes 30.6
Differential vertical error 4.8195 Yes 60.7
Differential horizontal error 3.6868 Yes 22.9
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As shown in Table 2, the positioning error of the two positioning methods has the
characteristics of thick tail. Compared with the normal distribution, the single-point
vertical positioning error has the highest thick tail, reaching 420.3% and the differential
horizontal positioning error has the lowest thick tail, only 22.9%. It indicates that the
integrity risk of single-point positioning is higher than that of differential positioning.

4 Conclusion

Establishing an accurate positioning error distribution model is the key to BDS
integrity evaluation and the characteristics of positioning error are the basis for
selecting the distribution model. Based on the analysis of positioning error sources, this
paper studies the self-correlation, extremity and thick tail of positioning error with the
measured data of BDS single-point positioning and differential positioning by using
time series analysis method. The experimental results show that the self-correlation of
single-point positioning error is high and it is difficult to directly establish the evalu-
ation model. And the distribution tail is heavy which is prone to error exceeding the
limit and increases the integrity risk of the system. Because of eliminating most of the
common error, differential positioning error has low self-correlation and is easy to
model. And evaluate the integrity of the system, and the distribution tail is light, which
reduces the integrity risk of the system.
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Abstract. Aging has become a serious problem facing the whole world. Falling
is the leading cause of injury and death in the elderly. This paper proposes a fall
detection algorithm based on machine learning XGBoost and full-field posi-
tioning. Using the data of gyroscope and acceleration sensor, we exploit the
“full-field positioning” to increase the dimension of input data and propose a
method “maximum satisfaction rate” to mark and train the threshold of data. The
experimental results show that this design has obtained high accuracy on falling
detection and perfect balance between sensitivity and specificity.

Keywords: Fall detection � XGBoost machine learning � Gyroscope �
Full-field positioning

1 Introduction

The WHO has pointed out that at present world’s aging trend is becoming more and
more serious. Until 2017, the elderly aged 65 and over accounted for 8.696% of the
world’s population [1]. The physiology of the human body is degraded as we grow
older. And coupled with the complexity of the living environment, the elderly are prone
to accidents such as falls. Moreover, some elderly people are alone at home, and no one
is around when they fall, which causes serious consequences. The 2018 World Health
Organization showed that falls are the second leading cause of accidental or uninten-
tional injury deaths worldwide. Besides, adults older than 65 years of age suffer the
greatest number of fatal falls [2]. Thus, a family using automatic device is in urgent
need to protect the elderly from falling injury.

In recent years, there have been many research results of fall detection in the elderly
at home and abroad: wearable fall recognition alarm system, fall alarm system based on
embedded vision, elderly fall detection based on STM32 system, fall detection belt
based on accelerometer, wearable fall monitoring, and so on. All fall detection products
can be divided into two categories: visual inspection-based methods and sensor-based
methods.
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(1) Vision-based methods: such as “multi-camera video surveillance system” [3].
First of all, they have great limitations and cannot be popularized in every
household, which can only be applied to specific occasions. Secondly, the visual
product judges whether the fall is theoretically based on the appearance of the
human body falling, and the detection accuracy is difficult to be improved in
essence.

(2) Sensor-based methods have fewer features to judge first, which are generally
based on acceleration or angular velocity, or both. Such as the “wearable sensors
for reliable fall detection,” it just judges the falling by the threshold of acceleration
[4]. And “elderly fall monitoring method and device” [5] pointed out that using
acceleration and angle to monitor falling, and “fall detection analysis with
wearable MEMS-based sensors” [6] has consistent ideology with our paper to
some degree. However, it just proposed a method and the execution of method is
unknown.

Based on the survey of the above products or papers: If we want to put such
products into wide application, there are two main problems to be solved: The first is
the high accuracy with the balance between sensitivity and specificity, and the second
is household, which means simplicity and convenience. Considering that XGBoost has
higher accuracy and lower false-positive rate than other algorithm, it is a kind of
gradient boosting which has proven many times to be an effective prediction algorithm
for both classification and regression task, such as crude oil price forecasting [7], DDoS
attack detection [8], and so on. Thus, we decide to use XGBoost as the basis of
detection.

2 Proposed Falling Detection Based on XGBoost

2.1 The Process of Establishing the Model

The falling process includes:

(1) The horizontal acceleration relative to the heaven and earth coordinate system
increases: This phenomenon occurs because during the movement of the human
body, the horizontal acceleration increases and the speed decreases due to being
tripped.

(2) The X-axis angular velocity and Y-axis angular velocity relative to the heaven and
earth coordinate system increase.

(3) The vertical acceleration relative to the heaven and earth coordinate system
increases: This is caused by the interaction between human body and the ground.

(4) The static process after falling, during which the human body’s pitch angle will
reduce (that is, the included angle between the human body and the horizontal
ground becomes smaller).

Generally, unless the person faints after falling, it is difficult to detect this very
weak stationary process. Process (2) is a necessary condition for the fall to occur; that
is, it is considered to have fallen when the body is dumped. The occurrence of the
process (3) substantively causes harm to the human body, and the alarming of damage
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is the purpose of detecting the fall. The data we collected using gyroscopes and
accelerometers is shown in Fig. 1. Process (4) also has the same effect when “lying
down,” so the angle is introduced as an auxiliary judgment condition.

The triaxial acceleration, triaxial angular velocity, triaxial rotation angle during the
fall are shown in Fig. 1 (the abscissa unit is 10 ms, and the ordinate unit is m/s2).

To detect whether a fall has occurred, the core is to distinguish between daily life
behavior and fall behavior. Thus, we collected a large amount of data from different
scenes in daily life, including running, squatting, going upstairs and downstairs,
walking, lying down, and jumping.

Based on the various types of data collected above, we first draw some brief
conclusions:

(1) The essence of falling damage to the human body is “force.” According to
Newton’s first law, the greater the acceleration, the greater the external force the
human body receives, and the greater the damage. Then, the combined acceler-
ation “azz” is used as one of the judgment conditions for determining the
occurrence of the falling.

azz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2x þ a2y þ a2y

q
ð1Þ

(2) The falling causes the human body to change from an “upright” state to a “squat”
state. During this process, the angular velocity in the horizontal direction changes.
Thus, the change of angular velocity is measured by the horizontal angular
velocity “gyro.” The horizontal angular velocity is [4]:

Fig. 1. Triaxial acceleration, triaxial angular velocity, triaxial rotation during the falling
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gyro ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2x þ g2y

q
ð2Þ

(3) During the process of collecting data, we found that in some cases, the occurrence
of acceleration peaks has a certain degree delay compared to the angular velocity
peaks. The result of the analysis is the same: When the human body falls, the
upper body is first dumped. In this process, the angular velocity reaches a peak at
a certain moment; when the human body touches the ground, the acceleration
reaches a peak. In addition, the acceleration can also reach an acceleration close to
the fall when running and jumping; thus, we consider the importance of angular
velocity > the importance of acceleration.

(4) According to the data analysis (Table 1), in order to distinguish the acceleration
and angular velocity between falling and daily activities, the angle is introduced to
judge the falling. Due to the “90° Euler angle limitation” and the complicated
triangulation in real time, we choose to use the quaternion method to calculate the
angle. Quaternion: An object can reach any attitude by rotating around an axis to a
certain angle. In the process of calculating the angle, the “full-field positioning”
algorithm is used combined with the real-time acceleration correction on angular
velocity: According to the previous gravity unit vector and the gravity unit vector
obtained by this measurement, the cross-product of two is obtained for correcting
angular velocity. Then, quaternion (q0, q1, q2, q3) is updated according to
“Runge–Kutta of the first order,” so that the triaxial rotation angles “tx”, “ty”, and
“tz” relative to the heaven and earth coordinate system are [9, 10]:

tx ¼ a sin �2 � q1 � q3 þ 2 � q0 � q2ð Þ � 57:3 ð3Þ

ty ¼ a tan 2 2 � q2 � q3 þ 2 � q0 � q1;�2 � q1 � q1 � 2 � q2 � q2 þ 1ð Þ � 57:3 ð4Þ

tz ¼ a tan 2 2 � q1q2 þ 2 � q0q3;�2 � q2q2 � 2 � q3q3 þ 1ð Þ � 57:3 ð5Þ

Table 1. Three-dimensional data in different scenes

Design of Elderly Fall Detection Based on XGBoost 49



(5) In the same way as (2), we hope the angle changes horizontally; thus, we use the
human pitch angle to judge the falling. The X-axis rotation angle is “tx”, and the Y-
axis rotation angle is “ty”, whereby the XOY plane rotation angle “agz” is:

agz ¼ arctan
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

tan2 tx þ tan2 ty
p

 !
ð6Þ

2.2 Notation

Notation Meaning

ax X-axis acceleration
ay Y-axis acceleration
az Z-axis acceleration
gx X-axis angular velocity
gy Y-axis angular velocity
gz Y-axis angular velocity
gyro XOY plane angular velocity
tx X-axis rotation angle
ty Y-axis rotation angle
tz Z-axis rotation angle
agz Pitch angle
Win Detection window size
T Sampling frequency
Meetazz t½ � The number of “azz” meets the threshold in [t-300, t]
Meetgyro t½ � The number of “gyro” meets the threshold in [t-300, t]
Meetagz t½ � The number of “agz” meets the threshold in [t-300, t]
BORDER_AZZ The threshold of “meet(azz)” in window
BORDER_GYRO The threshold of “meet(gyro)” in window
BORDER_AGZ The threshold of “meet(agz)” in window
q0, q1, q2, q3 Real-time quaternion

2.3 Falling Detection Model’s Establishment

(1) “Sliding window”: This paper proposes the “sliding window processing data”
method to store updated data. The data storage includes whether the updated data
satisfies the condition of the fall and the overall data of the window after updating
the data. The single data is judged according to the XGBoost training model. We
set the data judgment window size to “Win”; that is, we use the “Win” group data
collected from a certain moment to present to determine whether a fall has occurred
at present. Use a variable “forsample” to save the location of the update at present,
and slide to the next position after the update. At the same time, an array of
“Result_all [5]” is used to save the number of results which is judged to be “True.”
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(2) “Two sets of falling detection model”: A simple analysis of the data in “2. Model
Establishment Process” shows that the angular velocity is the physical quantity that
best describes the falling and the most accurate judgment of falling. Therefore, we
believe that angular velocity reaching the threshold is first when falling occurs.

During the actual test, it was found that the acceleration of the sliding fall was
greater than the acceleration of the forward fall. We theoretically analyze: Most of the
subjects subconsciously supported the ground in the forward fall, which alleviates the
impact. Thus, the acceleration was not big. Therefore, we put forward the idea of
“grouping judgment”: Under the premise of angular velocity characteristics, two sets of
acceleration judgments are made: One is when the pitch angle reaches the threshold,
and the acceleration reaches a relatively small threshold, it will be considered to have a
side fall or a back fall; the other is when the acceleration reaches a relatively large
threshold, it is considered to have a forward fall. And the “grouping judgment” opti-
mizes the judgment model.

In addition, we can use two sets of falling detection models to balance sensitivity
and specificity [11]. Specificity and sensitivity are defined as follows:

Sens ¼ True falling
True falling + False falling

ð7Þ

Spec ¼ non-falling
non-falling + False non-falling

ð8Þ

Assuming: For n sets of data, the actual falling data accounted for “f”; the accuracy
of classifier 1 to falling and non-falling data is (p11, p12); the accuracy of classifier 2 to
falling and non-falling data is (p21, p22); assume that under this model, the applying
frequency weight of the two models is w1, w2.

When there only exists classification 1:

Sens ¼ n � f � p11
n � f � p11 þ n � 1� fð Þ � 1� p12ð Þ ð9Þ

Spec ¼ n � 1� fð Þ � p12
n � 1� fð Þ � p12 þ n � f � 1� p11ð Þ ð10Þ

After introducing classification 2, the overall specificity and sensitivity can be
balanced by adjusting the accuracy of classification 2:

Sens0 ¼ n � f � w1�p11 þw2�p21
w1 þw2

n � f � w1�p11 þw2�p21
w1 þw2

þ n � 1� fð Þ � 1� w1�p12 þw2�p22
w1 þw2

� � ð11Þ

Spec0 ¼ n � 1� fð Þ � w1�p12 þw2�p22
w1 þw2

n � f � w1�p12 þw2�p22
w1 þw2

þ n � 1� fð Þ � 1� w1�p11 þw2�p21
w1 þw2

� � ð12Þ
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① If p21 > p11, that is comparing to classifier 1, classifier increases the accuracy for
falling data. Then, the corresponding accuracy for non-falling data will be reduced:
p22 < p12. According to (11)(12), Sens’ # and Spec ".
② If p21 > p11, that is comparing to classifier 1, classifier reduces the accuracy for
falling data. Then, the corresponding accuracy for non-falling data will be increased:
p22 < p12. According to (11)(12), Sens’ " and Spec #.

2.4 Data Threshold Training Based on XGBoost

According to the data analysis results, and combined with the actual situation, we use
3 s data (setting T = 100 Hz, then Win = 300, the corresponding window data size is
300 groups) as a critical window to determine whether a person has fallen; that is, the
feature value of the fall occurred within the last 3 s. Before training for XGBoost, we
first need to manually mark our falling data. In order to make the training results more
accurate, we make preset values for the threshold.

According to the data collected by daily behavior, the three-dimensional data in
different scenarios is shown in Table 2.

The data characteristics of the normal fall are: The combined acceleration increases,
the XOY plane angle velocity increases, and the human pitch angle becomes smaller.
As shown above, the red color marked data is the closest to the fall feature, and the
yellow color marked data is relatively closer to the fall feature. It can be observed that
the running data characteristics are the closest to falling. We expected that it will be
better for threshold to differentiate the falling and daily activities. At the same time,
considering the sensitivity of the fall detection comprehensively, we preset the three-
dimensional data threshold as shown in Table 2.

In this project, the difficulty of data training is how to choose the feature area where
the fall occurs. Therefore, we propose a “maximum satisfaction rate” method: The
number of single-group data satisfying the above threshold conditions within a certain
3 s: azz < AC2 OR azz > AC1, gyro > AG, agz < AN, is represented as meet_azz[t],
meet_g[t], meet_agz[t]; then:

meetazz t½ � ¼
Xt
t�300

int azz t½ � AC2azz t½ �h iAC1ð Þ ð13Þ

meetgyro t½ � ¼
Xt
t�300

int gyro t½ �[AGð Þ ð14Þ

Table 2. Three-dimensional data preset

The angular velocity threshold of single group gyro > 133.2844 deg/s
The acceleration threshold of single group azz < 3.35 m/s2 or azz > 12.2720 m/s2

The pitch angle threshold of single group agz < 38.3898°
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meetagz t½ � ¼
Xt
t�300

int agz t½ �\ANð Þ ð15Þ

For a fall process, we think that when meet_azz[t], meet_gyro[t], and meet_agz[t]
all reach the maximum value, the presets are adjusted according to the size of each
“satisfaction rate” meet[t] in different scenarios. At last, the falling is considered to
occur in a time interval [t-300, t]. Thus, among these 300 sets of data, only the data
satisfying the above threshold condition is marked.

After the marking is completed, we put all three-dimensional data into XGBoost for
training. At the same time, we introduce the following three concepts: accuracy, recall,
and f1_score to measure the training effect. TP is the number of falling data (positive
class), TN is the number of non-falling data (negative class), FP is the number of
negative class divided into positive class, and FN is the number of positive class
divided into negative class. Thus, we define [12]:

accuracy ¼ TP + TN
TP +TN+ FP + FN

ð16Þ

Recall ¼ TP
TP + FN

ð17Þ

Precision ¼ TP
TP + FP

ð18Þ

2
F1 score

¼ 1
Precision

þ 1
Recall

ð19Þ

The 25,000 sets of training data contain 10 times falling marked data. Besides, it
does not include daily activities’ data, the reason is that for single-group data, the
falling data accounts for a little part, and the daily activities’ data value is usually close
to that of the falling. Thus, the core of difference will be laid in the value of the
“satisfaction rate.” First, the training result of single set of data is as follows [13, 14]:

According to the decision tree obtained by XGBoost training, the simplified results
are shown in Table 3 (Fig. 2):

For the above-mentioned preprocessed single-group data threshold, the number of
data sets satisfying the above threshold in 3 s is collected in the same way. The
maximum values in different scenarios are as follows (Table 4):

Similarly, based on the preset threshold, the adjustment is: BORDER_AZZ = 30,
BORDER_GYRO = 8, BORDER_AGZ = 25. The values satisfy 90.90, 72.72,
88.89% of the database fall data.
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3 Performance Evaluation

For the threshold of acceleration 1, a person weighted 60 kg will receive a force of
770 N at the peak of the acceleration. The pressure applied by falling is the same as a
free fall egg from 5th floor. It can be seen that the threshold is reasonable, and under
this force, human body is indeed injured. And it is same as threshold 2 (Table 5).

The overall fall accuracy is relatively high, and the sensitivity and specificity are
relatively balanced; thus, the detection effect is excellent. According to the data

Table 3. XGBoost three-dimensional threshold training results

Single data angular velocity threshold gyro > 13 3.6826 deg/s
Single data acceleration threshold 1 azz < 3,9453 m/s2 or

azz > 13.3214 m/s2

Single data pitch angle threshold agz < 19.9387° or 29.37185° < agz < 38.3750°

Fig. 2. XGBoost training effect

Table 4. Maximum “window satisfaction rate” in different scenarios

Activities Maximum “window
satisfaction rate” of
combined acceleration
(set)

Maximum “window
satisfaction rate” of XOY
plane angular velocity
(set)

Maximum
“window
satisfaction rate” of
pitch angle (set)

Running 205 3 40
Squatting 61 0 0
Walking 94 1 0
Upstairs and
downstairs

62 0 0

Lie down 0 1 300
Jumping 92 0 22
The improved
average
“satisfaction rate”
when falling

35 24 38
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analysis, the reason for the misjudgment to fall data is that the tester’s action is too
intense, making the action close to falling, thereby alarming. However, the false alarm
with a small proportion can be ignored because it will not cause harmful consequences.
For the case of falling but no alarm, we analyze: Some falls belong to “pseudo-fall”;
that is, all the required features have occurred, but the data has not reached the
threshold, and although it will not cause harmful consequences theoretically, the
accuracy of this aspect needs to be improved.

The algorithm flowchart is shown in Fig. 3.

Table 5. Parameter of the flowchart

Single set of data angular velocity threshold gyro > 272.2687 deg/s
Single set of data acceleration velocity threshold 1 azz < 3.9453 m/s2 or azz > l

2.8214 m/s2

Single sat of data acceleration velocity threshold 2 azz < 3.9453 m/s2 or
azz > 15.3214 m/s2

Single set of data angle threshold agz < 19.9387° or
29.37185° < agz < 38.3750°

The threshold of “window satisfaction rate”: BORDER AZZ 30
The threshold of “window satisfaction rate”: BORDER.
GYRO

8

The threshold of “window satisfaction rate”: BORDER AGZ 25
The accuracy of fall detection (based on 91 sets of data, which
includes 59 sets of non-falling data and 32 sets of tailing data)

90.11%

Sensitivity 89.66%
Specificity 90.32%

Fig. 3. Flowchart of falling algorithm
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4 Conclusions

In this paper, we study fall detection algorithm based on machine learning. We extract
the combined acceleration, the angular velocity of XOY plane, and the pitch angle as
the characteristics of the falling process, in which pitch angle is introduced to distin-
guish the two sets of falls. In the preprocessing of data, we exploit the “full-field
positioning” to obtain the pitch angle. Then, we proposed “sliding window method” to
update the data. To solve the difficulty in locating the occurrence of falling, we pro-
posed the “maximum satisfaction rate” method, which affects the marking of falling
process in turn. Then, the XGBoost is used for threshold accurately training. Finally,
the falling detection model we designed has received high accuracy with perfect bal-
ance between the sensitivity and specificity.
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Abstract. Aerial image labeling plays an important part in the map-
ping of maps with high precision. The knowledge about the range and
intensive degree of aerial building segmentation is necessary for urban
planning. Fully convolutional networks (FCNs) have recently shown
state-of-the-art performance in image segmentation. In order to get bet-
ter aerial images segmentation performance, we use a method of combing
FCNs with multi-scale features and attention model in order to carry
out segmentation automatically in aerial images. Attention model gives
each scale feature added extra supervision to achieve better segmenta-
tion. Here, U-net and FCN-8s are used as original semantic segmenta-
tion model to train with multi-scale images and attention models. The
datasets use different proportions of Inria Aerial Image Labeling Dataset,
including two semantic classes: building and not building. The results
show that the semantic segmentation model combined with multi-scale
features and attention model has higher segmentation accuracy and bet-
ter performance.

Keywords: Image segmentation · Aerial image labeling · Fully
convolution neural networks · Attention model · Multi-scale feature

1 Introduction

Aerial image labeling contributes to the mapping of land cover and change detec-
tion and is used in areas such as forestry and urban planning. Due to the com-
plexity of aerial image data, aerial image labeling has the following challenges:

– Occlusion—Partial or full occlusion can be caused by other objects such as
tree, while partial occlusion which occurs more often is mostly caused by
trees.

c© Springer Nature Singapore Pte Ltd. 2020
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– Unbalanced distribution—The building categories are unevenly distributed,
some are densely or sparsely distributed, and there are no buildings in the
image.

– Small size—In airborne imagery, the size of some buildings compared to other
objects in the image is quite small. In some of the case, building just consists
of only a few pixels.

– Shadow—Shadow creates a different illumination over buildings causing
changes in their appearance. This reason, like the occlusion, could reduce the
accuracy of automatic building labeling algorithms, especially deep learning
methods which need a lot of training samples.

– Complex background—Structures such as load resemble with high similar
building labeling.

These challenges raise the level of difficulty when it comes to image segmenta-
tion of aerial building image positioning and detection. Even for well-performing
models, there is a high degree of uncertainty in the segmentation results [1]. The
validity of the second part will be affected by the accuracy of image segmenta-
tion. Therefore, it is meaningful to use the state-of-the-art model to improve the
accuracy.

2 Related Work

Semantic pixel-wise segmentation is always an active topic of research. In 2014,
Berkeley [2] proposed a fully convolutional neural networks (FCNs) for segmen-
tation. Based on the convolutional neural network, FCN changes the fully con-
nected layer to 1×1 convolution layer. The success of FCN for semantic segmen-
tation has more recently led researchers to exploit feature learning capabilities
for segmentation. Badrinarayanan et al. [3] purposed SegNet, a typical encoder–
decoder structure, achieving high scores for road scene understanding which is
efficient both in terms of memory and computational time. A series of networks
named DeepLab also used the convolution layer with dilation. DeepLab V1 [4]
used deep convolutional neural networks (DCNNs) and fully connected condi-
tional random field (fcCRF) to solve the problems. DeepLab V2 [5] added atrous
spatial pyramid pooling (ASPP) based on V1, which enables segmentation on
multiple scales. DeepLab V3 [6] proposed a module that consists of atrous con-
volution with various rates and batch normalization layers and experimented
with laying out the modules in cascade or in parallel.

It is known that multi-scale feature is useful for computer vision task [7].
Farabet et al. [8] employed a Laplacian pyramid and share-net, passed each
scale through a shared network, and fused the features of all scales. Eigen and
Fergus [9] fed input images of three scales to DCNNs. The DCNNs at different
scales have different structures, and this model required two-step process.

In computer vision, attention models are widely used in image classification
[10] and object detection [11]. Chen et al. [12] proposed a mechanism of attention,
which combine attention model and multi-scale. They learn an attention model
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Fig. 1. Introduction of model.

that softly weights the features from different input scales when predicting the
semantic label of a pixel. The final output of the model is produced by the
weighted sum of score map across all the scales.

Here, we concentrate on building marking pixel-wise semantic segmentation
using high-resolution aerial images, and our proposal is based on combing FCNs
with multi-scale and attention model for this segmentation task. We use two
different depths of baseline networks in experiment and combining them with
models of multi-scale features and attention mechanisms as our new segmenta-
tion model.

3 Attention Model for Scales

There is a common method, which is share-net, resizes the input image to several
scales, passes through a deep network sharing weights, and then computes the
final prediction based on the fusion of the resulting multi-scale features. As
shown in Fig. 1, we resize the input image to three scales and pass them through
the same network to obtain score maps of different scales (the output of the last
layer before softmax). Lastly, the fusion feature map feeds into attention model
to generate weight map and multiplies the weight map with the fused feature
map to get the final feature map. Herein, the attention model used here allows
us to judge the importance of features at different locations and scales to achieve
better segmentation.

3.1 Attention Mechanism

Attention mechanism developed from human visual research: Different attentions
of the different parts are different, when focusing on a certain target or scene.
Similarly, the most relevant parts of the statement and description change as the
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description changes. There are two types of attention methods: soft attention
and hard attention, and its output vector distribution is soft and another one is
hot, which will affect the selection of context directly. So attention model can
improve network performance by focusing on the most relevant features as need.
It is different from the attention model applied in two-dimensional and time [13],
and attention model combined with multi-scale features is applied to semantic
segmentation to improve the performance.

3.2 Attention Model for Scales

Herein, the attention model used is based on multi-scale features, which learns to
softly weights for each scale and pixel. And this attention model is differentiable,
so it trains end-to-end. As shown in Fig. 2, suppose an input image is resized
to several scales s ∈ {1, . . . , S}. Each scale is passed through the FCN (weights
are shared across all scales) and produces a score map fs

i,c for scale, where i
ranges over all the spatial positions, and c ∈ {1, . . . , C} where C is the number
of classes of interest. The score map fs

i,c is resized to the same resolution by
bilinear interpolation. gi,c is the weights sum of the score maps at (i, c) for all
scales, so

gi,c =
∑s

s=1
ωs
i • fs

i,c (1)

The weight ωs
i is computed by

ωs
i =

exp(hs
i )∑s

t=1 exp(ht
i)

(2)

where hs
i is the score map produced by attention model in position i for scale s.

The proposed attention model consists of two layers: the first layer is convolution
operation that has 512 filters with kernel size 3× 3; the second layer has S filter
with kernel size 1 × 1, where S is the number of scales employed. The weight
ωs
i produced by attention model reflects the importance of feature at position

i for scale s. Note in formulation 1, the average-pooling and max-pooling are
two special cases: the weights ωs

i will be replaced by 1/S for average-pooling;
while the summation becomes the max operation and ωs

i = 1∀s, i in the case
of max-pooling. The attention model computes a soft weight for each scale and
position, and it allows the gradient to be backpropagated through. Therefore,
attention model can be trained with FCN part end-to-end and implementing the
model adaptively to find the best weights on scales.

4 Experiments

4.1 Extra Supervision

In our experiments, we learn the network parameters by comparing the final
output of the model with the corresponding ground truth for each image at the
pixel-level. The final output is produced by performing a softmax operation on
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Fig. 2. Attention model implementation process left: merge feature map right: generate
weight map.

the merged score maps across all the scales. To the optimization problem of
finding, the minimum value in the BCE loss is solved by Adam optimizer and
back-propagation process. At the same time, the experimental data is divided
into three different proportions to obverse the effect of convergence speed. Adam
with mini-batch is used for training. We set the initial learning rate of 0.001, and
epoch is 100. The learning rate is multiplied by 0.1 after 2000 iterations. We use
a momentum of 0.9 and weight decay of 0.0005. Due to hardware limitation, the
mini-batch size id set to 5 when training the basic network and 2 when training
the network with attention model.

4.2 Network Architectures

Our network is based on the publicly available model: FCN-8s [2] with VGG16
as a backbone network and U-net [14]. They all have proven effective in seman-
tic segmentation. FCN-8s use all of the pre-trained convolutional layer weights
from VGG-16 as pre-trained weights; for U-net network parameters, Gaussian
initialization is used to initialize parameters.

4.3 Datasets

The experiments were conducted using images acquired by the Inria Aerial Image
Labeling Dataset, which covers multiple urban areas from densely populated
areas to alpine towns, with high spatial resolution. Therefore, in aerial image
labeling, the goal is to classify each pixel as building marking class (foreground)
or non-building marking (background). The training set includes 5 regions, each
region contains 36 tiles, numbered 1–36. According to the datasets, we remove
the first five images of every location from the training set. To submit results,



Segmentation of Aerial Image with Multi-scale Feature . . . 63

use the exact same file names as the input color images, and output 0/255
8-bit single-channel files in the validation set. The training set and validation
set are divided into three different proportions for training, 31:5, 26:5, and 21:5.
Different proportions of datasets can affect model convergence. Since the dataset
is a high-resolution image, the image is cut into 512 × 512 size. When using the
attention model for training, three scales are required and resize the input images
to add extra scales: 256 × 256, 1024 × 1024.

4.4 Evaluation

Concerning the evaluation criteria, we use the Intersection over Union (IoU) of
positive (building) class, which are widely used in semantic segmentation task.
In these metrics, nij is the pixel number belonging to class i which has been
predicted as class j and ncl stand for the number of classed with ti =

∑
j nij

representing the total number of pixels belonging to class i. We use the dice
similarity coefficient also due to the heavy unbalance in the dataset. The number
of pixels belonging to each class does have an effect on these two criteria. X and
Y represent prediction and ground truth, respectively. The criteria are derived
as follows:
IoU of positive class:

IoU =
area (C) ∩ area (G)
area (C) ∪ area (G)

(3)

Dice similarity coefficient:

1
ncl

∑
i

nii

ti +
∑

j nji − nii
(4)

4.5 Results

From Table 1, for the dataset with ratio of 31:5, the network combines multi-scale
features and attention mechanism. The IoU and dice coefficients of the deeper
neural network U-net are higher (IoU is 0.11 higher and dice coefficient is 0.9
higher), due to deeper networks which are able to extract higher-level features.
By comparing FCN-32s and U-net combining multi-scale features and attention
mechanisms respectively, found that our model, IoU and Dice coefficient are
improved, and the deeper network U-net segmentation effect is better (IoU is
0.784 Dice coefficient is 0.879). The results show that the segmentation perfor-
mance of semantic segmentation model combined with multi-scale features and
attention mechanism is improved.

The result of the segmentation is shown in Fig. 3. All images are the same
size: 512× 512, from top to bottom: aerial image, basic network result, the com-
bined attention model result, and ground truth; from left to right, the training
results of the model in the dataset at different proportion (the ratio is from small
to large). The segmentation results prove that the network with multi-scale and



64 S. Hu et al.

Table 1. Result of experience.

Segmentation model IoU Dice

FCN-8s 0.653 0.769

FCN-8s and attention 0.675 0.796

U-net 0.762 0.857

U-net and attention 0.784 0.879

Fig. 3. Experimental result.

attention mechanism has a better segmentation effect, and boundary is clearer.
The labeling part of the resulting figure can better reflect that the model com-
bined with attention mechanism. By comparing the segmentation effects of every
image, our model effectively reduces the mistakes of dividing roads into build-
ings, and the degree of blurring of the boundary; it is more accurate for building
shape segmentation. However, the method can be further improved due to some
segmentation mistakes. For example, when dataset ratio is 21:5 and the segmen-
tation network is U-net(third column), our model has a clearer segmentation
boundary than baseline network, but by comparing it with ground truth, our
model marks the road with similar building pixel values as building, resulting
in segmentation mistakes. In general, the results prove that the network model
combined with multi-scale and attention mechanism has a better segmentation
effect and clearer architectural detail segmentation.
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5 Conclusion

In this work, we combine multi-scale features and attention mechanisms to
achieve aerial image segmentation with high accuracy and robustness. In this
method, multi-scale features are used, and the attention model is combined with
FCN-8s and U-net, respectively, to make the model adaptive, to find the optimal
weight on the scale, and to achieve end-to-end training, which compared with
our FCNs based-line network. The experimental results show that the multi-
scale features are better than the single-scale segmentation; attention model can
add additional supervision for better model performance by generating a soft
weight at different positions of each scales. Therefore, the segmentation network
model combining with multi-scale features and attention mechanism is applied
to aerial image labeling, which can effectively improve the segmentation effect.
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Abstract. For interfering signals overlap with normal signals in both
time and frequency domain, it is difficult to detect them. Therefore,
this paper proposes a novel bidirectional recurrent neural network-based
interference detection method. By utilizing the ability of recurrent neural
network of extracting the nonlinear features of the time series context,
the model can get a prediction of following signal samples and calculate
the difference between prediction signal and original signal to do inter-
ference detection. The proposed method can achieve a better sensitivity
and determine the exact location of the complete interfering signal. In the
experiment part, we demonstrate the efficacy of this method in multiple
typical scenarios of time–frequency overlapped wireless signals.

1 Introduction

The development of wireless communication makes it be widely used in various
fields, but the electromagnetic environment is complex and changeable, and the
reliability of the communication system is still threatened by interference. There-
fore, the anti-interference technology is necessary to ensure the communication
reliability, and the interference detection technology is the basis and key of the
communication anti-interference technology.

The purpose of interference detection is to determine whether there are inter-
fering signals in received signals and then feed back to the transmitter or com-
mand center to take effective anti-interference measures. Traditional wireless
interference detection approaches include time domain and transform domain-
based energy detection algorithm (e.g., consecutive mean excision (CME) and
forward consecutive mean excision (FCME)). Some approaches analyze the
received signal strength indicator (RSSI) samples in the frequency and time
domain [1,2] or to perform a cyclostationary signal analysis and blind signal
detection and other spectrum sensing techniques [3]. These methods can well
detect many kinds of interfering signals. However, there are many interfering
signals whose power is small and frequency is the same as original signals in the
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actual communication environment. When these interfering signals are superim-
posed on the original signal, the time and the frequency domain features do not
change significantly. We call these interfering signals as time–frequency over-
lapped signals. Obviously, the time–frequency overlapped signals are hard to
detect by above methods.

The research found that the neural network can better extract the time and
frequency domain feature of signals. The feature can be used as signal fingerprint
to classify signals [4,5]; therefore, many interference detection methods based on
deep learning emerged in recent years. A sequential autoencoder framework is
introduced to distinguish normal and interfering signal in [6]. They calculate
the difference between original signals and reconstructed signals by autoencoder
framework. In [7,8], predicting future signals from known signals by utilizing the
prediction function of recurrent neural network and then taking the difference
between original and predictive signals as a feature to do interference detection.
However, these methods have not good detection performance under low signal-
to-interference-plus-noise ratio (SINR) conditions, especially for time–frequency
overlapped interfering signals.

In this paper, we present a bidirectional recurrent neural network (BI-RNN)-
based interference detection structure, which can utilize the correlation between
the front and back sampling points to predict the data of the intermediate posi-
tion. The structure can do bidirectional training and has the better prediction
performance; hence, the difference between predictive and original signals at the
interference-containing part is larger. And then in prediction process, we adopt
special training labels for noise reduction; therefore, the detection accuracy is
improved under low SINR condition. Finally, in the detection process, we use
the feature correlation classification instead of simply taking a decision thresh-
old, which reduces the contingency of the decision process and can completely
identify the complete interfering signal.

The rest of this paper is organized as follows. In Sect. 2, the interfering signal
and the principle of interference detection are described. Then, the neural net-
work model and the special training method are explained in Sect. 3. Section 4
shows the performance of interference detection and analysis of influencing fac-
tors. Finally, Sect. 5 concludes the paper and suggests future work.

2 Problem Formulation

When there is no interference, the received signal can be represented by Eqs. 1,
and 2 and the received signal contains interference.

r(t) = s(t) + n(t), (1)

rj(t) = s(t) + n(t) + j(t). (2)

where s(t) is a carrier signal transmitted by transmitter, n(t) represents noise,
and j(t) is a interfering signal(In this paper, we consider j(t) as the time–
frequency overlapped interfering signal.) The aim of interference detection is
to find the exact position of j(t).
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As shown in Fig. 1, a predictor f is trained by normal signal r and we can get
the predictive signal r̂ from f . Then, calculate the difference e between r and r̂
by Eq. 3 and e can be considered as a feature to train a classifier for interference
detection. Similarly, when the interference-containing signal rj uses f to predict,
we can get the predictive signal r̂j and the difference ej is calculated by Eq. 4. It
is obvious that ej is greater than e, because the presence of interference destroys
the correlation of the original signal, which makes f unable to accurately predict
the interference-containing signal. Finally, the classifier can find interfering signal
based on the difference between e and ej .

e = |r − r̂| , (3)

ej = |rj − r̂j | . (4)

Fig. 1. General process of interference detection

3 BI-RNN-Based Prediction of Time Series Signal

It can be seen from Sect. 2 that the core of the interference detection method
proposed in this paper is the construction of prediction model. Research shows
that RNN can extract the nonlinear features of time series [9], so choose RNN
predictor here. As a special RNN, bidirectional Long Short-Term Memory (BI-
LSTM) adds a set of weight parameters for backward calculation; therefore, it
can also utilize the data information after the sample points to be predicted
for prediction. For that reason, we built the BI-LSTM-based model for signal
prediction.

3.1 Prediction Model

At the very beginning, we should preprocess the signal into a form
suitable for BI-LSTM. Supposing the time series of received signal is
Y =

{

y1, y2, y3, . . . , yt, y(t+1), . . . , y(M)

}

, choose Ytrain =
{

y1, y2, y3, . . . , yt,

y(t+C+1), . . . , y(M)

}

as training set (C and M are fixed values)
and Ylabel =

{

y(t+1), y(t+2), . . . , y(t+C)

}

as label to predict Ypre =
{

̂(y(t+1)), ̂(y(t+2)), . . . , ̂(y(t+C))
}

. Through a lot of iterations calculation, the net-
work will constantly adjust the weights to make Ylabel and Ypre closer and closer.
Then the computed Yerror is used to determine if it is interference-containing sig-
nal. Yerror is defined as Yerror = |Ylabel − Ypre|.
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The specific process of signal prediction is shown as Fig. 2. Divide N time-
banks of M time steps shifting by C time steps between adjacent chunks. If the
total signal sampling points is T , we can calculate the number of time-banks by
N = T−M

C + 1.
For each time-bank, remove p consecutive sample points inside, and set the

remaining sample points as one input. So the output from each input is the
predictive p samples, and the output from the N inputs is a continuous pre-
dictive signal. In theory, the larger the value of M , the better the prediction
performance. In Fig. 2, we set M = 110 and p = 1.

The reason why we use BI-LSTM is that BI-LSTM adds a delay between
the input and the target to give the network some time to add future context
information for prediction [10,11]. The hidden layers of the Bi-LSTM store two
sets of parameters, one for forward calculation and the other for backward calcu-
lation, and the final outputs depend on both parameters. But experiments have
shown that when the sequence after the predicted value is too long, the network
will pay more attention on the behind part and the predictive performance will
worsen. Therefore, should choose the appropriate value (here we set 10). In order
to verify the validity of the proposed method, we compared it with the predictive
model of LSTM mentioned in [7]. The BI-LSTM predictive model is described
as follows.

• The stacked BI-LSTM sequence predictor model is implemented with a 3-
layer BI-LSTM followed by a fully connected layer culminating in a linear
activation for output. The dropout between each layer is 0.2 and chooses
mean squared error loss function (MSE) as the loss function. Besides, the
number of hidden layer is 128, and batch size is 64.

Fig. 2. Stacked BI-LSTM prediction
model for signal prediction

Fig. 3. Predictive signal by using BI-
LSTM
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3.2 Model Training for Noiseless Prediction

During the research, it was found that when the SINR is relatively small, the
network extract the signal features hardly; therefore, the predictive signal and
the original signal are very different. The implementation of speech enhance-
ment uses LSTM by learning the correlation between noisy signals and noiseless
signals in [12]; hence, we are inspired by speech enhancement to propose a novel
training method which can improve the prediction performance under low SINR
conditions. We call this prediction process as noiseless prediction.

In noiseless prediction, the training data is the received signal with noise,
but the input label during training is the corresponding noiseless signal sampling
point. This method makes the network focus only on the correlation of the signal
itself, regardless of the irregularity of noise; therefore, the output is closer to the
noiseless signal. Figure 3 depicts the digital modulation signal predicted by BI-
LSTM, when the SINR = 6 db. The first picture is the original signal without
noise for comparison, and then the second is the predictive signal when use
noise signal as label, and the third is the predictive signal when use noiseless
signal as label. From the figure, we can see that noiseless prediction model has
better predictive performance than the noisy prediction model.

3.3 Prediction Performance

To measure the effectiveness of different neural network, the mean absolute errors
(MAE) and mean absolute percentage errors (MAPE) are computed in Eqs. 5
and 6:

MAE =
1
n

n
∑

i=1

|xi − x̂i| , (5)

MAPE =
1
n

n
∑

i=1

∣

∣

∣

∣

xi − x̂i

xi

∣

∣

∣

∣

. (6)

where xi is the actual signal sampling point at ith, x̂i is the predictive signal
sampling point, and n is the total number of test signal sampling points.

All the predictive result of different models in this section trained and tested
multiple times to eliminate outliers. We compare the prediction performance of
LSTM, BI-LSTM and the case of noiseless prediction in Table 1.

We can see from Table 1 that the prediction result is getting better with
the increase of SINR, but the influence becomes less obvious when the SINR
reaches a certain level. This proves that Gaussian white noise does interfere with
the learning ability of the network. In addition, the performance of BI-LSTM
model is better than that of LSTM, although not obvious, which indicates that
the sequence correlation after a certain signal sampling point will affect the
prediction result of model. Finally, we can also see that noiseless prediction
obtains the best results, especially under low SINR condition. This proves that
noiseless prediction does have good denoise ability.
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Table 1. Prediction performance of three models

Performance

Model SINR 0db 4 db 8 db 12 db 16 db

LSTM MAE 0.437 0.422 0.277 0.203 0.118

MAPE 0.796 0.950 0.623 0.456 0.278

BI-LSTM (noisy prediction) MAE 0.565 0.413 0.267 0.168 0.109

MAPE 1.099 0.945 0.620 0.454 0.275

BI-LSTM (noiseless prediction) MAE 0.257 0.205 0.163 0.103 0.07

MAPE 0.592 0.548 0.361 0.248 0.146

Figure 4a shows the comparison of original signal and predictive signal based
on digital modulation when the SINR = 12 db. Similarly, Fig. 4b demonstrates
the case of FM modulation. We can find from the pictures that the difference
between the predictive signal and the original noiseless signal in the normal part
is much smaller than in the interference-containing part. So the difference of
predictive signal and original signal can be used for interference detection.

(a) (b)

Fig. 4. a is the difference between predictive signal and original signal (digital mod-
ulation), and b is the difference between predictive signal and original signal (analog
modulation)

4 Interference Detection

4.1 Classifier for Interference Detection

The features calculated by Sect. 3 can be used for interference detection. In
order to overcome the factor of sample imbalance, select support vector data
description (SVDD) here.
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During the detection process, it is found that when the bias of each sampling
point is used as the feature to train SVDD classifier, it is hard to determine the
specific location of interference signal. So the feature is windowed according to
the time step and is detected according to the waveform and correlations of the
plurality of feature points to overcome the contingency. The windowing process
is expressed as Fig. 5a. The length of the window (Wlen) we selected is 10, and
the step size (Step) is 1 here. The experimental results are shown in Fig. 5b. The
part marked with purple in the first picture is the interference-containing signal.
The second picture shows the result of test. The part with a value of −1 is the
signal that is judged to be interference, and the part with a value of 1 is the
signal that is judged to be normal. It can be seen that most of the interference
signal sampling points can be detected.

(a)
(b)

Fig. 5. a is the windowing process, and b is the interference detection performance at
12 db (QPSK modulation)

In order to evaluate performance comprehensively, four typical experimental
scenarios are set as follows, which represent various types of interference that may
occur in the actual communication system. In addition, to reduce the influence
of the amplitude, we have done the amplitude normalization on each signal.

• Normal signal is interfered by interference signal with different modulation
mode:

1. The 16QAM signal is normal and the superimposed QPSK signal with the
same sampling rate, symbol rate, and carrier rate is interference (QAM-
QPSK).

2. The 16QAM signal is normal and the superimposed FM signal is interference
(QAM-FM).

3. The FM signal is normal, and the superimposed DSSS signal is interference
(FM-DSSS).

• Normal signal is interfered by interference signal with different symbol rates:

4. The 16QAM signal is normal, and the superimposed 16QAM signal with only
different symbol rate is interference (QAM-QAM).
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4.2 Performance Evaluation

We repeat these experiences in three models above-mentioned and get Fig. 6
which show the F1 score of the performance of three models under different
SINR. F1score is calculated as F1score = 2PR

P+R (where P represents precision and
R represents recall). Obviously, when using the noiseless signal as label, we get
the best performance, especially at low SINR. In the case of noise label, although
the MAE and MAPE values of Bi-LSTM are smaller than those of LSTM, the
detection accuracy is not much higher.

(a) (b) (c) (d)

Fig. 6. Interference detection performance of three models: a is the detection perfor-
mance of QAM-FM signal, b is the detection performance of QAM-QPSK signal, c is
the detection performance of QAM-QAM signal, d is the detection performance of
FM-DSSS signal

(a) (b) (c) (d)

Fig. 7. Interference detection performance of BI-LSTM (noiseless prediction) under
different evaluation criteria: a is the detection performance of QAM-FM signal, b is
the detection performance of QAM-QPSK signal, c is the detection performance of
QAM-QAM signal, d is the detection performance of FM-DSSS signal

Figure 7 shows the experimental results of BI-LSTM when the noiseless sig-
nal as label. We can see that the detection precision and recall significantly be
improved with the increase of SINR. Almost all the interferences are determined
to be normal when the SINR = 0 db. When the SINR is higher than 6 db, perfect
detection performance is achieved. Among the four scenarios, only the QAM
interference with different symbol rates is the most difficultly to detect. The
DSSS interference in FM modulation is the most easily to detect, which shows
that the signal of digital modulation is hard to predict because of the randomness
of its own symbols.
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5 Conclusion

In this paper, a more robust method is proposed for wireless signal interference
detection at low SINR and is capable of localizing to each interference signal
sampling point. The results show that the model can implement the interfer-
ence detection which not applicable to traditional methods, and the detection
accuracy is better than other neural network models in the time–frequency over-
lapped interfering signal. We believe the result can be used in interference detec-
tion in complex communication environments. However, the experiment proves
that the detection result is relatively poor for the case where the SINR is lower
than 6 db. So we will work on how to improve detection performance under low
SINR condition next.
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Abstract. Collision risk analysis is an important part of airspace safety
assessment. Based on Event model, the lateral position deviation probability of
military aircraft is calculated. Combining with the probability model of lateral
position deviation of civil aviation aircraft, the frequency of military aircraft
collision box passing through separation sheet in high slope circling training is
calculated. A collision risk assessment model between training flying aircraft in
military training airspace and aircrafts flying in civil aviation route is con-
structed. Through the simulation calculation of the lateral collision risk of
military and civil aviation, the size, layout, and use suggestions of military high
slope circling training airspace are obtained, which can provide reference for the
airspace safety assessment.

Keywords: Airspace safety assessment � Collision risk � Military training
airspace � Air route

1 Introduction

In recent years, with the rapid development of civil aviation industry and the rapid
growth of air traffic flow, at the same time, the renewal of Air Force Weapons and
equipment is accelerating, and the demand for airspace for military flight training is
also increasing. This makes the contradiction between military aviation and civil avi-
ation in the demand for space resources increasingly prominent. On the premise of
meeting the requirement of safety target grade, according to the requirement of military
flight training subjects, it is an effective way to solve the contradiction between military
aviation and civil aviation to delimit the airspace scope suitable for training needs and
improve the utilization ratio of airspace.

In the 1960s, Reich first proposed the REICH collision risk model [1], which is
used to analyze the safety of air routes. In 2003, Peter Brooker proposed Event model
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[2] to assess the risk of lateral collision between civil aviation aircraft. With the advent
of various collision risk models, many scholars at home and abroad have made in-depth
research on them and put forward various improved methods [3]. However, the above
studies only focus on the collision probability between civilian aircraft flying in the air
route, and there is little literature on the collision probability between military aviation
and civil aviation. In this paper, the Event model is used to model and calculate the
collision risk between the civilian aviation aircraft in the air route and military aircraft
in the adjacent training airspace.

2 Event Model

According to the original Event model, a separation sheet with no thickness is defined
centering on aircraft “B.” A collision box is defined centering on aircraft “A.” In the
process of passing through the separation sheet, the collision box leaves a projection on
the separation sheet, which is defined as an extended collision box. According to the
probability theory, the collision probability of two aircraft is equal to the product of the
probability of the collision box passing through separation sheet and the probability
that aircraft “B” is located in the extended collision box, as shown in Fig. 1.

The collision probability is shown in Formula 1.

Nay ¼ GERh
EðSÞ
2L

2kx þ U2ky
V

� �
Pzð0Þ 1þ W2ky

V2kz

� �
ð1Þ

where GERh is the probability of lateral overlap of two aircrafts per hour, and L is the
longitudinal separation standard. E(S) is the logarithm of the aircraft flying in the same
direction within a distance of 2L. kx, ky, kz are the length, width, and height of the
collision box, respectively. When aircraft “A” passing through the separation sheet, U,
V, and W are the relative speeds of the two aircraft in the longitudinal, lateral, and
vertical directions, respectively. Pz(0) is the probability of vertical overlap between two
aircraft at the same flight level.

B
A

Fig. 1. Collision box passing through separation sheet
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In Eq. 1, the parameter GERh is statistical data, and however, such a statistical
database is missing between military and civil aircraft. And in the air route, the aircraft
heading at the same flight level is the same, and the heading of the military training
flight is not fixed. For the above two reasons, the Event model cannot be directly
applied to the assessment of the collision risk of military and civil aviation. Therefore,
the Event model needs to be modified for the characteristics of military and civil
aviation flights.

3 Collision Probability Model of Military and Civil Aviation

3.1 Hypothetical Conditions of the Model

(1) Assuming that the long side of the military training airspace is parallel to the air
route, military aircraft and civil aviation aircraft fly at the same altitude.

(2) The interval between military training airspace and air route is 10 km.
(3) The positions of military aircraft and civil aircraft are independent of each other,

and each uses independent navigation facilities.
(4) Considering that in military flight training, most aircraft are turning when

approaching the boundary of airspace, this paper calculates the collision proba-
bility of military and civil aviation aircraft by taking the high slope circling
training as an example.

3.2 Event Collision Model for Military and Civil Aviation

A rectangular collision box is defined with military training aircraft A as the center. The
length, width, and height of the collision box are khx, khy, khz:

khx ¼ kmx þ kjx
khy ¼ kmy þ kjy
khz ¼ kmz þ kjz

8><
>: ð2Þ

where kjx, kjy, kjz and kmx, kmy, kmz are the fuselage length, wingspan, and fuselage of
military aircraft and civil aircraft, respectively, and consider the civil aircraft as a point
B. When point B is in contact with the collision box A, It can be considered that two
aircraft have collided.

Unlike the traditional Event model, military aircraft and each passenger airliner can
be considered as pairs of aircraft with potential collision risks. Therefore, the Event
model can be rewritten as

Nay ¼ GERh
2EðSÞ
2L

khx þ Uskhy
Vs

� �
Pzð0Þ 1þ Wskhy

Vskhz

� �
b

þ GERh
2EðOÞ
2L

khx þ Uokhy
Vo

� �
Pzð0Þ 1þ Wokhy

Vokhz

� �
b

ð3Þ
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Among them, b is the probability of military aircraft training in the military training
airspace within 1 h. 2E(S) and 2E(O), respectively, indicate how many pairs of military
and civil aircraft are in the same direction and in the opposite direction in the air route
of length 2L. US, VS, WS, and UO, VO, WO are relative speeds in the longitudinal,
lateral, and vertical directions when aircraft A and aircraft B fly in the same direction
and in the opposite direction. The relative speeds of the two aircrafts in the lateral and
vertical directions are the same whether they are in the same direction or in the reverse
direction, so VS = VO and WS = WO.

In the traditional Event model, GERh is defined as the frequency at which the
collision box passes through the separation sheet, replacing the GERh with the sta-
tistical frequency of the civil aircraft’s lateral interval of zero in one hour. However,
there is no corresponding statistical data on the assessment of the risk of collision
between military aircraft and civil aircraft. This paper estimates the GEHR value of
military and civil aircraft based on the lateral position deviation probability model of
the civil aircraft [4] and the lateral position deviation probability model of the military
aircraft.

4 Military and Civil Aircraft Lateral Overlap Probability

4.1 Coordinate System

The track of flight training was plotted on an assumed XY coordinate system with the
center of the track circle as origin. The X-axis is perpendicular to the training airspace
boundary, and the positive half of the X-axis points to the side of the route. According
to the relevant provisions, the safety interval between the training airspace and the air
route is 10 km. Assume that the width of the air route is 20 km. At this time, the
equation of the center line of the air route is x = R0 + 20 km.

4.2 Lateral Position Deviation of Civil Aviation Aircraft

In general, the yaw of the aircraft on the route is mainly caused by the navigation error,
and its probability density function follows the double exponential distribution with
zero expectation [5]. which is

fnormy y1ð Þ ¼ 1
2ry

exp � R0 þ 20� y1

ry

����
����

� �
ð4Þ

where ry is the parameter corresponding to the yaw error probability density function,
and this parameter can be determined by the RNP value -n. According to the definition
of RNP, n refers to 95% of the time, the aircraft is flying within the range of n nautical
miles on both sides of the route centerline. According to different RNP values, the
parameter ry under the corresponding navigation condition can be calculated.
According to the calculation of Ref. [5], when the RNP value is 4, ry is 1.33.
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4.3 Probability Model of Lateral Position Deviation of Military Aircraft

Military aircraft are often in maneuvers during training flights. And there is no sta-
tistical data on the lateral position deviation of military aircraft. Therefore, the lateral
positional deviation of military aircraft in the training airspace can only be studied
through mathematical models. According to the characteristics of circling flight, its
lateral deviation is affected by the turning radius, the center of the turning track, and the
wind.

4.3.1 Turning Radius Probability Density Function
Pilot’s motion error in military training flight follow Gaussian distribution

c Mlastð Þ ¼ 1ffiffiffiffiffiffi
2p

p
rp

exp � Mlast �Mshlouldð Þ2
2r2p

 !
ð5Þ

where Mshlould is the expected motion, Merror is the actual motion, and rp is the standard
deviation. In the process of circling training, the factors affecting the lateral deviation of
the aircraft are mainly the speed of the aircraft, the heading, the turning gradient c, the
crosswind, the position of the starting point of the circling, and the navigation accuracy.
As shown in Fig. 2, it is assumed that the aircraft starts to fly in the clockwise direction
from the S point, and the desired circling path is as shown by the solid line, and the
circling path under the influence of the action error and the omnidirectional wind is,
respectively, indicated by two broken lines.

Circling 
star ng point

Circling path under the 
influence of omnidirec onal 

wind and mo on error

Safety 
interval

Expected circling 
Path

Circling path under 
the influence of 

mo on error
Airspace 
boundary

Route boundary

S

X

Y

O
α

O1 R1

B

C

R0

Route 
centerline

Fig. 2. The lateral spacing of the high slope circling training airspace and the route
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Suppose the expected flight speed is V = 900 km/h, the actual speed is V′, the
expected turning slope is c = 45°, and the actual turning slope is c′, both of which are
affected by the pilot’s motion error. Then, the turning radius under the influence of
speed error and turning slope error is:

R1 ¼ V 0ð Þ2
g tan c0ð Þ ð6Þ

The actual speed and the actual turning slope obey the following probability
distribution.

fc c0ð Þ ¼ 1ffiffiffiffiffiffi
2p

p
rc

exp � 45� c0ð Þ2
2r2c

 !

fV V 0ð Þ ¼ 1ffiffiffiffiffiffi
2p

p
rV

exp � 250� V 0ð Þ2
2r2V

 ! ð7Þ

4.3.2 Center of the Circling Path
Suppose the aircraft starts to turn from the S xs; ysð Þ point in the heading h, then the
actual center O1 x1; y1ð Þ is

x1 ¼ xs þR1 cos h
y1 ¼ ys � R1 sin h

�
ð8Þ

It is assumed that the heading error is affected by navigation accuracy, airborne
navigation equipment error, and pilots’ operation error. All of them obey the Gauss
distribution in angle. Therefore, the joint probability distribution function of heading
error also follows the Gauss distribution.

fh h0ð Þ ¼ 1ffiffiffiffiffiffi
2p

p
rh

exp � #� h0ð Þ2
2r2h

 !
ð10Þ

According to the conservative values given in ICAO 8168 document, the standard
deviation is theta = 2.6°, where theta is the heading angle in the ideal state and the
expression is:

# ¼

p� arctan yS
xS

� �
xS [ 0; ys 6¼ 0

2p� arctan yS
xS

� �
xS\0; ys 6¼ 0

p
2 xS ¼ 0; yS ¼ R0

� p
2 xS ¼ 0; yS ¼ �R0

p xS ¼ R0; yS ¼ 0
0 xS ¼ �R0; ys ¼ 0

8>>>>>>>><
>>>>>>>>:

ð11Þ

Risk Analysis of Lateral Collision of Military and Civil … 81



4.3.3 Omnidirectional Wind
The plane is inevitably affected by the wind. However, a certain wind direction cannot
be specified when estimating the track. Therefore, ICAO defines a wind direction that is
the most unfavorable to the aircraft—omnidirectional wind. The omnidirectional wind
direction is always perpendicular to the current heading of the aircraft and points in the
opposite direction of the turn. Assuming that the omnidirectional wind speed is w, the
real-time turning radius can be expressed as

R0
1 ¼ R1 þ w

a
ð12Þ

where a is the number of angles that the aircraft turns when it turns to a heading parallel
to the airspace boundary. At this time, the military aircraft is closest to the civil aircraft.
Therefore, the minimum lateral distance for defining a military and civil aircraft is

DL ¼ y0 � x1 þR0
1 ð13Þ

where y0 is the abscissa of the actual position of the civil aircraft.

5 Simulation of Military and Civil Aviation Lateral
Deviation

There are nonlinear terms in the lateral deviation expression of military and civil
aircraft, so it is difficult to obtain an analytical expression of the probability density
function of the lateral spacing. Assume that each military airport has 24 fighters, each
of which requires 200 h of flight training per year. There are five training airspaces in
the airport area of responsibility. For each training flight, the duration of the military
aircraft’s activity in the airspace is half of the total flight duration. Then, the average
frequency of training flights in each hourly airspace is

b ¼ 24� 200
365� 24

� 1
2
� 1
5
¼ 0:054 ð14Þ

Assume that the starting point of the hover training flight is S2 �
ffiffi
2

p
2 R0;

ffiffi
2

p
2 R0

� �
.

Other parameters involved in the simulation are as follows in Table 1.
Among the above parameters, the military civil aircraft size uses the public data of

the F16 and A380 passenger aircraft [4]. The vertical safety interval uses a safety
interval of 10 km from our radar. The Monte Carlo method is used to select the random
number corresponding to the probability density function of speed and slope, and the
simulation of the lateral deviation of military aircraft and civil aviation aircraft with
n = 1,000,000 times is carried out. The results are shown in Figs. 3 and 4.

It is assumed that the training airspace boundary is tangent to the circling path, that
is, no interval margin is left in the training airspace. The lateral deviation value of the
civil aircraft obtained from the simulation is subtracted from the lateral deviation of the
military aircraft. Calculate the number of simulations where the difference is less than
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zero. From this, the frequency of the lateral separation loss of the military and civil
aviation aircraft is GERh = 8.38 � 10−05.

Considering the two cases of the same direction and reverse flight of military and
civil aircraft, respectively, it is assumed that the aircraft with the same direction and
reverse flight within 2L distance has E(O) = 0.61, E(S) = 0.01 pairs. Put GERh and the
above parameters into Eq. 3. It is calculated that the collision probability of the same
direction flight Nay_s is 2.58�10−08, the collision probability of reverse flight Nay_r is
2.60 � 10−08, and the total collision probability Nay_t is 5.18 � 10−08. Take eight
different circling starting points and calculate their collision probability, respectively
(Table 2).

From S1 to S5, that is, the starting point of the circling clockwise from the negative
X-axis direction to the positive X-axis direction, the collision probability is gradually

Table 1. Lateral collision probability simulation parameter

Parameters Value Parameters Value

E (S) 0.61 kmz (m) 24.1
E (O) 0.01 kjx (m) 15.6
V (m/s) 250 kjy (m) 9.45
c (°) 45 kjz (m) 5.09
rV 15 Usðm=sÞ 3
rc 2 Uoðm=sÞ 497
Pzð0Þ 0.5 Vsor Voðm=sÞ 5.23
L (km) 10 Ws orWo ðm=sÞ 0.58
kmx (m) 72.8 b 0.054
kmy (m) 79.8

Fig. 3. Military aircraft lateral deviation
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reduced. This is mainly because the military aircraft moves clockwise, the time to reach
one side of the route is relatively short, and it is less affected by the omnidirectional
wind. The deviation is mainly due to the pilot’s operational error, and if the starting
point of the turn is closer to the route, the less likely the military aircraft is to deviate
from the training airspace due to pilot operational errors;

From S5 to S8, that is, clockwise from the positive X-axis direction to the negative
X-axis direction, the collision probability gradually increases. The probability of col-
lision is mainly affected by the pilot’s operational error. But each point is affected by
the omnidirectional wind. For example, points S3 and S7 at both positive and negative
sides of the Y-axis are affected by the pilot’s operational error. However, the path from

Fig. 4. Civil aircraft lateral deviation

Table 2. Military and civil aircraft collision probability without interval margin

Starting points GERh Nay_s

(Times/hour)
Nay_r

(Times/hour)
Nay_t

(Times/hour)

S1ð�R0; 0Þ 9.56�10−05 2.94�10−08 2.96�10−08 5.90�10−08

S2 �
ffiffi
2

p
2 R0;

ffiffi
2

p
2 R0

� �
8.38�10−05 2.58�10−08 2.60�10−08 5.18�10−08

S3ð0;R0Þ 7.30�10−05 2.25�10−08 2.26�10−08 4.51�10−08

S4
ffiffi
2

p
2 R0;

ffiffi
2

p
2 R0

� �
6.34�10−05 1.94�10−08 1.95�10−08 3.90�10−08

S5ðR0; 0Þ 5.45�10−05 1.68�10−08 1.69�10−08 3.37�10−08

S6
ffiffi
2

p
2 R0;�

ffiffi
2

p
2 R0

� �
1.05�10−04 3.22�10−08 3.24�10−08 6.45�10−08

S7ð0;�R0Þ 1.25�10−04 3.83�10−08 3.86�10−08 7.69�10−08

S8 �
ffiffi
2

p
2 R0;�

ffiffi
2

p
2 R0

� �
1.14�10−04 3.51�10−08 3.53�10−08 7.05�10−08
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the S7 point to the side of the route is longer, and it is also affected by the omnidi-
rectional wind, so the probability of collision at the S7 point is high.

For the same circling starting point, when circling to the nearest position of the
route, the collision probability of the military flight with the civil aviation aircraft in the
same direction is lower than the collision probability of the reverse flight. The total
collision probability of other circling starting points is larger than 5 � 10−9 except for
all start points. Therefore, if the boundary of the circling path is regarded as the
boundary of the airspace, there is a certain risk of collision. Therefore, we calculate the
collision probability under various interval margin. When the ideal path and the air-
space boundary have a safety margin of 7 km, the collision risk is shown in Table 3.

6 Summary

This paper studies the collision risk assessment of military and civil aircraft. The Event
model has been improved to assess the probability of collision between a military
training aircraft and a civil aircraft. Taking the circling training flight as an example, the
simulation study shows that the collision risk of the military and civil aircraft is related
to the starting circling position and the circling direction of the military aircraft. When
there is no interval margin in the training airspace, the collision risk of military and
civil aircraft is larger than the standard requirement. According to the simulation
results, the collision risk of military and civil aircraft can be reduced in the following
ways without improving the navigation accuracy and the pilot’s ability.

1. In order to reduce the risk of collision, the starting point of the circling training
should be set to be close to the side of the civil air route and circling in the opposite
direction of the route.

2. The heading of the circling flight shall be determined according to the heading of
the civil aircraft at the level. When the military aircraft is closest to the air route, its
heading should be the same as that of the civil aviation aircraft.

Table 3. Collision probability at 7 km safety margin

Starting points GERh Nay_s

(Times/hour)
Nay_r

(Times/hour)
Nay_t

(Times/hour)

S1ð�R0; 0Þ 4.80 � 10−06 1.48 � 10−09 1.49 � 10−09 2.96 � 10−09

S2 �
ffiffi
2

p
2 R0;

ffiffi
2

p
2 R0

� �
5.50 � 10−06 1.69 � 10−09 1.70 � 10−09 3.40 � 10−09

S3ð0;R0Þ 5.30 � 10−06 1.63 � 10−09 1.64 � 10−09 3.27 � 10−09

S4
ffiffi
2

p
2 R0;

ffiffi
2

p
2 R0

� �
4.70 � 10−06 1.44 � 10−09 1.45 � 10−09 2.89 � 10−09

S5ðR0; 0Þ 3.60 � 10−06 1.11 � 10−09 1.12 � 10−09 2.22 � 10−09

S6
ffiffi
2

p
2 R0;�

ffiffi
2

p
2 R0

� �
5.10 � 10−06 1.57 � 10−09 1.58 � 10−09 3.15 � 10−09

S7ð0;�R0Þ 5.70 � 10−06 1.75 � 10−09 1.77 � 10−09 3.52 � 10−09

S8 �
ffiffi
2

p
2 R0;�

ffiffi
2

p
2 R0

� �
5.40 � 10−06 1.66 � 10−09 1.67 � 10−09 3.33 � 10−09
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3. According to the most demanding conditions, the collision risk can be met when the
ideal circling path maintains a 7 km margin with the airspace boundary close to the
air route. In the other directions, since it is not adjacent to the air route, the interval
margin does not need to be too large. According to the calculation of the interval
margin of 7 km in the approaching route and 2 km in other directions, the circling
training airspace size can be set to 22 km � 17 km.
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Abstract. In recent years, deep learning has become increasingly popular in
various fields. However, the performance of deep learning on imbalanced data
has not been examined. The imbalanced data is a special problem in target
detection and classification task, where the number of one class is less than the
other classes. This paper focuses on evaluating the performance of the deep
support vector machine (DSVM) algorithm in dealing with imbalanced human
target detection datasets. Furthermore, we optimize the parameters of the DSVM
algorithm to obtain better detection performance. It is compared with the stacked
auto-encoder (SAE) and the support vector machine (SVM) algorithm. Finally,
numerical experimental results show that the DSVM algorithm can effectively
capture the minority class.

Keywords: Deep support vector machines � Imbalanced data �
Human target detection

1 Introduction

The skewed distribution of data samples between different classes is a common phe-
nomenon in many real-world classification issues, such as spam review detection [1],
insurance fraud detection [2], web author identification [3], wilt disease classification
[4] and multimedia concept detection [5]. In this paper, we focus on binary classes
classification issues for imbalanced datasets, where the classes that contain a small
number of instances are named the minority class, while another dominant instance
space is named the majority class. The imbalanced datasets have reduced the perfor-
mance of existing learning methods and posed a relatively new challenge to them for
the hardness to learn the minority instance.

Confronted with the issue of imbalanced learning, plenty of approaches have been
proposed to solve the imbalanced distribution. The existing methods can be mainly
divided into two categories, one is the data processing level, and the other is the
classification algorithms level. Sampling strategies are often used at the data processing
level to provide a balanced class distribution. In [6], a new over-sampling technique
called Density-Based Synthetic Minority Over-sampling Technique (DBSMOTE) was
proposed, and the method was designed to over-sample an arbitrarily shaped cluster.
He et al. [7] applied two ways for reducing the bias and shifting the classification
decision boundary by the Adaptive Synthetic Sampling approach. In [8], two kinds of
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over-sampling methods, namely border-SMOTE1 and border-SMOTE2 were given,
and the method gets better True Positive (TP) rate and F-value. Although the data
processing level has achieved some satisfactory results for imbalanced classification,
they still have their drawbacks. It is easy to lose significant information or add trivial
information, so as to affect the recognition accuracy of the minority.

At the same time, many machine learning methods have been focused on detailed
techniques to cope with imbalanced data classification. Datta et al. [9] proposed the
approach called near-Bayesian support vector machine (NBSVM) to adapt for cases
with the skewed distribution misclassification. Support vector machine (SVM), as the
basic classifiers of the ensemble committee, improved the accuracy of the hyperspectral
remote sensing images imbalanced classification [10]. Yan et al. [5] used an extended
bootstrapping and convolutional neural networks method to handle the skewed mul-
timedia datasets. The results showed that the framework can work effectively and
greatly reduce the running time. These papers provide us with a new idea of whether
shallow models can be turned into depth architectures.

In this paper, the deep support vector machine (DSVM) algorithm has shown
excellent performance in regression, classification and dimension reduction [11, 12].
Hence, we took into account the DSVM algorithm for imbalanced data classification.
To the best of our knowledge, the DSVM algorithm is the first time to be applied to
imbalanced human target detection. Furthermore, we fine-tune the DSVM algorithm to
obtain promising performance of imbalanced human target detection.

The rest of this paper is organized as follows. Section 2 introduces the DSVM
algorithm. In Sect. 3, we describe the experimental process and results in detail. It is
also compared with SVM and the SAE algorithm. Numerical experimental results show
that the DSVM algorithm performs better. In the end, Sect. 4 summarizes this paper
and points out possible directions for future work.

2 The Deep Support Vector Machine Algorithm

Wiering et al. [11] proposed the DSVM algorithm, which replaces neurons as SVM and
has depth models. The DSVM algorithm is the application of the deep learning model
to SVM. First, it trains SVM in a standard way. Secondly, the kernel activation
function of the support vector is used as input data into the SVMs of the hidden layer.
Finally, the main SVM is trained to establish a nonlinear combination of the kernel
activation function of the support vector. The module of a two-layer DSVM is shown
in Fig. 1.

2.1 The DSVM Algorithm Model

We choose a classification dataset: xn 2 R
m; yn 2 R

sf gNn¼1, where xn is input vector and
yn is the scalar target output. The connection between the input vector xn and the output
target yn is
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h ¼ h1; h2; . . .; hKð Þ

hk ¼
XN
n¼1

ak;nj xn; xð Þþ bk

8><
>: ð1Þ

where jðxn; xÞ is a kernel function, the parameters ak;n and bk are obtained by the SVM
optimization objective function. It is worth noting that hk k ¼ 1; 2; . . .;Kð Þ is not a one
dimensional by the structure of the algorithm and the specific formula and can be
defined. Next, the hidden layer feature h is taken as the input to the next nonlinear unit
(SVM unit), namely:

y ¼
XN
n¼1

bn � jðhn; hÞþ c

hn ¼ h1;n; h2;n; . . .; hK;n
� �

h ¼ h1; h2; . . .; hK½ �

8>>>><
>>>>:

ð2Þ

where the parameters bn and c need to be learned, hn is the hidden layer feature of the
input xn, and h is the hidden layer feature of the input x.

2.2 Optimization Objective Function of the DSVM Algorithm

The optimization objective function is

min
h

JðhÞ ¼ 1
N

XN
n¼1

ŷn � ynk k22 þ kRðhÞ ð3Þ

Fig. 1. Module of a two-layer DSVM
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where kRðhÞ is the regularization term symbol and

h ¼ ða; b; b; cÞ
a ¼ ak;n

� �N;K
n;k¼1; b ¼ fbkgKk¼1

(
ð4Þ

2.3 The DSVM Algorithm Solving Process

The gradient descent method is used to realize the optimization of parameters. The core
of the error propagation is to solve the partial derivative. If the network structure in
Fig. 1. contains only one hidden layer, the error propagation item will be:

d ¼ @JðhÞ
@h

¼ @JðhÞ
@h1

;
@JðhÞ
@h2

; . . .;
@JðhÞ
@hK

� �
ð5Þ

Then, the chain rule is used to update the layer-by-layer parameters.
To adjust for the class imbalance, the process pipeline of this paper is shown in

Fig. 2. Specifically, we filter the raw data. Then, the feature extraction and normal-
ization processing are carried out, the purpose of which is to improve the accuracy of
prediction and speed up the network learning. Next, the processed data is divided into
training samples and test samples, in which the training samples are used to train the
parameters in the model and test samples for testing. Finally, the sum of the correct test
samples divided by the total number of test samples is evaluated as the output result.

3 Imbalanced Data Classification Experiment

In this section, we first construct the experimental system to obtain the human target
detection datasets. Then, we introduce the data selection and processing. Finally,
evaluate the performance of the DSVM algorithm on imbalanced human target
detection datasets.

3.1 Radar Measurement System and Experimental Implementation
Details

To evaluate the performance of the DSVM algorithm in imbalanced datasets applica-
tion, we built a human target detection system to obtain data for verification, as shown
in Fig. 3. In the experiment, we used the P410 MRM radar device. The device is a
single-base station radar platform, with small size, low power consumption, affordable
and other characteristics, can provide a central frequency of 4.3 GHz. The module of
P410 MRM is shown in Fig. 4. The experimental environment belongs to the indoor,
and the experimental wall is a brick wall. The experimental scene requires that the
human target is 100 cm away from the brick wall. The radar equipment is 20 cm from
the brick wall. The equipment is placed on a tripod with a height of 120 cm from the
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Fig. 2. Classification experiment flow chart

Fig. 3. Target detection system
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ground. And the wall thickness is 24 cm. To ensure that the electromagnetic wave can
be injected vertically into the wall, the receiving antenna and the transmitting antenna
are set to face the wall.

In this case, experimental analysis of multistate human targets is carried out. The
first group of experiments was unmanned state and the one-person rapid breathing state
after the wall. The second group of experiments was the unmanned state and the two-
person slowly walking state behind the wall. All human targets are required to face the
radar system behind the wall.

3.2 Human Target Detection Dataset Descriptions

By constructing the experimental platform described above, we collected three groups
data samples. In order to evaluate the performance of the DSVM algorithm for human
target detection through the wall, we combined four groups of datasets, namely
N200S20, N200Q20, N200S40 and N200Q40. Among them, the letter N represents
unmanned behind the brick ball. The letter S stands for two-person slowly walking
state behind the wall. The letter Q represents one-person rapid breathing state after the
wall.

Specifically, the N200S20 dataset contains 220 samples where 200 samples are
with nobody behind the brick wall and 20 samples are with two persons keeping the
status of slow moving. The N200Q20 dataset contains 220 samples where 200 samples
are with nobody behind the brick wall and 20 samples are with one-person rapid
breathing state behind the wall. The N200S40 dataset and the N200Q40 dataset are
similar to the above expression, except that the number of human states is changed to
40. After feature extraction, the number of feature attribute values for these four
datasets is 34.

In this paper, the experimental data is normalized to meet the requirements of the
experiment and reduce the amount of calculation. The training sample is a randomly
selected 90% in each type of dataset. The selection of test samples is determined

Fig. 4. Radar module: P410 MRM
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according to the human states in the training sample. For the training datasets, where
the number of human states after the wall is 20, the test sample selects another dataset
in that state, with a number of 10 and 20. For the training datasets, where the number of
human states after the wall is 40, the test sample selects another dataset in that state,
with a number of 10, 20 and 40. Therefore, the test samples for these four different
datasets are S10, S20, S40 and Q10, Q20, Q40. Figure 5 shows the experimental
example with the N200Q40 dataset. The datasets named Q10, Q20 and Q40 represent
the test samples.

3.3 Experimental Analysis of the DSVM Algorithm

The DSVM used in this paper has a large architecture. Its complexity is linearly
extended with the number of standard support vector machines, and the strong regu-
larization of the main SVM prevents over-fitting. For the processing of hidden layer
SVM, we use backpropagation-like technology to build a new dataset. And the target
value of the hidden layer SVM needs to be limited between −1 and 1. In order for the
hidden layer to extract different features, symmetric destruction is required.

In the experiment, we used radial base function (RBF) kernels in two layers of the
DSVM because the experimental results obtained from other commonly used kernels
were poor. There are two kernel functions: k1 xn; xð Þ is the kernel function of the hidden
layer SVMs, and k2 xn; xð Þ is the kernel function of the output layer of DSVM. In the
DSVM algorithm, alternating training between the main SVM and the hidden layer
SVMs requires multiple periods of execution. We take the particle swarm optimization
(PSO) algorithm to realize the re-optimization of the meta-ancestor parameters.

Fig. 5. Experimental example with the N200Q40 dataset
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3.4 Algorithm Results Comparison

In order to evaluate the classification efficiency of the DSVM algorithm on the
imbalanced datasets, we performed five classification evaluations in each set of
instances on each dataset. Finally, the average result is taken as the classification
accuracy of the target. The classification recognition rate is compared with SAE and
SVM algorithm. The compared results are given in Table 1. Experimental results show
that the DSVM algorithm improves the accuracy of the minority instances. The reason
is that the output layer support vector machine has strong regularization ability, which
makes the system difficult to over-fitting.

4 Conclusion and Future Work

The DSVM algorithm is relatively flexible when adjusting the kernel function, and the
selected RBF kernel function can achieve good results. Second, it is easier to imple-
ment with gradient ascent algorithm and backpropagation-like technology. Finally, the
strong regularization capability of the output layer SVM makes it difficult for the
classification system to overfit.

Considering these advantages, we applied it to the through-wall human target
detection of imbalanced data sets and compared with the algorithm of SAE and SVM.
Experimental results show that the DSVM algorithm can improve the classification
performance of minority instances. However, the method has a high computational
complexity.

Therefore, we should focus on improving the DSVM architecture, such as replacing
the standard SVM with a least-squares support vector machine (LS-SVM) as a unit,
trying new parameter optimization methods or ensemble learning to solve the skewed
data distribution.

Table 1. Experimental results of DSVM, SAE and SVM under the same conditions

Data sets Test sample DSVM SAE SVM

Accuracy (%)

N200S20 S10 86.823 0 0
S20 86.92 0 50

N200S40 S10 97.426 80 0
S20 97.772 90 50
S40 97.8825 95 82.5

N200Q20 Q10 90.782 0 0
Q20 90.868 0 0

N200Q40 Q10 94.67 72.5 90
Q20 94.818 80 90
Q40 95.1005 85 95
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Abstract. An emergency is a sudden and harmful event. It is of great signifi-
cance to quickly identify the event and reduce the harm caused by the event. In
this paper, the current advanced recurrent convolutional neural networks
(RCNN) are utilized, but the traditional model cannot effectively identify the
event, and the accuracy rate is not good enough. In order to solve this problem,
the recurrent neural network and activation function part of the traditional model
are improved, and through experimental comparison, the optimal model in the
training model is selected. Finally, the accuracy of the model is 90%, the recall
rate is 92.55%, and the F1 value, a metric that combines accuracy and recall, is
91.26%, which proves that the improved model has good effects.

Keywords: RCNN � LSTM � Event recognition � RELU � Deep learning

1 Introduction

China, a populous country, has experienced frequent emergencies. Since 2009, China
has identified the detection of emergencies as one of the key research projects.
Emergency [1] is an event that has no symptoms but causes harm to society and people,
and it is divided into four types: natural disasters, accident disasters, public health
events, and social security events [2]. The location, time, type, etc. of an emergency are
often beyond people’s imagination and generally occur when people are not prepared.
In this case, it is precisely because of this urgency and uncertainty that China hopes to
identify emergencies as early as possible through relevant research and take measures
to minimize casualties.

In recent years, the technology of event recognition based on deep learning has
attracted the attention of many scholars. In this paper, the recurrent convolutional
neural network in deep learning is studied, and an improved model is proposed to solve
the non-convergence of the model training process and to increase the recognition
accuracy of the model.

The remainder of this paper is arranged as follows: the second section introduces
the related works about event recognition; the third section describes the principle of
the revised model on the traditional RCNN; the fourth part gives experiments and
discussions on the proposed method. In the end, fifth section presents the conclusion
and future works.
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2 Related Works

So far, there are two main methods of event recognition, one is the rule-based method
to identify the event and the other is to extract the event through machine learning.

The rule-based identification method is to identify the type of event by manually
defining rules for the text, creating a template and matching the text. Yankova and
Boytcheva [3] and Rainer [4] use their knowledge and logical form representations in
different fields to infer facts and template fills. Yangarber [5] takes advantage of regular
expressions and an association map from syntactic to logical form for event extraction.
However, this method requires a large amount of manpower and related experts to
analyze them, and the accuracy of the extraction is not high.

Research scholars are also concerned about the problems brought by the rules. With
the extensive use of machine learning, more and more people combine event recog-
nition with machine learning [6]. For example, Ahn [7] has used MegaM and TiMBL,
two kinds of machine learning methods have been used for event extraction and have
achieved good results in English corpus; Comparing with independent learning clas-
sifiers, Vlachos [8] used structured predictive learning model, which based on
searching. As the core of artificial intelligence, machine learning improves the per-
formance of the algorithm itself through experience learning and solves the short-
comings of requiring a large amount of manpower in the rule-based way.

As a branch of machine learning, deep learning [9] is one of the most popular
machine learnings. In 2014, Kim [10] proposed a convolutional neural network which
achieved good results in text classification; Su et al. [11] combines two trained RNN
models with a dictionary to obtain the best recognition results. In this paper, we will
use the RCNN [12] that combines the CNN with the RNN, which not only contact the
context, but also solve the shortcomings of data bias in the RNN.

3 Improved RCNN Incident Identification Method

3.1 The Principle of Traditional RCNN

The traditional RCNN model uses the structure of the bidirectional RNN + tanh
activation function + pooling layer, as shown in Fig. 1.

Fig. 1. RCNN working principle
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In this paper, the input of a word is represented by the word and its context cl wið Þ
represents the text to the left of the word wi, and cr wið Þ represents the text to the right of
the word wi, then each word in the article is represented by xi:

xi ¼ cl wið Þ; e w2ð Þ; cr wið Þ½ � ð1Þ

Next, we will make a linear transformation of the input of the word and generate

yð1Þi by the activation function to pass to the largest pooling layer to try to find the most
important latent semantic factor, producing y 2ð Þ.

yð1Þi ¼ tanh W ð1Þxi þ bð1Þ
� �

ð2Þ

yð2Þ ¼ max
n

i¼1
yð1Þi ð3Þ

In the output layer, yð2Þ generated in the pooled layer is used as the input value of
the output layer, then the output of each neuron in the output layer is expressed as:

yð3Þ ¼ f W ð3Þyð2Þ þ bð3Þ
� �

ð4Þ

where yð2Þ represents the input of the neuron,W ð3Þ represents the weight, bð3Þ represents
the offset value, and f represents the activation function. The output value yð3Þ is sent to
the softmax classifier for probability distribution, and finally, the event recognition is
completed. The formula is as follows:

pi ¼
exp yð3Þi

� �

Pn
k¼1 exp yð3Þk

� � ð5Þ

3.2 Model Improvement

Firstly, by training and testing the traditional RCNN, the accuracy is only 53.5%. This
result is far from enough. The article will improve the model from the following two
parts.

(1) Change of bidirectional RNN

As an improvement to the RNN, LSTM adds three control units to the traditional
model: input gates, output gates, and forgetting gates. As the information enters the
model, the units in the LSTM will judge the information, and the information that
conforms to the rules will be left, and the non-compliant information will be forgotten.
This method solves the long sequence dependency problem in the RNN model.
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Therefore, this paper converts the bidirectional RNN of the traditional RCNN into a
bidirectional LSTM, and constructs a structure of bidirectional LSTM + tanh activation
function + pooling layer, but the accuracy of the model test is only 57%.

In order to solve this situation, this paper observes the model training through
tensorboard.

As can be seen from Fig. 2, as the number of training increases, the training
accuracy of the model can not reach the stable value, the accuracy of the training is
fluctuating and the amplitude of the shock is large. This situation represents the
appropriate model parameters that were not found during the training of the model,
resulting in the model not converging. In order to solve this situation, the activation
function will be changed.

(2) Change of activation function

In 2003, neuroscientists discovered that during the process of dealing with a thing, the
activated neurons actually accounted for only 1–4% of all neurons. Different neurons
have different responsibilities and perform their duties. Due to the relu function that can
simulate sparsity, this paper replaces the tanh activation function with the relu acti-
vation function after the bidirectional recurrent structure, which reduces the interde-
pendence between parameters and slows down the problem that the model does not
converge. We can observe the model training situation through tensorboard.

It can be seen from Fig. 3 that as the number of training increases, the accuracy of
the model is continuously strengthened and the amplitude of the oscillation is con-
tinuously reduced, which solves the problem that the model does not converge.

Fig. 2. Train situation of use Bi-LSTM + tanh + pooling
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This shows that the improved model is a good recognition model, and then the
model will be tested and analyzed.

4 Experiment and Discussion

4.1 Data Set Construction and Pretreatment

The data mainly comes from the CEC corpus, the THUCNews dataset, and the
headlines of today’s headlines. First, the collected data needs to be manually classified
according to the characteristics of the emergencies, and an emergency data set and a
non-incident event data set are established.

The most difficult part of the manual classification process is the construction of the
emergency set. In order to solve this problem, we construct a trigger vocabulary based
on the types and characteristics of the events and help to construct the emergency data
set by trigger words. The process is as in Fig. 4.

Fig. 3. Train situation of use Bi-LSTM + relu + pooling

Fig. 4. Construction of emergency data sets
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According to this method, a total of 6000 data were obtained, including 2000 for
emergencies and 4000 for non-emergency events. All data must first be segmented,
then the stop words are removed in the article, and finally, the words are converted into
word vectors as algorithm input.

4.2 Evaluation Criterion

This paper adopts accuracy (A), recall (R), and F1 as comprehensive evaluation indi-
cators. The calculation formula for each evaluation index is as follows:

A ¼ Correct number of classifications
Actual number of classifications

� 100% ð6Þ

R ¼ Correct positive sample classification
Positive sample actual number

� 100% ð7Þ

F1 ¼ 2� A� R
AþR

� 100% ð8Þ

4.3 Analysis and Discussion

In order to analyze the effectiveness of the model, the following three aspects will be
compared and the model will be improved.

(1) Model performance verification

The traditional RCNN model is composed of bidirectional RNN + tanh + pooling. In
the experiment, we represent this model by RT, and the paper improves it into a
bidirectional LSTM + relu + pooling model, which is represented by LR.

The improved model of traditional RNN has LSTM model and GRU model. The
activation function commonly uses tanh and relu activation functions. Then we con-
struct different models, such as bidirectional RNN + relu + pooling, represented by
RR; bidirectional LSTM + tanh + pooling, represented by LT; bidirectional
GRU + tanh + pooling, represented by GT; bidirectional GRU + relu + pooling,
represented by GR.

In the experiment, 2000 emergency data and 2000 non-incident data were used to
train the model, and 200 data were used as the test set. The test was performed on
different models. The results are as follows.

It can be seen from Table 1 that when the LR model is adopted, the recognition
performance preferably obtains a higher accuracy. In the RCNN model, when the
LSTM and relu activation functions are combined, the model can be trained to find the
most suitable parameters.
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(2) The impact of data set ratio on event recognition

This experiment used 4000 data as the training set, 200 data as the test set, and the ratio
of the amount of emergency data to non-emergency data was 1:1.

There are two important indicators for the model test, namely TP and TN. TP
stands for the numbers that test and true values are both positive. TN represents the
numbers that test value is negative but true value is positive. In this test result, the
number of TP is 95, but the number of TN is only 72, then it is suspected that the effect
of the model is related to the ratio and number of training data sets. Because the amount
of negative sample data for training is too small, the characteristics of the model for
negative samples are not completely extracted. Then we increase the number of training
for negative samples by 1000 each time. The test results are as follows.

Table 2 shows that when the data ratio is 2:3, the accuracy rate reaches 90%, and
when the positive and negative ratios are too large, the feature extraction will be
disordered, resulting in a decrease in accuracy.

(3) The influence of word vector dimension on event recognition

The dimension of the word vector represents the characteristics of the word. Generally
speaking, the more features, the more accurately distinguish the word from the word,
but as the dimension increases, the relationship between words will also fade. Too high
dimension will fade the relationship between words. If the dimension is too low, the
word can not be distinguished, so the choice of the dimension of the word vector
depends on your actual application scenario.

Here, the dimensions of the word vector are 50, 70, 90, 100, 110, 130, and 150. The
accuracy, recall, and F1 values are as in Fig. 5.

Table 1. Different model performance verification results

Model Accuracy (%) Recall (%) F1 (%)

RT 53.50 52.29 52.89
RR 57.50 63.64 60.41
GT 75.50 68.35 71.74
GR 77 70.45 73.60
LT 57 64 60.30
LR 83.50 77.24 80.25

Table 2. Comparison of different data ratios

Data ratio Accuracy (%) Recall (%) F1 (%)

1:1 83.5 77.24 80.25
2:3 90 92.55 91.26
1:2 88.5 88.89 88.69
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As can be seen from the line graph above, when the word vector dimension is 100,
the effect is the best, the accuracy rate is 90%, the recall rate is 92.55%, and the F1
value is 91.26%. When the dimension is too high, the generalization ability of the
model to the feature data is reduced, resulting in a decline in model performance.

4.4 Comparison with Other Methods

In order to verify the validity of the model, this paper will compare with the more
advanced models; the results are shown in Table 3.

In this paper, the RCNN is used. From Table 3, the model has higher values in
accuracy, recall, and F1 than other models, which proves that the model used in this
paper has a good recognition effect.

Fig. 5. Changes in the results of different word vector dimensions

Table 3. Experimental comparison results of different models

Model Accuracy (%) Recall (%) F1 (%)

Bi-LSTM 78.6 76.63 77.6
CNN 86.5 88.42 87.45
RCNN 90 92.55 91.26
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5 Conclusion and Future Works

In this paper, the RCNN model is used to identify emergencies. Due to the short-
comings of traditional RCNN models in event recognition, this paper tries to improve
and optimize the traditional models by combining different RNN models and activation
functions. At the same time, we adjust the data scale and word vector dimension to get
the best model.

The next step will accept a strategy to increase the speed of training, reduce the
time of training, and combine with web crawlers to create an online emergency
identification system to provide an external user with a continuous and reliable service.
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Abstract. MapReduce is a model of processing large-scaled data with
parallel and distributed algorithms at a cluster, and it is composed of
two stages: a map stage for filtering and sorting data and a reduce stage
for the operation of summary. We develop a model with two connected
queues: one upstream queue for the data flow to access the mappers and
one downstream queue for the data flow to access the reducers. Also,
we analyze the latency of processing a large scale of data using queueing
models, in consideration of the coupling effects between these two queues
for map and reduce, respectively. Our analysis results on various datasets
and with various algorithms show that the MapReduce framework can
almost linearly speed up with increasingly more processors, and adding
mappers is usually more efficient than adding reducers to reduce the
latency when processing a large-scaled dataset.

Keywords: MapReduce · Coupling effects · Latency estimation · Big
data processing

1 Introduction

With the advances of mobile devices, sensing devices, social media, and Web
technologies, the amount of data is dramatically increasing at an unexpected
rate. In the era of big data, machine learning-based data analytics are viewed as
the primary driver of the big data revolution by extracting the insights of data.
A few algorithms have been adjusted to fit the machine learning algorithms for
large datasets, such as the algorithms adapted to the paradigm of MapReduce [1].

Quite a few studies have addressed the challenges and solutions in the design
of machine learning algorithms for big data processing under the MapReduce
framework. Big data process violates the assumption of loading the entire data
into memory or into a single file or disk at the training stage, and the operations
of several machine learning algorithms rely on this assumption. The violation of

c© Springer Nature Singapore Pte Ltd. 2020
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such an assumption when processing big data under the MapReduce framework
refers to the curse of modularity [2]. Kune et al. in [3] adjust a few algorithms to
fit the MapReduce framework, including Naive Bayes algorithms, k-means algo-
rithms, neural network algorithms, support vector machine algorithms, and show
that these algorithms can reduce the computation latency using the framework
of MapReduce. However, a few algorithms with iterations cannot be easily trans-
formed into parallel algorithms, and consequently, these algorithms may not be
appropriate for the MapReduce paradigm in order to reduce the computation
latency [4].

All the above-mentioned studies focus on computing the individual laten-
cies at the map and reduce stages, and do not consider the coupling effects
between these two stages. In this paper, we estimate the latency of big data
processing system under the MapReduce framework by establishing a two-stage
queueing model, and also present the impact of adding mappers or reducers on
the latency. To the best of our knowledge, this is the first study which studies the
coupling effects in the MapReduce framework. The primary contributions of this
paper include: (i) modeling the coupling effects of a MapReduce framework and
(ii) estimating the latency of data processing with different number of mappers
and reducers.

2 Models of Data Flow

In this section, we firstly demonstrate the data flow through the map and reduce
stages, and then, we estimate the latency of data processing within these two
stages.

2.1 Queueing Models of Data Processing

As shown in Fig. 1, we use queueing models to analyze the latency in each stage.
The model of characterizing the data process is composed of two queues: (1) The
data flow from arriving at the mappers (i.e., the memory area of map servers)
to leaving the mappers can be modeled as a M/G/K1/K1 + Q queue, given
K1 mappers in the server cluster and Q positions in the buffering area of the
mappers, e.g., the permanent storage areas of the mappers. In the following, to
simplify the model, we assume Q = ∞ and use a M/G/K1/∞ queue to model the
data flow arriving at and departing from the mappers since the size of buffering
area at the map servers is rarely the limiting factor. (2) The data flow arriving
at the reducers (i.e., the memory area of reduce servers) can be characterized
as a G/GI/K2/K2 queue, in which the arrival process is general, the service
time is independent and identically distributed in a general distribution, and
the number of reducers is K2 with no buffer capacity.

Model of Data Processing at the Map End Let λ denote the arrival data
rate and μ0 denote the average rate of service at the map end without considering
the coupling effects with the reduce end. Due to the possibility of blocking the
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Fig. 1. The figure illustrates the model of MapReduce process.

data transfer from the map end to the reduce end, we can adjust the average
service rate at the reduce end in the ED, μ, (represented by a M/G/K1/∞
queue) as

1/μ = 1/μ0 + PB × mean(min
j

Wj) (1)

where Wj (j = 1, 2, . . . ,K2) denotes the latency of data waiting at the map end
until jth reducer is available, PB denotes the probability of being blocked to
transfer to reducers.

Equation (1) indicates that the average service time 1/μ at the map end
equals to the service time on the mappers and the waiting time to be transferred
to the reducers.

Model of Data Processing at the Reduce End The data flow arriving and
leaving the reducers can be modeled as a G/GI/K2/K2 queue. Mathematically,
we can represent the blocking probability of PB as [5]

PB =
γζe−κζ/v

(1 − e−κζ/v)ρR

√
K2

(2)

where K2 denotes the number of available reducers, μR denotes the average ser-
vice rate at the reducers, and the other parameters in Eq. (2) can be represented
as:

ρR =
RT

K2μR
, ζ =

√
K2(1 − ρR),

κ =
√

K2, v =
1 + C2

a

2
,

γ = [1 + ζΦ(ζ)/ϕ(ζ)]−1
,

where C2
a denotes the squared coefficient of variation (SCV) of the service time

at the reduce end, Φ(·) and ϕ(·) denote the cumulative distribution function
(CDF) and probability density function (PDF) of a standard normal distribution,
respectively.
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2.2 Steady-State Conditions of Queuing Models

As shown in Fig. 1, the data flow through the map and reduce ends can be
represented as two coupled queues. In the following, we investigate the steady-
state conditions of both queueing models. Given the data rate λ, we can easily
show that the necessary and sufficient steady-state condition of the first queue
(i.e., the queue at the map stage) is λ ≤ K1μ, and also we can show that the
condition of the second queue (i.e., the queue at the reduce stage) is RT ≤
K2μR. However, we cannot determine whether these two queues are capable of
achieving the steady state because of the unknown μ, which depends on both
the service rate at the mappers μ0 and the service rate at the reducers. Also,
μ is interdependent with PB (shown in Eq. (1)), and neither of them can be
mathematically expressed in a closed form. In the following, we investigate the
computation of μ to achieve a necessary and sufficient steady-state condition.

Lemma 1. The following equation has at least one feasible solution

y1(μ) + y2(μ) − 1/μ = y0, (3)

any solution μ̂ satisfies μ̂ ∈ [μmin, μmax], given μmin = 1/(1/μ0 + mean

(min
j

Wj)), μmax = μ0, y1(μ) = 1/μ, y2(μ) = 1/μ − Pb × mean(min
i

Wi), and

y0 = 1/μ0.

Proof. We proof it by contradiction. Set y(μ) = y1(μ)+ y2(μ)− 1/μ. By Eq. (1),
we can get y2(μ̂) ≤ y(μ̂) ≤ y1(μ̂). If Eq. (3) has no feasible solution, then y0 =
y2(μ̂) < y(μ̂) at μ̂ = μmin, otherwise μmin is the feasible solution. Since y(μ) is
continuous and we assume no feasible solution in the range of [μmin, μmax], we
can deduce that y(μ̂) > y0 for μ̂ ∈ [μmin, μmax]. At μ̂ = μmax, we can achieve
that y(μ̂) > y0 = y1(μ̂), which is contradicted with y(μ̂) ≤ y1(μ̂) by Eq. (1).

Beyond the proof, we present that at least one solution exists, which is
intuitively demonstrated in circle in Fig. 2, since y2(μ) ≤ y(μ) ≤ y1(μ),
y2(μmin) = y0, and y1(μmax) = y0.

If a unique solution μ̂ to Eq. (3) exists, we can easily show the neces-
sary and sufficient steady-state condition as λ ≤ K1μ̂ for the first queue and
min{λ,K1μ̂} ≤ K2μR for the second queue (shown in Theorem 2). If multi-
ple solutions to Eq. (3) exist, we cannot achieve the necessary and sufficient
steady-state condition. Instead, we can find the tightest sufficient (not nec-
essary) condition. Denote that μ̂min and μ̂max as the minimal and maximal
feasible solutions, respectively. We can easily show that the tightest sufficient
(not necessary) steady-state condition: λ ≤ K1μ̂min for the first queue and
min{λ,K1μ̂min}+ ≤ K2μR for the second queue. All the above-mentioned dis-
cussions can be summarized in Theorems 1 and 2, respectively.

Theorem 1. The necessary and sufficient steady-state condition of the coupled
queues for map and reduce stages exists if Eq. (3) has a unique solution μ̂. The
necessary and sufficient steady-state condition can be shown as λ ≤ K1μ̂ for the
first queue and min{λ,K1μ̂} ≤ K2μR for the second queue.
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Fig. 2. Intuitively demonstrating the proof.

Theorem 2. If Eq. (3) has multiple solutions, the tightest sufficient (not neces-
sary) steady-state condition of the coupled queues for map and reduce stages is:
λ ≤ K1μ̂min for the first queue and min{λ,K1μ̂min}+ ≤ K2μR for the second
queue.

3 Estimation of the Latency of Queueing Models

In this section, we address the estimation of the latency at the map and reduce
stages. The latency TC

tot = TM
W + TM

S + TR
W + TR

S is composed of four parts:
(1) the waiting time to be served on the mappers TM

W ; (2) the service time on
the mappers TM

S ; (3) the waiting time to be transferred to reducers TR
W ; and

(4) the service time on the reducers TR
S . The average service time on the mappers

can be denoted as TM
S = 1/μ0, and the average service time on the reducers can

be denoted as TR
S = 1/μR. In the following, we focus on the latency of TM

W and
TR

W .

3.1 Estimation of the Waiting Time to Be Served on the Mappers

In the following, we investigate how to compute the average waiting time to be
served on the mappers, and the process of data flow at the map end can be
modeled as a M/G/K1/∞ queue. The average waiting time of this queue can
be denoted as [5]

TM
W =

[
1/μ +

PQ/μ

K1 − λ/μ

]
1 + C2

a

2
(4)

where C2
a denotes the SCV of the service time at the map end, λ denotes the

arrival data rate, μ denotes the mean service rate for data processing at the map
end, PQ denotes the probability as
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PQ =
(K1ρ)K1

K1!(1 − ρ)

[
∑K1−1

p=1

(K1ρ)p

p!
+

∑∞
p=K1

(K1ρ)p

K1!K
p−K1
1

]−1

(5)

where ρ = λ
μK1

.
Equation (5) indicates that TM

W depends on μ, and Eq. (1) shows that the
computation of μ depends on mean(min

i
Wi), which will be detailed in the fol-

lowing Sect. 3.2.

3.2 Estimation of the Waiting Time to Be Transferred to Reducers

In the following, we study how to compute the average waiting time to be trans-
ferred to reducers, i.e., mean(min

i
Wi). Denote Fi(z) as the cumulative distribu-

tion function (CDF) of Wi (i = 1, . . . ,K2). Then the CDF of min
i

Wi (denoted

as Fmin(z)) can be expressed as

Fmin(z) = 1 −
K2∏

i=1

[1 − Fi(z)] (6)

Based on Eq. (6), we can achieve the mean of min
i

Wi as

mean(min
i

Wi) =
∫

zdFmin(z) (7)

By substituting Eq. (6) into Eq. (7), we can compute the average waiting time
to be transferred to reducers, i.e., mean(min

i
Wi).

4 Simulation Results

In this section, we employ multiple classification algorithms under the MapRe-
duce framework on the real data of a few public datasets [6], including the
Amazon reviews dataset, MovieLens reviews dataset, Yahoo music user rat-
ings dataset, Youtube comedy slam preference dataset, and Thomson Reuters
text research collection dataset. The basic information of the above-mentioned
datasets is summarized in Table 1.

Table 1. Information of datasets for classification algorithms

Dataset Samples

Amazon reviews 82,000,000

MovieLens reviews 22,000,000

Yahoo music user rating 10,000,000

Youtube comedy slam preference 1,138,562

Thomson Reuters text research 1,800,370
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Table 2. Latency of various classification algorithms

Dataset Latency [s]

wlr nb log svm

S C N S C N S C N S C N

Am 20.7 20.3 19.2 19.8 19.6 18.3 20.2 19.8 18.6 18.9 18.6 17.4

Mo 6.1 6.0 4.9 5.6 5.5 4.5 5.9 5.8 4.8 5.0 5.0 4.0

Ya 3.1 3.0 2.4 2.8 2.7 2.2 2.9 2.9 2.3 2.5 2.4 1.7

Yo 0.6 0.6 0.4 0.5 0.5 0.3 0.6 0.6 0.3 0.5 0.5 0.3

Th 1.4 1.4 1.0 1.4 1.4 1.1 1.4 1.4 1.1 1.2 1.2 0.8

4.1 Latency of Various Classification Algorithms

The latency of various classification algorithms on various datasets is shown
in Table 2, in which ‘Am’ refers to the Amazon reviews dataset, ‘Mo’ refers
to MovieLens reviews dataset, ‘Ya’ refers to Yahoo music user ratings dataset,
‘Yo’ refers to Youtube comedy slam preference dataset, ‘Th’ refers to Thomson
Reuters text research collection dataset. Also, ‘wlr’ refers to the weighted linear
regression algorithm, ‘nb’ refers to the Naive Bayes algorithm, ‘log’ refers to
the logistic regression algorithm, and ‘svm’ refers to the support vector machine
algorithm. ‘S’ refers to the simulation results where we establish a cluster of
mappers and a cluster of reducers and compute the running time in the real lab
environment; ‘C’ refers to the numerical results in view of the coupling effects
(TC

tot); ‘N’ refers to the numerical results without considering the coupling effects,
i.e., the total latency of individual map and reduce stages (TN

tot = TM
W +TM

S +TR
S )

[7]. As shown in Table 2, the estimation by our algorithms in view of coupling
effects is closer to the latency in the simulation than the estimation without
considering coupling effects in [7].

4.2 Latency with Different Number of Mappers and Reducers

Table 2 shows the latency with only one mapper and one reducer. In the follow-
ing, we investigate the latency with various numbers of mappers and reducers.
As shown in Fig. 3, the latency by the weighted linear regression algorithm and
the support vector machine algorithm almost linearly decrease with the number
of mappers and the number of reducers. Also, the latency can decrease to 1/10
when adding 10× mappers, while the latency is only around 1/3 when adding
10× reducers. Through adding more mappers, we can dramatically reduce the
latency. This result is in line with [7], which demonstrates that the processing
algorithms at the mappers have a higher computation complexity than those at
the reduces.
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Fig. 3. The Figure illustrates the latency with different number of mappers. Line with
‘o’ represents the weighted linear regression algorithm, and line with ‘+’ represents the
support vector machine algorithm.

5 Conclusion

In this paper, we establish a two-stage queueing model to mimic the MapReduce
process in consideration of the coupling effects between the map and reduce
stages. Also, with this model, we estimate the latency of data processing under
the MapReduce framework with multiple classification algorithms on various
datasets. The results show that our proposed algorithm in consideration of the
coupling effects outperforms the algorithms without considering the coupling
effects in the estimation of data processing latency. Also, the results show that
the bottleneck of data processing is usually at the mapping stage, and adding
mappers is more efficient than adding the reducers to reduce the latency of data
processing.
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Abstract. As a primary big data processing framework, Spark can
support memory computing to improve the computation efficiency. How-
ever, Spark cannot handle the situation of a heterogeneous cluster, in
which the nodes have different structures. Specifically, a primary prob-
lem in Spark is that the resource allocation strategy based on the num-
ber of homogeneous processor cores cannot adapt to the heterogeneous
cluster environment. To solve the above-mentioned problem, we propose
a zone-based resource allocation strategy based on heterogeneous Spark
cluster (ZbRAS) and implement such a strategy to improve the efficiency
of Spark. We compare the proposed strategy with the native resource
allocation strategy of Spark, and the comparison results show that our
proposed strategy can significantly enhance the execution speed of Spark
jobs in a heterogeneous cluster.

Keywords: Spark · Heterogeneity · Scheduling

1 Introduction

In recent years, Spark [1] and Hadoop [2] have emerged as an efficient framework
that is being extensively deployed to support a variety of big data applications.
And modern computer clusters supporting big data platforms such as Spark
are more and more heterogeneous with the continuous iterative updating of
the hardware in the cluster. The main challenge faced by researchers and IT
practitioners in optimizing Spark framework is how to make the best use of the
computation capacity in a heterogeneous cluster environment to deal with the
exponentially growing data volumes by an economically viable fashion.

Heterogeneous clusters mean that computers in a cluster have different hard-
ware configurations, resulting in different computing performance of compute
nodes in the cluster. Therefore, scheduling optimization for heterogeneous clus-
ters is an important direction in distributed computing. However, in heteroge-
neous clusters, the computing resource cannot be used reasonably, and the job
with higher priority cannot obtain higher performance computing resource.
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In order to make full use of the heterogeneity of the cluster and solve the
fluctuations and differences in job performance caused by different hardware
configurations in heterogeneous clusters, cluster heterogeneity should be fully
considered when assigning Executors to the application in the process of Spark
resource allocation [3].

2 System Model

Zone-based resource allocation strategy (ZbRAS) enhances Spark for heteroge-
neous clusters by scheduling tasks based on zone division module and resource
allocation module and can improve the execution speed of the job by assigning
high-performance computing resources to the job.

2.1 The Definition of Zone

We have analyzed the existence of optimization space for Spark scheduling on
heterogeneous clusters. The following cluster consists of three different types of
computers. The three types of computers have the same number of CPU cores
and the same memory size. The CPU performance of the Type-1 nodes is the
highest, and the CPU performance of the Type-2 and Type-3 nodes is second.
Figure 1 shows the general task schedule in Spark. The task to be executed is
randomly assigned to the node in the cluster. Obviously, the default scheduling
strategy does not fully utilize the highest performing Type-1 nodes in the cluster.

Fig. 1. Scheduling in native Spark. Fig. 2. Scheduling in Spark with
ZbRAS.

To reflect the similarities and differences between computers in a Spark clus-
ter, we introduce a new definition—Zone. Different zones represent computer
clusters of different performance and also represent computing resources of dif-
ferent priorities. With sufficient computing resources, users can schedule high-
priority jobs to run in high-performance zones and low-priority jobs to run in
low-performance zones. This strategy makes it possible to use computers in the
cluster more reasonably.

Spark is a big data computing framework which divides cluster resources
by CPU cores and can complete jobs’ running in a limited time. Therefore, in
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Spark, the heterogeneity of different computers is reflected in the time difference
between worker [4] in different computer performing the same Spark job. In
addition, since distributed computing requires data locality, the computers of
high data locality have the higher concurrency, the faster the job runs, and the
amount of computer concurrency is determined by the number of CPU cores. In
conclusion, the heterogeneity of computers in Spark is reflected in the difference
in the execution power of the CPU core and the number of CPU cores. Define
the heterogeneity of the computer in the Spark cluster by CPU cores (cpu cores)
and computing power (worker capacity), see Eq. 1.

Heterogeneity = (cpu cores, worker capacity) (1)

Zone = (Heterogeneity,

m∑

i=1

Worker i) (2)

Spark cluster = (Heterogeneity,

n∑

j=1

Zone j) (3)

Then, define the zone as a grouping of computers with the same
Heterogeneity in the cluster, see Eq. 2. After the zone division, the Spark cluster
is composed of zones; see Eq. 3.

After the zone is introduced, in Spark, the task can be assigned to the spec-
ified zone to obtain the computing performance brought by the heterogeneity of
the zone according to the zone information. Figure 2 shows the task schedule in
Spark after the zone is introduced.

By dividing the cluster into zones, users can prioritize jobs based on their real-
time requirements. Jobs with higher priorities run in high-performance zones,
and jobs with lower priorities run in low-performance zones. It means that cluster
resources have space for scheduling optimization, and scheduling optimization
for heterogeneity can improve the performance of Spark.

2.2 Zone Division Strategy

To enable Spark to allocate and schedule resources based on the hardware per-
formance of each node in a heterogeneous cluster, the first problem to be solved
is how to make Spark aware of the heterogeneity of the cluster and obtain the
parameter worker capacity in Eq. 1. Computers are made up of complex hard-
wares. Different types of computers have a variety of hardware configurations,
so it is difficult to calculate the performance of various computers only through
hardware configurations. For the performance of the computer in the Spark
framework, we can test the results of the Spark task execution by executing
the Spark program and score the performance of the computer to obtain the
worker capacity of each worker in the Spark job.

The conventional method is to create a benchmark program. The benchmark
is a Spark job that runs only on one computer worker. We choose the classic
WordCount program, which reads text files and performs word frequency statis-
tics on text data. The job result worker result is the execution time of the pro-
gram, and time and speed are inversely proportional. Therefore, the reciprocal of
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worker result reflects the computing power of the worker, and the heterogene-
ity difference between different workers is reflected in different worker capacity.
worker result is calculated by running the benchmark program benchmark job
in the worker. After the introduction of benchmark, the definition of zone can
also be expressed as a grouping of computers in the cluster with the same bench-
mark performance and the same number of CPU cores.

2.3 Zone-Based Resource Allocation Strategy

Algorithm 1 Zone-based Resource Allocation Strategy
Input: spark.zone.level,spark.cores
Output: allocated computing resources
1: function AllocateResource(spark.zone.level, spark.cores)
2: reqCores ← spark.cores
3: zoneLevel ← spark.zone.level
4: targetZone ← getById(zoneLevel)
5: for worker in targetZone.workerList do
6: if reqCores >= worker.coreNum − 1 then
7: allocateResources(app,worker)
8: reqCores ← reqCores − worker.coreNum
9: end if

10: if reqCores <= 0 then
11: return
12: end if
13: end for
14: zoneList.filter(zoneLevel)
15: zoneQueue ← zoneList.sortByCpuCapacity().sortByCpuNums()
16: while reqCores > 0 and !zoneQueue.isEmpty() do
17: zone ← zoneQueue.pop()
18: for worker in zone do
19: if reqCores >= worker.coreNum − 1 then
20: allocateResources(app,worker)
21: reqCores ← reqCores − worker.coreNum
22: end if
23: end for
24: end while
25: return
26: end function

The above section defines zones and the heterogeneity between zones in a
heterogeneous cluster. This part will design an allocation strategy of computing
resource that utilizes cluster heterogeneity to avoid heterogeneity affecting job
execution, improve job execution speed and perform zones scheduling according
to user requirements and make rational use of cluster computing resources.
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The following describes the zone-based resource allocation strategy in the
form of pseudocode, see Algorithm 1. The resource allocation strategy relies on
two input parameters, the configuration item cores.max represents the number
of cores that the user wants to start for the job, and the configuration item
zone.level represents the target area that the user wants to schedule for the job,
which reflects the priority score of the job.

Spark processes on different nodes communicate through remote procedure
calls [5] (RPC). In order to keep the functionality and structure of Spark intact,
and to ensure the elegance and clarity of the code, we chose to set up a new com-
ponent, the Schedule Center. The Schedule Center is responsible for scheduling
optimization functions and providing services to Spark.

3 Simulation

In this section, we present the evaluation of the zone-based resource allocation
strategy using both real deployment on a heterogeneous cluster. The cluster used
in the experiment consisted of four different models of computers with different
hardware configurations. The computer configuration is shown in Table 1.

Table 1. Experimental hardware configuration environment

Computer model Processor model Memory size Cores number

Lenovo T530 i5-3210M 4G*1+8G*1 4 cores

Asus X550V i5-3230M 4G*1 4 cores

Lenovo ER202 CeleronE3200 4G*1 2 cores

TF Z01 i7-3632QM 4G*2 8 cores

3.1 Experiment I

The purpose of Experiment I is to divide the clusters built in the laboratory
according to the zone division rules formulated in the previous section and pre-
pare for resource allocation and job scheduling.

The experiment uses the benchmark application WordCount, which is from
the well-known Hadoop HiBench Benchmark Suite [6], to test the running speed
of Spark jobs on three types of nodes in the cluster, divides of heterogeneous
clusters into different zones based on the experimental results and then configures
the data related to the zone division into the zone division module and the
resource allocation module of the Schedule Center.

The benchmark application is configured as follows. The Spark WordCount
application is run on each computer in stand-alone mode. Each computer starts
an Executor, and the amount of data processed is 1GB. The configuration of
Experiment I is shown in Table 2. And Table 3 shows the results of running the
benchmark application on each of the eight worker computers in the cluster.



118 Y. Qin et al.

Table 2. Hardware configuration of Experiment I

group no computer model Character Number cores number

1 TF Z01 Worker 1 8 cores

2 Lenovo T530 Worker 3 4 cores

3 Lenovo ER202 Worker 4 2 cores

4 Asus X550V Driver 1 4 cores

Table 3. Result of Experiment I.

No. computer 1 (s) computer 2 (s) computer 3 (s) computer 4 (s) average time (s)

group 1 12.846 12.846

group 2 26.518 27.156 25.984 26.553

group 3 54.194 54.642 56.158 55.110 55.026

It can be seen that the difference in performance between the three types of
computers in running benchmark is obvious, so the cluster can be divided into
three zones, namely zone 1 to zone 3. After calculation, the configuration of the
three zones is shown in Table 4.

Now, we can configure the Schedule Center based on the experimental results.
And it is possible to conduct zone scheduling experiments and test the effect of
zone scheduling on the optimization of native Spark.

Table 4. Result of Experiment I: Zone division

zone no zone 1 zone 2 zone 3

computer model TF Z01 Lenovo T530 Lenovo ER202

wordcount time (s) 12.846 26.553 55.026

benchmark score 0.03241911 0.01768284 0.00968279

zone score 4.28 2.07 1.0

3.2 Experiment II

The purpose of Experiment II is to verify that zone-based resource allocation
enables Spark to take full advantage of the cluster’s high-performance nodes,
thereby increasing the speed of the job. At the same time, users can set different
priorities for jobs based on the real-time requirements of the job and assign jobs
to the specified zone to run. The cluster used in Experiment II consisted of nine
computers. See Table 5 for configuration information of the experiment.
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Table 5. Hardware configuration of
Experiment II

zone no character computers no

1 Worker 1

2 Worker 2, 3, 4

3 Worker driver 5, 6, 7, 8

Table 6. Configuration of Experiment II

test no Native Spark

required cores

Spark with ZbRAS

job propriety

1 12 cores 2

2 8 cores 2

3 8 cores 3

4 16 cores 1

Table 7. Result of Test 1

Native
Spark

ZbRAS Optimization
rate

Time 33.41 s 28.01 s 16.2%

Node 4, 5, 6,
7, 8

2, 3, 4

Table 8. Result of Test 2

Native
Spark

ZbRAS Optimization
rate

Time 46.69 s 37.11 s 20.5%

Node 4, 5, 6, 7 2, 3

After Experiment I to carry out zone division, Experiment II can be carried
out on zone scheduling to test the degree of optimization of zone scheduling to
Spark. Experiment II will use zone scheduling and native Spark scheduling to test
and compare the scheduling results and running time of the two. The purpose
of zone scheduling is to select the optimal computing resources for high-priority
jobs when the computing resources in the cluster are sufficient.

Experiment II needs to compare the native Spark scheduling with zone
scheduling. In the native Spark, we need to configure the number of CPU cores
for the job. In the improved version of Spark with ZbRAS, we need to configure
the zone of the job scheduling, that is, the job priority and the number of CPU
cores. The test plan for Experiment II is shown in Table 6.

The experimental results of Test 1 are shown in Table 7. In Test 1, the native
Spark started five nodes in order to start 12 core computing resources, and the
zone scheduling started three nodes which are of Type-2. The two schedules
allocated the same number of CPUs, but there are two types of computers in
the native Spark scheduling. Therefore, the zone scheduling result is better than
the native Spark scheduling. Table 8 shows the experimental results of Test
2. In Test 2, since the number of cores required for the job changed from 12
to 8, the native Spark started four nodes which are of Type-2, and the zone
schedule started two nodes which are of Type-2. The results of Test 2 fully
reflected the performance difference between two models of the computer. The
experimental results of Test 3 are shown in Table 9. In Test 3, the zone scheduling
dispatches the job to zone 3, which is the same scheduling result as the native
Spark schedule. The experimental results of Test 4 are shown in Table 10. In
Test 4, in order to use 16 CPU cores, the native Spark started six nodes and was
not randomly assigned to the best performing node 1. But the zone scheduling
started node 1 in zone 1 according to the user’s configuration with ZbRAS. The
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Table 9. Result of Test 3

Native

Spark

ZbRAS Optimization

rate

Time 46.69 s 47.95 s

Node 4, 5, 6, 7 4, 5, 6,

7

Table 10. Result of Test 4

Native

Spark

ZbRAS Optimization

rate

Time 22.91 s 19.45 s 15.1%

Node 2, 4, 5, 6,

7, 8

1, 2, 3

strategy continues to start in zone 2, starting node 2 and node 3 for a total of
three Executors. The result of the final zone scheduling is much better than the
native Spark scheduling.

In conclusion, Test 1 and Test 2 reflect that ZbRAS has made full use of
the heterogeneity of the cluster and improved the execution speed of the job
by assigning high-performance computing resources to the job. Test 3 reflects
that ZbRAS can schedule the job to the specified area according to the user set
job priority. Test 4 reflects that ZbRAS will obtain computing resources in a
lower-level zone when the resources in the required zone are insufficient. Overall,
it shows that after zone scheduling, resource utilization is more reasonable, and
the execution speed of the application is increased by an average of 17%.

4 Conclusion

Overall, the experimental results show that, in heterogeneous Spark cluster, the
partition scheduling algorithm ZbRAS enables Spark to allocate resources based
on the heterogeneity of the cluster, gives the user the ability to allocate more
detailed resources for the job and makes the task scheduling more reasonable
and the task assignment more uniform, and the execution speed of Spark jobs
is significantly improved.
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Abstract. This paper focuses on the prediction of combat outcomes in a local
battle during a game of StarCraft. Through the analysis of the initial state of the
two armies and considering the influence of the terrain in StarCraft on the
combat effectiveness of both sides, the concept of the terrain correction factor is
introduced to establish a mathematical model. Secondly, using SparCraft is to
simulate battles and generate data sets. Finally, the maximum a posteriori
probability estimation (MAP) is used to train the previously established data set
to complete the parameter estimation of the mathematical model.

Keywords: SparCraft � MAP � Bayesian formula

1 Overview

With the continuous development of machine learning technology, artificial intelli-
gence has received more and more attention from society, and people have more and
more demand for high-performance artificial intelligence. As a result, many artificial
intelligence-related competitions have emerged. Real-time strategy games (RTS),
because of their unique tactical nature and a well-defined complex confrontation sys-
tem they represented, which can be divided into many interesting subproblems, have
become a hot area for testing artificial intelligence.

With regard to the field of artificial intelligence in StarCraft, there are many
directions to be studied, from pathfinding to image recognition, strategic decision
making, etc., and the core point is to judge the outcome of small-scale battles in a
game, accurately predicting the outcome of the battle will be regard as a very important
reference for AI’s subsequent tactical decisions and actions. In StarCraft, the factors
involved in a battle are mainly the size and composition of the armed forces on both
sides of the war. The main purpose is to improve the model-related parameters through
the mathematical composition of the two sides, through mathematical modeling, and
combined with Bayesian classifier algorithm, and finally achieve the purpose of more
accurate prediction of the battle results. Namely given the size and composition of
Army A and Army B, it is possible to answer more accurately: Who will win? [1].
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2 Related Technology Introduction

2.1 Maximum Posterior Probability Estimate [2, 3]

In Bayesian statistics, the “maximum posterior probability estimate” is the mode of the
posterior probability distribution. Point estimates of quantities that are not directly
observable in the experimental data can be obtained using the maximum a posteriori
probability estimate. It is closely related to the classical method of maximum likelihood
estimation, but it uses an augmented optimization goal to further consider the prior
probability distribution of the estimated quantity. Therefore, the maximum posterior
probability estimate can be regarded as the maximum likelihood estimate of
regularization.

Although the use of posteriori distribution was shared by the maximum a posteriori
estimate and the Bayesian statistic, MAP is generally not considered a Bayesian
method, the maximum posterior estimate is a point estimate; whereas, the Bayesian
method is characterized by using these distributions to summarize the data and get
inferences. The Bayesian method attempts to calculate the posterior mean or median
and the posterior interval, not the posterior model. This is especially true when the
posterior distribution does not have a simple analytical form: In this case, the posterior
distribution can be modeled using Markov chain Monte Carlo techniques, but it is
difficult to find the optimization of its modulus.

2.2 StarCraft Combat Simulation System SparCraft

SparCraft is an open-source abstract StarCraft combat simulation package for Windows
and Linux. It can be used to create stand-alone combat simulations or import into
existing BWAPI-based StarCraft robots to provide additional AI functionality.

SparCraft is built very fast and uses a frame fast-forward system to bypass game
frames, during which no combat decisions are made (i.e., during attack cooling,
moving, etc.). With this system, SparCraft can easily perform tens of millions of unit
actions per second.

For training and testing purposes, we generated data sets using the StarCraft combat
simulator (developed by SparCraft, UAlberta). The simulator allows for the creation
and execution of battles based on deterministic scripts (or decision agents such as
confrontational search algorithms). We chose to use simulation data instead of data
from real games, mainly because the simulator allowed us to generate large amounts of
data and avoid unnecessary interference with data results due to different player game
styles and operating techniques [4, 5].

3 Mathematical Modeling

In StarCraft, the victory of a battle depends largely on a series of parameters such as
damage, range of attack, hit rate, armor value, and speed of each unit in both armies.
Therefore, in the model, we need to build a set of characteristic attributes for each unit,
and the system calculates the result based on the attribute values of each unit in an
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army. Another advantage of such a model is that it can be judged that the attribute has
the greatest impact on the outcome of the victory, that is, the main factors that can
clarify the victory of a battle in a vaguer way [4].

In addition, there is an important terrain in StarCraft. The difference between high
and low terrain, the one standing in the high ground often has greater advantages,
including better visibility, wider attack range, better hash formation, etc. Therefore, it is
one-sided to judge the outcome of a battle by considering only the attributes of the unit
itself. Therefore, based on the above ideas, we should further model. That is, based on
the above model, a terrain parameter of the highland and lowland is added as a
correction factor.

For ease of calculation, the above mathematical modeling analysis should not be
performed simultaneously. The situation should be analyzed first when both sides are
on the ground, and after the results are obtained, the situation will be modeled when
one of the parties is at a high level and the other is at a low level.

3.1 Core Ideas [6]

A battle process in StarCraft can be simplified as a unit in an army that outputs firepower
to enemy forces during their own survival [4, 7], thereby destroying the enemy.
Therefore, a relatively straightforward calculation model for combat wins and losses is
to compare the output values of all units in the military during the survival period. If the
one with the larger output value wins, Formula (3.1) is calculated as follows:

Result ¼
X
a2A

LpðaÞAtkðaÞ �
X
b2B

LpðbÞAtkðbÞ ð3:1Þ

Among them, A and B, respectively, represent the total collection of units of
Army A and Army B of the warring parties. Lp(a) represents the sum of the damage per
life caused by a unit of a, and Atk(a) represents the sum of the attack values per second
of a unit. The central idea of winning a battle is to minimize the damage it takes in a
battle and increase its output in a battle.

The above formula is obviously too simple, and it ignores the complex combat
system in StarCraft. But, we can use the general idea of this formula to further expand it.

3.2 Ideas to Improve [8]

StarCraft’s combat system is more complex, and each unit has its own unique attri-
butes, including but not limited to: attack power, health, armor value, attack frequency,
moving speed, attack range, and so on. Therefore, we can extend Lp and Atk in the
formula in 3.1—expand Lp into offensive eigenvalues and expand Atk into defensive
eigenvalues. The former includes attack power, attack range, attack frequency, etc.,
while the latter includes health, armor, speed, etc.

At the same time, we also noticed that there is a strong confrontation between
specific attack eigenvalues and defensive eigenvalues—such as attack power and
health, attack range and moving speed. These eigenvalues can be grouped according to
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relevance, such as attack power and health value grouped together for separate mod-
eling operations.

In summary, we can use another formula to improve the formula in 3.1, using OA,
OB to represent the offensive eigenvalues of Army A and Army B (attack point), and
DA, DB represent the defensive eigenvalues of Army A and Army B (defend point).

The improved model structure is shown in Fig. 1.

For a unit consisting of a total of M units, each node is constructed with one node,
each node is divided into two parts, one part is the unit number count Num, the other
part is composed of K units, and each unit consists of two eigenvalues are composed—
the attack point (at the node Atk) and the defensive value (the node Def in the figure).
For example, a single unit can be {harm value, health value}, or {attack Range,
maneuverability}, and the two variables Atk and Def in the unit are one-dimensional
Gaussian variables. The specific data structure is shown in Fig. 1.

Then, for each tuple, the number of the respective species (Num value) is com-
bined, and an arithmetic summation operation is performed. For example, for the
damage/health feature group, the Atk values of all M types of arms are multiplied by
the Num value and then summation.

Do the same for the Def value, you can get two values: Atk and Def, for the two
engagement forces x and y, we can have the total of four values—Atkx, Defx and Atky,
Defy; these four values are calculated as follows in (3.2):

Fig. 1. Mathematical model for predicting battle outcomes
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Resulti ¼ Atkxi
Defyi

� Atkyi
Defxi

� �
ð3:2Þ

The predicted results for the damage/health feature set are thus obtained. For the
other feature groups, the same operation can be performed to obtain a total of K result
values.

A total of K eigenvalue groups can be normalized as shown in 3.3 to obtain the final
prediction result.

Dig ¼ 1

1þ e�
PK

i¼1
Resulti

ð3:3Þ

Then, the final value Dig is a number between [0, 1], indicating the probability that
player X defeats player Y to win.

So far, we have come up with a mathematical model of the outcome of the battle
without considering the terrain of both sides. Let us consider how the mathematical
model after adding topographical factors should be constructed.

First of all, it is necessary to be clear that the topographical factors can only occur
when the two sides are in different terrains (one is in the high ground and one is in the
low ground). When the two sides are in the same terrain, the above mathematical model
can be used to meet the demand. Terrain factors will have an impact on the outcome of
the battle if and only if one of them is on unfavorable terrain.

We assume that player Y is at a high level, and player X is at a low level. From a
mathematical point of view, the terrain difference will provide a reduction to the player
X’s army, weakening the player’s ability to fight X units. In addition, different units
have different adaptability to the terrain. Some units are less affected by the terrain.
Therefore, we can consider that for any types of the units i of the player X, a correction
factor d is added to each of the K units, indicating the reduction of Atk/Def in the unit.
From this, we can modify Formulas (3.2)–(3.4) as follows:

Resulti ¼ Atkxi � dxi
Defyi

� Atkyi
Defxi � dxi

� �
ð3:4Þ

Thus, the terrain factor can be separated from the combat value of each unit. The
follow-up training process can be divided into two steps:

1. A training set is established for the situation where both players are in the same
terrain state. Training is carried out for the modeling of (3.2). By doing this, the
values of Atk and Def of each unit can be calculated.

2. The configuration of the arms in step 1 is unchanged, one of them is placed in a
special terrain, establishing a new training set, and training is performed for the
model (3.4). At this time, the values of Atk and Def have been determined, and only
the terrain correction factor d of respective arms needs to be re-determined.
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3.3 Training Model Establishment

According to the rules set out in 3.2, we should conduct two trainings in succession.
First, determine the Atk and Def values for each unit regardless of the terrain factor.

Let Obs ¼ O1;O2;O3; . . .;Ocð Þ denote a training set with a sample size of C, which
is a data set of C battles conducted through SparCraft. The i-th element Oi in Obs
represents the winner of the i-th battle (i.e., X or Y).

Assume the two-dimensional matrix Vec ¼ node ji
� �

, where node ji represents the j-
th feature value of the i-th unit. Then, Vec is the characteristic matrix composed of the
eigenvalues of all M arms. The initial value is the basic value of each unit in the game.
For example, the damage characteristic value is the attack power of the unit in the
game, and the vital sign value is the life value of the unit in the game.

Based on the above two data sets Obs and Vec, we can combine the model pro-
posed in 3.2 and propose the Bayesian Formula (3.5).

P Obs;Vecð Þ ¼ P Vecð Þ
Y
i

P OijVecð Þ ð3:5Þ

Based on this, we can estimate the parameters of the parameter set Vec by the
maximum posterior probability estimation (MAP). It should be noted that the distri-
bution of Ack and Def values between individual arms can be independent of each
other without considering the group augmentation skills. Therefore, for P OijVecð Þ, we
can do the split like (3.6).

P OijVecð Þ ¼ P Oijnode11; node21; . . .
� � ¼ Y

i;j

P Oijnode ji
� � ð3:6Þ

In order to facilitate the calculation, we use the method of training in batches, and
for each eigenvalue, it is regarded as a random variable satisfying N(l, r). Initially, we
consider l as the initial value of node ji . Then, the posterior probability distribution
function can be obtained by formula (3.7).

h ¼ f ObsjVecð Þf Vecð Þ
R
h f xjVec0ð Þf Vec0ð Þdh0 # ð3:7Þ

When the maximum value is obtained, the value of Vec is the desired value.
Then, it is considered to add terrain factors to the model. Let # ¼ d j

i

� �
, where d j

i

represents the terrain correction factor corresponding to the j-th feature value of the i-th
arm. Equation 3.5 can be rewritten as (3.8).

P Obs; #ð Þ ¼ P Vecð Þ
Y
i

P Oij#ð Þ ð3:8Þ
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4 Experimental Results

4.1 Data set Acquisition

In order to develop the speedometer, we will only consider the Army of each party for
the time being, regardless of the air force situation of the three races, and then consider
expanding the Air Force part after the follow-up algorithm is implemented and verified
[4, 9].

SparCraft requires the following information to run a simulation:

1. player’s race and AI information
2. initial strength and distribution of both sides
3. map information.

In order to improve the simulation speed and reduce the interference factor, I
decided to plan the above information as follows:

1. player race and AI information:

Test data should include war between three races and ethnic civil wars, a total of six
types of combat.

In order to avoid the simulation error caused by the different types of AI, the AI of
all the battles here adopts the same AI of the nearest attack principle.

Only consider 1v1, the rest of the situation will not be considered.

2. Initial strength and distribution of both sides:

Limit the initial strength of both sides to no more than 100.
The number of each type of arms on both sides is random. For example, if there are

ten types of arms in the Terran, the number of each type of arms is completely random,
but the sum of the ten types of arms should be 100. The position of each unit is
randomly distributed.

3. map information:

In order to avoid interference from other factors, a flat map of 1280 � 720 is used here,
and the two armies are distributed on the left and right sides [10].

After the above training set is completed, it is also necessary to place one of them in
the high ground to fight and collect the battle results under the same conditions.

4.2 Training Result

We compared this method with other standard classifiers and divided the results into
two groups for comparison. One group was regarded as the control group in which
both sides were placed on the same terrain, and the other group was regarded as the
experimental group where one of the two sides were placed on unfavorable terrain.
Each group recorded a result with a sample size of 50, 100, 200, 500, and 800 in the
test set. The results are shown in Fig. 2.
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The dotted line in the figure is the test result of the experimental group, and the
solid line part is the test result of the control group. It can be seen that the addition of
terrain does have a certain impact on the prediction accuracy of the model, especially
when the sample size of the test set increases, it has an error of about 4% on the
prediction accuracy, but compared to other classifications. In terms of the algorithm,
adding a correction factor can greatly reduce the impact of terrain on the accuracy of
the prediction results.
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Abstract. As a primary data processing and computing framework, Spark can
support memory computing, interactive computing, and querying in a huge
amount of data. Also, it can provide data mining, machine learning, stream
computing, and the other services. However, the strategy of allocating resources
among isomorphic processors cannot adapt to heterogeneous cluster environ-
ment due to its lack of load-based task scheduling. Therefore, we propose a
dynamic load scheduling algorithm for heterogeneous Spark clusters by regu-
larly collecting load information from each of the cluster node. Such an algo-
rithm can dramatically reduce the allocation of load to the nodes which are
already heavily loaded and in turn allocate more task to the idle nodes, thereby
speeding up the process of job allocation in Spark. The experimental results
show that the proposed algorithm can dramatically improve the computation
efficiency by dynamically loading among the nodes in a heterogeneous cluster.

Keywords: Spark platform � Heterogeneous cluster � Load balancing � Task
scheduling

1 Introduction

The low-latency processing of massive data is a new technical challenge in the era of
big data. Spark [1] is a big data processing engine for in-memory computing, which
enables Spark to provide faster data processing. Spark performs lazy computing [2] by
manipulating elastic distributed datasets and adopts a simpler API to support more
flexible computing operations, demonstrating better performance than Hadoop [3] in
every respect.

Computers in a computer cluster have different hardware configurations, which
make them different in performance in Spark jobs. The development of cloud com-
puting and the use of data centers make clusters more heterogeneous [4]. The rise of
machine learning has made clusters with computers with mixed CPU [5] and GPU [6]
architectures, making clusters heterogeneous.

Because the computing power of each node in a heterogeneous cluster [7] is
inconsistent, the same task allocation on different nodes will have different impact on
the node load. The default Spark task scheduling method does not consider cluster
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heterogeneity and lack of load-based task scheduling strategies. Therefore, this paper
proposes a load scheduling algorithm that can consider cluster node heterogeneity and
node resource dynamics.

2 Research Background

2.1 Spark Scheduling Strategy

The scheduling model in Spark refers to the process in which Spark writes the sub-
mitted jobs and data, how it is parsed, split and transformed by Spark, and how it is
distributed to each computing node in the cluster for distributed computing and results.
During the scheduling process, Spark’s scheduling components and models are
involved, as well as the job scheduling algorithms provided by Spark. Spark’s job
scheduling strategy is divided into two types: FIFO [8] (first in, first out) and FAIR (fair
scheduling).

2.2 Task Scheduling Process

When scheduling Task to Executor, if you can fully understand the load of Spark
cluster and introduce load balancing algorithm [8], you can make full use of low-load
nodes, make the load of nodes in the cluster more even. More rational use of cluster
computing resources can speed up the operation of the entire job.

In the above task scheduling process, there is no load-based scheduling process.
There are many factors that cause this situation. There are two main points, namely
resource reuse and container technology.

Whether a physical cluster deploys multiple computing architectures or uses con-
tainer technology for resource isolation, it means that the operation of Spark in a
production environment may share computing resources with other computing ser-
vices. The operational load of other computing frameworks will definitely affect the
Spark running tasks. If you can schedule tasks based on node load, Spark can still
maintain high-performance computing services in complex hardware and software
environments.

3 Spark Load Balancing Task Scheduling Strategy

3.1 Spark Load Definition

The process of Spark assigning Executors to Tasks is random. Introducing a load
balancing algorithm here will optimize this process and speed up the progress of the
job.

In order to sort according to the load, a calculation method of the node load is
needed to judge the load level of each node. Because Spark is a computationally
intensive and in-memory computing framework, the main computing resources used
are CPU and memory. The CPU utilization, system task queue length, and memory
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utilization are usually selected to describe the load of the Spark program on the
computer. The computer load can be expressed as Eq. (1).

worker load ¼ ðcpu utilizationþ memory utilizationþ task competitionÞ
3

ð1Þ

Through the parameters, it can be calculated that the total time cpu_time of the
effective utilization of the CPU is Eq. (2).

cpu time ¼ userþ systemþ niceþ idleþ iowaitþ irqþ softirq ð2Þ

For the calculation method, see Eq. (3).

cpu utilization ¼ 1� idle2� idle1
cpu time2� cpu time1

ð3Þ

How to calculate the memory utilization, see Eq. (4).

memory utilization ¼ mem total�mem free
mem total

ð4Þ

Whenever there is a Task that needs to be assigned an Executor, the minimum load
Executor in the load-ordered queue is selected to be dequeued. If the Executor resource
meets the running requirements of the Task, the Executor is assigned to the Task. The
load update method is shown in Eq. (5).

worker load ¼ 3� old loadþ new loadð Þ=4 ð5Þ

The preset load in the schedule is shown in Eq. (6).

worker load ¼ spark:task:cpus
worker:cores

ð6Þ

3.2 Load Balancing Task Scheduling

Algorithm 1 describes dynamic load-based task scheduling in the form of pseudocode.

Algorithm 1 Dynamic load task scheduling algorithm
Input: node load queue load_worker_queue, to be scheduled task set TaskSets
Output: Dispatch Task to Executor Steps:

(1) updateLoad(load_worker_queue)
(2) for(worker in load_worker_queue){worker.load/=zone.cpu_capacity}
(3) sortedByLoad(load_worker_queue)
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(4) sorted_executor_queue = sortedByWorker(load_worker_queue)
(5) for(taskset in tasksets){
(6) for(LOCALITY in data_locality if !taskset.isEmpty){
(7) for(count in 1 to 2){
(8) for(executor in sorted_executor_queue if !taskset.isEmpty){
(9) while(canAllocateTask(executor)){

(10) if(count == 1 && executor.worker.load > spark.load.threshold){
(11) continue} task = taskAtLocality(taskset, LOCALITY, executor)
(12) taskset.remove(task)
(13) allocateTask(task, executor)
(14) executor.worker.load + = spark.task.cpus/executor.worker.cores
(15) executor.cores − = spark.task.cpus
(16) If(executor.cores < spark.task.cpus){sortedByLoad(load_worker_queue)
(17) sorted_executor_queue = sortedByWorker(load_worker_queue)}}}}}
(18) }

4 Experiment and Result Analysis

4.1 Experimental Design

The purpose of the experiment is to verify that the task scheduling of the dynamic load
schedules the task to the low-load node, makes the distribution in the task re-cluster as
uniform as possible, and accelerates the job operation with the low-load node.

The experimental cluster provides four worker CPUs with four CPU cores. The
maximum task concurrency of the program is 12. In the experiment, it is necessary to
test whether the load scheduling has the ability to avoid high-load nodes and select the
low-load Executor to perform tasks. The test plan is shown in Table 1.

The experimental node sequentially presets the load values shown in Table 2 to
perform experiments. The reason why tests 1, 2 and tests 3, 4 choose two different tasks
is because the degree of concurrency of 1, 2 is exactly the number of all CPU cores of
the three Executors. In this case, Spark will take up all the cores for calculation. The
concurrency of 9 is less than 12, which means that load scheduling can fill up to 4
Tasks on some Executors and only 4 Tasks on other Executors, depending on the load
status of each computer.

Table 1. Experimental test program configuration table

Program name Log handler
Computer model Use Number of computers Number of processor cores

Lenovo T530 Worker 4 4
ASUS X550V Driver 1 4
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4.2 Experimental Results and Analysis

Each set of tests has undergone multiple experiments and selected typical experimental
cases for analysis. The “average time of the task” is the average execution time of the
Task that takes the first stage of the job. This data is intended to illustrate the impact of
the execution time of a single task under different load conditions. “Maximum task
concurrency” refers to how many tasks are in parallel when the first stage is executed
on the specified computer. This data is intended to illustrate the task load on the node.
By analyzing the Task run and concurrency of the first stage, you can specifically
analyze the relationship between node load and Task execution.

Through experimental tests (Fig. 1), the load balancing scheduling operation time is
22.419 s, and the Spark scheduling operation time is 23.61 s. In test 1 (Fig. 1), the
initial load of all nodes is 0%. The native Spark scheduling and load balancing
scheduling in the above table yielded basically consistent runtime results. Although the
two nodes select different nodes, the initial load on each node is empty, and the time
performance of each running node is basically the same, indicating that the load
scheduling and the original Spark scheduling can achieve the same result without any
difference in load.

Table 2. Experimental test plan table

Test
number

Node
1 (%)

Node
2 (%)

Node
3 (%)

Node
4 (%)

Maximum task
concurrency

Processing data
volume (M)

1 0 0 0 0 12 384
2 0 0 90 0 12 384
3 0 0 0 0 9 288
4 90 30 20 90 9 288

Fig. 1. Experimental test 1
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Through experimental tests (Fig. 2), the load balancing scheduling operation time is
23.562 s, the Spark scheduling operation time is 30.17 s, and the actual optimization
percentage is 22%. It shows that during the execution of the task, the load scheduling
avoids the node 3 with high load, but the native Spark scheduling cannot do it, and the
node 3 drags the execution progress of the native Spark.

Through experimental tests (Fig. 3), the load balancing scheduling operation time is
21.637 s, and the Spark scheduling operation time is 23.054 s. In test 3, although the
nodes are all empty, the load balancing is faster than the running time of the native
Spark schedule.

Fig. 2. Experimental test 2

Fig. 3. Experimental test 3
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Through testing (Fig. 4), the load balancing scheduling operation time is 25.922 s,
the Spark scheduling operation time is 32.163 s, and the actual optimization percentage
is 19%. In Test 4, each node has different workloads. Load balancing scheduling
allocates different tasks on different nodes, and the result is better than native Spark
scheduling.

The performance of the above four tests shows that dynamic load scheduling can
avoid high-load nodes, allocate tasks according to the load on each node, and accelerate
the execution speed of the job.

5 Conclusion

In a production environment, Spark may run under complex load environments due to
resource isolation and resource reuse. Spark’s task scheduling is not based on node load
scheduling, which makes Spark unable to get the best performance under complex
cluster load conditions. Based on the above problem, the dynamic load-based Spark
task scheduling algorithm optimizes the task scheduling by using the dynamic load
status of each node of the cluster to improve the overall running speed of the operation.
The experimental results show that the dynamic load scheduling algorithm of hetero-
geneous Spark clusters gives users the ability to perform more detailed resource
allocation for jobs. The task scheduling is more reasonable, the task assignment is more
uniform, and the job execution speed is significantly improved.

Acknowledge. This work is jointly supported by the National Natural Science Foundation of
China (No. 61601082, No. 61471100, No. 61701503, No. 61750110527)

Fig. 4. Experimental test 4
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Abstract. In this paper, priority-based mobile edge computing technology is
used to decide the task migration problem on telemedicine devices. Tasks can be
adaptively assigned to mobile edge servers or processed locally according to the
current network situation and specific task processing environment, thus
improving the efficiency and quality of telemedicine services. The main work of
this paper is in three aspects. Firstly, priority is set for urgent tasks, and non-
preemptive priority queues are set on the server side of MEC, so that the average
stay time of each priority can be calculated according to the current situation of
priority tasks queuing. Secondly, in the process of task transmission to the
server, the channel resources are allocated adaptively by priority-based twice
filtering strategy, and the final task migration decision is obtained by auction
algorithm. Thirdly, compared with the existing mobile edge computing task
migration model, the priority-based task migration model greatly guarantees the
real-time and high quality of telemedicine.

Keywords: Mobile edge computing � Telemedicine � Task migration
decision � Tasks priority � Auction algorithm

1 Introduction

With the development of computer technology and communication technology, tele-
medicine, which integrates medicine, computer technology, and communication
technology, has gained more and more attention and application in the global health
industry [1]. In telemedicine, doctors can predict the severity of patients’ injuries
through the Internet, so as to inform the medical staff in ambulances of the surgical
pretreatment that should be carried out, thus greatly improving the survival rate of
seriously injured patients. However, the development of telemedicine also has some
difficulties because of the requirements for high-definition video and latency [8].

Mobile edge computing is one of the core standards of 5G, especially suitable for
computing intensive, time-sensitive tasks, such as augmented reality, Internet of
Vehicles, and other scenarios. With the advent of 5G era, mobile edge computing
server (MEC server) will be deployed around the cell. Users will transmit information
to the base station through wireless channels. The base station will connect with MEC

© Springer Nature Singapore Pte Ltd. 2020
Q. Liang et al. (Eds.): Artificial Intelligence in China, LNEE 572, pp. 139–147, 2020.
https://doi.org/10.1007/978-981-15-0187-6_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0187-6_16&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0187-6_16&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0187-6_16&amp;domain=pdf


server through high-speed links and upload tasks to MEC server for processing [6]. The
architecture model for mobile edge computing is shown in Fig. 1.

1.1 Related Work

In the field of MEC task migration, the main problems focus on the optimization of
energy consumption, delay, and mobility of devices. Jiang et al. [3] proposed an
energy-aware model to optimize the execution energy of mobile devices. Liu et al. [5]
proposed the decision of task migration which made by game theory method. Seung-
Woo et al. [7] constructed a spatial random network model with random node distri-
bution and parallel computing. Zhang et al. [9] proposed an energy-aware unloading
scheme to study the trade-off between energy consumption and delay. Zhang et al. [10]
presented a green and low-latency mobile perception hierarchical framework, which
reduces the energy cost of smart devices.

1.2 Motivation and Contributions

However, these models basically ignore the priority of task processing. In telemedicine,
how to satisfy data transmission and processing services such as high-definition video
in the shortest time so as to ensure the safety of patients’ lives is a problem worthy of
further study. This paper defines priority according to the urgency of mobile device
tasks and provides priority registration mechanism and audit mechanism to ensure the
authenticity and credibility of priority. Firstly, priority is set for urgent tasks, and non-
preemptive priority queues are set on the server side of MEC according to the degree of
urgency of tasks. Secondly, the channel resources are allocated adaptively by priority-
based twice filtering strategy. Thirdly, compared with the existing MEC task migration
model, our task migration model greatly guarantees the real-time and high quality of
telemedicine.

Base
Station

MEC
Server

 Mobile Core 
Network

Cloud Data 
Center

User Device

Fig. 1. Architecture of MEC
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2 Establishing Task Migration Model

There are two ways to perform tasks on the mobile end. One is to process directly at the
mobile end, and the other is to put tasks on MEC server for processing and return the
results to the local area. If the local processing time of a task is less than or equal to the
time when it is transferred to the remote, then it is processed locally. Otherwise, the
task is sent to remote processing. The decision is expressed by nk;s:

nk;s ¼ 0; task k don0t translate by channels
1; task k computing in cloud by channels

�
ð2:1Þ

Suppose that the set of user devices is DN ¼ 1; 2; 3; . . .; DNj jf g, the set of trans-
mission channels is CN ¼ 1; 2; 3; . . .; CNj jf g, the priority set is
PN ¼ 1; 2; 3; . . .; PNj jf g. For a task k, CWk represents the workload (CPU cycles), DSk
represents the data size of the task, ODk represents the output size after processing and
PNk represents the priority of the task. Task k can be represented by quadruples:
Wk ¼ CWk;DSk;ODk; PNkf g.

2.1 Task Processing Time Locally

Let f lk represents the rate at which task k executes on the local device (CPU cycles/per
sec), so the time required for task k to execute locally can be expressed as:

Tl
k ¼

CWk

f lk
ð2:2Þ

2.2 Task Processing Time in MEC Server

2.2.1 Transmission Delay of Tasks in Remote Processing
When a task is processed on the MEC server, the data transmission rate of task
k transmitted through the channel s can be expressed as [3]:

Rk;s nð Þ ¼ wslog2 1þ Ptr
k Gk

r2 þ P
h2DN if g:nh;s¼1;h 6¼k P

tr
h � Gh

 !
ð2:3Þ

where r2 is the transmission noise and Gk is the channel gain of the k-th device. In this
case, we assume that in an open environment, Gk ¼ l�a, where l is the distance between
the device and the base station, a is the path fading factor, and l�a is the fading power
with distance. Therefore, the transmission delay of task k through channel s is:

ttrk;s ¼
DSk
Rk;s

ð2:4Þ
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2.2.2 Task Stay Time on MEC Server
When task k is transmitted to MEC server through channel s for processing, queuing
will begin when the number of tasks is increasing. Therefore, the duration of a task on
the MEC server is the sum of queuing delay and processing delay.

Tqueue
k ¼ twk þ tck ð2:5Þ

In the non-preemptive priority queuing model [4], we assume that the model is
M=M=N=1. Task arrival obeys Poisson distribution with parameter kj, and service
time obeys negative exponential distribution with parameter l. The proportion of
arrival rate can be obtained by detection program. The number of MEC servers is |SN|.
Because of the extra memory space, the storage capacity can be regarded as infinite,
and the total number of priorities is |PN|. The specific queuing system model is shown
in Fig. 2.

In this paper, we use emergent (level-1), urgent (level-2), semi-urgent (level-3),
nonurgent (level-4) to classify the severity of injury and plus the urgency of ordinary
tasks (level-5). We divide the priority into 1–5 levels. If we make kj to represent the
arrival rate of the j-th priority, then the total arrival rate k can be expressed as:

k ¼
XPNj j

i¼1

ki ð2:6Þ

From this, we can calculate the average stay time of each priority task as Tqueue
pri :

Tqueue
pri ¼ 1

HJpriJpri�1
þ 1

l
; 8pri 2 PN ð2:7Þ

H ¼ SN!� SN � l� k

k
l

� �SN �
XSN�1

j¼0

k
l

� �j
j!

þ SN � l ð2:8Þ

Jpri ¼
1; pri ¼ 0

1�
Ppri

j¼1
kj

SN�l ; pri� 1epri� PNj j

(
ð2:9Þ

1 2 3 4 5

 Queueing System

Queuing Structure

 Queueing Rules

MEC ServerLeave after 
service

Task Source

Fig. 2. Queue model based on multi-priority
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St.

Xpri
i¼1

ki\SN � l; pri 2 PN ð2:10Þ

2.2.3 Total Task Delay on MEC Server
The total time includes the transmission delay of the uploaded task ttrk;s, queuing delay
twk and processing delay tck , and the delay of the calculated results trk (can be neglected).
Thus, the total latency Toff

k;s required for processing on the MEC server is [2]:

Toff
k;s ¼ ttrk;s þ twk þ tck þ trk ¼ ttrk;s þ Tqueue

pri þ trk ffi
DSk
Rk;s

þ Tqueue
pri : ð2:11Þ

2.3 Task Migration Decision Algorithm

2.3.1 First Filtering Algorithm
The time consumed to restrict the processing of a task on the MEC server consists of
two parts, one is the stay delay, and the other is the transmission delay [7]. If the time
of remote processing of a task in the exclusive channel is longer than that of the task in
the local processing, it will be processed directly in the local processing. This is the first
filtering strategy. Thus, the initial filtering strategy can be expressed as:

F ¼ k ! Zl; Tl
k � Toff;0

k;s

k ! Zr; Tl
k [ Toff;0

k;s

(
ð2:12Þ

When the task is in an exclusive channel, the transmission rate is:

R0
k;s ¼ ws log2 1þ Ptr

k Gk

r2

� �
ð2:13Þ

The specific algorithm description is shown in Table 1.

2.3.2 Second Filtering Algorithm Based on Channel Transport Priority
For the remaining equipment decision-making, the auction algorithm is used to allocate
the channel, and the channel resources are obtained first with high priority. If a task can
be remotely processed for less than local time, and the remaining channel resources can
be obtained, then the task will be remotely processed. A schematic diagram of channel
allocation is shown in Fig. 3. The second filtering algorithm is shown in Table 2.

3 Simulation Result

This paper mainly compares with the following experiments:
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(a) Local execution of all tasks;
(b) All tasks are executed on the MEC server and are based on task priority;
(c) All tasks are executed on the MEC server and are not based on task priority.

3.1 Average Execution Time of Different Algorithms with High Priority

Firstly, we compare the average execution time of various algorithms for high-priority
tasks as the number of tasks increases. As can be seen from Fig. 4, the average
execution time of high priority increases slowly. Algorithms (a), the average execution
time of high priority is larger than that of priority-based task migration model from the
beginning. Algorithms (b), although the high-priority delay increases, it is not very

Table 1. First filtering algorithm description

...

...

...

Mobile 1

Mobile M

Mobile 5

Mobile 4

Mobile 3

Mobile 2
Channel 1

MEC
Server 1

Channel N

Channel 3

Channel 2

MEC
Server Q

Fig. 3. Priority-based channel allocation
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drastic. Algorithm (c), the tasks are not prioritized and all are executed on the MEC
server, resulting in high-priority tasks waiting for a long time. Our algorithm is
dynamically selected through the current network situation, which has the best per-
formance effect.

Notice the intersection of algorithm (a) and algorithms (b) and (c), and when the
number of devices reaches a certain upper limit, all tasks take longer to execute
remotely than tasks execute locally. From the formula, we can easily analyze the
reasons.

Tl
k ¼ ttrk;s )

CWk

f lk
� CWk

f ck
¼ CWk � f

c
k � f lk
f lk f

c
k

¼ DSk
Rk;s

þ twk ð3:1Þ

3.2 Average Execution Time for Different Priorities

Secondly, we investigate the changes in the average execution time of tasks under
different priorities, as shown in Fig. 5. Algorithm (a), the processing time of priority
tasks is almost the same and must be greater than our algorithm. Algorithm (b), for
those with high priority the time consumed is less than executed locally, and it takes

Table 2. Second filtering algorithm description
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longer than the adaptive algorithm. For ordinary tasks, the execution time is higher than
executed locally. Our algorithm adopts priority mechanism and dynamic assignment
algorithm, which fully guarantees the real-time performance of high-priority tasks.

Fig. 4. Average execution time of high-priority tasks with increasing number of tasks

Fig. 5. Average time required for algorithms to execute under different task priorities
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4 Conclusion

The priority-based mobile edge computing task migration model greatly improves the
processing efficiency and quality of emergency tasks. Compared with the general
migration model without task priority, it has great advantages and can be applied in
many fields and industries such as telemedicine. At the same time, there are still some
areas to be improved, such as bringing the energy model of ordinary tasks into con-
sideration, setting the capacity of MEC servers to a limited situation, considering the
mobility management of mobile device, and so on.

Acknowledgements. This work is jointly supported by the National Natural Science Founda-
tion of China (No. 61601082, No. 61471100, No. 61701503, No. 61750110527).
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Abstract. Traditional rumor detection methods, such as feature engineering,
are difficult and time-consuming. Moreover, the user page structure of Sina
Weibo includes not only the content text, but also a large amount of comment
information, among which the sentimental characteristics of comment are dif-
ficult to learn by neural network. In order to solve these problems, a rumor
detection method based on comment sentiment and CNN-LSTM is proposed,
and long short-term memory (LSTM) is connected to the pooling layer and full
connection layer of convolutional neural network (CNN). Meanwhile, comment
sentiment is added to rumor detection model as an important feature. The
effectiveness of this method is verified by experiments.

Keywords: Sentimental analysis � Deep learning � Rumor detection � Word
vector

1 Introduction

With the rise of social networks, Sina Weibo has become the largest social network
information platform in China. According to the third quarter of Sina Weibo 2017, the
monthly active users exceed 376 million, the daily active users exceed 165 million, and
hundreds of millions of microblogs are published every day. According to China’s new
media development report, 60% of Internet rumors first appeared in Sina Weibo
platforms, which has become the largest media for the dissemination of false infor-
mation. Sina Weibo provides information services such as publishing, sharing, and
learning, and users can get and share information only by moving their fingers.
Therefore, the harm and impact of Sina Weibo rumors are even greater. Rumor
detection can serve the task of rumor clearance, such as prevention and supervision, but
at present, we still rely on manual reporting to dispel rumors. How to extract rumor
features and design an effective rumor detection method become more and more
significant.

This paper proposes a rumor detection method based on comment sentiment and
CNN-LSTM. The remainder of this paper is arranged as follows: The second section
introduces the related work of rumor detection. In the third section, the rumor detection
method based on comment sentiment and CNN-LSTM is introduced. The fourth part
gives experiments and discussions. Finally, the conclusions and future works are
presented.
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2 Related Works

Nowadays, most researchers regard rumor detection as text classification [1] and design
different features in the framework of classification, mainly considering the features of
text content, communication structure, and credibility.

The first method detects rumors based on text features of microblog. Qazvinian
et al. [2] detect rumors on Bayesian classifier by selecting Twitter text features, user
features, and related character label features. Sun et al. [3] have studied the major
rumors on the microblog platform. They extract features from the microblog text,
microblog video pictures, and microblog users and use machine learning algorithms
such as Bayesian and decision tree to carry out experiments.

The second method detects rumors based on the characteristics of communication
structure. Takahashi et al. [4] collected comments from users on Twitter after the
tsunami in Japan and found that we can find features from the growth of rumor
microblogs and forwarding rate. Nourbakhsh et al. [5] collected hundreds of rumors
and studied their semantic features. At the same time, the influence of different user
roles on rumor communication structure was studied. Mendoza et al. [6] studied the
structure of rumors and user behavior under the topic of “Chile earthquake” on Twitter.
They found that rumors are more intense and faster than normal news discussions.

The third method detects rumors based on credibility. Gupta et al. [7] studied hot
events and found that there was more false information about hot events on Twitter.
Suzuki et al. [8] designed a method to evaluate the credibility of Twitter information
and judged the credibility of Twitter information by the retention rate of Twitter content
forwarding. If the original Twitter message remains almost unchanged after forward-
ing, the credibility will be higher; on the contrary, it will be lower.

However, up to now, the traditional machine learning method [9] relies on feature
engineering, which is time-consuming and laborious. Common in-depth learning
model also has good performance, but it cannot learn deeper features, such as the
sentimental characteristics of Weibo. In order to solve the above problems, combining
CNN and LSTM to extract the basic features of rumors and utilizing the sentimental
analysis technology to mine sentimental features can detect rumor effectively [10].

3 Rumor Detection Based on Comment Sentiment
and CNN-LSTM

3.1 CNN-LSTM

The CNN-LSTM is a fusion model, which combines the advantages of the two models.
The corresponding vectors are generated by word vector technology after text data
pretreatment. First, the convolution layer of CNN [11] is used to extract local features,
then the pooling layer is used to reduce the parameter dimension, then the LSTM [12]
layer is entered, and then the full connection layer and Softmax layer are used to realize
the classification output. The structure of the CNN-LSTM model is shown in Fig. 1.
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3.2 Excavating Sentimental Features of Comments

With the liberalization of microblog language, it is suitable to use simple and effective
methods of deep learning to classify, that is, to construct an LSTM-based sentimental
classifier for sentimental analysis of comments.

LSTM sentimental classifier is used to mark the sentimental tendencies of comment
data in rumor microblog and non-rumor microblog in corpus. The final results are
shown in Table 1.

According to the sentimental tendency of the comment, the sentimental intensity of
the whole comment is calculated, and the formula is as follows:

textsentiment ¼ npos � nneg
N

ð1Þ

Among them, n represents the number of positive (negative) comments, and
N represents the total number of comments. When the sentimental value is between
[−1, 1], when it is greater than 0, it indicates that the overall sentimental of microblog
comments is positive, and vice versa, negative. The greater the absolute value, the
stronger the positive (negative) sentiment of microblog comments.

Fig. 1. CNN-LSTM model structure

Table 1. Sentimental markers of comments

Positive (%) Negative (%)

Rumor comments 33.9 66.1
Non-rumor comments 48.3 51.7
All comments 41.1 58.9
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3.3 Incorporating Sentimental Polarity into CNN-LSTM

The specific workflow of CNN-LSTM rumor detection model integrating sentimental
polarity is as follows:

(1) Construct microblog corpus, and the data set is divided into rumor microblog and
normal microblog.

(2) Cleaning data; filtering garbage comments and word segmentation; and training
word vector model to vectorize microblog text.

(3) Sentimental analysis of microblog text. The formula for calculating the senti-
mental variance of microblog comments is as follows:

sentimentvariance ¼ 1
n

Xn

i¼1

textsentiment � sð Þ2 ð2Þ

(4) Constructing the sentimental feature set of microblog comments and the senti-
mental difference is calculated according to the sentimental intensity and variance
of microblog comments. The formula for calculating sentimental differences is as
follows:

sentimentdiff ¼ a textsentiment � aj j þ b sentimentvariance � bj j ð3Þ

(5) Training a rumor detection model based on CNN-LSTM, and predicting the text
as the probability of rumors (and non-rumors).

(6) When the sentimental difference and the predicted results of CNN-LSTM are
substituted into the rumor calculation formula, if the calculation results are larger
than the threshold value, then microblog is a rumor; otherwise, it is not a rumor.
Rumorpredict represents rumor detection value, k and c are weighting parameters,
and the values are 0.4 and 0.6. Then the rumor calculation formula is as follows:

rumorpredict ¼ k � sentimentdiff þ c � cnn� lstmpredict ð4Þ

Rumor detection threshold is set to K. If rumorpredict > K, it is judged as a rumor;
otherwise, it is judged as a non-rumor.

The model framework is shown in Fig. 2.

4 Experiments and Analysis

4.1 Data Set and Spam Comment Filtering

Directly crawl the fake Weibo information published by Weibo Community Man-
agement Center, and collect the name of the rumor microblog reporter, the name of the
publisher, and the comments and so on. Then crawl the same number of normal
microblogs to ensure the quality of information by limiting the information published
by at least blue V users. Finally, 10,229 rumors and 10,200 non-rumors were collected
as rumor training sets, coae2014 task 4 sentimental data set as sentimental training sets.
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The test set contains 300 suspected rumor microblogs and 500 related comments for
each suspected rumor microblog.

Spam comment generally has a low similarity with the original microblog in
content and is often a declarative sentence, with a high proportion of noun. Therefore, it
can be filtered according to the characteristics of similarity and noun proportion.

4.2 Experimental Result

When the rumor detection threshold is 0.3, the result of rumor detection is shown in
Table 2.

The experimental results of the evaluation criteria are shown in Table 3.

Fig. 2. CNN-LSTM rumor detection model fusing sentimental polarity
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4.3 Comparative Analysis

4.3.1 Effect of Rumor Detection Threshold on Experimental Results
In [0.05, 0.8] interval, rumor detection threshold are divided into 16 grades. The
experimental results are shown in Fig. 3.

If the threshold of rumor detection is too high, the model will easily misjudge
rumors as true, and while the threshold of rumor detection is too low, the model will
easily misjudge truth as rumors. When the threshold of rumor detection is 0.3, the
accuracy of the model reaches 92.66%.

4.3.2 The Effect of Adding Sentimental Characteristics
on the Experiment
The Glove model was used, and the word vector was 250 dimensions. The experi-
mental results of CNN-LSTM are shown in Fig. 4.

After adding sentimental characteristics, rumor detection threshold is 0.3. The
model comparison results are shown in Fig. 5.

Figure 5 shows that the accuracy of rumor detection increases by 1.28%, F1 value
increases by 2.62%, and recall rate decreases slightly when sentimental features are

Table 3. Experimental results of various evaluation indicators of sentimental CNN-LSTM
model

Model Recall F1 Accuracy

Sentimental CNN-LSTM 0.9381 0.9430 0.9266

50.00%
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70.00%

80.00%

90.00%

100.00%

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8

Accuracy Precision Recall F1

Fig. 3. Effect of rumor detection threshold on experimental indicators

Table 2. Rumor detection results

Rumor Non-rumor

Classified as rumors 182 10
Classified as non-rumors 12 96
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added to the model. The experimental data show that adding comment sentimental
features can improve the rumor detection effect of the model.

4.3.3 Experimental Comparison of Sentimental CNN-LSTM with Other
Models
This method is compared to traditional machine learning methods such as Naive Bayes,
SVM classifier model, and common deep learning model. The word vector model is
Glove, the word vector dimension is 250, and the rumor detection threshold is 0.3. The
experimental results are shown in Table 4.

From Table 4, we can see that the sentimental CNN-LSTM constructed in this
paper has the best effect in the comparative experiments of the above seven models.
The method based on deep learning is obviously better than traditional machine
learning method, and the performance of CNN-LSTM in deep learning method is
slightly better than other models. The validity of the sentiment CNN-LSTM proposed
in this paper is proved by comparative experiments.

Fig. 4. Change of accuracy in CNN-LSTM training
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Fig. 5. Influence of sentimental features on model performance
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5 Conclusion and Future Works

Based on convolution neural network and cyclic neural network, this paper constructs a
CNN-LSTM, which not only retains the local feature extraction ability of CNN, but
also has the “memory” ability of LSTM. Because the rumors in Weibo have the
characteristics of language exaggeration and obvious sentiment, this paper focuses on
exploring the sentimental characteristics of microblog comments and proposes a CNN-
LSTM integrating sentimental polarity. The experimental results show that the accu-
racy of the model reaches 92.66%, which is better than the common neural network
model and machine learning model, and proves the validity of the model. However, the
method of this paper is just suitable for specific areas. In future work, we will consider
how to design a new model to adapt to rumor information detection in more areas.
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Abstract. The main purpose of object detection is to detect and locate specific
targets from images. The traditional detection methods are usually complex and
require prior knowledge of the detection target. In this paper, we will introduce
how to use convolutional neural networks to perform object detection from
image. This is one of the important areas of computer vision. In order to build up
to object detection, we first learn about how we can get the object localization or
landmark by a neural network. And then I will give the detail of sliding win-
dows detection algorithm and introduce how to use the convolutional imple-
mentation of sliding windows to speed up the process. Then we will introduce
the transfer learning and how to prepare your own learning data for training
networks.

Keywords: Object detection � Bounding box � Transfer learning

1 Introduction

The main purpose of object detection is to detect and locate specific targets from
images. The traditional detection model usually represents the target object by hand-
craft features and then predicts the category and location by classifier [1]. These
methods are usually intuitive and easy to understand. However, the design of these
methods is often complex and requires prior knowledge of the detection target. In
addition, it is highly dependent on specific tasks and has poor portability. Once the
detection target changes significantly, it is necessary to redesign the algorithm.

In recent years, with the improvement of hardware and algorithm, convolutional
neural networks (ConvNet) have achieved great success in image classification, which
led researchers to study its effects in other areas of computer vision. The early algo-
rithm based on deep learning is generally divided into three steps, selecting the object
candidate region (proposal), extracting the features of the candidate region, and finally
putting the extracted features into the classifier to predict the object category. In 2014,
Girshick designed the R-CNN model [2] based on ConvNet. The mean average pre-
cision (mAP) of this model in the object detection task of PASCAL VOC [3] was
62.4%, which was nearly 20% higher than the traditional algorithm. He et al. proposed
Spatial Pyramid Pooling Net (SPP net) [4], which only performed convolution oper-
ation on the whole picture once and added pyramid pooling layer after convolution
layer, so as to fix the feature map to the required size. This greatly saves time, reducing
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the processing time of single-frame image to 2.5 s. However, SPP net failed to opti-
mize the hard disk storage space of R-CNN. To address the issue, Girshic proposed the
Fast R-CNN [5].

Fast R-CNN proposed a multitask loss function, which adds the loss of target
positioning to the traditional loss function to correct the position information. After
that, Ren et al. designed the structure of Faster R-CNN [6] and used the ConvNet to
generate candidate regions directly. Faster R-CNN realizes end-to-end training and
realizes real-time detection. On this basis, some improved methods such as region-
based fully convolutional networks (R-FCN) [7], Mask R-CNN [8] have been proposed
successively. However, most of these methods are based on the three-step strategy of
candidate region selection, feature extraction, and classification.

After that, some researchers proposed the regression-based object detection
method, which was represented by YOLO [9, 10], SSD [11], etc. These methods only
use one ConvNet for detection and use the regression method to correct the object
location, making the detection speed much faster than the candidate region-based
detection methods such as Faster R-CNN. However, their disadvantages are large
localization error, which is mainly because it is very difficult to get an accurate location
by regression directly in the absence of proposal regions. In the training, there will be a
wide range jitter of the bounding box and the losses function is hard to converge. In
addition, the detection performance often becomes poor when multiple adjacent small
objects appear. The rest of this paper, I will focus on the key techniques used in object
detection using ConvNet.

2 Convolutional Implementation of Sliding Windows

In this section, we will introduce to build a convolutional neural network to imple-
mentation of sliding windows. The traditional sliding window method is very slow due
to a lot of repeated convolution computation. In this part, let us see how we can
improve the processing speed by using the convolutional implementation of sliding
windows.

Firstly, let us see how we can transform fully connected layers into convolutional
layers. For illustrative purposes, let us see a simple network as shown in Fig. 1a. Our
object detection algorithm inputs 14 � 14 � 3 images, then 16 of 3 � 3 filters are
used to map the inputs images from 14 � 14 � 3 to 10 � 10 � 16, then does a 2 � 2
max pooling to reduce it to 4 � 4 � 16, then has a fully connected layer to connect
512 units, and then finally, outputs y using a softmax layer. Here, we assume that there
are four categories, which are pedestrian, car, traffic light, and background. Then y
have four units, corresponding to the crossed probabilities of the four classes that the
softmax unit is classifying among. And the four classes could be pedestrian, car, traffic
lights, or background.
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Now, let us show you how these fully connected layers can be turned into con-
volutional layers. As shown in Fig. 1b, the first few layers of the ConvNet have the
same structure. After that, to implement the convolutional layer, we use 512 of
5 � 5 � 16 filters to do the convolution, and the output dimension is going to be
1 � 1 � 512. In mathematically, this is the same as a fully connected layer, because
each of these 512 nodes has a filter of dimension 5 � 5 � 16, and so each of those 512
values is some arbitrary linear function of these 5 � 5 � 16 activations from the
previous layer.

Finally, we are going to use four of 1 � 1 � 512 filters by a softmax activation to
get a 1 � 1 � 4 volume as the output of this network. So, this shows how you can take
these fully connected layers and implement those using convolutional layers, and these
fully connected layers are now implemented as 1 � 1 � 512 and 1 � 1 � 4 volumes.

When the size of the test image we inputted changed to 16 � 16 � 3, assume our
trained detection window is still 14 � 14 (shown in Fig. 2a). So in the original sliding
windows algorithm, you might want to input the first 14 � 14 regions into a ConvNet
and run that once to generate a classification 0 or 1. Then slide the window to the right
by a stride = 2 pixels to get the second rectangular area, and run the whole ConvNet for
this window to get another label 0 or 1. Then repeat this process by slide the window
until get the output of lower right window. You will find for this small input image, we
run this ConvNet from above four times in order to get four labels. But we can see that
many of the operations by these four ConvNet are highly duplicated. So what the
convolutional implementation of sliding windows does is it allows these four forward
passes of the ConvNet to share a lot of computation.

As shown in Fig. 2b, you can take the ConvNet and just run it by the same
5 � 5 � 16 filters with same parameters, and you can get a 12 � 12 � 16 output
volume, and then do the max pool same as before, get a 6 � 6 � 16 output, run

Fig. 1. Convolutional implementation for fully connected layers
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through your same 400 of 5 � 5 filters to get a 2 � 2 � 400 volume output. So, now
instead of a 1 � 1 � 400 volume, you can get a 2 � 2 � 400 volume. Do that one
more time, now you are left with a 2 � 2 � 4 output volume instead of 1 � 1 � 4.
So, in this final output layer, which turns out the upper left 1 � 1 � 4 subset gives you
the result of running in the upper left corner 14 � 14 regions of input image, the upper
right 1 � 1 � 4 volume gives you the upper right result and same argument for the
lower left and right 1 � 1 � 4 volume. If you step through all the steps of the cal-
culation, you will find that the value of each cell is the same as if you cut out each
region and input it to ConvNet.

So, what this convolutional implementation does is you need not run forward
propagation on four subsets of the input image independently. We only need to do
forward propagation once for the entire image and share a lot of the computation in the
regions of the image that is common. You can refer to [12] to get more details about
this part.

3 Transfer Learning

When your network is ready, prepare training data for learning. The process of opti-
mizing the neural network is to find the value of each layer of parameters that minimize
the output of the loss function. But if you do a little bit of calculation, you will find that
there are huge parameters in a neural network that needs to be trained, i. e, a medium-
sized vgg-16 network [13] has at least 1.5 � 107 parameters.

If you have a new network that needs to be trained from scratch, then you have to
prepare a lot of training samples, such as a database like ImageNet [14], MS COCO

Fig. 2. Object detection by convolutional implementation
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[15], etc. And, you probably need a high-performance GPU computing cluster, and
sometimes, this training takes several weeks or even months to make the output of the
loss function converge.

So, how can we train neural networks to develop our own image processing
applications without such a GPU computing cluster or lots of training samples? One
solution is transfer learning. Transfer learning is to transfer the model parameters that
have been learned from other places to the new model to help train the new model.

Due to the explosive growth of research related to neural network in recent years,
people often associate transfer learning with training of neural network. These two
concepts are unrelated at the beginning. Transfer learning is a branch of machine
learning, and many transfer methods did not need to use neural network. But now,
people find that deep neural network model has strong transferability. Because DNN is
a hierarchical representation of data obtained through pretrain and then classified with
high-level semantic classification. The low-level semantic features (such as texture,
edge, color information, etc.) are at the bottom of the model. Such features are actually
invariable in different classification tasks, and the real difference is the high-level
features.

If you apply the same network architecture to implement a vision task, you can
usually download weights that someone else has trained on the same network as
initialization, rather than training it from random values. And use transfer learning to
sort of transfer knowledge from some of these very large public data sets to our own
problem. Usually, this transfer process can greatly reduce the convergence time of the
model.

Let us see an example of medical image recognition, as shown in Fig. 3. If we need
building a cell detector to recognize colon cancer histology images, we were prepared
to recognize four clinically meaningful cells: epithelial nuclei, inflammatory nuclei,
fibroblasts, and miscellaneous nuclei. And we assume that each cropped image patch
contains only one cell. So, we have a classification problem with four classes. But our

Epithelial Nuclei

Inflammatory Nuclei

Fibroblast Nuclei

Miscellaneous Nuclei Hidden layer Softmax layer

Weight downloaded from the Internet

Transfer learningTraining images

Fig. 3. A sample of transfer learning
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training set is small. Then we would better download some open-source implemen-
tation of a neural network and download not just the code, but also the weights of this
network. There are a lot of networks; you can download that have been trained on, i.e.,
the ImageNet dataset, which has 1000 different classes. The network typically contains
a softmax layer used as the output layer, which contains 1000 units. You usually need
to modify the softmax layer and create your own softmax unit that outputs epithelial,
inflammatory, fibroblasts, or miscellaneous.

Since our training dataset is small, we would better freeze the first few layers of the
neural network and then just train the parameters associated with finial several layers.
For most machine vision tasks, the first few layers of the network are usually used to
extract common fundamental features of input images, such as edges, gradients, etc.
And by using the pretrained weights, we can get very good performance even with a
small data sets. Many current deep learning frameworks support using parameters to
specify training or freezing the weights associated with a particular layer. This method
is usually used to solve the problem of overfitting caused by insufficient training data.
But if you have enough data, you could use the downloaded weights just as initial-
ization to replace random initialization. And then you can do gradient descent training,
updating all the weights in all the layers to train the whole network.

This is the transfer learning for the training of ConvNet. In practice, because many
network weights are publicly available on the internet, you can easily download these
open source weights that someone else has spent weeks working with a large com-
puting device to initialize your network model. This will greatly improve your work
efficiency. You can refer to [16] for more details.

4 Generate Training Dataset

When your network is built, you need to provide the image it will use to train a new
detection classifier. Most deep neural network models require at least hundreds of
images to train a detection classifier. Many computer vision researchers are willing to
share their data online, i.e., ImageNet. And other researchers can also train their
algorithms on these databases

To train a robust classifier, the training images should have random objects in the
image along with the desired objects and should have a variety of backgrounds and
lighting conditions. There should be some images where the desired object is partially
obscured, overlapped with something else, or only halfway in the picture. Make sure
the images are not too large. The larger the images are, the longer it will take to train
the classifier. As my advice, the images size should be less than 200 KB each, and their
resolution should not be more than 1280 � 720.

In practice, after you have all the pictures you need, we usually use 80% of them as
the training images and 20% of them as testing images. Make sure there are a variety of
pictures in both directories of the training and testing data.

With all the pictures gathered, it is time to label the desired objects in every picture.
LabelImg [17] is a tool for labeling images, and its GitHub page has very clear
instructions on how to install and use it. Once you have labeled each image, there will
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be generated one *.xml file for each image in the images directory. These will be used
to train the new object detection classifier.

5 Conclusion

Object detection has been developing rapidly in the field of computer vision and has
repeatedly created amazing achievements. The ConvNet has a strong versatility and
portability, and it is widely used in robot, autonomous driving, medical assistance, etc.
This chapter focuses on several core problems in object detection: object localization,
sliding windows object detection, and transfer learning. In addition, we also introduced
how to classify and locate cells in medical image by ConvNet.

In summary, the success of ConvNet in recent years mainly depends on three
pillars: data, model, and calculation power. A large amount of manually annotated data
makes it possible to conduct supervised training. A deeper and larger model improves
the recognition ability of the neural network. The combination with GPU and the rapid
development of computer hardware makes large-scale training become time-saving and
effective. However, the research on ConvNet is just beginning, and many aspects need
further study.

At present, ConvNet needs training samples of tens of thousands or even millions
of levels, and the training process for such a large number of samples is also extremely
long. And in many areas, it is very expensive to obtain large numbers of precisely
labeled samples. How to generate a good neural network from a small amount of data
will be the future research direction. How to get satisfactory performance by train a
small amount of dataset will be the future research direction.

In addition, the trend is that the deeper the network, the better the performance of
ConvNet, and some networks even reach thousands of layers. However, as the network
deepens, overfitting and gradient disappeared become more serious. Although the
research such as residual network [18], etc., is devoted to solving such problems, the
large model also limits the application of ConvNet on common devices, especially
mobile devices. The ConvNet needs to optimize the structural design to find more
efficient neurons and structural units.
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Abstract. Researches show that the amount of mine gas emission is influenced
by many factors, including the buried depth of coal seams, coal thickness, gas
content, CH4 concentration, daily output, coal seam distance, permeability,
volatile yield, air volume, etc. Its high-dimensional characteristics could easily
lead to dimension disaster. In order to eliminate the collinearity of attributes and
avoid the over-fitting of functions, Lasso algorithm is used to reduce the
dimension of variables. After low-redundancy feature subset is obtained, the
best performance model is selected by 10-fold cross-validation method. Finally,
the gas emission is predicted and analyzed based on public data from coal mine.
The results show that the prediction model based on Lasso has higher accuracy
and better generalization performance than principal component analysis pre-
diction model,and the accurate prediction of gas emission can be realized more
effectively.

Keywords: Gas � The amount of emission � Feature selection � Penalty
regression � Prediction model

1 Introduction

In recent years, with the number of safety accidents and death toll have decreased year
by year, China’s coal mine safety situation has improved, but the security situation is
still grim, since coal mine accidents occur frequently and major accidents happen from
time to time. According to incomplete statistics, there are 1945 coal mine accidents
from 2013 to 2017, and the death toll was 3771. Among them, the number of gas
accidents and deaths accounted for 11.21% and 30.17%, respectively, becoming the
second largest safety accident after the roof disaster accident. Therefore, gas is still one
of the main factors causing coal mine safety accidents.

Many scholars have done a large number of researches on the prediction model of
gas emission for coal mine. Qi and Xia [1] used the different-source prediction method
to predict the mine gas emission. Li [2] used the grey system theory to study the mine
gas emission. Using the l1 regularized outlier isolation and regression method (LOIRE)
with the TLBO optimization algorithm, Hu et al. [3] established the TLBO-LOIRE
optimization prediction model to calculate and analyze the relevant influencing factors
and predicted the gas emission from the coal mining face.
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The gas emission from the mining face is complicated and affected by many factors
including gas content, gas permeability, pressure, and buried depth. The high-
dimensional characteristics of these influencing factors are likely to lead to dimensional
disaster and over-exposure, which will influence the accuracy of prediction. Thus,
dimension, accuracy, and representativeness of the factors affecting the amount of gas
emission are crucial to the prediction. In this article, a feature selection method based
on Lasso algorithm is proposed. On the basis of the original feature space, an optimal
feature subset is selected by eliminating irrelevant and redundant features with better
readability; meantime, the feature meaning of the original dataset has not changed. The
main features of the influence factors of gas emission screened from data perspective
are used to establish the prediction model, which can solve the multi-collinearity
problem between variables so that the changing law of gas emission from the mining
face can be accurately tracked.

2 Principle of Lasso Algorithm

The least absolute shrinkage and selection operator (Lasso) is a regularized sparse
model with penalty, first proposed by statistician Tibshirani in 1996. In order to provide
effective algorithm support for Lasso, Efron et al. [4] proposed the least angle
regression (LARS) algorithm. Friedman proposed algorithm which can solve calcula-
tion problem of Lasso as well, but glmnet ignores the difference between the two
adjacent regression coefficients, making the volatility of the estimated value large. Zou
and Trevor [5] proposed the elastic net method, which adds a two-norm constraint on
the basis of LARS to solve the over-fitting problem of high-dimensional small sample.

The basic idea of Lasso regression is to perform L1 norm constraint on regression
coefficients, so that the regression coefficients of some independent variables can be
automatically compressed to zero since the residual sum of square is minimized. In
other words, based on the least square estimation of the traditional linear regression
method, it adds the penalty term of the absolute value situation to select variables and
obtain an interpretable model.

For multiple linear regression models:

y ¼ aþ b1x1 þ b2x2 þ � � � þ bpxp þ e; ð1Þ

The Lasso estimates for the constant term and the regression coefficient are as
follows:

ðâ; b̂Þ ¼ argmin
Xn
i¼1

yi � ai �
Xp
j¼1

bjxij

 !2

s:t:
Xp
j¼1

bj
�� ��� t; ðt� 0Þ ð2Þ

Lasso regression uses the correlation among data to compress the regression
coefficient bi which has little influence on y by controlling the parameter t. The smaller
the t is, the higher the degree of compression, so that more regression coefficients will
be compressed to 0 and the corresponding variables will be removed from the model to

166 Q. Chen and L. Huang



achieve the purpose of selecting variables. b̂0j represents least squares estimation of bj

and compression will happen once t\
Pp

j¼1 b̂0j

��� ���, with some coefficients changing

toward 0.

3 Prediction Model Based on Lasso

In order to build the model, the original data is normalized at first, and then, the
collinearity between properties is judged. If collinearity exists, Lasso is used for
dimensionality reduction. Otherwise, multiple regression analysis is performed. Whole
process is shown in Fig. 1.

1. Normalization of data.

When using Lasso regression, in order to eliminate the influence of dimensions of
different indexes, it is necessary to standardize and normalize the observation data.

2. Feature selection by Lasso.

After calculation through Lasso, when the parameter regression result corresponding to
influencing factor is “0”, the feature is discarded. Otherwise, the feature is included in
the candidate feature set. Thereby, a sparse solution is obtained for dimensionality
reduction.

3. Generation of model family.

After obtaining a subset of low-redundancy features, the model family is created by
using feature subsets to obtain regression coefficients corresponding to different alpha
values.

4. Model optimization.

This article uses the 10-fold tutorial verification method to select the model, and
specific steps are as follows: ① Disturb the order of the training set randomly. ②
Divide the disturbed training set into 10 parts. ③ Start with the first parameter in the
parameter set and select one parameter each time without repeating. ④ From the first
copy, take one copy each time as a test set, and the rest as a training set.⑤ Use training
sets and selected parameters for model training. ⑥ Forecast test sets with trained
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Fig. 1. Modeling process of Lasso penalty regression algorithm
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models. ⑦ Calculate the average recognition rate for all prediction results. ⑧ Select
the test set parameter that gets the highest recognition rate. Using cross-validation
methods, good learning parameters can be verified based on the characteristics of the
data itself.

4 Application and Analysis of Model

4.1 Selection of Factors Affecting Gas Emission in Working Face

There are many influencing factors affecting the mine gas emission. In this paper, nine
factors measured within 48 months in the mining face of a coal mine in Huaibei
Province are adopted as original variables, including coal seam depth (X1), gas per-
meability (X2), coal seam thickness (X3), gas content (X4), CH4 concentration (X5), air
volume (X6), daily production of coal (X7), coal seam distance (X8), and volatile yield
(X9). Table 1 shows 62 sets of data including the amount of gas emission (Y) and its
influence factors in working face. The first 58 sets of data are used as training sets and
the last 4 sets are used to test the prediction effect.

Table 1. Datasets of gas emission quantity and influencing factors

No. X1

(m)
X2

(m/d)
X3

(m)
X4

(m3/t)
X5

(%)
X6

(m3/min)
X7

(t)
X8

(m)
X9

(%)
Y
(m3/t)

1 228 4.1 1.9 4.99 0.22 589 786 10 32 1.38
2 229 6.1 2.5 6.01 0.2 360 786 9 30 1.32
3 230 4.9 1.5 5.27 0.2 405 421 9 30 2.77
4 235 7.2 1.2 4.1 0.2 417.1 1436 10 31 1.84
5 236 6.1 1.1 2.96 0.2 447.2 1517 8 38 0.85
6 237 7.6 3.3 3.7 0.2 477 1644 10 38 1.81
7 238 7.91 1.9 2.01 0.2 480 1616 10 38 0.86
8 239 8.11 1.8 3.11 0.2 462 1694 10 38 0.79
9 240 7.12 1.9 2.14 0.2 462 1661 7 39 1.52
10 241 9.1 1.9 3.25 0.2 480 1661 8 38 1.83
11 242 6.99 2 2.91 0.2 540 1553 7 38 1
12 243 6.72 1.1 2.16 0.2 720 1570 7 39 1.32
13 244 7.81 1.2 3.19 0.2 660 1500 8 37 1.27
14 245 7.37 1.6 4.1 0.24 648 1619 8 34 1.38
15 246 8.26 1.6 2.31 0.25 598.5 1581 9 38 1.36
16 247 8.46 1 2.46 0.2 452.4 1574 6 37 0.83
… … … … … … … … … … …
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4.2 Correlation Analysis

This article uses a visual approach named parallel graphs and associated heat maps to
show the relationship between factors and target (gas emission).

After normalizing the data in Table 1, the correlation visualization is displayed in
Figs. 2 and 3. In parallel graph, where the properties are similar, the colors of the
polylines will be close and they will be centralized, indicating that a fairly accurate
model can be built. In the associated heat map, red represents strong correlation and
blue represents weak correlation. It can be seen from the heat map and parallel graph
that there is a strong correlation between the attributes, which is suitable for the Lasso
algorithm for feature screening.

Fig. 2. Parallel graph of data

Fig. 3. Correlation heat map of data
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4.3 High-Impact Factors Screening by Lasso

Using Python language programming for machine learning, the Lasso regression fitting
results under different alpha values were obtained. Mean square error under different
values was calculated by cross-validation, and the prediction accuracy of each model
was compared, as shown in Fig. 4.

Figure 4 shows the trend of the model prediction mean square error (MSE) for the
parameter alpha value. Apparently, with the increase in the alpha value, the screening
effect of the model becomes more obvious, and the number of high-impact factors
selected by the model is less, but the prediction mean square error also increases.
Therefore, appropriate parameter values should be chosen to make a trade-off. It can be
known from observation that when the value of alpha is around 10−2, six high-impact
factors were extracted from the first nine influence factors, and three low-impact factors
were eliminated, which simplified the index system to some extent. Meantime, mean
square error of the model is controlled below 0.5, which can achieve both the pre-
diction accuracy and the factor screening.

At the same time, the variation of the gas emission in the Lasso regression with the
parameter is shown in Fig. 5. It can be seen that as the alpha value increases gradually,
the degree of compression increases, and the number of variables selected into the
model decreases. The dashed line is the position of the alpha.lse value, which corre-
sponds to a more concise model within one standard error. Therefore, this article selects
alpha.lse for variable screening.

It can be seen from Table 2 that after Lasso regression is realized by LARS or
glmnet, at best alpha, three attributes are excluded, namely gas permeability, volatile
yield, and air volume, and the sparse vector solution is obtained.

Fig. 4. Figure of alpha and mean square error
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4.4 Comparison of Prediction Results

In order to better verify the prediction effect, the results are compared with principal
component analysis prediction, as shown in Table 3. The prediction of 59–62 samples
showed that the Lasso average prediction error was 4.8%, and the principal component
regression prediction average error was 14.4%. The prediction accuracy based on the
Lasso multiple regression model was higher, which also indicated that the Lasso feature
screening method was superior to principal component analysis method.

Meanwhile, the average relative variance (ARV) and root mean square error
(RMSE) are introduced as the error evaluation criteria to comprehensively evaluate the
prediction accuracy and generalization ability of the model. The smaller the ARV
value, the stronger the generalization ability of the prediction model. The smaller the
RMSE value, the higher the accuracy of the prediction model. A comprehensive
comparison of the effects of two different prediction models is shown in Table 4.

Fig. 5. Regression coefficient with alpha

Table 2. Screen results of each factor by the Lasso algorithm

Algorithm X4 X1 X8 X5 X3 X7 X2 X9 X6

LARS 0.34795 0.30816 0.15724 0.15676 0.06543 0.05217 0 0 0
Glmnet −0.17406 0.31524 0.04347 0.15781 −0.31221 0.08357 0 0 0

Table 3. Prediction of gas emission based on Lasso and principal component regression

No. Measured value Prediction by Lasso Prediction by principal
component regression

59 33.05 31.61 28.76
60 37.06 36.18 27.91
61 60.82 55.33 53.47
62 56.41 58.34 51.82
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Obviously, prediction results from Lasso penalty regression algorithm have lower
ARV and RMSE compared with principal component regression model, indicating its
stronger generalization ability and higher accuracy.

5 Conclusion

The research shows that the amount of mine gas emission is influenced by many
factors. Its high-dimensional characteristics easily lead to dimension disaster. In order
to eliminate the collinearity of attributes and avoid the over-fitting of functions, Lasso
algorithm is used to reduce the dimension of variables. Finally, the gas emission is
predicted and analyzed on the public data. The results show that the prediction model
based on Lasso has higher accuracy and better generalization performance than the
principal component multiple regression algorithm, and has a wide application prospect
in machine learning.
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Abstract. The water meter is a device for measuring the amount of water used
by each household. Remote meter reading is one of the main ways to solve the
waste of human resources caused by regular manual door-to-door access to
mechanical water meter readings. The current use of image acquisition and then
accurate reading of the water meter image is one of the ways of remote meter
reading. In this paper, the convolutional neural network is used to predict the
reading area, and then the non-maximum suppression algorithm (NMS) is used
to remove highly overlapping results from prediction region results to obtain the
position of the reading area. The experimental results show that with using the
method proposed in this paper in the actual application scenario, the IoU of the
images of 1000 test sets are all above 0.8 and then combined with the three-layer
BP neural network for character recognition, the accuracy rate reaches 98.0%.

Keywords: Convolution neural network � Image detection � Water meter
number reading

1 Introduction

At present, most water meters are still mechanical water meters, and the update speed
of smart water meters is slow. For users who have not replaced smart water meters, the
work of water meter readings is mainly done by humans every month, which is not
only inefficient, but also has potential safety hazards. A lot of human resources are
wasted, so remote meter reading is required. One of the remote meter reading methods
uses image acquisition and then recognizes the number on the picture.

Image-based remote meter reading is mainly divided into two steps. The first step is
the detection of the reading area and the second step is the recognition of characters.
Among them, the detection of the reading area is the primary premise of character
recognition. Common methods for detecting the reading area are: method based on
Canny edge detection [1–3] and Hough transform [4–9], method based on projection
[10–12].

The method based on Canny edge detection and Hough transform, the Canny edge
detection algorithm is used to obtain the edge of the image. The Hough circle detection
removes the pixel interference between the circular area and the area where the circular
metal casing is located and then finds the water meter character by Hough line
detection. The line of the four sides of the number box is located, and finally, the
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positioning is based on the number and geometric features of the number box. How-
ever, such a detection method has obvious disadvantages. It is easily affected by
bubbles on the dial of the water meter, the angle of inclination of the image, blurring,
etc., and the detection accuracy is low.

The method based on projection is a method of combining the gray values of each
pixel of the obtained binarized image in a certain cross-sectional direction. The pro-
jection method is to count the number of black pixels in the horizontal and vertical
directions displayed in the image reading area, and draw a corresponding projection
image according to the counted number of pixels, and then locate the position where
the number on the dial is located. Specifically, the horizontal projection is to judge the
pixel value of each row of the obtained binarized image, and the number of gray values
of all the black pixels is counted; the vertical projection is to judge the pixel value of
each column of the obtained binarized image and count the number of gray values of all
the black pixels of the column. However, such detection methods are also susceptible
to many factors, such as light spots, stains, partial occlusions, etc., on the dial of the
water meter, and the accuracy is also low.

In this paper, the convolutional neural network is used to predict the reading area,
and then the non-maximum suppression algorithm (NMS) is used to remove highly
overlapping results from prediction region results to obtain the position of the reading
area. The IoU of the images in the 1000 test sets are all above 0.8 and combined with
the three-layer BP neural network for character recognition, the accuracy rate is 98.0%.
Compared with other methods, the reading results of the method in this paper are not
easily interfered by external factors such as bubbles, spots, blurs, etc., and the sensi-
tivity is low.

The paper is organized as follows. Section 1 is talked about introduction to this
research. Section 2 introduces the specific implementation method of the predicted
reading area. Section 3 contains the experimental results and analysis. Section 4
summarizes the paper.

2 System Implementation

The network structure of the method is shown in Fig. 1. The implementation mainly
includes the following parts. Firstly, the convolutional neural network is used to predict
the reading area. Secondly, the non-maximum suppression algorithm (NMS) is used to
remove highly overlapping results from prediction region results. Finally, the accuracy
is calculated by the result of character recognition and thus compared with other
algorithms.

2.1 Predict the Reading Area with Convolutional Neural Network

To perform character recognition on the readings in the water meter image, the first
thing to do is to detect the correct reading area and eliminate character interference in
the non-reading area, which is critical for character recognition of the readings.

The specific structure of the convolutional neural network is shown in Fig. 1. It
consists of several convolutional layers and several pooling layers, including five two-
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dimensional convolutional and pooling layers and a separate convolutional layer, the
first volume. The first convolution kernel is 5 � 5, the padding is set to the same mode,
and the step size is 1. The convolution kernel of the remaining convolutional layers is
3 � 3, the padding is set to the same mode, and the step size is 1. The pooling layer is
of the pool size 2 � 2, and the step size is 1. In the training process of the network, the
Adam algorithm [13] is used instead of the traditional random gradient descent algo-
rithm to perform a gradient optimization update.

The input of the whole network is the image data of the water meter, which is
regarded as two-dimensional data. If the image is a RGB image of three color channels,
we use three convolution kernels. If the image is a grayscale image, the gray value is
copied to the corresponding three color channels. The overall loss function is composed
of a position loss function and a confidence loss function. The specific calculation
formula is as follows:

L x; c; l; gð Þ ¼ 1=N Lconfðx; cÞþ aLlocðx; l; gÞð Þ ð1Þ

where L is the overall loss function; x is the match between the i-th prediction box and
the j-th real box, and the value range is {0, 1}; c is the confidence, l is the prediction
box, and g is the real box. Lconf is a confidence loss function and Lloc is a position loss
function; N is the number of matching default boxes and a is the weight of Lconf and
Lloc, which is set to 1.

2.2 Remove Highly Overlapping Results with NMS

As shown in Fig. 1, we add the output of the fourth, fifth, and sixth convolutional layer
to the end of the network and perform non-maximum suppression (NMS) [14–16] to
remove the high overlap predicted boxes to obtain the optimal solution. The purpose of
the NMS algorithm is to eliminate redundant boxes and find the best object location.
The core idea of NMS to remove high-overlapping predicted boxes is based on the
premise that there is no overlap or low overlap between the hypothetical instances.

Fig. 1. Network structure for detection of reading area
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Firstly, we sort the predicted boxes according to the confidence level and select the
predicted box with the highest confidence. Secondly, set an overlap threshold and
traverse other adjacent predicted boxes. When the overlap between the adjacent pre-
dicted box and the highest confidence predicted box is higher than the threshold we set,
the adjacent predicted box is removed, and when it is lower than the threshold we set,
the adjacent predicted box is retained. Then repeat the above steps by selecting one of
the most confident predicted boxes in the unprocessed predicted boxes.

3 Experiment Result

The water meter reading area detection method in this paper is mainly evaluated from
two aspects. One is the overlap between the predicted area and the real area, and the
other is the accuracy of the reading recognition combined with the three-layer BP
neural network. And in terms of accuracy, the method of this paper is compared with
other methods. In addition, because there is currently no authoritative dataset for water
meter readings, this paper is based on our own dataset for evaluation.

3.1 Dataset

The acquisition and labeling of image datasets is the basis of neural network training.
The size of datasets and the quality of data annotation directly affect the training effects
and prediction results of neural networks. The images required for training and testing
the model are randomly divided into training set, verification set, and test set. The ratio
of the three data sets can be in the range of 4:1:1–8:1:1. We use the camera to directly
shoot the water meter dial, and adjust the position of the camera and the reading of the
water meter, and mark the acquired picture, including the coordinate values of the two
endpoints of the diagonal of the reading area and the reading of the water meter value.

For the size of the water meter image, the neural network of this paper does not
have strict requirements for this and can use different sizes of pictures. For the color
channel of the water meter picture, RGB three color channels and grayscale images can
be used. For the tilt problem of the image, there is no need to tilt the image. We only
need to tilt a part of the image at an appropriate angle. This part of the image can be
randomly placed into the training set, verification set, and test set, which can increase
robustness of the model. In addition, in order to better simulate the real application
scenario, we can also grayscale and blur the image, add noise, light spots to the image,
which can enhance the generalization of the model.

This paper collected 6000 water meters, randomly divided the pictures into three
parts according to the ratio of 4:1:1, 4000 pictures as the training set, 1000 pictures as
the verification set, and 1000 pictures as the test set.

3.2 The Overlap Between Predicted Area and Real Area

The degree of overlap between the predicted area and the real area (IoU) is a criterion
for measuring the accuracy of detecting the corresponding object in a specific data set.
The calculation method is the area where the two regions overlap and the area where
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the two regions are combined. The value of IoU is between 0 and 1. The larger the
value, the better the prediction effect and the better the work for subsequent character
recognition.

The test result of the reading area IoU is that the IoU of all pictures is above 0.8,
and the specific distribution is shown in Table 1. As it can be seen from the test results
in Fig. 2, the confidence of this predicted box is 0.99, and the predicted results are
completely in line with expectations.

3.3 Recognition Accuracy with Three-Layer BP Neural Network

Accuracy is the standard used to measure character recognition. The calculation
method is the number of pictures that are correctly recognized by all five characters
divided by the number of all pictures. The accuracy rate is between 0 and 1. The higher
the value, the more accurate the recognition result.

The test result of character recognition is that 980 images of all five characters are
correctly recognized, and the accuracy rate is 98.0%, which can be applied to reality.
Figure 3 shows the test results in the actual scenario. The predicted result of the reading
is 00645, and the result is in line with expectations.

In order to better compare the results with other methods, we have tested various
methods on the dataset of this paper. Because different methods have different ideas,
not all methods can be evaluated with IoU. However, all methods evaluate the accuracy
of the readings, so the accuracy of the readings is used here for evaluation. The test

Table 1. Distribution of IoU

IoU interval Number of images Proportion (%)

IoU � 0.9 554 55.4
0.9 > IoU � 0.8 446 44.6

Fig. 2. Results of the predicted reading area
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results are shown in Table 2. It can be seen that the accuracy rate based on projection
method and BP neural network method is 90.1%, and the accuracy rate based on Canny
edge detection, Hough transform, and template matching method is 93.3%, and the
accuracy of the proposed method is 98.0%. There are obvious advantages in the
proposed method.

4 Conclusion

This paper proposes a method based on convolutional neural network for water meter
reading area detection, which lays a foundation for the recognition of readings. In this
paper, the convolutional neural network is used to predict the reading area, and then the
NMS algorithm is used to remove highly overlapping results from prediction region
results to obtain the position of the reading area. The experimental results show that the
IoU of the images of 1000 test sets are all above 0.8 and combined with the three-layer
BP neural network for character recognition, the accuracy rate reaches 98.0%. The
method of this paper achieves the detection of water meter readings efficiently and
accurately. The method is not only unsusceptible to external environmental factors, but
also has generalization ability, and the model structure is simple, requiring less com-
puting resources.

Fig. 3. Predicted results of readings

Table 2. Distribution of IoU

Method Accuracy rate
(%)

Method based on projection and BP neural network 90.1
Method based on Canny edge detection, Hough transform, and template
matching

93.3

Proposed method with BP neural network 98.0
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Abstract. The problem of multi-pattern matching for RDF graph is an
extended problem of subgraph isomorphism, where Resource Description
Framework (RDF) is a graph-based data model for information sharing
on Web. In real world, concurrent execution of multi-queries is more real-
istic than single query. However, the problem about re-computations of
common subgraphs always limits the time efficiency of matching process-
ing. To solve this problem, an algorithm of multi-pattern matching for
RDF graph is proposed, which can response to multiple queries through
one traversal of RDF graph. The experimental results show that our algo-
rithm can avoid the re-computations of common subgraphs and improve
up to 70% of time efficiency than basic line algorithm.

Keywords: RDF graph · Multi-pattern matching · Dependent tree ·
Node fragment table

1 Introduction

Resource Description Framework (RDF) [5] is a graph-based data model that is
the basic model for semantic identification of resources in Semantic Web [4]. The
pattern matching for RDF graph (PM for short) refers to finding all the RDF
subgraphs that are isomorphic to query graphs. The multi-pattern matching for
RDF graphs (M-PM for short) is an extension of PM problem. A core challenge
of M-PM problem is to avoid the re-computations about the matching processing
on common subgraphs of multiple query graphs. To cope with the core challenge,
an algorithm of M-PM problem is proposed in this paper, which can response
the multiple query graphs by one traversal on data graphs.

The most of researches pay more attention on the single-pattern match-
ing processing and multi-patterns matching optimization. For the single-pattern
matching processing, a relational approach is usually used to index and match
RDF graphs. Weiss et al. [1] and Perez et al. [6] employ an index-based solution
by indexing and matching RDF graphs on a B+-tree. Srdjan Komazec et al. [7]
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vertically partition the RDF graphs into a set of tables based on bounded labels
of triple patterns and use a bidirectional index on top of it to locate the required
tables. However, it is hard to migrate the technique of single-pattern matching to
M-PM problem, due to the complex dependent relations among multiple query
graphs.

The multi-pattern’s matching optimization is to identify common tasks
among multiple query graphs and select one exact plan for each query graph.
Ismail et al. [8] propose a dynamic programming solution. The solution can avoid
to generate redundant candidates and reaches the solution set before generating
larger candidates. Zahid Abul-Basher et al. [2] propose a framework for multiple
query optimization. The key idea of this framework is to expand repeatedly the
search wavefront until no new answers are produced, where each search wave-
front is guided by non-deterministic finite automata. However, those heuristic
algorithms pay a big cost on training plans.

Therefore, a novel algorithm of M-PM problem is proposed. Firstly, a depen-
dent tree (D-Tree) is designed for reflecting the inclusion of relation among
multiple queries. D-Tree exactly describes the executed orders of multiple BGP
graphs. However, the inclusion relations are difficult to operate the crossover
between any two inclusive BGP graphs, because inclusion relation is an abstract
and single representation. Then, a node fragmentation table (NFT) is proposed
to solve the crossover problem between inclusive BGP graphs. NFT depicts the
inclusion relations in detail based on residual edges among BGP graphs. Finally,
a M-PM algorithm is designed based on D-Tree and NFT, which can response to
multiple BGP graphs through one traversal of RDF graph. M-PM algorithm can
effectively avoid the re-computations about the matching processing on common
subgraphs of multiple query graphs.

2 Dependent Tree and Node Fragment Tables

The formal definitions of basic graph pattern (BGP) and data graph (DG) are
first given, and then, our problem definition is given.

2.1 Problem Definition

Definition 1. (Basic Graph Pattern) A basic graph pattern BGP(Vq, Eq, Lq,
φq, varsq) is a directed labeled graph, where Vq is a set of vertexes; Eq represents
a multi-set of directed edges; Eq : (u, v) is a directed function denoting a directed
edge from u to v, u, v ∈ Vq; Lq is a set of edge and vertex labels; vars is a set
of query variables, and q: Vq ∪ Eq → (Lq ∪ varsq) is a labeling function that
maps a vertex or an edge to the corresponding label.

Definition 2. (Data Graph) A data graph DG(Vd, Ed, Ld, φd) is a directed
labeled graph, where Vd is a set of vertexes; Ed represents a multi-set of directed
edges; Ed : (u, v) is a directed function denoting a directed edge from u to v,
u, v ∈ Vd; Ld is a set of edge and vertex labels, and d: Vd ∪ Ed → (Ld ∪ varsd)
is a labeling function that maps a vertex or an edge to the corresponding label.
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The difference between BGP and DG is that the label of DG must be a
constant and the label of BGP can be a variable. The variables at the predicate
position are not considered in this paper because such variables are not common
in real-world query graphs, as shown in a previous study [3].

The basic graph pattern matching (B-PM) refers to finding all data subgraphs
that are isomorphic to a BGP. However, concurrent execution of multi-queries is
more realistic than single query in real world. And re-computations of common
subgraphs always limit the time efficiency of matching processing. Therefore, an
extended problem definition of B-PM is given as follows.

Definition 3. (M-PM Problem) Given a set of basic graph patterns Q =(q1,
q2,· · · qm) and a set of data graphs D=(d1, d2, · · · , dn), m,n ∈ N+ . A multi-
pattern matching (M-PM) refers to finding all data subgraphs from D that are
isomorphic to basic graph patterns of Q.

To reflect the inclusion relation among multiple BGP graphs, a dependent
tree (D-Tree) is designed. D-Tree exactly describes the executed orders of mul-
tiple BGP graphs. However, the inclusion relations are difficult to operate the
crossover between any two inclusive BGP graphs, because inclusion relation is an
abstract and single representation. Therefore, a node fragmentation table (NFT)
is proposed to solve the crossover problem between inclusive BGP graphs. NFT
detailedly depicts the inclusion relation based on residual edges among BGP
graphs. Based on D-Tree and NFT, a M-PM algorithm is designed to response
to multiple BGP graphs through one traversal of RDF graph. The working mech-
anisms about D-Tree and NFT are explained in Sect. 2.2.

2.2 Dependent Tree and Node Fragmentation Table

A D-Tree describes the inclusion relations among multiple BGP graphs.
The dependent relation among BGP graphs is presented by the dominating

set of queries. Given any two BGP graphs q1 and q2, satisfying Eq1 ⊂ Eq2 , then
q1 dominates q2, defined as q1 ≺ q2. Given any two BGP graphs q1, q2, and an
edge e, satisfying e /∈ q1, e ∈ q2 and q1 ≺ q2, then e is a residual edge of q2 (REq2

for short). That is, q2 is at rear of q1 in matching processing if and only if q1 ≺ q2.
Figure 1 represents the multiple BGP graphs and a dependent Tree. Figure 1.

(1) depicts the multiple BGP graphs, and there are dependent relations among
BGP graphs. Figure 2b presents a D-Tree, where 0, 1, . . ., n refer to the subscripts
of q0, q1, . . ., qn, n ∈ N+ and −1 is a subscript of virtual node that assigned to
a root node of each tree. Each node of D-Tree also contains the residual edges
with its parent node.

A node fragmentation table (NFT) is to solve the crossover problem between
inclusive BGP graphs. NFT detailedly depicts the inclusion relation among BGP
graphs based on residual edges.

NFT is classified as inner NFT and outer NFT, where inner and outer NFTs
are constructed by inner and outer edges, respectively. Given a BGP graph q
and a vertex u ∈ Vq, there is a vertex v of Vq, such that e(u, v) ∈ Eq, then
edge e is an inner edge of vertex u. Given any two BGP graphs q1, q2 and a
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Fig. 1. Multiple BGP graphs and a dependent tree (D-Tree)

vertex u, u ∈ Vq1 and u ∈ Vq2 , there is a vertex v of q2, satisfying q1 ≺ q2, such
that e(u, v) /∈ Eq1 and e(u, v) ∈ Eq2 , then edge e is a outer edge of vertex u.
NFT containing inner edges is called as inner NFT (iNFT for short) and NFT
containing outer edges is called as outer NFT (oNFT for short).

NFT contains two columns: vertexes and edges. In each row of NFT, the
vertex unit only holds one vertex, and the edge unit holds the inner or outer
edges coupled with vertex unit. Thus, the inner NFT and outer NFT are formed
as iNFT(Vq, iEVq

) and oNFT(Vq, oEVq
), respectively.

The NFT is constructed based on D-Tree. In D-Tree, the vertexes and edges
of a root node are only assigned into iNFT, because no node dominates a root
node. Given any a node q1 (not a root node), its parent node q2 and a vertex
u of q2, there is a vertex v of q1, such that e(u, v) ∈ REq1 , then u and e(u, v)
are assigned into oNFT. Given any a node q1 (not a root node) and a vertex u
of q1, there is a vertex v of q1, such that e(u, v) ∈ REq1 , then u and e(u, v) are
assigned into iNFT.

Figure 2 describes the node fragment table (NFT). The parent of q1 is q0,
which can be found from Fig. 1b. For a vertex ?B, there is a vertex ?G of q1, such
that e3(?B, ?G) ∈ REq1 = {e3, e4}, then ?B and e3 are assigned into oNFT. For
a vertex ?G, there is a vertex ?B of q1, such that e3(?G, ?B) ∈ REq1 = {e3, e4},

Fig. 2. Node fragment table (NFT)
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then ?G and e3 are assigned into iNFT. For a root node of D-Tree, all vertexes
and edges are assigned into iNFT. Note that the directed characteristic of edges
are not considered; that is, NFT is executed on ground graphs of directed BGP
graphs.

3 M-PM Algorithm

M-PM algorithm is based on D-Tree and NFT. The matched results were
response sequentially with multiple BGP graphs through a pre-order traversal
on D-Tree.

Before description of MP algorithm, a vertex relation between BGP and data
graph is given. Given any a vertex of data graph vd, there is a pattern vertex
vq of one BGP graph matching vd, then vd is an instance of vq. Given any two
vertexes of data graph vd1 and vd2 , there are two pattern vertexes vq1 and vq2 ,
satisfying e (vd1 , vd2)= e(vq1 , vq2), vd1 is an instance of vq1 and vd2 is an instance
of vq2 , then dt〈vd1 , e, vd2〉 is a triple instance of dt〈vq1 , e, vq2〉.

In M-PM algorithm, the results of multiple query graphs are incrementally
acquired through a pre-order traversal on D-Tree. The process of obtaining the
results of root node q0 is described as follows:

(1) Giving a fixed pattern vertex vq0 of q0, acquiring a data vertex vd that is
an instance of vq0 and setting vd as an initial data vertex.

The fixed pattern vertexes are chosen by computation of inner table and D-
Tree. A pattern vertex vq0 is fixed if and only if REq0 ∩ iEvq0


= ∅. The fixed
pattern vertex vq0 is obtained by a function Fi: REq0 ∩ iNFT → 〈vq0 , iEvq0

〉.
(2) Obtaining other vertexes sequentially by one-hop traversal from vd and

setting as initial data vertexes of next one-hop traversal.
In one-hop traversal on data graphs, given any an initial data vertex vd1 and

its a obtained vertex vd2 , there is a pattern vertex vq, satisfying vd1 is an instance
of vq and e(vd1 , vd2) ∈ iEvq

, then triple instance dt(vd1 , e, vd2) is written into the
results of q0. And if e(vd1 , vd2) ∈ oEvq

, triple instance dt〈vd1 , e, vd2〉 is written
into temp results.

(3) Carrying out the results of q0 until there are not new triple instances to
be written.

The process of obtaining the results of child nodes is different with root node.
It needs to be assisted by parent nodes and temp results.

(1) Copying parent node results to child node results, because parent node
results are a part of child node results.

(2) Giving a pattern node vq1 of the child node q1, then acquiring a data
vertex vd that is an instance of vq1 and setting vd as an initial data vertex on
temp results.

The fixed pattern vertexes are chosen by computation of outer table and
D-Tree. A pattern vertex vq0 is fixed if and only if REq0 ∩ oEvq0


= ∅. The fixed
pattern vertex vq0 is obtained by a function Fo: REq0 ∩ oNFT → 〈vq0 , oEvq0

〉.
(3) Obtaining other vertexes of temp results sequentially by one-hop traversal

from vd and setting as initial data vertexes of next one-hop traversal.
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In one-hop traversal on temp results, given any an initial data vertex vd1

and its a obtained vertex vd2 , there is a pattern vertex vq1 , satisfying vd1 is an
instance of vq1 and e(vd1 , vd2) ∈ REq1∩oEvq1

, then triple instance dt(vd1 , e,
vd2) is written into the results of q1. The one-hop traversal on temp results is
continuous executed until no new triple instance of temp results is written.

(4) Taking final initial data vertexes on temp results as initial data vertexes
on data graphs, and executing the (2) and (3) in the process of obtaining the
results of root node.

(5) Re-executing (1)–(4) until results of all BGP graphs are obtained.
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Fig. 3. Processing of multi-patterns matching for RDF graphs

The processing of M-PM is described in Fig. 3a represents a matched data
graph. (b)–(f) depicts the obtained results of multiple BGP graphs on D-Tree in
Fig. 2.

q0. The results of q0 are only assisted with inner table, because q0 is a root
node of D-Tree. Firstly, Fi: REq0 ∩ iNFT → 〈?B, iE?B(e1, e2)〉, 〈?C, iE?C(e1)〉
and 〈?D, iE?D(e2)〉, and arbitrarily choosing one of ?B, ?C, and ?D as a fixed
pattern vertex. Assumed that ?B is a fixed pattern vertex, then b1 is an instance
of ?B and set as an initial data vertex on (a). Through one-hop traversal from b1,
triple instances [b1, [e1, c1], [e2, d1], [e2, d2]] are written into the results of q0, and
triple instances [b1, [e3, a1], [e5, g1]] are written into temp results. Then, c1, d1
and d2 are obtained sequentially and set as the next initial vertexes, respectively.
Through one-hop traversals of c1, d1, and d2, triple instances [c1, [e1, b1]], [d1,
[e2, b1]], and [d2, [e2, b1]] are written into the results of q0, and triple instances
[d1, [e4, g1]], [d2, [e4, g2]], [c1, [e6, d1]] and [d1, [e6, c1]] are written into temp
results. Finally, final results of q0 are carried out because b1 has included into
results of q0.

q1. The results of q1 are assisted with inner and outer tables, and final results
of q0 are copied to the results of q1, because q0 is a parent node of q1. Firstly,
REq1 ∩ oNFT=〈?B, oE?B(e5)〉; thus, ?B is a fixed pattern vertex, then b1 is
an instance of ?B and set as an initial data vertex on temp results. Through
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one-hop traversal from b1, triple instance [b1, [e5, a1]] is written into the results
of q1. Then, a1 is obtained and set as an initial vertex on (1), because a1 is not
included into the key of temp results. Due to REq1 ∩ iNFT=〈?A, iE?A(e5)〉,
triple instance [a1, [e5, b1]] is written into the results of q1, and [a1, [e7, f1]] is
written into temp results through one-hop traversal from a1. Finally, final results
of q1 are carried out because b1 has included into results of q1.

The processing of obtained results of q1, q2, and q3 are similar to q1. Through
M-PM algorithm, the results of multiple BGP graphs can be obtained by one
traversal of data graphs.

4 Experimental Evaluation

Query Sets. In the selection of query sets, residual edges of query node are an
important factor. In the D-Tree of query graphs, the residual edges of non-leaf
query node are associated with overlapped query subgraphs. As the depth of
D-tree increases, the closer to root node are and the more times the query node
overlap. Therefore, the multiple query graphs with the same and different depths
are selected into our query sets.

Datasets. A simulated dataset is selected in our experimental analysis. DBpe-
dia 2015A1 describes the information of sports and sport events. It contains
30,000 RDF triple instances with 20 triple patterns. Due to the small number of
triple patterns, it is different for DBpedia 2015A to reflect the benefits of multi-
pattern matching algorithm. Therefore, a simulated dataset based on DBpedia
2015A is created, which contains almost 3 million RDF triple instances with 300
triple patterns.

Configurations. All experiments were performed on the Intel Xeon 5118 pro-
cessor with 24GB RAM. The system is equipped with main memory, and it runs
a 64-bit Linux 3.13.0 kernel.

In this experimental analysis, we look at the multi-pattern matching with
same and different depth of D-Tree on simulated dataset.

Basic line (BL for short) algorithm is compared with M-PM algorithm. The
idea of BL algorithm is to reduce the size of original RDF graph by query parent
node and response query child node on reduced RDF graph. However, it does
not avoid the rematching on the overlapped RDF subgraphs between parent
and child node. Assumed that the size of multiple BGP graphs is n and the
quantity of data graphs is m (quantity statistics of triple instance). The time
complexity of BL algorithm is similar to O(n · m). And the time complexity
of M-PM algorithm is approximatively O(m) + O(lognm · m). Therefore, M-PM
algorithm is better time-efficient than basic line algorithm.

Figure 4a describes the execution time on different widths of D-Tree with
same depth. Figure 4b depicts the execution time on different depths of D-Tree
with same width. The root query node contains 80 triple patterns, and each child
node has 10 edges more than its parent node. As the width and depth increase,

1 https://wiki.dbpedia.org/dbpedia-data-set-2015-04.

https://wiki.dbpedia.org/dbpedia-data-set-2015-04
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Fig. 4. Execution time evaluation

time cost of BL algorithm is much faster than M-PM algorithm. In the linear
tread, M-PM algorithm can improve up to 70% of time efficiency compared with
BL algorithm. And execution time of M-PM and BL algorithms is roughly the
same without differences in depth and width. That is, the execution time of
M-PM and BL algorithms is only related to number of RE.

Therefore, execution time about depth of changed query node is described in
Fig. 4c. The total number of REs is same, and the number of REs with different
depths is changed. The deeper depth is, the less number of overlapped subgraph
is. In the linear trend, M-PM algorithm changes very litter and BL algorithm
keeps growing as the depth increases. That is, M-PM algorithm does not change
due to the times of overlapped subgraph increases.
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Abstract. Radio frequency (RF) fingerprinting technology has been
developed as a unique method for maintaining security based on physical
layer characteristics. In this paper, we propose the RF fingerprinting by
extracting the parameter characteristics such as information dimension,
constellation feature, and phase noise spectrum in the transmitted infor-
mation when applied to the universal software radio peripheral (USRP)
software-defined radio (SDR) platform. To achieve a great performance
improvement of classification, not only the traditional support vector
machine (SVM) classifier, but also the machine-based integrated classi-
fier bagged tree and the adaptive weighting algorithm weighted k-nearest
neighbor (KNN) are both discussed. It is demonstrated that the proposed
method achieves good classification performance under different signal-
to-noise ratios (SNR).

Keywords: RF fingerprinting · Wireless communication ·
Software-defined radio · Characteristic parameter · Classifier

1 Introduction

With the continuous popularization of mobile communication devices and the
rapid development of the Internet of things (IoT) technology, wireless commu-
nication plays an irreplaceable role in both military and civilian applications.
However, due to its openness, wireless networks are more vulnerable to large-
scale malicious attacks than traditional wired networks. Meanwhile owing to
artificial intelligence technology [1], several new low-cost devices are sensitive
to computational complexity. And traditional methods by employ IP or MAC
addresses as identity are not effective as usual. Therefore, in order to reduce
potential threats from malicious users, it is urgent to find a new type of security
mechanism to identify authorized users and unauthorized users effectively.

c© Springer Nature Singapore Pte Ltd. 2020
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In the past ten years, RF fingerprint extraction and identification technol-
ogy [2] of wireless communication equipment have received extensive attention
all over the world. This method extracts the ‘RF fingerprint’ of the device by
analyzing the communication signal of the wireless device. Due to the hardware
characteristics, different wireless devices have their own unique RF fingerprints,
which can be extracted by analyzing the received RF signals. The method of
extracting hardware features of devices based on communication signals is called
‘radio frequency fingerprint extraction,’ and the method of identifying different
wireless devices using radio frequency fingerprints is called ‘radio frequency iden-
tification.’

In the field of correctly identifying communication devices and increasing
wireless communication security, scholars have done a lot of researches on ‘radio
frequency fingerprint extraction.’ Most achieve RF identification by analyzing
the transient signals, such as extracting the radio frequency fingerprint in the
Bluetooth communication signal [3]. However, this technology requires too much
precision of identification device. Recently, RF fingerprint extraction based on
steady-state signals and identification technology has received widespread atten-
tion [4,5].

This paper proposes a classification method by integrating different RF fin-
gerprint features and unique classifiers and carries out extensive experiments to
evaluate the performance. In particular, we employ six features, including two
fractal dimension features, phase noise spectrum, and three constellation fea-
tures extracted from the received information. Three classifiers are adopted to
adaptively combine different features. A test bed is constructed by a low-cost
USRP SDR platform as transceivers. During our work, extensive experiments to
investigate the classification performance under different channel conditions are
carried out. And experimental results show that the proposed RF fingerprint-
ing identification method has an excellent classification performance even at low
SNR conditions.

The content of this paper is arranged as follows: Sect. 2 introduces the extrac-
tion and recognition model of RF fingerprinting. Section 3 explains the main
fingerprint features extracted in the experiment and their physical meanings.
In Sect. 4, we describe the construction of the RF fingerprinting experimen-
tal environment and the process of data processing. Section 5 shows the main
recognition results for different classifiers and different identification parameters.
Finally, this paper is summarized in Sect. 6.

2 Overview of RF Fingerprinting Model

The RF fingerprinting extraction and identification process of wireless communi-
cation device [6] are mainly composed of data generation and acquisition module,
as well as data, preprocess, and classification. As shown in Fig. 1, during data
generation and acquisition module, after the radio frequency signal is sent by
the wireless transmitter, the received signal is sent to the identification system
through some necessary process. In Fig. 2, during the data classification process,
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RF fingerprinting features are extracted after the preprocess is accomplished and
sent to the classifier for the purposes of training and testing.

Signal Modulation Shaping 
filter DAC Mixer TX

Identification
system

ADC
sampling

Low pass 
filter

Carrier wave 
demodulation

Transmitter

Receiver

C
hannel

RX

Fig. 1. Wireless communication fingerprinting data generation and acquisition model

R
eceived data

Testing

Training 
TX1

Preprocessing 

Feature extraction

TXn

TX1

TXn

Fig. 2. Wireless communication fingerprinting data preprocess and classification model

Due to the tolerance of analog devices in the transmitter, the baseband sig-
nal will produce a unique fingerprint signature during digital processing in the
transmitter such as filter, digital-to-analog converter, and mixer. Whether it
is an integrated circuit or a non-integrated circuit, its essence is composed of
electronic components, and the tolerance of the electronic components causes a
tolerance effect of the final device. This includes the tolerances of the electrical
parameters and standard values of the electronic components due to the mate-
rial and processing error of the components during the production process of the
components. As well as the parameters of the component working process caused
by the different degrees of component aging and changes in the working envi-
ronment of the components. That results in a certain difference in the hardware
parameters of the wireless communication device, which are manifested as the
frequency offset of the oscillator, the phase noise, the nonlinear distortion of the
power amplifier, and the distortion of the filter. These hardware differences are
important parameters for identifying the fingerprint characteristics of a wireless
transmitter. For an input signal w (t) through the transmitter, the transmission
signal after TX antennas is given by:

Atx = Ftx [w (t)] · ej(2πftx+φtx), (1)

where Ftx (·) represent the transmitter function; ftx and φtx are the phase and
frequency offset of the transmitter, respectively. The transmit waves then prop-
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agate through the wireless channel and finally reach the RX antenna at the
receiver. The arrived signal is expressed as:

Arx = Atx ⊗ h (t) + n (t) , (2)

where h (t) represent the channel function and n (t) represent the noise interfer-
ence.

Based on Eqs. (1) and (2), in addition to the hardware characteristics of the
transmitter, the signal is also affected by the channel. Thus, the characteristics of
the received signal are divided into channel-based features and transmitter-based
features. Assuming the signals go through the same channel, the characteristics of
the identification signals are essentially derived from transmitter-based features,
also known as device fingerprints.

According to the requirements of signal fingerprint extraction, the identifi-
cation system needs to carry out several preprocesses, such as phase compensa-
tion, energy normalization, and discarding the unqualified signal. The fingerprint
recognition system detects the preprocessed signal transformation and extracts
the relevant signal features in the time domain, the frequency domain, or the
wavelet domain. Then the feature vector of the identification signal is com-
posed by the extracted features. Finally, as shown in Fig. 2, it becomes a typical
classification problem consisting of two parts: training and testing. During the
training stage, the transmitted signals of all target transmitters are tagged with
unique tags to form a signal recognition fingerprint library. In addition, during
the testing stage, the relevant received signal features are extracted and com-
pared with the fingerprint database to obtain the recognition results. Through
the above analysis, it is easy to see that there are two main factors affecting the
identification efficiency: the selection of signal characteristics and classifiers.

3 Recognition Methods

Due to the characteristics of the transmitter hardware, the received signal con-
tains various FR fingerprint features. Hence, the appropriate selection of signal
features is an important factor for RF fingerprint classification. From the exist-
ing research, it is known that RF fingerprints include time-domain envelopes,
wavelet coefficients, and so on [7]. In this paper, fractal features, phase noise
spectrum, and constellation features are selected as feature vectors.

3.1 Fractal Dimension

In recent years, the fractal theory has been widely concerned because it can
effectively measure the complexity and irregularity of signals [8] and has been
successfully applied in radar radiation source signals. Similar to radar signals,
the characteristics of the wireless communication signals are mainly reflected in
the variation, and distribution of frequency, phase, and amplitude. Therefore,
the signal pulse can be identified by measuring the complexity of the signal
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waveform. In [8], the box dimension in fractal theory can reflect the geometric
scale of the fractal set. The information dimension can reflect the distribution
of the fractal set in the regional space. And the wireless communication signal
as a time series can be characterized by the fractal dimension.

The calculation processes of the wireless communication source signal box
dimension are shown as follows. The signal sequence {s (i) , i = 1, 2, . . . , N} is
obtained by preprocessing the communication signal and extracting the signal
envelope, where N is the length of the signal sequence; place the signal sequence
{s (i)} in the unit square, and the minimum interval on the abscissa is d = 1/N ,
let

N (d) = N +

{
N−1∑
i=1

max [s (i) , s (i + 1)]d −
N−1∑
i=1

min [s (i) , s (i + 1)]d
}

d2
. (3)

Calculate box dimension:

Db = − ln N (d)
ln d

. (4)

The fractal box dimension only reflects the geometric scale. In order to uti-
lize the distribution information of the fractal set in the regional space, the
calculation processes of wireless communication source signal fractal dimension
are shown as follows: preprocess the communication signal, extract the signal
envelope, and obtain a signal sequence {s (i) , i = 1, 2, . . . , N}, where N is the
length of the signal sequence; the signal sequence is reconstructed according to
the following method to reduce the influence of part of the in-band noise, and
at the same time, it is convenient to calculate the information dimension

s0 (i) = s (i + 1) − s (i) , i = 1, 2, . . . , N − 1. (5)

Calculate fractal dimension, let S =
N−1∑
i=1

s0 (i) p (i) = s0(i)
S , thus

DI = −
N−1∑
i=1

{p (i) × lg [p (i)]}. (6)

Box dimension and information dimension are used to measure the complex-
ity of the signal spectrum shape, which contains the information of the signal
amplitude, frequency, and phase.

3.2 Phase Noise Spectrum

Phase noise [9] is an important indicator reflecting the frequency stability and
frequency reliability of signal sources. In phase noise measurement technology,
power spectrum estimation is an indispensable part of any phase noise measure-
ment system.
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In this paper, we choose Welch spectral estimation. The calculation method
of Welch spectral estimation is as follows. Firstly, divide the signal data of length
N into L segments, and each segment has M samples. Secondly, select the appro-
priate window function to weight each piece of data separately and determine the
period diagram of each segment. Finally, analysis the power spectrum for each
period diagram of each segment and compute the average of the N estimated
results.

The formula of phase noise spectrum is derived as follows

P̃W (ω) =
1
L

L∑
i=1

P̂i (ω) =
1

MUL

L∑
i=1

∣∣∣∣∣
M∑

m=1

xi (m) d (m) exp (−jωm)

∣∣∣∣∣
2

, (7)

where P̃W (ω) represents the result of spectrum estimation; P̂i (ω) represents
the ith spectrum estimation d (m) represents the window function, and U =
1
M

M∑
m=1

|d (m)|2 represents the normalization factor. Equation (7) can be simpli-

fied as follows:

P̃W (ω) =
1

MUL

L∑
i=1

∣∣∣∣∣
M∑

m=1

xi (m) d (m) exp (−jωm)

∣∣∣∣∣
2

≈ 1
MU

M∑
m=1

M∑
n=1

d (m) d∗ (m)

[
1
L

L∑
i=1

xi (m) xi
∗ (m)

]
exp (−jωm)

≈
M−1∑

τ=−(M−1)

W (τ) r̃ (τ) exp (−jωm)

(8)

where W (τ) = 1
MU

M∑
m=1

d (m) d∗ (m − τ) represents the normalized power of

the time window. In this paper, we adopt Hamming window and take carrier
frequency Fc = 50 kHz, and then the phase noise spectrum estimation at Fc =
50 kHz could be calculated.

3.3 Constellation Features

The constellation diagram reflects the intuitive geometric representation of the
signal point set, and the analysis of constellation features can be used to distin-
guish between different modulation methods. Not only that, but the differences
in transmitter hardware in the same modulation mode will be reflected in the
constellation. Therefore, constellation features are important parameters for sig-
nal fingerprinting.
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Fig. 3. Constellation diagram for QPSK with SNR = 10 dB

The constellation of QPSK signal when SNR = 10 dB is showed as Fig. 3.
The average of the four constellation point sets is taken to form a quadrilateral.
And A1, A2, A3, A4 represent the length of each side separately, K1,K2 represent
two diagonals as Fig. 3 shows.

The constellation features are defined as follows

– c1 represents the ratio of the longest to the shortest side length and can be
expressed as

c1 =
max (A1, A2, A3, A4)
min (A1, A2, A3, A4)

. (9)

– c2 represents the longest to shortest ratio of the diagonal and can be expressed
as

c2 =
max (K1,K2)
min (K1,K2)

. (10)

– c3 indicates the maximum angle between the diagonals and can be expressed
as

c3 = π − arccos
(

K1 · K2

|K1| × |K1|
)

. (11)

3.4 SNR Estimation

In order to better analyze the classification results, SNR is selected as the perfor-
mance measurement parameter, based on the practical need for signal detection
under noncooperative communication conditions. In this paper, a small prior
knowledge SNR estimation algorithm based on high-order moments is selected
from many SNR estimation methods [10].
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For a narrowband signal s (t) interfered by additive white Gaussian noise
n (t), the received signal can be expressed as

f (t) = s (t) + n (t) , (12)

where s (t) = [sI (t) + jsQ (t)] ejω0t n (t) = [nI (t) + jnQ (t)] ejω0t. The second
moment and the forth moment of f (t) are defined as

m2 = E [f∗ (t) f (t)] ,m4 = E
{

[f∗ (t) f (t)]2
}

. (13)

According to the narrowband random signal theory, if Ps Pn denote the power
of the signal and noise, then

E
[
s∗2 (t) s2 (t)

]
= {E [s∗ (t) s (t)]}2 = Ps

2

E
[
n∗2 (t)n2 (t)

]
= {E [n∗ (t) n (t)]}2 = Pn

2.
(14)

After that the second moment and the forth moment of f (t) can be rewritten
as

m2 = Ps + Pn,m4 = Ps
2 + 4PsPn + 2Pn

2. (15)

Based on Eqs. (14–15), SNR is obtained by

SNR = 10 lg
(

Ps

Pn

)
= 10 lg

( √
2m2

2 − m4

m2 − √
2m2

2 − m4

)
. (16)

4 Experimental Environment Construction and Data
Collection Classification

4.1 Experimental Environment Construction and Data Collection

The experimental system is shown in Fig. 4, which works at 2.4 GHz industrial
and scientific band. The devices used in the experiment include two NI PXIe-1085
and three USRP-RIO-2943 devices. PXIe is a PC-based platform used for data
transmission and processing at the transmitter and receiver side. USRP RIO-1
and RIO-2 with four antennas are used as four transmitters. USRP RIO-3 is used
as the receiver for capturing RF signals with a sampling rate of 10 M sample/s.
We aim to classify 4 USRP RIO transmitters by integrating the six features
discussed in the above section, namely box dimension, fractal dimension, phase
noise spectrum, three constellation features and combined using a classifier. The
captured baseband signal from USRP is transferred to a PC and processed offline.

In the collection stage, we generate a series of random bits, perform QPSK
modulation, and add carrier frequency Fc = 50 kHz for up-conversion processing.
Each frame is composed of a data section with 8000 samples and a synchronize
sequence with 256 samples. After that, use the PXIE to send the data through
RIO TX cyclically. Then, each frame will be sent cyclically in a specify transmit-
ting antenna and the same data frame is transmitted in these four transmitting
antennas, while the receiving antenna record the signal over the real channel.
10,000 times per terminals are simulated in order to obtain a reliable result.
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Fig. 4. Experimental environment for RF fingerprinting identification

4.2 Data Classification

In the classification stage, the acquired data will be processed and analyzed
in MATLAB R2017b, including fingerprint extraction and classification. The
captured data will be divided into five sets with the same size, four of which are
used as training data and the remaining set of data is used for testing. Then cross-
validation is applied to the data. During the cross-validation stage, the captured
data will be tested for k times. Finally, the classification rate is averaged among
the results. The classification rate β can be defined as β = 1 − Nerror/Ntest,
where Nerror is the number of classification error and Ntest is the number of
total test.

During this stage, three classifiers including bagged tree, weighted KNN,
and fine Gaussian SVM are adopted for classification. Many schemes employing
advanced classifier, such as linear regression, decision tree, KNN, SVM, naive
Bayes, artificial neural network. As shown in Table 1, linear regression demands
linear data with poor classification accuracy; decision tree can hardly handle
missing data and always neglects the relationship between each other; the train-
ing of an artificial neural network requires a large amount of data; KNN needs
a large amount of computation, and poor classification rate will be made when
the sample is unbalanced; SVM is sensitive to the missing data when the sample
imbalance is large; naive Bayes requires a priori probability with poor classifi-
cation accuracy. Considering the complexity and effectiveness in the RF finger-
printing classification, in addition to the traditional SVM algorithm, we employ
two more optimized classification algorithms: bagged tree and weighted KNN.

Bagged tree randomly selects P times in P training sets to form a new P
training sets so that you can generate any number of new training sets based on
one training data, and each training set also has a high repetition rate. In this
way, the bagged tree can effectively reduce the ability of the classifier.

Weighted KNN-in traditional Euclidean distances, the weights of the features
are the same, but obviously, it is not realistic. Equivalent weights make the
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Table 1. Characteristics of common classifiers

Classifier Complexity Sensitivity Classification
accuracy

Special
requirements

Linear
regression

Low Medium Low Linear data

Decision tree Low High High Neglected
correlation

KNN Medium High High Complex
computation

SVM Medium High Medium Complex
computation

Naive Bayes Low Low Low Priori
probability

Artificial
neural
network

High Low High Massive data

calculation of similarity between feature vectors inaccurately affect classification.
The weighted KNN weights the contributions of the P th neighbors and assigns
the larger weights to the nearest neighbors. The problem of imbalanced KNN
sample is effectively solved by this method.

5 Experimental Result

Table 2 contains the average accuracy from four terminals by using one feature
with SNR = 9.07 dB and three classifiers. It is obvious that these features are all
distinguishable with a good identification rate, while constellation side length,
constellation, angle and phase noise spectrum are the best features among them.

Table 2. Classification rate of single feature for QPSK with SNR = 9.07 dB and three
classifiers

QPSK Bagged tree (%) Weighted KNN (%) Fine Gaussian
SVM (%)

Box dimension 91.9 92.1 77.3

Fractal dimension 89.2 90.2 72.0

Constellation side
length

94.1 94.2 90.1

Constellation diagonal
length

84.1 84.1 52.5

Constellation angle 93.4 93.8 89.7

Phase noise spectrum 93.8 94.1 89.7
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For the classifier, weighted KNN achieves a better performance than bagged tree
and fine Gaussian SVM in a single feature classification.

In order to more intuitively reflect the classification effect of different param-
eter features, multiple features are considered as the classification features for
the purpose of visual comparison. Figure 5 illustrates the dot plot of 300 sample
points per terminal with QPSK modulation when using box dimension, fractal
dimension, and phase noise spectrum as input features. It can be seen that when
those features are used as input features, except for some points overlapped
with each other, others can be clearly distinguished. Figure 7 is the front view
of Fig. 5, which also presents the dot plot when using box dimension and phase
noise spectrum as input features. Figure 8 is the top view of Fig. 5, which presents
the dot plot when using box dimension and fractal dimension as input features.
Figure 6 shows the dot plot using constellation side length, constellation diago-
nal length, and constellation angle as input features. Figure 9 is the front view
of Fig. 6, which presents the dot plot when using constellation diagonal length
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and constellation angle as input features. Figure 10 is the front view of Fig. 6,
which presents the dot plot using constellation side length and diagonal length
as input features.

Table 3 records the average accuracy when multiple features are considered as
the classification features with SNR = 9.07 dB and three classifiers. As shown in
the table, the classification performance of three features combination performs
better than two features combination. Compared with single feature input in
Table 2, the performance superiority of bagged tree achieves better stability than
other classification.

Table 3. Classification rate of several types of features for QPSK with SNR = 9.07
dB and three classifiers

QPSK Bagged tree (%) Weighted KNN Fine Gaussian SVM

Box dimension and
fractal dimension

97.2 94.7 85.6

Constellation side
length and
constellation
diagonal length

97.5 95.8 88.9

Phase noise
spectrum and
constellation angle

97.7 96.7 90.9

Box dimension,
fractal dimension,
and phase noise
spectrum

98.5 98.3 95.5

Constellation side
length constellation
diagonal length and
constellation angle

98.2 98.0 94.9
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In summary, the constellation feature does well than others. Either bagged
tree or weighted KNN is better than fine Gaussian SVM, and the accuracy
reaches to 98.5%. As the number of feature inputs increases, the performance
of those three classifiers approaches similar. Also, it proves that the method of
extracting feature values before using classifier is effective.

The above all based on the real laboratory environment does not change
much; otherwise, the accuracy will be influenced. In order to better analyze the
performance of the feature parameter identification method, the channel envi-
ronment must also be taken into consideration. For the sake of simplicity, only
the difference in SNR is considered. Since SNR in the experimental environment
is difficult to change, we add Gaussian white noise to the signal emitted by the
transmitter in this paper, and SNR of the received signal is the superposition of
Gaussian white noise and channel noise, so that SNR can be changed.
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Fig. 11. Average classification accuracy versus SNR

Three different classifiers and three different combinations are adopted for
training and testing. 10,000 tests per terminal are conducted to evaluate classi-
fication accuracy. Figure 11 plots classification accuracy from SNR = 0 to 15dB.
As shown in Fig. 11, the following observations can be made: Considering the
same parameter combination, for all three classifiers, the classification accuracy
improves with an increasing SNR value; given the same SNR value, for all three
parameter combinations, phase noise spectrum is better than the constellation
feature and information dimension; under the same SNR value, for all three clas-
sifiers, bagged tree and weighted KNN classifiers are significantly better than
fine Gaussian SVM classifier, and bagged tree is slightly better than weighted
KNN classifier; as the SNR value increases, the performance gap of the classifier
gradually shrinks, and bagged tree always maintains good performance.
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6 Conclusion

This paper proposed a classification method by integrating different RF finger-
print features and unique classifiers and carried out extensive experiments to
evaluate the performance. The contribution and novelty are three aspects. First,
six different features in three special fields are adopted and found effective in
classifying four terminals. Second, three classifiers were utilized to adaptively
integrating features with the weights. Finally, a test bed consistsing of low-cost
USRP devices as transceivers were constructed. Compared to the existing work,
much more experiments were carried out to evaluate the performance of RF fin-
gerprint under different channel conditions. In addition to bagged tree, weighted
KNN such good classifiers, we will also design a more robust classifier by tak-
ing into account channel influences. Furthermore, the application of machine
learning in signal fingerprinting [11] will be considered in our future work.
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Abstract. In order to suppress the echo signal of target body and translation in
Micro-Doppler signal processing, the influence is analyzed based on the feature
of echo signal. The method of quadrature reception and translation compensa-
tion is proposed to suppress the interference of target body echo signal and
translation. Theoretical analysis and simulation show that this method can
effectively suppress the interference caused by the echo signal of target body
and translation.

Keywords: Micro-Doppler � Echo of target body � Translation � Object
detection � Feature recognition

1 Introduction

With the extensive research and application of Micro-Doppler technology in radar field,
it provides a new way and method for object detection and recognition [1]. By ana-
lyzing the echo signal of the target structural parts and extracting the Micro-Doppler
feature, the physical and moving characteristics of the target structural parts can be
obtained, and the object detection, feature recognition and classification can be carried
out [2].

However, the echo of the target structure part is always obtained along with the
echo of the target body, and at the same time, it is accompanied by the translation
information. These are all interference for the Micro-Doppler feature extraction of the
echo signal [3]. Therefore, suppressing the target body echo and translation must be
considered in the Micro-Doppler feature extraction [4].

In this paper, suppression of target body echo and translation are analyzed mainly
with the rotation of propellers in water.

2 Echo Signal Analysis

Assume that the acoustic detection equipment emits a single-frequency continuous
wave with a frequency of fc [5], i.e.
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stðtÞ ¼ expðj2pfctÞ ð2:1Þ

Then, the echo signal of scattering point p received by the acoustic detection
equipment is

srðtÞ ¼ aexp j2pfc t � rðtÞ
c

� �� �
ð2:2Þ

where a is the amplitude of echo signal, c is the sound speed, rðtÞ ¼ R0 þ vtþRrotatingr̂0
is the distance between the scattering point p and the acoustic detection equipment at
time t, where R0 is the distance from the origin of the acoustic detection device to the
reference coordinate system, v is the target translational velocity, Rrotating is the rotation
matrix in the reference coordinate system, and r̂0 is the initial vector of scattering point
p in the reference coordinate system [6].

For multiple scattering points, the total echo signal is

srðtÞ ¼
XN
i¼0

ai exp j2pfc t � riðtÞ
c

� �� �
ð2:3Þ

Assuming that the acoustic detection equipment emits a single-frequency contin-
uous wave at a frequency of 600 kHz, the reference coordinate system is located

ðU ¼ 0;W ¼ 400
ffiffiffi
2

p
;V ¼ 200Þ, then R0 ¼ 0; 400

ffiffiffi
2

p
; 200

� �T
, and the initial Euler

angle is ð/e ¼ 0�; he ¼ 0�;ue ¼ 0�Þ, At the initial moment, the coordinates of the
propeller blade in the target local coordinate system are ½x0 ¼ 0; y0 ¼ 0; z ¼ ð0� 2Þ�,
the angular velocity is x ¼ ðxx ¼ 8p;xy ¼ 0;xz ¼ 0ÞT, and the target translational
velocity is zero. The distance variation between the equivalent scattering point of the
single blade and acoustic detection equipment is shown in Fig. 1, and the time–fre-
quency distribution of the single-blade echo signal is shown in Fig. 2.

Fig. 1. Distance between scattering point and acoustic detection equipment
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From Fig. 2, it can be seen that in the case of single propeller blade echoes without
translation, the target distance changes periodically, and the spectrum of echo signal
oscillates periodically near the zero fundamental frequency.

The propeller is a body target consisting of multiple scattering points. At the same
time, the echo signal of target body is also obtained by the detection equipment along
with the echo signal of propeller, and the target also has a translation. So the received
echo signal can be expressed as

srðtÞ ¼ sBðtÞþ sMðtÞ ¼
XN
n¼1

aBnðtÞ cos j2pfc t � 2rBnðtÞ
c

� �� �

þ
XL
l¼1

aMlðtÞ cos j2pfc t � 2rMlðtÞ
c

� �� � ð2:4Þ

where sBðtÞ is the echo of the target body, sMðtÞ is the echo of the rotating propeller
blade, and N and L are the number of scattering points of the target body and the micro-
moving part, respectively, aBnðtÞ is the time-varying coefficient of the scattering
intensity for the scattering point n of the target body, aMlðtÞ is the time-varying
coefficient of the scattering intensity for the scattering point l of the rotating compo-
nent, correspondingly, rBnðtÞ is the time-varying distance between the scattering point
n of the target body and the detection equipment, and rMlðtÞ represents the time-varying
distance between the scattering point l of the rotating component and the detection
equipment.

Taking the simulation of Figs. 1 and 2 as an example, the translation velocity is
¼ ð0; 20; 0Þ and the intensity of target body echo is 100 times as the intensity of the
single-blade echo. Then, the distance between the scattering point and the acoustic
detection equipment is shown in Fig. 3. And the time–frequency distribution of the
echo signal is shown in Fig. 4.

Just as shown in Fig. 3, due to the translation, the distance between the equivalent
scattering point and the acoustic detection equipment is no longer periodic and stable,
but the oscillating center is also changing with time. Figure 4 shows that the target
body echo and propeller echo are superimposed. Since the target body echo is much
stronger than the propeller echo, the echo signals that reflect the periodic changes of the

Fig. 2. Time–frequency distribution of echo signals
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propeller are almost covered up. At the same time, the translation is also mixed with the
rotation of the propeller, which causes base frequency shifting. These put great diffi-
culties to the detection and identification of the rotating object.

3 Analysis of Interference Suppression

In the above, we assumed that the transmitted and received signals are all exponential
complex signals, because under narrow-band conditions, the complex exponential
signals are equivalent to complex analytical signals. However, for acoustic detection
equipment, both the received and transmitted signals are real sine signals. Therefore,
the signal should firstly be processed by quadrature reception to obtain the complex
exponential expression of the signal.

Assume that the acoustic detection equipment emits a single-frequency continuous
wave with a frequency of fc, i.e.

stðtÞ ¼ cosð2pfctÞ ð3:1Þ

Fig. 3. Distance between scattering point and acoustic detection equipment

Fig. 4. Time–frequency distribution of echo signals
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The echo signal of the scattering point is

srðtÞ ¼ a cos 2pfc t � 2rðtÞ
c

� �� �
ð3:2Þ

The above signals are processed in a quadrature manner as shown in Fig. 5.

Combining I and Q channel output, the complex expression of the signal can be
obtained [7], i.e.

sbðtÞ ¼ IðtÞþ jQðtÞ ¼ a
2
exp j2pfc

2rðtÞ
c

	 

ð3:3Þ

For echo signal of propellers with echo of the target body and translation as shown
in Eq. (2.4), quadrature reception can bring the complex form of the signal out, that is

sbðtÞ ¼
XN
n¼1

aBnðtÞ
2

exp j2pfc
2rBnðtÞ

c

	 

þ

XL
l¼1

aMlðtÞ
2

exp j2pfc
2rMlðtÞ

c

	 

ð3:4Þ

The first part of Eq. (3.4), that is, the movement of the target body, is generally
changing slowly. At the same time, the processing time is relatively short. In such a
short period of time, all scattering points of the target body are considered as with the
same translation velocity which is uniform. That is, rBnðtÞ ¼ rðtÞ ¼ vt. So the trans-
lation velocity of the target body’s scattering point can be approximated by the speed
estimate of the acoustic detection equipment and compensated accordingly.

Assuming that the object speed obtained by the acoustic detection equipment is
d rðtÞ½ �
dt , speed compensation of Eq. (3.4) yields

ŝbðtÞ ¼ sbðtÞ exp �j2pfc
2rðtÞ
c

	 

¼

XN
n¼1

rBnðtÞ
2

þ
XL
l¼1

rMlðtÞ
2

exp j2pfc
2rMlðtÞ � 2vt

c

	 


ð3:5Þ

Fig. 5. Quadrature processing
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From Eq. (2.2), we know that rMlðtÞ ¼ R0 þ vtþRrotatingr̂0, bring it into Eq. (3.5)
and ignore the DC component, we can get

ŝbðtÞ ¼
XL
l¼1

rMlðtÞ
2

exp j2pfc
2 R0 þRrotatingr̂0
� �

c

	 

ð3:6Þ

Obviously, Eq. (3.6) in which time–frequency distribution can be obtained by
time–frequency analysis is the propeller echo signal which eliminates the echo of the
target body and translation. The time–frequency curve only includes the periodically
changing Micro-Doppler frequency, which is obviously caused by the rotating motion
of the propeller.

4 Simulation

Assuming that the acoustic detection device emits a 100 kHz single-frequency con-
tinuous wave signal, the reference coordinate located at (300, 400, 0), the blade length
l = 0.25 m, the rotation speed r ¼ 2r=s, and at the initial time, the initial rotation angle
u0 ¼ 0�, b ¼ 0�, the target translation speed is v ¼ ð0; 2; 0Þ, then the Micro-Doppler
feature of single-blade echo signal is shown in Fig. 6.

It can be seen from the figure that the base frequency of the echo signal is located at
zero frequency, and the periodic oscillation of the Micro-Doppler frequency is clearly
visible. That is, the frequency spectrum transfer caused by the target translation and the
echo of the target body is eliminated.

5 Conclusion

From the above analysis, it can be seen that in the process of Micro-Doppler signal
acquisition, in addition to the echo of the moving parts, the scattering signal of the
target body and the information of the target translation velocity will inevitably be
introduced. This has put great difficulties in the extraction of Micro-Doppler features.

Fig. 6. Micro-Doppler characteristic of echo signal
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Theoretical analysis and simulation experiments show that the target body echo and
translation velocity can be effectively eliminated by quadrature reception and transla-
tion compensation.
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Abstract. Approximation models are widely used in engineering reliability
analysis due to the enormously expensive computation cost of limit state
functions. In this paper, the weighted least-squared support vector regression
(WLSSVR) method is used for model approximation. Sequential modeling is
also considered to reduce the training sample number. A WLSSVR method with
great gradient point (GGP)-based sequential sampling strategy is established and
tested. The results show that the proposed method improves the global
approximation accuracy.

Keywords: Support vector machine � WLSSVR � Sequential modeling �
Greatest gradient point

1 Introduction

In order to reduce the computational burden in reliability analysis, approximation
methods are always be applied to construct a simple and inexpensive approximate
model as a replacement of the complex limit state function. Various types of
approximation methods have been applied to reliability analysis, for instance, the
response surface method (regression polynomial, RSM) [1–6], polynomial chaos
expansion (PCE) [7–10], kriging [11–14], neural network (NN) [15–18] and support
vector machines (SVM) [19]. As SVM and its improved variant least square support
vector machine (LSSVM) method [19] are powerful tool that can provide good
approximation accuracy and robustness [20], they have been widely studied in recent
researches [21–30].

The performance of SVM/LSSVM is highly depended on the training samples. An
effective way to choose the appropriate training samples is to use sequential modeling
technology. In this paper, weighted least square support vector machines (WLSSVM )
method [19] is used for model approximation. Section 2 gives a brief introduction of
WLSSVR method. In Sect. 3, a great gradient point (GGP)-based sampling strategy is
developed. This sampling strategy can improve the approximate ability of WLSSVR
method for highly nonlinear limit state function. Section 4 presents the application
examples of the proposed method.
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2 Weighted Least Square Support Vector Machines
for Regression (WLSSVR)

If the training samples have different importance to construct the LSSVR model, a
weighting function can be added to the LSSVR model to describe this difference. The
mathematical formula of the weighted LSSVR, named as WLSSVR, is

min
w;b

Jpðw; eÞ ¼ 1
2
wwT þ 1

2
c
XN
k¼1

Wke
2
k

s.t. yk ¼ wTuðxkÞþ bþ ek

ð1Þ

where Wk is the weight at xk , ek is the error variable and c is the penalty constant.
The WLSSVR model can be given by the following solution

0 1Tv
1v XþW�1=c

� �
b
a

� �
¼ 0

y

� �
ð2Þ

where W ¼ diagðW1;W2; . . .;WNÞ, y ¼ ½y1; . . .; yN �, 1v ¼ ½1; . . .; 1�, a ¼ ½a1; . . .; aN �
and Xkj ¼ uðxkÞ;uðxjÞ

� � ¼ Kðxk; xjÞ:

3 Proposal Method

3.1 Sequential Sampling Strategies

Since the concerned probability of failure only relies on the sign of the limit state
function, it is essential to sample the points with a high potential to cross the failure
surface to the training sample set. The most straightforward way is to sample the points
on the approximate failure surface to the training sample set, but it is unrealistic to
obtain all the points on the approximate failure surface. For this reason, figure out some
important points on the approximate failure surface and sample them to the training
sample set is a better choice. Since the gradient information can help identify regions
with a high degree of nonlinearity, sampling the point with greatest gradient to the
training sample set can improve the global approximation quality [31]. The greatest
gradient point is named as GGP for simplicity. In this section, GGP-based sequential
sampling strategies are proposed.

In order to identify the nonlinear region of the failure surface, the relative derivative
is used here. Without loss of generality, we take the last design variable xn as the
dependent variable, then the relative derivative can be calculated as

@xn
@xi

¼ � @gðxÞ
@xi

�
@gðxÞ
@xn

ði ¼ 1; . . .; n� 1Þ ð3Þ
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The great gradient point (GGP) is defined as the point maximizing the norm of the
relative derivative vector (labeled as x0n). The GGP-based sequential sampling strategy
can be summarized as,

max
x

x0n
�� ��

s.t. egðxÞ ¼ 0

lx � a
ffiffiffiffiffiffiffiffiffiffi
V=Nd

p
x 2 xl; xu½ �

ð4Þ

The gradient information is easy to get as it is a by-product of the WLSSVR
modeling process. The WLSSVR model with RBF kernel can be expressed as

~gðxÞ ¼ wTuðxÞþ b ¼
XN
i¼1

ak exp � x� xkk k2
2r2

 !
þ b ð5Þ

where ak is the Lagrange multipliers at the optimum. The gradient at point x is then
easily obtained by differentiating Eq. (5),

eg0 ðxÞ ¼ � 1
r2
XN
i¼1

ak exp � x� xkk k2
2r2

 !
ðx� xkÞ ð6Þ

3.2 Procedure

The main steps of the WLSSVR method with GGP-based sequential sampling are:

Step 1: Generate a Monte Carlo population S of NS points in the design space. The NS

points are generated by the crude Monte Carlo according to the distribution of the
stochastic design variables. This population keeps same during the whole process.

Step 2: Generate the initial training samples set T(0). A quasi-random numbers gen-
eration algorithm named as Sobol algorithm is used to generate the training samples
because the Sobol numbers exhibit comparatively high entropy [26]. The initial
training samples are generated as follows:

xij ¼ aij þðbij � aijÞsij; i ¼ 1; 2; . . .;M; j ¼ 1; 2; . . .; d ð7Þ

where M is the number of training samples, d is the dimension of the design variable x,
sij is a Sobol number defined in the unit hyper-cube, aij and bij are the lower and upper
bound of the design variable in the jth dimension, respectively.

Step 3: Construct the WLSSVR model. For the tth iteration, an approximate modelegðtÞðxÞ based on T(0) is constructed using WLSSVR method.
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Step 4: Calculate the value of approximate model at test points. The value of ~gðtÞðxÞ are
calculated based on the Monte Carlo population S.

Step 5: Check the stopping condition. If the number of iterations exceeds the maximum
number of iterations, or the global approximation accuracy of the approximation model
meets the requirements, the calculation terminates; otherwise, go to Step 6. Whether the
model meets the global approximation accuracy requirements is determined by the
convergency of the relative change of error rate of test points. The convergence is
defined as: the average relative change of error rate in five successive iterations is less
than the threshold value. The relative change of error rate of the tth iteration is defined
as follows:

�t ¼ 1
2Ns

XNs

i¼1

signð~gtðxiÞÞ � signð~gt�1ðxiÞÞj j ð9Þ

The average relative change of error rate is defined as:

��ðtÞ ¼
�ðtÞ; if t\5

1
5

P4
i¼0

�ðt�iÞ; if t� 5

8<
: ð10Þ

where �0 is a given value depending on the precision required.

Step 6: Find the GGP. Firstly, xðtÞGGP is obtained by solving Eq. (4). Then, xðtÞGGP are
sampled into the training sample set T(t) to construct a new sample point set T(t + 1).
Finally, the value of t + 1 is assigned to t and go to Step 3.

4 Application Examples

In this section, two examples are used to test the WLSSVR method with great gradient
point (GGP) based sequential sampling strategy.

(1) Example 1: A two-dimensional nonlinear function [26]

gðxÞ ¼ 3:8þ x2 � expðx1 � 1:7Þ; x1; x2 2 ½�7; 7� ð11Þ

For Example 1, the initial number of training sample points is 40, and the termi-
nation condition is �0 ¼ 2� 10�4.

(2) Example 2: [25]

gðxÞ ¼ 1
4

sinðx1 � 3Þðx2 � 1Þ2 þðx1 � 1Þx4
	 


� 3; x1; x2; x3; x4 2 ½0; 10� ð12Þ
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For example 2, the initial number of training sample points is 70, and the termi-
nation condition is �0 ¼ 2� 10�3.

The absolute error rate of the tth iteration is defined as:

�ðtÞa ¼ 1
2Ns

XNs

i¼1

signð~gðtÞðxiÞÞ � signðgðxiÞÞ
�� �� ð13Þ

Average absolute error rate is defined as the average of absolute error rate in five
consecutive iterations, similar to Eq. (10). The performance of these approximation
methods is evaluated by comparing the absolute error rate.

The results of sequential modeling are shown in Table 1, in which �
ð0Þ
a is the initial

absolute error rate and ��
ðfinalÞ
a is the average absolute error rate of the last iteration. In

addition, in the experiment, the approximate model was also constructed by directly
generating the same initial set of sample points as the number of sample points required
for sequential modeling, and the absolute error rate �directa is obtained. The results show
that the proposed sequential modeling method reduces the absolute error rate of the
approximate model. For the nonlinear limit state equation, the GGP sequential mod-
eling method is effective, such as Example 1 and 2. As the complexity of the model
increases, the number of iterations required for the convergence of the algorithm
increases.

The comparison between the WLSSVR approximate limit state equation and the
real limit state equation of Example 1 is shown in Fig. 1. The results show that the
approximate failure surface almost coincides with the real failure surface. The
sequential approximation modeling algorithm based on GGP only adds a few sample
points to achieve a good approximation effect. The GGP points are distributed on both
sides of the real limit state equation, and there are relatively more training samples at
the higher gradient.

Table 1. Sequential modeling results of WLSSVR based on GGP sequential sampling strategy

Example Initial number of
training points

Final training
points number

�ð0Þa ��ðfinalÞa
�directa

Example 1 40 57 0.0125 0.0017 0.0063
Example 2 70 282 0.2019 0.0344 0.0417
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5 Conclusions

A WLSSVR method with GGP-based sequential sampling was developed to overcome
the difficulty in approximating the nonlinear region of the failure surface in this paper.
This method provides an efficient way for calculating the probability of failure using
only a small number of training samples. The results show that the global approximate
quality of application example is improved.

Acknowledgements. This work was supported by National Natural Science Foundation of
China under Grant No. 61701503.

(b) The convergence process of the example 1 
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Abstract. In this paper, the adaptive partitioning problem of data stream under
sliding window is discussed. Gaussian restricted Boltzmann machine (GRBM)
model supporting decimal input is proposed, which can be trained through
iteration for data reconstruction subsequently. At the same time, a data stream
adaptive block algorithm based on Kullback–Leibler divergence (KL distance)
is proposed to compare the probability distribution difference in the sliding
window. Then, obtain the predicted value by the distribution of the previous
data and determine whether the KL distance is within the confidence interval, so
as to realize the adaptive adjustment of the sliding window, and the divided of
data stream.

Keywords: Data stream � Gaussian–Bernoulli restricted Boltzmann machine
model � Kullback–Leibler divergence

1 Introduction

Data stream classification is a core problem in data mining due to its characteristics of
continuous, real-time arrival, large amount, unrestricted, and unpredictable. The sliding
window was adopted to ensure that the current data are the latest valid data in the data
stream. However, the choice of window size will seriously affect the results of the
experiment, for that too small window selection will lead to incomplete information
collection while too large window selection will affect the efficiency of learning. So,
how to choose the length of the window is a problem worth studying owing to
appropriate length that can effectively improve the possibility and efficiency of the
algorithm, reduce energy consumption, and can obviously save memory. Sliding
window is used by Bifet in [1] which size is not fixed but recalculated online according
to the rate of change observed from the data of the window itself. Judgement mech-
anisms of false positives and false negatives were used while it is inefficient in time and
memory. The sliding window can also be incorporated with different prediction
mechanisms such as [2], making them suitable for online prediction by adapting the
number of the samples.

© Springer Nature Singapore Pte Ltd. 2020
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In this article, Gaussian–Bernoulli restricted Boltzmann machine model (GRBM)
and Kullback–Leibler divergence are presented for adaptive window adjustment.
GRBM is an extended model based on RBM, which is a recursive neural network
proposed by Salakhutdinov, and can solve some difficult tasks through the intrinsic
characteristics of data [3]. By comparing the probability distribution of reconstructed
data from a trained GRBM and input data, it can judge whether the model trained with
the previous data block is applicable to the current data block; furthermore, it is judged
whether there is a significant difference between the adjacent two data blocks, that is,
whether the sliding window needs to be adjusted. Kullback–Leibler divergence can be
introduced to judge whether the probability distribution is consistent or not. In addition,
the concept of confidence interval is used as a criterion of judgment, the adjustment
instruction will issue to the window when the KL distance value is greater than the
confidence upper limit.

This paper is mainly divided into four parts. In Sect. 1, the relevant research
background and the research content of this paper are introduced briefly. In Sect. 2, the
basic model and a sliding window adjustment algorithm based on KL distance are
proposed. Section 3 carries out relevant experiments and analyzes the results. Section 4
summarizes the entire article and establishes the future research direction.

2 Data Flow Blocking in Adaptive Window

A trained GRBM model, which can reconstruct the test data, is used as a benchmark to
judge whether there is an obvious change between the adjacent data block. The
Kullback–Leibler divergence and the confidence interval are introduced to measure this
change. By comparing if the probability distribution difference between test data and
reconstructed data is within the confidence interval, generate adjustment instructions of
the sliding window.

2.1 Gaussian Restricted Boltzmann Machines

The network structure of GRBM is shown in Fig. 1.

Fig. 1. Structure of GRBM
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The energy function of GRBM is as follows [4]

Eðv; h hj Þ ¼
Xm
i¼1

ðvi � aiÞ
2r2i

�
Xk
j¼1

bjhj �
Xm
i¼1

Xk
j¼1

vi
ri
Wijhj ð1Þ

where ri is the Gaussian noise standard deviation corresponding to the visible node vi;
h ¼ fW ; a; bg is the parameter of the GRBM network parameter; Wij represents the
connection weight between the visible node vi and the hidden layer node hj; ai, bj are
biases of the visible layer and the hidden layer. The joint probability can be obtained
when the states of a group of visible layer nodes and hidden layer nodes ðv; hÞ are
known [5, 6]

pðv; h hj Þ ¼ e�Eðv;h hj Þ

ZðhÞ ð2Þ

where ZðhÞ is the normalization factor and expressed by the following formula

ZðhÞ ¼
X
v;h

e�Eðv;h hj Þ ð3Þ

In the GRBM model, when the state of the nodes in the visible layer is known, the
activation conditions of the nodes in the hidden layer are independent. On the contrary,
the activation state of each node in the visible layer is also conditionally independent
when the state of each hidden layer node is known. The formulas are as follows [6]

Pðhj ¼ 1 v; hj Þ ¼ sigmoid bj þ
Xm
i¼1

vi
ri
Wij

 !
ð4Þ

Pðvi h; hj Þ ¼ N ai þ ri
Xk
j¼1

Wijhj; r
2

 !
ð5Þ

sigmoid(xÞ ¼ 1
1þ expð�xÞ ð6Þ

2.2 Change Monitoring Under Sliding Window

KL distance is a method for describing the difference between two probability distri-
butions. For two probability distributions X and Y, X ¼ fx1; x2; . . .; xNg,
Y ¼ fy1; y2; . . .; yNg, and their similarity can be measured by KL distance [7].

hðX; YÞ ¼
XN
n¼1

xn log
xn
yn

ð7Þ
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The divergence satisfies three properties, hereafter referred to as the divergence
properties:

1. Self-similarity: hðX;XÞ = 0.
2. Self-identification: hðX; YÞ = 0 only if X ¼ Y .
3. Positively: hðX; YÞ� 0 for all f ; g.

In this paper, the right value of the confidence interval is introduced as the threshold
value. Confidence interval is an interval centered on the estimated value, which is used
to determine the possible range of the true value according to the estimated value.
Generally, [a, b] is used to represent the interval of the error range of the sample which
could estimate the total mean value, where the specific values of a and b depend on the
credibility of the result that “the area contains the total mean.” The value of confidence
interval lies in its ability to quantify the uncertainty of estimation, which provides a
lower and upper limit and a possibility. As a separate radius measurement, the confi-
dence interval is often referred to as the likelihood and represents estimated uncertainty
by using error maps. In general, the larger the sample is estimated, the more accurate
the estimate and the smaller the confidence interval.

For population X �Nðl; r2Þ, assume that X1;X2; . . .;Xn is a sample from X, for

U ¼ X�l
r=
ffiffi
n

p �Nð0; 1Þ, the confidence interval of confidence degree 1� a is

X � rffiffi
n

p ua=2;X þ rffiffi
n

p ua=2
� �

. In general, the larger the sample is estimated, the more

accurate the estimate and the smaller the confidence interval.

2.3 Algorithm Implementation

The first thing to do to achieve the purpose of the paper is to train the restricted
Boltzmann machine. The goal of training is to obtain the maximum likelihood of the
input samples, so that the Gibbs distribution represented by the GRBM network is
closest to the distribution represented by the sample itself. In order to obtain maximum
likelihood, it is necessary to derive the parameters and maximize the logarithmic
likelihood function step by step with the gradient rise method until the stopping
condition is reached. The following likelihood functions should be maximized

Lh;S ¼
Yns
i¼1

PðviÞ ð8Þ

ln Lh;S ¼ ln
Yns
i¼1

PðviÞ ¼
Xns
i¼1

lnPðviÞ ð9Þ
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The gradient of each parameter is calculated as follows [8, 9].

Dwij ¼ eððvihjÞdata � ðvihjÞreconÞ
Dai ¼ eððviÞdata � ðviÞreconÞ
Dbj ¼ eððhjÞdata � ðhjÞreconÞ

ð10Þ

where ðÞdata denotes parameters related to input data in the visible layer, ðÞrecon rep-
resents parameters related to reconstructed data, and e is learning rate.

m,

m

k,

n,

Based on the trained GRBM model, the adjustment of the window can be judged by
measuring the KL distance, as shown in Algorithm 2. In this article, the KL distance
method can be used to judge whether an abnormality has occurred through determining
the degree of difference between the input data and the reconstructed data. The smaller
the absolute KL distance of X to Y, the closer the two distributions X and Y are, vice
versa. Specifically, distribution between reconstructed and input data is identical when
the KL distance of them equal to zero, and the data flow does not change at this time.
When the difference between reconstructed data and input data increases, the KL
distance between them increases gradually. When the KL distance is larger than the set
threshold, it proves that the previously trained RBM model is no longer applicable to
the current data stream, that is, the concept drift occurs. Confidence interval is intro-
duced to provide a boundary for judging KL distance. Depending on the distribution of
the obtained KL distance, this article assuming that the population sample obeys the
standard normal distribution and chooses the confidence level of 95%.
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3 Experiment Results

The data set used in this experiment is radar data for detecting the recognition of human
body passing through a wall, which fluctuates widely and needs pre-training.
The GRBM mentioned in this article uses the sigmoid function which takes values
between 0 and 1, so it is necessary to normalize radar data in advance.

In the experiment, the initial size of the sliding window is set to 100, and the data
set used is the human body wall identification data. Select 10,000 unmanned radar data
to train the model and select the same number of data for the experiment. In the
experiment, 100 adjacent data blocks were analyzed. Radar data in the manned state
behind the wall were read between the 34th and 64th data blocks, and the rest of the
data are the measurement data in the unmanned state. The parameters of GRBM in the
experiment are shown in Table 1.

The following figure is the data distribution map between data blocks 32–38 and
60–66. Obviously, the change of data stream cannot be observed directly in time-
domain graph (Figs. 2 and 3).

Using the algorithm mentioned in this paper can get the following experimental
results as shown in Fig. 4, where the straight line represents the upper limit of confi-
dence, and the measured KL distance value is represented by the scatter point.
Observing the experimental results, it can be seen that between the data blocks [34, 64],
the KL distance exceeds the upper confidence limit, which represents the difference in
probability distribution between input data and reconstructed data. The window needs
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to be adjusted when the KL distance exceeds the confidence limit for that the difference
between training and the current data block model is large. The KL distance of other
data blocks is close to 0, that is, there is no change between data blocks.

Therefore, the proposed algorithm is of great significance for anomaly detection
and adaptive data flow partitioning.

Table 1. Parameters of GRBM

Number of visible 100
Number of hidden 10
Epochs 1000
Learning_rate 0.1
Weight_decay 1
cd_steps 1
Momentum 0.5

Fig. 2. Data graph at change of data stream (between data blocks 32 and 38, where each data
block contains 100 data points)

Fig. 3. Data graph at change of data stream (between data blocks 60 and 66, where each data
block contains 100 data points)
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4 Conclusion

Aiming at reconstruction characteristics of the restricted Boltzmann machine, this paper
proposes a window adaptive adjustment method based on KL distance. The KL dis-
tance algorithm is used to compare the difference of probability distribution between
input data and reconstructed data, and then to judge whether there is concept drift
between adjacent data blocks and realize adaptive adjustment of sliding window.
However, this paper only judges the data of a single source, and on this basis, the next
step should be to study the adaptive partitioning of multi-source heterogeneous data.

Acknowledgements. This paper is supported by Natural Youth Science Foundation of China
(61501326), the National Natural Science Foundation of China (61731006).
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Abstract. In this paper, we propose an intrusion detection method
based on a convolutional neural network (CNN) for intrusion detection
systems. In designing a deep intrusion detection model, mainstream deep
learning techniques such as dropout, Adam, and Softmax classifier are
used, respectively. Firstly, plain text data is dimensionally corrected and
converted into grayscale images. Secondly, the CNN model obtains the
feature map by learning features. Finally, the feature map is input to
the Softmax classifier to obtain the detection results. The method is
implemented on TensorFlow and tested on KDDCUP’99 data set. The
results show that the model proposed can obtain high detection accu-
racy rapidly and satisfy the real-time detection requirements of complex
network systems.

Keywords: Intrusion detection · Convolutional neural network · Deep
learning · Complex network

1 Introduction

In recent years, due to the rapid development of the Internet and its wide appli-
cation in various fields of society, the problem of network security has become
increasingly serious. Intrusion detection systems play a critical role in the main-
tenance of network security systems because it can generate an alarm in the
event of an attack when monitoring network traffic [1–4]. The essence of intru-
sion detection can be summarized as the classification of normal data and attack
data [5–7], and machine learning algorithm is one of the most effective algorithms
in classification problems [8].

Classification algorithms in machine learning include support vector
machines (SVM), K-means clustering, decision tree, etc. SVM is sensitive to
parameter setting when dealing with large sample data. K-means clustering is
an unsupervised algorithm, so the known labels in the sample cannot be used.
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Decision tree is prone to overfitting problems and has poor performance in the
face of complex continuous features. These traditional machine learning methods
mostly have weak generalization ability and limited ability to express complex
functions, so they cannot deal with complex classification problems well.

In recent years, deep learning method has been widely used in face recog-
nition, speech recognition, image recognition, and other fields, which make it
become a hot topic in machine learning. At the same time, deep learning also
has a good application in network security intrusion detection. By comparing
the intrusion detection technology based on deep learning with various tradi-
tional intrusion detection technologies, it is found that the intrusion detection
technology based on deep learning achieved better results in terms of accuracy
and false positive rate.

In this paper, an intrusion detection algorithm based on TensorFlow is pro-
posed by using CNN, combining with mainstream deep learning techniques such
as dropout, Adam, and Softmax classifier. And KDDCUP’99 data set is used to
verify the feasibility of the proposed algorithm. This paper compares different
activation functions used in the proposed CNN model and then designs a five-
category test experiment to test the performance of the proposed method for
intrusion detection.

The paper is organized as follows: Sect. 2 presents an intrusion detection
algorithm based on deep convolutional neural network. The experimental results
and analysis are discussed in Sect. 3. Finally, the paper is concluded with a
discussion of future work in Sect. 4.

2 Implementation of the Detection

Deep learning can automatically learn useful features from raw data to improve
classification accuracy. The basic architecture of machine learning is the com-
bination of feature extraction and classification modules. The proposed archi-
tecture of deep learning intrusion detection method based on CNN is shown in
Fig. 1. It mainly consists of three modules: data preprocessing module, CNN
modeling module, and classifier module.

Raw Data Data 
Preprocessing CNN Modeling Classifier

0,2,2,181,5450……0,1,0

0,2,2,181,5450……0,1,0

Raw Data Data 
Preprocessing CNN Modeling Classifier

0,2,2,181,5450 0,1,0

0,2,2,181,5450 0,1,0

Fig. 1. Intrusion detection architecture
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2.1 Data Preprocessing

KDDCUP’99 data set is a standard data set used for the research on intrusion
detection systems. Each record in KDDCUP’99 data set consists of 41 features
and a label representing the type.

Due to non-numerical features and large differences in the dimensions of
KDDCUP’99 data set, it is difficult to directly apply the CNN algorithm for
intrusion detection classification. Therefore, as shown in Fig. 2, the data set
needs to be preprocessed, and the main data preprocessing includes numerical
processing, dimensionality reduction, and one-hot encoding.

0,tcp,http,SF,181,5450,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,8,8,0.00,0.00,0.00,0.00,1.00,0.00,0.00,9
,9,1.00,0.00,0.11,0.00,0.00,0.00,0.00,0.00,normal

0,2,2,2,181,5450,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,8,8,0.00,0.00,0.00,0.00,1.00,0.00,0.00,9,
9,1.00,0.00,0.11,0.00,0.00,0.00,0.00,0.00,0

0,2,2,2,181,5450,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,8,8,0.00,0.00,0.00,0.00,1.00,0.00,
0.00,9,9,1.00,0.00,0.11,0

.txt

.csv

Tensor

Discretization of character values

Features reduce to 36×1

Reshape data as grayscale(6×6) & label one-hot coding normal=10…0

normal=0

Raw Data

Grayscale
CNN 

Fig. 2. Example of data processing for KDDCUP’99 data set

Numerical Processing Features 2 (protocol type), 3 (service), 4 (flag) and
the label of each connection in KDDCUP’99 data set are not numeric types,
which need to be converted to numeric types to unify the format of data. In this
paper, the values of feature 2 are represented by [0, 2]; the values of feature 3
are represented by [0, 69]; the values of feature 4 are represented by [0, 10]; the
values of the label are represented by [0, 22].

Dimensionality Reduction Feature 1 (duration) represents the duration
of the network connection. Feature 7 (land) is 1 when the connection comes
from/delivers to the same host/port, otherwise it is 0. Feature 9 (urgent) indi-
cates the number of expedited packages. Feature 21 (is hot login) is 1 when
the login belongs to the ‘host’ list, otherwise, it is 0. It can be found that
features 1, 7, 9, and 21 are almost 0 in KDDCUP’99 data set. Feature 20
(num outbound cmds), indicating the number of outbound connections in an
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FTP session, is all 0 in KDDCUP’99 data set. Therefore, the features mentioned
above can be eliminated.

In addition, the original intrusion data is usually one-dimensional vector data,
but CNN is generally used to process two-dimensional image data. It is necessary
to convert the original one-dimensional data into two-dimensional data. After
eliminating features 1, 7, 9, 20, and 21 during dimensionality reduction, the
remaining 36 features are reshaped into a 6 × 6 form in this paper.

One-Hot Encoding In the numerical processing mentioned above, the values
of the label are represented by [0, 22]. To make the data sparse, this paper uses
one-hot encoding to convert the integers from [0, 22] into a 23-bit binary vector,
in which all the digits are 0 except that the index bit corresponding to the integer
is 1.

2.2 CNN Modeling

The basic structure of CNN consists of an input layer, a convolutional layer,
a pooling layer, a fully connected layer, and an output layer. Usually, in CNN
structure, the deeper the network depth is, the larger the number of feature maps
is, the greater the feature space that the network can represent and the stronger
the network learning ability will be, while which will also make the calculation
of the network more complex and lead to overfitting problems. Therefore, in
practical applications, the network depth, the number of feature faces, the size
of the convolution kernel, and the sliding step of convolution should be selected
appropriately, so that a good model can be obtained during training, and the
training time can be reduced.

This paper uses a simplified CNN model, as shown in Fig. 3, which mainly
consists of a convolutional layer, a max pooling layer, two fully connected layers,
and a Softmax classifier.

S
o
f
t
m
a
x

Output 
Predictions

Original 
Output

Input

Normal(0.01)
Dos(0.03)
R2L(0.91)

U2R(0.02)

Fully 
connected

1@6×6 32@6×6 32@3×3
1×1024

Convolution
3×3

Max-Pooling
2×2 Fully 

connected

S
o
f
t
m
a
x

Output 
Predictions

Original 
Output

Input

Normal(0.01)
Dos(0.03)
R2L(0.91)

U2R(0.02)

Fully 
connected

1@6×6 32@6×6 32@3×3
1×1024
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Fig. 3. Basic structure of the convolutional network

Dropout Learning Dropout is used to prevent parameters from over-reliance
on training data effectively and improve the ability of parameters to generalize
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data sets. During model training, some hidden nodes are actively and temporar-
ily discarded with a probability p, thus, the network size is greatly reduced. CNN
is allowed to learn features in these incomplete networks, so as to ensure better
generalization ability and reduce the possibility of overfitting effectively.

In the prediction, the results of all sub-models are averaged to increase
the capacity and generalization of the model. The authors in [9,10] insist that
dropout works best and generates the most abundant network structure when
p = 0.5.

Activation Functions For CNN that evolved from traditional neural networks,
different activation functions will lead to different expression abilities of CNN,
especially between multi-layer connections. At present, nonlinear functions are
generally used as activation functions due to that nonlinear traits can be used to
improve the network’s limited approximation ability effectively. Common activa-
tion functions are sigmoid, tanh, rectified linear unit (ReLU), and the improved
activation functions based on ReLU, such as Leaky-ReLU, P-ReLU, and ReLU6.
The comparison between different activation functions is shown in Table 1.

Table 1. Comparison between different activation functions

Activation function Characteristics

sigmoid (1) Gradient disappearance problem

(2) The output is not zero-centered

(3) Sigmoid contains power operation in the analytic
formula, which is time-consuming to solve

tanh (1) The output is zero-centered

(2) Gradient disappearance problem still exist

ReLU (1) Gradient disappearance problem is solved in the
positive range

(2) ReLU converges much faster than sigmoid and
tanh

(3) The output is not zero-centered

(4) Some neurons may never be activated, resulting
in the corresponding parameters that can never be
updated

Optimization Algorithms The optimization algorithms for deep learning
mainly include GD, SGD, Momentum, RMSProp, and Adam algorithms. Among
them, Momentum is an optimization algorithm based on the gradient-based
moving index weighted average. RMSProp calculates the differential squared
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weighted average for the gradient, which is beneficial to correct the swing ampli-
tude and speed up the convergence. The Adam algorithm combines the Momen-
tum algorithm and the RMSProp algorithm, thus, it has the advantages of both
algorithms.

At the beginning of the training, gradient cumulates (vdω and vdb) and
squared cumulates (sdω and sdb) are initialized as:

vdω = vdb = sdω = sdb = 0. (1)

Assume that in the tth training, the parameter updates for Momentum and
RMSProp are calculated by:

vdω = β1vdω + (1 − β1) dW, vdb = β1vdb + (1 − β1) db,

sdω = β2sdω + (1 − β2) dW 2, sdb = β2sdb + (1 − β2) db2.
(2)

In these equations, β1 and β2 are gradient cumulative indexes, which are usually
0.9 and 0.999, respectively; dW and db are the gradients of the weight (W ) and
bias (b). Since the exponential moving average will cause a large difference from
the initial value in early iteration, gradient cumulates, and squared cumulates
need to be corrected by:

vc
dω =

vdω

1 − βt
1

, vc
db =

vdb

1 − βt
1

, sc
dω =

sdω

1 − βt
2

, sc
db =

sdb

1 − βt
2

. (3)

In these equations, vc
dω, vc

db, sc
dω and sc

db are the corrections of vdω, vdb, sdω and
sdb respectively. W and b can be updated by:

W (n) = W (n−1) − α
vc

dω√
sc

dω + ε
, b(n) = b(n−1) − α

vc
db√

sc
db + ε

. (4)

In these equations, ε is the smooth term, which is usually 10−8; α is the learning
rate, which needs to be fine-tuned during training.

2.3 Classifier

In this paper, Softmax classifier, one of the most commonly used classifier in
CNN, is used as the classification module. Softmax classifier maps the output of
multiple neurons to the interval of (0, 1), which can be understood as a proba-
bility problem, given as follows:

p
(
y(i) = j|x(i); θ

)
=

eθjx(i)

∑k
l=1 eθlx(i)

. (5)

In this equation, θj is the jth weight vector; x(i) is the ith data sample; y(i)

is the output of the ith neuron; k is the total number of possible cases of the
classification. In this paper, cross entry is used as the loss function.
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Table 2. Details of KDDCUP’99 data set

Data type Full set Train set Test set

Normal 972,781 97,278 60,593

Dos 3,883,370 391,458 223,298

Probing 41,102 4107 2377

R2L (Remote to Local) 1126 1126 5993

U2R (User to Root) 52 52 39

Total 4,898,431 494,021 292,300

3 Experimental Results and Analysis

In order to verify the actual detection effect of the proposed CNN model, this
paper implements the code based on TensorFlow to test KDDCUP’99 data set.
The details of KDDCUP’99 data set are shown in Table 2.

Firstly, this paper designs experiments to compare the performance of dif-
ferent activation functions on the proposed model. Secondly, the optimal acti-
vation functions are selected to complete the whole model. Then, we design a
five-category experiment to test the performance of the proposed method for
intrusion detection.

There are two layers in the proposed CNN model that need to use activation
functions: the first fully connected layer and the convolutional layer. Figure 4
shows the performance of the proposed model using different activation functions
in the first fully connected layer. It can be found that tanh not only converges
faster than other functions but also has the highest accuracy.

Fig. 4. Performance comparison of different activation functions in the first fully con-
nected layer: a the result of the model’s 40-step iteration, b the result of the model’s
200-step iteration
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Fig. 5. Performance comparison of different activation functions in the convolutional
layer

Figure 5 shows the performance of the proposed method using different acti-
vation functions in the convolutional layer. It can be found that ReLU6, an
improved activation function of ReLU, has the best performance for the pro-
posed model, which can achieve more than 95% accuracy within five iterations.
After comparing the performance of different activation functions, ReLU6 and
tanh are used in the convolution layer and the first fully connected layer, respec-
tively, in this paper. The parameter settings of the CNN model are shown in
Table 3.

Table 3. Parameter settings of the proposed model

Model Activation
function

Optimization
algorithms

Learning rate β1 β2 E ε

CNN ReLU6 + tanh Adam 1 × 104 0.9 0.999 1 × 10−8

Table 4 shows the results of the five-category test experiment and Fig. 6 shows
the confusion matrix of test results. It can be found that the proposed method
can achieve considerable accuracy, especially for DoS, which can achieve 98.7%
accuracy. However, due to the unbalanced sample categories of the training set,
the accuracies of the proposed method for U2R and R2L, which are 61.5 and
23.1%, are not satisfactory.
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Table 4. Results of the five-category test experiment

Type Normal DoS Probing U2R R2L

Training set 97,278 391,458 4107 1126 52

Test set 60,593 223,298 2377 5993 39

Accuracy(%) 93.9 98.7 82.4 61.5 23.1

56913 817 219 2631 13

1244 2205
72 1393 89 0

0 243 1959 175 0

213 39 86 3684 54

0 0 0 30 9

A
ct

ua
l V

al
ue

Predictive Value
Normal DoS Probing R2L U2R

Normal

DoS

Probing

R2L

U2R

56913 817 219 2631 13

1244 2205
72 1393 89 0

0 243 1959 175 0

213 39 86 3684 54

0 0 0 30 9

A
ct

ua
l V

al
ue

Predictive Value
Normal DoS Probing R2L U2R

Normal

DoS

Probing

R2L

U2R

Fig. 6. Confusion matrix of test results in the five-category test experiment

4 Conclusion

In this paper, the intrusion detection data set is converted to grayscale through
a series of processing, after which the data is trained and tested by CNN. The
implementation of the whole model, based on TensorFlow, can achieve consider-
able detection accuracy rapidly and satisfy the real-time detection requirements
of online systems.

However, the accuracy of the proposed method in the five-classification exper-
iment of KDDCUP’99 data set still needs to be improved, especially for the
classification results of different attack types.

In addition, the intrusion detection data set used in this paper is still pre-
processed manually. In the future work, we will try to extract the corresponding
features from the original network traffic, so that the proposed method can have
better applicability.
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Abstract. Satellite communication has become an indispensable means of
communication. As satellite communication constellations become more and
more complex, performance evaluation for satellite design, networking and
applications grows more and more important. This paper summarizes current
research on performance evaluation of satellite communication system and
proposes application prospect of neural network in performance evaluation of
satellite communication system. Identifying key parameters, adjusting evalua-
tion model adaptively and comparing different satellite constellations’ perfor-
mance are supposed to be three key application areas.

Keywords: Neural network � Performance evaluation � Satellite
communication

1 Introduction

Nowadays, satellite communication has become an indispensable means of commu-
nication because it has longer communication distance, more extensive coverage and
higher quality of transmission than ground communication. There are totally 2062
operating satellites which include 773 communication satellites as of November 30,
2018 [1]. These communication satellites are playing an increasingly important role in
agriculture, fisheries, transportation, disaster relief and national defense. In recent
years, many advanced satellite communication programs have been put forward. For
instance, SpaceX has planned to launch nearly 12,000 communication satellites by the
mid-2020s [2], and Amazon said that it was planning to launch thousands of com-
munication satellites to achieve global coverage in April 2019 [3]. These satellite
constellations consist of a surprising number of satellites and highly complex satellite
communication links, which would need performance evaluation for satellite design,
networking and applications.

Neural network is a basic algorithm for deep learning. Its development history has
influenced the development of deep learning, thus affecting the history of artificial
intelligence. Recently, the improvement of computing power and diversity of data
feature provided by big data has created favorable conditions for the rapid development
of neural network. Neural network could classify, cluster, and predict data, which
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shows great potential for processing unstructured data such as text, image, audio, video
and time series. New types of neural network structures such as convolutional neural
network, recurrent neural network, and generative adversarial network have sprung up.

BP neural network is currently the most commonly used neural network. Its
algorithm could be described as follows:

(1) There are N sample data:

Xk; Ykð Þ;Xk ¼ ðx1k; x2k; . . .; xnkÞ; Yk ¼ ðy1k; y2k; . . .; ymkÞ; k ¼ 1; 2; . . .;N:

(2) There are L layers in neural network, L� 3:
(3) There are nl nodes in layer l; l ¼ 1; 2; . . .; L. The input layer has Xkj j ¼ n nodes,

and the output layer has Ykj j ¼ m nodes.
(4) f ðxÞ indicates the activation function of nodes.
(5) The learning rate and error precision of neural network are denoted as g 2 ð0; 1Þ

and e.
(6) The number of iterations t is initialized as 1.
(7) Xk is input into neural network, the output of every node is Ol

jk:

Iljk ¼
Xnðl�1Þ

i¼1

wðl�1Þ
ij Oðl�1Þ

ik

Ol
jk ¼ f ðIljkÞ

(8) Iljk and Ol
jk are the input and output of node j in layer l, wl

ij is the weight between
node i in layer l and node j in layer lþ 1.

(9) The output layer error is Ejk; j ¼ 1; 2; . . .;m

Ejk¼ 1
2

yjk � OL
jk

� �2

(10) The weights are modified as follows:

wðl�1Þ
ij

h i�
¼ wðl�1Þ

ij � g
@El

jk

@wðl�1Þ
ij

(11) k ¼ kþ 1, the iteration number t ¼ tþ 1, iterations continue until the output layer
error or iteration number meets the requirements.

2 Current Research on Performance Evaluation of Satellite
Communication System

Performance evaluation of satellite communication system could be divided into three
categories: analytical method, software simulation method and index system method.
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2.1 Analytical Method

Analytical method does mathematical modeling of satellite constellation topology,
communication channel and information transmission. Mathematical model could be
used to evaluate a certain interesting satellites’ performance parameter with respect to
other parameters and find out key impact factors.

Yonghwa Lee et al. analyzed the conventional and general channel model of
satellite system in the mobile environment, and studied the adversary impact of long
propagation delay with respect to various user mobility and Doppler-shifted carrier
frequency [4]. Charilaos I. Kourogiorgas and Athanasios D. Panagopoulos applied
stochastic differential equations to describe mathematical framework of rain attenuation
and did numerical calculation of outage probability of satellite communication with
respect to rain attenuation [5]. Younes Seyedi et al. provided a statistical model for
coverage of mobile low earth orbit satellite communication, and studied coverage time
with respect to satellite orbit parameters [6].

Analytical method is useful to improve satellites’ communication performance by
determining and adjusting key impact factors. However, analytical method usually
evaluates a single performance parameter such as time lag and targets a single satellite.
The overall performance of satellite constellation could not be described by analytical
method accurately. Plus, in order to get mathematical model and do numerical analysis,
analytical method ignores many impact factors and reserves limited parameters, which
could be inconsistent with real satellite communication scenario.

2.2 Software Simulation Method

Software simulation method models satellite constellation by orbit parameters and sets
communication performance parameters such as power, elevation angle and rain
attenuation. This method could simultaneously evaluate multi-parameters of satellite
communication system and demonstrate the dynamic changes of satellite communi-
cation links.

A group of Chinese scientists used STK software to do dynamic modeling and
simulation for low earth orbit satellite networks, and evaluate Quality of Service of the
constellation by comparing users’ location update rate with various satellite spot beams
[7]. Five Italian researchers applied MATLAB/Simulink software to model and sim-
ulate forward, return and mesh communication links of GEO satellites, and provided
guidelines for the trade-off between efficiency and robustness according to mission
performance requirements [8]. In [9], OPNET software was used to evaluate double-
edge satellite terrestrial networks’ resource allocation efficiency and service time delay.

Software simulation method could do more varieties of performance evaluation of
satellite communication system than analytical method could. However, software
simulation needs researchers to set some parameter values by experience before
evaluation. If some predetermined parameter values are inconsistent with reality,
simulation results would not be able to evaluate real performance of satellite com-
munication system.
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2.3 Index System Method

Index system method is a three-step process. Firstly, the index system of satellite
communication system is established by seeking for experts’ opinions. The second step
is to quantify indexes according to indexes’ characteristics. Finally, the performance is
evaluated by weighted sum of quantitative indexes. Index system method could provide
a quantitative result of the overall performance of satellite communication system.

In [10], index system construction of satellite communication system was based on
four domains: physical domain, information domain, recognition domain and social
domain. Three principles which were needed to be followed to determine indexes were
proposed in [11]. Satellite performance indexes influenced each other. Index system
was supposed to be constructed from the holistic perspective. Plus, indexes needed to
be layered and took account of actual satellite communication scenario. Liu et al. [12]
divided indexes into coverage, transmission, processing and protection according to
satellite communication process, and then quantified indexes through numerical cal-
culation and experts’ scores. Index weights were calculated by experts’ scores, and
performance was evaluated by indexes’ weighted sum.

Index system method is greatly influenced by experts’ subjective judgment. For
instance, index weights are determined by experts’ experience. However, satellite
communication system has various application scenarios. Different scenarios have
different index weights. Scenario design would use up much labor power, material
resources and financial capacity, and index weights could not be adjusted automati-
cally. Furthermore, once a certain real application scenario is not considered in
advance, performance evaluation targeting this scenario would be omitted.

3 Application Prospect of Neural Network in Performance
Evaluation of Satellite Communication System

Using neural network to evaluate the performance of satellite communication system
has broad prospects, such as identifying key parameters, adjusting evaluation model
adaptively and comparing different satellite constellations’ performance.

3.1 Identifying Key Parameters

In the future, a satellite communication constellation would commonly contain more
than 1000 satellites. Furthermore, a satellite communication constellation would consist
of various orbits’ satellites, inter-satellite communication links would also exist in large
numbers, the number of mobile satellite communication terminals would increase
dramatically. As a result, evaluation parameters will grow in magnitude, the interaction
between evaluated parameters will grow more and more complex, thus existing eval-
uation methods are difficult to identify key parameters.

Neural network method can firstly set initial weights of evaluation parameters, and
then train the neural network to correct these weights through the actual communi-
cation data. The parameters that could get larger weights can be considered as key
parameters, which are less affected by the subjective experience of experts.
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3.2 Adjusting Evaluation Model Adaptively

In the performance evaluation of existing satellite communication system, the com-
munication scenario is fixed in advance, and weights of evaluation parameters are set
for this communication scenario. For example, the transmission capability evaluation
typically assumes interference only comes from noise. However, in an actual satellite
communication scenario, the rain attenuation may have a serious impact on the
transmission capacity. As a result, the assessment results are difficult to match the
actual situation. It is necessary to modify the communication scenario and evaluation
parameters’ weights artificially. There are many kinds of satellite communication
scenarios, thus artificial modification requires a lot of manpower, material and financial
resources, and it is difficult to operate.

The neural network can adaptively adjust weights of the evaluation parameters
according to different evaluation scenarios. For example, a neural network model for
evaluating terrestrial mobile communication scenarios can be used to evaluate maritime
mobile communication scenarios. Although land mobile communication focuses on
signal attenuation caused by building occlusion, maritime mobile communication
focuses on rain attenuation, as long as there is actual communication data, neural
network can adaptively adjust the evaluation model through training data, and manual
adjustment is rare.

3.3 Comparing Different Satellite Constellations’ Performance

Different communication needs require different satellite constellations. For example,
more coverage needs more GEO satellites, less delay needs more LEO satellites. In
order to find out the optimal constellation to meet a certain communication need,
performance comparison of various constellation orbits becomes a must. Existing
methods set constellation orbits by experience, and performance comparison is done by
computer simulation. This method is greatly influenced by experts’ subjective judg-
ment, and only covers a small number of orbits.

Neural network could classify or cluster constellation orbit parameters based on
satellite constellation simulation results when there is a communication need. When the
classifying or clustering model of constellation orbit parameters is established, per-
formance comparison of most constellation orbits is feasible. Computer simulation can
further verify the correctness of the comparison, and later guide the improvement of
neural networks.

4 Conclusion

This work summarizes current research on performance evaluation of satellite com-
munication system and proposes application prospect of neural network in performance
evaluation of satellite communication system. In the future work, a neural network
based on actual satellite communication scenario will be given to verify the feasibility
of performance evaluation.
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Abstract. With the development of artificial intelligence technology, intelligent
processing technology, which is represented by deep learning theory, has been
widely used in radar community. The precondition of its application is the
support of a large number of training dataset. However, for the technical
direction of marine target detection, open dataset is insufficient to meet appli-
cation requirements. To this end, framework of marine target detection dataset
for intelligent radar application is constructed in this paper. It consists of three
core modules, namely the detection equipment and data acquisition system, data
management and processing, and integrated display. At present, sea clutter
property cognition dataset, clutter suppression and target detection dataset,
target characteristics dataset and detection performance evaluation dataset are
preliminarily obtained. Dataset management and property analysis software are
also developed, so as to serve applications more conveniently.

Keywords: Sea clutter � Target detection � Intelligent radar � Dataset

1 Introduction

For marine radars operating in high sea states and complex meteorological conditions,
it is very difficult to detect targets in the presence of complex sea clutter, especially for
targets with low grazing angles, slow speed and small RCS. Such target signals are
embedded in sea clutter in both time domain and Doppler domain, resulting in a
significant detection performance degradation [1–6].

In recent years, with the development and application of artificial intelligence
technology, such as machine learning and deep learning theory, radar signal processing
is also expected to break through the original theoretical framework and steps into the
era of intelligence. In fact, in the past two years, intelligent processing technology,
which is represented by deep learning theory, has been widely applied in radar. It is a
more efficient intelligent signal processing method with the advantages of automatic
extraction of deep features with higher accuracy [7]. However, the precondition for
deep learning application is the support of sufficient training dataset. At present, open
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dataset for SAR image recognition is already available, namely the MASTER datasets,
but for marine target detection, open dataset is insufficient to meet application
requirements [8].

Aiming at this problem, framework of marine target detection dataset for intelligent
radar application is constructed in this paper, on the basis of reviewing existing dataset.
Supported with previous measurement experiments, several datasets such as sea clutter
property cognition dataset, clutter suppression and target detection dataset, target
characteristics dataset and detection performance evaluation dataset are preliminarily
obtained. At present, these datasets are in the stage of accumulation and enrichment
stage, which still need the support of measured data with diverse experimental con-
ditions such as sea areas or sea states. When the datasets are nearly sufficient, they will
be gradually opened up and shared for public use in radar community.

2 Description of Existing Marine Target Detection Dataset

2.1 IPIX Radar Dataset

The dataset was acquired by McMaster University in Canada during experiments with
the IPIX radar and was managed and maintained by a team led by Professor Haykin.
The data were stored in complete netCDF format. It contains 1993 and 1998 dataset,
which are typical X-band low grazing angle data [9]. The 1993 dataset was measured in
Dartmouth, southern Nova Scotia, Canada. The cooperative target is a spherical block
of styrofoam, wrapped with wire mesh. It has a diameter of one meter. The average
SCR varies in the range 0–6 dB. The 1998 dataset was collected at Grimsby, Ontario.
The radar site was located at east of the Place Polonaise at Grimsby, Ontario, looking at
Lake Ontario from a height of 20 m.

2.2 CSIR Radar Dataset

In 2006 and 2007, the Defence, Peace, Safety, and Security Unit of the Council for
Scientific and Industrial Research (CSIR) in Pretoria, South Africa, conducted two sea
clutter measurement trials to address some of the limitations of the IPIX dataset [10].
During the trail, various boats (Fig. 1) were deployed with conditions ranging from
calm to rough seas. The boats sailed a number of maneuver at different ranges and
azimuth angles. The ground truth tracks of the boats were estimated using a differential
processing GPS receiver. In addition, datasets were recorded for a large variety of non-
cooperative boats of opportunity [11].

Fig. 1. Cooperative target boats [11]
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2.3 DSTO Radar Dataset

From 1993 to 2008, the Defence Science and Technology Organization (DSTO) in
Australia conducted six shore-based and airborne radar measurement trails with three
radar bands (L, S and X bands), and datasets were constructed covering various data
types [12–18]. DSTO dataset supported several task background effectively. For
example, the L-band dataset was in support of SEA1448 [14], the ANZAC Anti-Ship
Missile Defence (ASMD) program. The S-band dataset was in support of the ANZAC
Anti-Ship Missile Defence (ASMD) upgrade project [13].

2.4 UCL Radar Dataset

In 2010 and 2011, trails were conducted within the collaboration between University
College London (UCL) and the University of Cape Town (UCT) to collect and analyze
data on multistatic sea clutter and maritime targets, using the S-band netted radar
system NetRAD. The system consists of three distinct, but essentially identical radar
nodes. GPS disciplined oscillators that have been developed by the University of Cape
Town were used to synchronize the nodes both in time and frequency. The marine
environment information during the trail was provided by the weather station nearby
[19, 20].

3 Construction of Marine Target Detection Dataset

3.1 Construction Framework

The overall framework of dataset construction can be decomposed into three closely
related and mutually supported modules (as shown in Fig. 2).

The first is detection equipment and data acquisition system, which mainly solves
the problem of data sources and storage. This module mainly includes radar detection
equipment (including multi-type experimental radars), satellite ground station and
photoelectric equipment, AIS and ADS-B equipment, high-speed data acquisition and
storage equipment, etc. What’s more, weather instrument, compass, GPS, laser ran-
gefinder, wave buoy, multi-type standard reflector, sailing boat, rubber boat and other
auxiliary experimental facilities are also equipped.

The second is data management and processing module, including radar database,
auxiliary sensor database, and supported management and analysis software, so as to
manage various types of data more efficiently. In addition, a signal processing and data
processing platform composed of high-performance computers is also constructed in
this module to support the development and verification of algorithms, such as pulse
compression, STC, clutter suppression, CFAR, TBD, track initiation, data association
and track filtering.

The third is integrated display module, which mainly completes radar data display,
auxiliary sensor data display and comprehensive situation data display functions. It can
display AIS, ADS-B, electronic chart and other auxiliary information superimposed on
radar video, as well as the comprehensive situation of radar, photoelectricity, AIS and
other targets detected by multi-sensors.

Construction of Marine Target Detection Dataset … 247



Many types of data are managed in the database, including radar return data, target
feature data, AIS and ADS-B data, weather/hydrological data and infrared data, etc. In
order to store these data more effectively, a special data and computing center server is
set up, and a schematic diagram of the stored data types is shown in Fig. 3.

Detection equipment and 
data acquisition module

Data management and 
processing module

Integrated display module

Radar detection equipment 

Satellite ground station and 
photoelectric equipment

AIS, ADS-B

High-speed data acquisition 
and storage equipment

Radar database

Auxiliary sensor database

Signal processing and data 
processing platform 

Radar data display

Auxiliary sensor data display 

Comprehensive situation data 
display 

Fig. 2. Overall framework of the constructed datasets

Fig. 3. Schematic diagram of data types
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At present, measurement trials have been jointly organized and carried out with
industrial departments such as No. 23 Institute of the Second Academy CASIC,
No. 38 and No. 22 CETC, AVIC LEIHUA electronic technology research institute.
Preliminary marine target detection dataset with various platforms, sea areas, sea states,
and target types, are constructed, including sea clutter property cognition dataset,
clutter suppression and target detection dataset, target characteristics dataset and
detection performance evaluation dataset. In the future, the trials will continue to enrich
the experimental data in a large diversity of conditions such as sea areas, sea states,
radar working frequencies and many others, so as to make it more practical for
intelligent radar applications.

3.2 Dataset Management

The massive datasets obtained through long-term and systematic trials are various and
inconvenient to query. In order to manage them more effectively, management software
based on Windows architecture server and SQL database version is developed, so as to
provide a more efficient data support for intelligent radar. In the software, all radar data
and auxiliary sensor data are associated and stored, and detailed information related to
the trials is recorded. Data classification and retrieval function is also realized. The
software can be connected with SQL database to manage off-line radar data. It can also
be connected with radar data acquisition system through data format conversion and
data transmission protocol, thus storing the collected data to the database in real time.

The software system design follows the principle of modular, structured and
reusability. According to the data processing procedure, the system can be divided into
five layers.

The first layer is information import section. It mainly includes five sub-layers
information, namely the trial information, radar information, weather information, sea
state information and target information. These sub-layers are used to record various
levels of data related to the trial, respectively, so as to facilitate the association with
subsequent radar data.

The second layer is data import section, which takes the radar data as main index.
When importing radar data files, the information layer data, target position, AIS,
optical, infrared and satellite image data as well as program documents and processing
results are synchronously imported for time synchronization and associated storage
with the main index.

The third layer is query setting section, which realizes the separate or joint retrieval
according to the test date, radar model, scanning mode, weather, sea state, target type
and other categories to improve the retrieval efficiency.

The fourth layer is display of query results. According to the query conditions set in
the third layer, the list of all data meeting the conditions is displayed, and the auxiliary
sensor data, program documents and existing analysis results associated with the main
index (radar data) are displayed synchronously.

The fifth layer is data preview and export section. After the specific item is selected
in the query result, the frame header details of radar echo data will be displayed, and the
export menu will be added in the right-click menu for the export of all data associated
with the current item.

Construction of Marine Target Detection Dataset … 249



This structured design can enhance the independence of each functional module,
improve system maintainability and stability, and facilitate software function upgrade,
maintenance and future extension. The overall diagram of software is shown in Fig. 4.

3.3 Dataset Property Analysis

In order to serve applications more conveniently, analysis methods for sea clutter
property cognition dataset, clutter suppression and target detection dataset, target
characteristics dataset and detection performance evaluation dataset are researched, and
data analysis and processing software is developed. For the online real-time data or off-
line data queried in the database, the analysis and processing can be completed effi-
ciently and conveniently, and the analysis results can be output in parameter list or
visualization form.

The software integrates amplitude distribution modeling, Doppler spectrum anal-
ysis and modeling, spatial correlation analysis and modeling, FRFT domain charac-
teristic analysis, nonlinear fractal characteristic analysis and other modules. It can
perform functions such as experimental data preprocessing, existing model analysis and
evaluation, performance verification of new models, sea clutter and target difference
feature extraction, feature space construction, clutter suppression and target detection,
detection performance evaluation, which will provide important support for the opti-
mization design, parameter selection and performance prediction of the target detection
algorithms.

Take the time/frequency domain characteristics analysis and modeling module as
an example, in Fig. 5a–g, typical visualization results of analysis results are shown.
Among them, Fig. 5g is a schematic diagram of detection performance evaluation
based on data set and specific radar operating parameters.
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Radar return data
information 
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Trail information
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Radar information
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Sea state information
sub-layer

Target information
sub-layer

Radar data
query settings layer

Auxiliary sensor data 
import layer

(Target position, AIS,
optical, infrared,
satellite image)

Associate document 
import layer

(Programs, processing 
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preview and export 
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Fig. 4. Overall diagram of software
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4 Conclusions

In this paper, existing marine target detection dataset is briefly introduced firstly,
including IPIX dataset, CSIR dataset, DSTO dataset and UCL dataset. Then the
framework of marine target detection datasets for intelligent radar application is con-
structed, which consists of detection equipment and data acquisition system module,
data management and processing module, and integrated display module. Special data
and computing center server is set up to store various types of data, such as radar return
data, target feature data, AIS and ADS-B data, weather/hydrological data and infrared

(a)  Amplitude distribution (b) Doppler spectrum (c) Spatial correlation

(d) Temporal correlation (e) STFT  (f) SPWVD 

(g)  Schematic diagram of detection performance evaluation

Fig. 5. Visualization of the analysis results
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data. Dataset management and property analysis software are also developed. The
datasets are scheduled to be released gradually for public use in radar community in the
near future.
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Abstract. In this paper, we propose a novel data augmentation method
named valuable absence augmentation (VAA) in order to alleviate the
overfitting and evaluate the influence of the pedestrian valuable parts for
the network performance. Specifically, we first train a base convolutional
neural network model and obtain the attention map of the pedestrian.
Then, we use the attention map to generate new samples. Finally, orig-
inal samples and new samples are combined to fine-tune the base net-
work model. We conduct experiments on a large-scale pedestrian retrieval
database, i.e., Market-1501. Experimental results show that the pedes-
trian valuable part has a crucial influence for the network performance
and that the proposed method achieves better performance than other
state-of-the-art methods.

Keywords: Convolutional neural networks · Pedestrian retrieval ·
Data augmentation

1 Introduction

Pedestrian retrieval aims at retrieving a specified pedestrian from a large-scale
image pool (Gallery) that consists of images taken by different cameras at differ-
ent times [1,2]. It is widely used in many applications including crowd counting,
multi-camera tracking, video surveillance, etc. [3–6], and gradually becomes a
hot research focus. Although pedestrian retrieval has been studied for many
years, it still confronts many challenges such as background clutter, different
illumination, various body poses, and so on.

With the help of the convolutional neural networks (CNNs), pedestrian
retrieval has achieved remarkable performance [7–10]. However, when an exces-
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sively complex CNN model is trained, the overfitting might occur, which degen-
erates the performance of pedestrian retrieval. In order to alleviate the over-
fitting, the most straightforward method is to increase the number of training
samples. However, it is very expensive to obtain a large number of labeled sam-
ples. Data augmentation can extend the training set through transforming the
original training samples, and it is widely used in deep learning, especially in
training deep CNN model. The most common methods of data augmentation
include rotation, adding noises, flipping, cropping, etc. Krizhevsky et al. [11]
randomly flipped samples in the training set to train the deep CNN model. In
order to obtain various training samples, Simonyan et al. [12] randomly cropped
training samples and extracted sub-patch of samples to expand the training set.
In [13], random erasing was proposed as a data augmentation approach, which
randomly selects a rectangle region on the sample and assigns random values.
Xiao et al. [7] combined several databases to jointly train the deep CNN model.
The above-mentioned methods only focus on increasing the training sample num-
ber to relieve the overfitting, but it only increases the generalization ability of
the network model to some extent. This is because in the view of the network
model, there is only a subtle difference between original samples and increasing
samples, and that is to say, these increasing samples cannot force the network
model to learn different features.

In this paper, we propose a novel data augmentation method named valu-
able absence augmentation (VAA) to increase the number of training samples
and meanwhile utilize these increasing samples to train the network in order to
force the network to learn variable features. Specifically, we first train a base
network model using the original training set. Next, we obtain the attention
map extracted from convolutional activation maps of the trained base network
model. Afterward, we take valuable parts of the attention map and project these
parts to the original sample and set the corresponding position of the original
sample to zero. As a result, we can obtain a large number of images without
valuable parts for the base network model. Finally, we combine these samples
with original samples to fine-tune the base network model so that the network
model can learn new discriminative features from valuable absence parts of the
sample. Hence, the generalization ability of the network model can be improved.

We evaluate the proposed VAA on a large-scale pedestrian retrieval database
(Market-1501), and extensive experiments show that the proposed VAA is effec-
tive for reducing the risk of overfitting and improving the generalization ability
of the network model. In addition, during the test stage, we also evaluate the
impact of removing valuable parts with different proportions from the original
sample. Experimental results show that the performance of pedestrian retrieval
decreases with the increase of removing valuable parts ratio.

In summary, the contribution of this paper is: (1) We propose VAA to increase
the number of training set in order to mitigate the risk of overfitting; (2) we uti-
lize these increasing samples and original samples to fine-tune the base network,
which can improve the generalization ability of the network model; and (3) we
prove the effectiveness of VAA on a large-scale database.
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2 Approach

In this section, we present details of the proposed VAA for training the deep
CNN model. This method mainly consists of three phases. First, we train a base
network model till convergence using original samples. Afterward, we obtain the
attention map form the trained base network model and set the value of valuable
parts on the original sample to zero in order to obtain new samples. Finally, we
utilize these new samples and original samples to fine-tune the trained base
network model.

With the development of deep learning, many CNN models have been applied
to pedestrian retrieval such as CaffeNet, VGG, ResNet, and so on. We adopt
the ResNet-50 model [14] as the base network model and set the neuron num-
ber of fully connected (FC) layer to the identity number of pedestrian retrieval
database, i.e., 751 for Market-1501. The structure of the base network model is
shown in Fig. 1. During training, we treat pedestrian retrieval as a classification
task and use cross-entropy loss to fine-tune the network model. During testing,
we remove the FC layer and utilize the remaining layer to extract the feature of
pedestrian sample.

Fig. 1. Structure of the base network model.

After training the base network model, the next phase is to find valuable
parts on the pedestrian sample and set the pixel value of these parts to zero
in order to obtain new samples. Since there is no location annotation when
training the network model, we cannot directly find valuable parts of pedestrian
sample. Considering that the attention map can reflect the part of network model
concern, we can locate valuable parts of the pedestrian sample. Inspired by this,
we use the attention map to find valuable parts of the pedestrian sample. The
attention map AMn obtained at the nth layer of the network model is represented
as follows:

AMn =
∑

i

(FMi)2, (1)

where FMi represents the ith convolutional activation map in this layer. It is
worth mentioning that the operation is between elements.
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Afterward, we adjust the size of the attention map to the size of the original
pedestrian sample and record valuable parts on the original pedestrian sample
according to the attention map. After that, we set the pixel value of these parts
to zero. As a result, we obtain new samples with valuable part absence for the
base network model. We list some new and original pedestrian samples in Fig. 2.
Note that we assign the same identity label with the original sample to the
new one.

Fig. 2. a Original pedestrian samples and b new pedestrian samples obtained by VAA.

Finally, we fine-tune the base network model using these new samples. Never-
theless, we find it is difficult to set the learning rate when fine-tuning the network
model. On the one hand, the learning rate of fine-tuning network model should
be smaller than that of training from scratch. On the other hand, using a small
learning rate may cause the network model to fall into a partial optimization. At
the same time, we find that new samples can force the network model to learn
new discriminative features from other regions of the pedestrian sample. There-
fore, we combine original samples and new samples to train the base network
model by using the same settings as the first phase. The final results show that
combining original samples and new samples to train the network can produce
better results.
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3 Experiments

In this section, we conduct extensive experiments on a large-scale pedestrian
retrieval database (Market-1501 [15]). We first evaluate the influence of the
pedestrian valuable parts for network performance. Then, we evaluate the pro-
posed VAA on this database. During the evaluation process, the cumulative
match characteristic and the mean average precision (mAP) are treated as
criteria.

3.1 Market-1501 Database

Market-1501 is a large-scale pedestrian retrieval database. It is collected from
six different cameras and contains 32,668 pedestrian images with 1501 identities.
This database has 12,936 pedestrian images of 751 pedestrian in the training
set, 19,732 pedestrian images of 750 pedestrian in the testing set, and 3368
pedestrian images as the query set. Each pedestrian has an average of 17.2
images, and each pedestrian image is detected by the Deformable Parts Model
(DPM) detector [16], which is close to the real environment. We report the
Rank-1 accuracy and mAP for the sake of fair comparison with other methods.

3.2 Implementation Details

When training the base network model, we utilize random horizontal flipping as a
data augmentation method and resize the size of pedestrian image to 256×128 as
the input of the base network model. We set the batch size to 32 and the number
of epoch to 60 and use stochastic gradient descent (SGD) to optimize this model’s
parameters. As for the learning rate, we set the last layer (FC) to 0.1 and other
layers to 0.01, and the learning rate gradually decreases at the rate of 0.1 after
40 epochs. In the second phase, we select convolutional activation maps from the
output of Conv 2 and utilize Eq. 1 to obtain the attention map. We project the
first 5% valuable parts of the attention map to original pedestrian image and set
corresponding positions to zero. As a result, we obtain new samples. In the last
phase, all parameter settings are the same as in the first phase. During testing,
we extract the 2048-dim feature vector from the output of pooling5 to represent
pedestrians and compute the similarity of features by the Euclidean distance.

3.3 Evaluation of Valuable Parts for Network Performance

We evaluate the influence of the pedestrian valuable parts for the network per-
formance in this subsection, and experiment results are listed in Table 1. We
can see that the performance of pedestrian retrieval becomes worse and worse
as the proportion of removing valuable parts increases. Specifically, when 5%
valuable parts are removed, the performance of pedestrian retrieval decreases by
only 7% in the Rank-1 accuracy, but when 20% valuable parts are removed, the
performance of pedestrian retrieval drops drastically and only reaches the result
of 52.2% Rank-1 accuracy. This indicates that the valuable part has a crucial
influence on the performance of the network model.
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Table 1. Influence of valuable parts of the pedestrian on the network performance,
where C expresses the proportion of removing valuable parts.

C (%) 0 (Baseline) 5 10 15 20

Rank-1 (%) 85.2 78.2 70.1 61.3 52.1

3.4 Evaluation of the Proposed VAA for the Performance
of Pedestrian Retrieval

We evaluate the proposed VAA on the Market-1501 database in this subsection.
In order to fully present the effectiveness of the proposed VAA, we first train the
base network model (Baseline) and achieve the result of 85.2% Rank-1 accuracy
and 68.3% mAP. As shown in Table 2, we can see that the proposed VAA achieves
the best results compared with the other methods. Specifically, compared with
the Baseline, the proposed VAA obtains improvements with the result of 0.9%
Rank-1 accuracy and 1.0% mAP. This mainly includes two reasons. On the
one hand, the proposed VAA can produce new samples, which can mitigate
the overfitting and improve the generalization ability of the network model. On
the other hand, these new samples can force the network model to learn new
discriminative features from other pedestrian regions.

Table 2. Comparison of the proposed VAA with the state-of-the-art methods on the
Market-1501 database.

BoW [15] 34.4 14.1

SSDAL [17] 39.4 19.6

LOMO+XQDA [1] 43.8 22.2

Gated [18] 65.9 39.6

IDE [19] 73.7 51.5

PAR [20] 81.0 63.4

SVDNet [21] 82.3 62.1

LSRO [22] 84.0 66.1

APR [23] 84.3 64.7

TriNet [24] 84.9 69.1

Baseline 85.2 68.3

Ours 86.1 69.3

4 Conclusion

In this paper, we have evaluated the influence of the pedestrian valuable parts
for the network performance and have proposed the VAA to increase samples.
Specifically, we first train a base network model using the original training set.
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Afterward, we employ the attention map to remove valuable parts from the
original pedestrian sample and therefore obtain a large number of samples with
valuable part absence. Finally, we combine original pedestrian samples and new
pedestrian samples to fine-tune the base network model so that the network
model can learn new discriminative features from valuable absence parts of the
sample. Experimental results have shown that the proposed method achieves
better performance than other state-of-the-art methods.
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Abstract. With the increasing number of hypertension patients, the monitoring
of blood pressure information becomes an important task. In this study, an end-
to-end approach is proposed to estimate blood pressure from the pulse wave
signal. In this approach, a normalized single pulse wave is the input of a neural
network, which consists of the convolutional layers and the recurrent layers,
then outputs the corresponding blood pressure. The convolutional layers consist
of one-dimensional convolutional layers and depth-separable convolutional
layers. The gated recurrent unit (GRU) is used in the recurrent layer. Finally, a
dense layer is used to output estimated values of blood pressure. In comparison
with previous approaches, the proposed method does not require complicated
feature extraction. It is only necessary to input a single pulse wave into the
neural network and blood pressure can be estimated. The proposed approach is
tested in the multi-parameter intelligent monitoring in intensive care (MIMIC)
dataset, and the average absolute error is 3.95 mmHg for systolic blood pressure
and 2.14 mmHg for diastolic blood pressure. This result fulfills the international
standard of blood pressure measurement, which shows the proposed approach is
simple and effective. In practice, the proposed method is designed to obtain
blood pressure information from pulse waves.

Keywords: Photoplethysmography � Blood pressure measurement � Neural
network � Transfer learning

1 Introduction

Blood pressure (BP) is the pressure of circulating blood on the walls of blood vessels.
Monitoring of human blood pressure can reflect well the function of the cardiovascular
system of the human body, so it is a great way to judge the disease and observe the
therapeutic effect clinically. According to the association for the advancement of
medical instrumentation (AAMI), the mean and deviation absolute error between the
device and the mercury standard sphygmomanometer should be lower than
5 ± 8 mmHg [1].

With the development of deep learning, many scientists are committed to taking
advantages of the neural network to discover new blood pressure measurement
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methods using Photoplethysmography (PPG) signals, which can achieve a simple and
accurate blood pressure measurement. Teng et al. [2] established a linear regression
model using four extracted features of PPG signals for BP estimation: a width of 2/3
pulse amplitude, a width of 1/2 pulse amplitude, systolic upstroke time, and diastolic
time. Kurylyak [3] has done a lot more in the characteristics of the interval, a total of 21
parameters as the input of the BP network, in order to predict blood pressure. Gao et al.
[4] developed a method for BP estimation using the regression support vector machine
(RSVM) method, with RBF kernel and discrete wavelet transform, and obtained better
performance. Wang et al. [5] used MTM method for feature extraction, and an artificial
neural network (ANN) is used for BP estimation. Wu [6] used SWT to decompose the
pulse wave and extracted ten characteristic parameters as the input of ANN network.
Wen et al. [7] used the sum of two Gaussian functions as the model to fit the pulse
wave envelope, and the parameters of the Gaussian function after fitting were the input,
and the determination of systolic and diastolic pressure was performed through two
feed-forward neural networks. The methods mentioned above all need to perform
feature extraction on the original pulse wave data. The operation of the feature
extraction is burdensome and inevitably added in human subjective consciousness, so
that the nonlinear relation between the pulse wave and the blood pressure cannot be
extracted very well.

This paper presents an end-to-end method to obtain blood pressure. Using a single
complete pulse wave as the input of the neural network, the estimated blood pressure
values can be obtained. In this study, we extract the signal from the MIMIC database [8]
for network training and testing. Finally, the average absolute error on 15 datasets is
3.95 ± 4.38 mmHg for systolic blood pressure (SBP) and 2.14 ± 2.40 mmHg for
diastolic blood pressure (DBP) when using 6000 transfer learning data, fulfilling the
international standard of blood pressure measurement, and the work avoids the com-
plicated feature extraction work, which shows the proposed method is simple, efficient,
and accurate. In summary, the main contribution of this paper is proposing an end-to-
end neural network for the measurement of blood pressure which proved to be effective.

In the rest of this paper, Sect. 2 introduces the MIMIC database, the details of the
method are recommended in Sects. 3 and 4 introduce the implementation and the
results, a discussion is given in Sect. 5 finally summarize the article.

2 Data Source

The MIMIC database contains data recorded on 90 ICU patients. The data for each case
includes the signals obtained from the bedside monitor and periodic measurements and
clinical data obtained from the patient’s medical records. The length of these records
varies, with almost all records being at least 20 h and many being 40 h or longer. In
short, the database contains nearly 200 days of real-time signals and related data.

The data for each case is kept in one folder, usually containing hundreds of separate
files, each containing a 10-minute recording signal, and then it can be assembled
without clearance and forming a continuous record. The types of information contained
in the records of different cases are slightly different, including roughly arterial blood
pressure (BP), heart rate (HR), PPG, pulmonary arterial pressure (PAP), etc. [9, 10].
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Because the MIMIC database contains a large variety of physiological information
data with high quality, it has been widely used in blood pressure prediction research. In
this experiment, PPG and BP signals are used, and the specific signal waveforms are
shown in Fig. 1.

3 Proposed Method

The main flow of the proposed method is as follows. Firstly, a single complete pulse
wave is extracted and normalized by an interpolation method. Then the normalized
pulse wave would be used as the input of the neural network, and finally, the esti-
mations of blood pressure value can be obtained. Figure 2 shows the schematic
illustration of presented BP estimation frameworks.

Fig. 1. PPG and BP signal of subject 230

Fig. 2. Schematic illustration of presented BP estimation frameworks. A single pulse wave was
cut from raw pulse wave and normalized to 100 points. It is then fed into a neural network
consisting of a convolutional network and a recurrent network, and finally, the estimated blood
pressure values, namely SBP and DBP, are obtained
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3.1 Data Processing

The MIMIC dataset contains several different kinds of physiological information for
volunteers, such as HR, PPG, and BP signals. However, the types of physiological
information contained in each sample are slightly different, and only those samples that
contain both the PPG signal and the BP signal are used. Due to the fact that there are
some time periods that no information was collected in the original data, which are of
no value to the experiment. So, the first step is to eliminate it. After discarding the data
segments that do not contain information, the original data is cut off, eventually
resulting in several consecutive signal segments of varying length. Then, a single
waveform cut is made for the successive signal fragments. As the segmentation is done,
the single waveform is finally normalized to 100 points by an interpolation method.

The raw data is given as a blood pressure waveform, and what needed is the blood
pressure value, that is SBP and DBP in a single corresponding waveform period. SBP
refers to the maximum blood pressure value in systole and DBP refers to the blood
pressure value in end-diastole. After cutting the single pulse waveform, the corre-
sponding blood pressure waveform can be obtained which represents a complete blood
pressure cycle. The peak point value of blood pressure wave is the ground-truth of
SBP, and the end point of blood pressure wave is the ground-truth of DBP.

3.2 Model Structure

This section introduces the module and structure of the model. A convolutional neural
network (CNN) is a feed-forward neural network which uses a variation of multilayer
perceptrons designed to require minimal preprocessing. Its artificial neurons can
respond to a part of the surrounding cells in the coverage area and have excellent
performance for large-scale image processing [11–13]. A CNN includes input and
output layer, and a plurality of hidden layers. The hidden layer of CNN generally
includes convolutional layers, pooling layers, fully connected layers, and normalization
layers. The convolutional layer is the core building block of a CNN. The parameters of
this layer consist of a set of learnable filters that have a small receive field but extend
through the entire depth of the input volume. During the forward pass, each filter is
convolved over the width and height of the input volume, a dot product is calculated
between the input and the items of the filter, and a two-dimensional activation map of
the filter is generated. The specific calculation formula is as follows.

Zlþ 1ði; jÞ ¼ ½Zl � wl�ði; jÞþ b ¼ PKl

k¼1

Pf
x¼1

Pf
y¼1

Zl
k s0iþ x; s0jþ yð Þwlþ 1

k x; yð Þ� �þ b

i; jð Þ 2 0; 1; . . .; Llþ 1f g Llþ 1 ¼ Ll þ 2p�f
s0

þ 1

where b is the amount of deviation, Zl and Zlþ 1 represent the convolution input and
output of the lþ 1th layer, also known as the feature map, Llþ 1 is the size of Zlþ 1,
Z i; jð Þ corresponds to the pixel of the feature map, and K is the channel of the feature
map number, f , s0, and p are the convolution layer parameter, corresponding to the
convolution kernel size, convolution step, and padding layer. The depth-separable
convolutional layer is slightly different from the ordinary convolutional layer. It uses
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different filters to convolve each channel to obtain the output of the corresponding
channel and then blends the information. The depth-separable convolutional layer
reduces the required parameters over ordinary convolutional layers. The ordinary
convolution layer considers the channel and the area simultaneously, while the depth-
separable convolution layer considers only the area first, and then considers the channel
to achieve the separation of the channel and the area.

GRU is a type of recurrent neural network (RNN). This structure appeared in 2014
[14] and its performance on polyphonic music modeling and speech signal modeling
[15–17] is comparable to that of long short-term memory (LSTM) [18], but it uses
fewer parameters as lacking an output gate [19, 20]. Since the three gates in LSTM
contribute differently to improve their learning ability, the contribution of small gates
and their corresponding weights can be omitted, which can simplify the neural network
structure and improve its learning efficiency. GRU is an algorithm based on the above
concept, and its corresponding loop unit contains only two gates: the update gate and
the reset gate, wherein the function of the reset gate is similar to the input gate of the
LSTM unit, and the update gate simultaneously implements the function of the for-
getting gate and the output gate. The GRU is updated as follows:

hðtÞ ¼ gðt�1Þ
u hðt�1Þ þ ð1� gt�1

u Þfh½whðt�1Þ þ ðuXðtÞÞgðtÞr þ b�
gðtÞu ¼ sigmoidðwuhðt�1Þ þ uuXðtÞ þ buÞ
gðtÞr ¼ sigmoidðwrhðt�1Þ þ urXðtÞ þ brÞ

where X is the input sequence, b is the amount of deviation, h is called the system state
of the cyclic neural network, w and u are the weight of the loop node, the former is
called the state–state weight, the latter is called the state-input weight, and fh is the
excitation function of the system state, g is the gating updated with time, the foot u and
r means the update door and the reset door.

Considering that the PPG signal is a sequence signal, the proposed method uses
CNN to extract features and uses RNN to extract time-related information. The model
structure of the proposed model is shown in Fig. 3, and the specific parameters are
shown in Table 1. The processed pulse wave signal is unified to 100 points, and then it
is fed into the feature extraction layer composed of convolutional layers and max
pooling layers. The convolution kernel’s size is 3 for the convolutional layers and 2 for
max pooling layers which is aim to reduce the amount of computation and network
size. By concatenating several one-dimensional convolutional layers to continuously
increase the nuance of the convolutional kernel, a larger range of feature information
can be extracted. The dropout layer [21] is added at the end of CNN to prevent
overfitting and improve the robustness of the model. The information output by the
convolutional network is normalized by the BN layer [22] and sent to GRU to obtain
time-related feature information. Finally, the fully connected layer is used to integrate
the feature information to obtain the estimated blood pressure values. The convolu-
tional layers used in this model are the one-dimensional convolutional layer and the
one-dimensional depth-separable convolutional layer. The one-dimensional
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convolutional layer extracts different aspects of the original data characteristics, and the
depth-separable convolutional layer can reduce the model parameters while preserving
the effect, so that the model is simpler. It is also based on this consideration that GRU
layer is chosen.

4 Experimental Results

In the experimental session, we did two tests. The first test was to train and test for
single-sample data. The second is to use data from all samples to train a basic model,
and then use a small amount of data from the new sample for transfer learning.

In the first test, subject 230 is used. After eliminating the useless data segment, the
single complete waveform is segmented and normalized, generating 37,600 valid data.
In this experiment, the validation set and test set are randomly selected according to the
proportion of 20% and 15%, respectively, left the training set maintain relative order.
That is, 24,440 data is used to train the model. The Adam optimization function is
applied, which has the advantage of fast convergence. It is found that the rectified linear
units (Relu) function and sigmoid function are approximately equal, but the conver-
gence speed of Relu function is much fast, so Relu is finally selected as the activation
function. Learning rate is divided, 0.001 for front 300 epochs, 0.0001 for 300–500
epochs, and a total of 500 rounds are trained. The batch size is set to 128.

Fig. 3. Proposed method. The normalized single pulse wave is used as input. The convolutional
network consists of the one-dimensional convolutional layer and the one-dimensional depth-
separable convolutional layer. The GRU is used to reduce the computational complexity of the
model while remaining accurate. Finally, the model outputs the estimated blood pressure, which
is SBP and DBP
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The absolute error is used as an evaluation criterion in this experiment. The cal-
culation formula is:

e ¼ BPest � BPj j ð1Þ

where BPest is the estimated SBP or DBP using the proposed method, and BP is the
reference value obtained from MIMIC database. The Bland-Altman plot [23] is another
evaluation indicator to test the consistency between ground-truth and estimates. It
shows the difference between each estimate and the associated ground-truth against
their average. In this analysis limit of agreement (LOA) is also calculated, which is
defined as [µ − 1.96r, µ + 1.96r], where µ is the average of the difference and r is the
standard deviation. Pearson correlation between ground-truth and estimated SBP is also
used as one of the performance indices.

The average absolute error on the test set of subject 230 is 3.81 ± 3.90 mmHg for
SBP, and 1.74 ± 2.28 mmHg for DBP, which both are meeting the requirement.
Figure 4 presents the results of several estimated SBP on the test set of subject 230
using the proposed method. Tests are performed on all test samples and 5640 test
values are obtained. In order to be more intuitive in the figures, the obtained test values
are sorted, and then one point is taken at intervals of 120 points. Finally, 47 points are
taken and plotted in the figure. The corresponding point of ground-truth SBP is also
plotted in the figure. It can be seen that most of the estimates are close to the ground-
truth, showing the proposed method effective.

Table 1. Parameters of the proposed model

Type Kernel Stride Outputs Parameters

Conv. 3 1 512 2048
Pooling / 2 512 0
Conv. 3 1 256 393,472
Sep Conv. 3 1 256 66,560
Sep Conv. 3 1 128 33,664
Sep Conv. 3 1 128 16,896
Pooling / 2 128 0
Sep Conv. 3 1 64 8640
Sep Conv. 3 1 64 4352
Dropout / / 64 0
BN / / 64 64
GRU / / 64 24,768
Dense / / 1 65
Total parameters: 550,529
Trainable parameters: 550,497
Non-trainable parameters: 32
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Figure 5 shows the histograms of the errors on subject 230, calculated as the
difference between ground-truth of SBP/DBP and the output of the proposed method.
The Bland-Altman plot between ground-truth and estimates of SBP on subject 230 is
given in Fig. 6a. In this case, the limit of agreement (LOA) was [−9.8053, 10.0505]
mmHg and 94.911% of all differences were inside this range. Figure 6b shows the
scatter plot between the ground-truth of SBP and the associated estimates on subject
230. It also shows that the fitted line was Y = 0.8918X + 12.73, where X denotes the
ground-truth of SBP, and Y indicates the associated estimate. The Pearson coefficient in
our framework was 0.9344.

Fig. 4. SBP estimation results on subject 230. Tests and random sampling were performed on
the 230 test set, and 47 pairs of estimated values and ground-truth values were obtained. Blue
solid dots in the figure represent model estimates and black stars represent ground-truth values. In
order to be more intuitive, the values of the 47 points are sorted according to the ground-truth
values. The index refers to the serial number of each pair of estimated values and real values

Fig. 5. Histograms of error on subject 230: a SBP estimation error and b DBP estimation error
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Using single-sample data to make predictions after training, the accuracy is very
high, but the generality is insufficient. So we did the second test. The goal is to use a
small amount of data for transfer learning to achieve better result. First, all data is
divided into training set and test set by sample, and the data of all samples in the
training set are used for preliminary training to obtain a basic model. Then, for each test
sample in the test set, a small amount of data is taken out in order to perform a transfer
learning. After the completion, blood pressure estimation can be performed for the test
sample. Table 2 shows the test results.

Fig. 6. Estimation results on subject 230 of SBP

Table 2. Performance results based on transfer learning measurements

Number of data 4000 6000
Samples SBP DBP SBP DBP

Subject 041 2.42 ± 2.69 1.78 ± 1.98 2.43 ± 2.64 1.72 ± 1.91
Subject 216 2.64 ± 3.77 1.86 ± 2.44 2.52 ± 3.64 1.78 ± 2.38
Subject 221 4.49 ± 4.15 2.47 ± 2.42 4.38 ± 3.92 2.39 ± 2.33
Subject 230 3.67 ± 3.92 2.02 ± 2.16 3.52 ± 3.91 1.96 ± 2.14
Subject 237 4.84 ± 5.05 3.05 ± 3.37 4.78 ± 5.02 3.02 ± 3.35
Subject 253 5.18 ± 6.50 3.28 ± 4.03 4.95 ± 6.38 3.14 ± 3.95
Subject 254 4.80 ± 6.05 2.56 ± 2.94 4.64 ± 5.86 2.47 ± 2.96
Subject 276 5.20 ± 4.92 2.33 ± 2.47 5.32 ± 4.96 2.40 ± 2.49
Subject 414 4.40 ± 4.18 2.51 ± 2.38 4.27 ± 4.05 2.47 ± 2.36
Subject 437 5.23 ± 5.31 2.57 ± 2.50 4.97 ± 5.19 2.52 ± 2.49
Subject 449 2.61 ± 3.76 1.28 ± 1.86 2.43 ± 3.64 1.21 ± 1.89
Subject 452 3.27 ± 3.44 1.41 ± 1.36 3.16 ± 3.43 1.36 ± 1.35
Subject 453 3.99 ± 4.18 1.81 ± 1.83 3.88 ± 4.02 1.75 ± 1.76
Subject 474 4.36 + 4.78 2.56 + 2.93 4.24 + 4.78 2.49 + 2.93
Subject 476 3.84 + 4.48 1.54 + 1.75 3.76 + 4.28 1.49 + 1.74
Mean 4.06 + 4.47 2.20 + 2.42 3.95 + 4.38 2.14 + 2.40
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Table 3 shows the performance results on the test sets for the linear regression,
RSVM-based method, ANN-based method, and the proposed method, presented as
mean and standard deviation of absolute error among reference SBP/DBP and esti-
mated values.

5 Discussion

As can be seen from Table 2, with 4000 data for transfer learning, the average error of
SBP is 4.06 ± 4.47 mmHg, and the error of DBP is 2.20 ± 2.42 mmHg. When using
6000 data, the average error of SBP is 3.95 ± 4.38 mmHg, and the error of DBP is
2.14 ± 2.40 mmHg. This result proves that it is feasible and effective to use transfer
learning to improve the original system. And the more transfer learning data used, the
better the effect.

It can be seen from Table 3 that the approach in this paper is comparable to the
existing best results in accuracy, meeting the criteria for international blood pressure
measurement, while do not require complex feature extraction.

There are still some deficiencies in this model. According to past experience, an
end-to-end neural network is mostly data-driven. This means that to train such an
effective model, there must be a sufficient amount of training data. However, with the
development of computer technology and the big data era, the amount of data is no
longer a problem. The second problem is that in order to solve the problem of insuf-
ficient model universality, we need to do transfer learning, but we can see from the
experiment that the more transfer learning data used, the better the effect. So, the next
research direction is how to get better results with as little transfer learning data as
possible.

6 Conclusion

In this paper, an end-to-end neural network model for blood pressure estimation using
PPG signals is proposed. A single complete pulse wave is normalized to be used as
input, and a neural network consisting of convolutional layers and recurrent layers is
applied to obtain the estimated values of blood pressure. Compared with other meth-
ods, the proposed method is better for its accuracy and its simplicity.

We have only made a small part of the attempt, and hope that this work can provide
some reference for researchers interested in this work.

Table 3. Performance of different methods [1, 3, 4]

Method SBP DBP

Linear regression 9.80 ± 8.09 5.88 ± 5.11
RSVM-based 4.32 ± 3.59 4.31 ± 3.83
ANN-based 4.02 ± 2.79 2.27 ± 1.82
Proposed method 3.95 ± 4.38 2.14 ± 2.40
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Abstract. With the advancement of information society, a large amount of
data, which is in the form of stream, has been produced in many fields. As a
result of its extensive application in the fields of sensor networks, banking and
telecommunications, data stream mining is obtaining more attention. One of the
most challenging steps to learn from data stream is to react to concept drift, as
most of the existing data stream algorithms only deal with abrupt or gradual
concept drifts. The existing work of detecting concept drift is mostly based on
the changing of error rate of single window, making it difficult to be universally
applied to different types of concept drifts. A method of detecting concept drift
is proposed in this paper based on Kolmogorov–Smirnov test (K–S test).

Keywords: Data stream � Concept drift � Kolmogorov–Smirnov test

1 Introduction

With the development of economy and society, a large amount of data, which is in the
form of stream, has been continuously produced in fields such as financial data anal-
ysis, network monitoring, sensor network data processing, credit card fraud monitoring,
weather forecasting and electricity price forecasting. This fast-reaching, real-time,
continuous, and unbounded data sequence is called data stream. It makes data classi-
fication, is based on data stream system, which becomes a research focus. On one hand,
because it’s fast, infinite, and unreproducible, data mining technology in a relatively
mature and static system can’t be directly transferred to data stream system. On the
other hand, due to the data stream system and application, the concepts in data stream
are dynamically changing or even full of noise; as a result, the distribution of data will
change with time, which aggravates the complexity of data stream classification. For
example, the rules of weather forecast may change with seasons; Methods of Customer
online shopping preference analysis may change with customer groups, seller reputa-
tion, service type, and other factors; industrial electricity consumption will change
periodically as seasons alternate. Therefore, research on detecting concept drift is being
become more and more important in data streams. According to the changing speed, we
can subdivide concept drift into gradual drift and abrupt drift. If the data distribution in
data stream is suddenly replaced by another completely different data distribution in a
relatively short period of time, then we can think that abrupt concept drift occurs.
Gradual concept drift, however, can only be observed after a rather long period of time
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(such as a sensor’s gradual failure) and there are more or less similarities among the
concepts before and after the concept drift occurs.

At present, many researchers in related fields have proposed some effective algo-
rithms to detect concept drifts of data streams. A constraint penalty regression com-
biner is used to track concept drifts in Document Ref. [1]. It is the first time that
integrated classification technology has been introduced into data stream classification
and SEA algorithm has been proposed in Ref. [2]. Gama et al. proposed the DDM
algorithm to detect whether the concept drift occurred in the data through the current
model error rate and standard deviation statistics, and statistically divide the data state
into three states: normal, warning and conceptual drift [3]. However, the DDM method
does not have a good effect on the detection of the gradient drift. In order to solve this
problem, Baena-Garcia et al. proposed the EDDM [4] algorithm to improve the
detection effect of the gradient concept drift. Information entropy is also often used as a
detection indicator for drift detection algorithms [5]. Ross et al. applied the exponen-
tially weighted moving average charts (EWMA) to the detection of concept drift, and
proposed the ECDD algorithm [6], which uses the exponentially weighted moving
average control chart to monitor the error rate when the error rate when a certain
threshold is exceeded, it is considered that the concept drift is detected. The drift
detection method of comparing data distribution is also a very common method.
Recently, Frias. Blarco et al. used moving averages and weighted moving averages to
measure changes in the data stream, and experimentally proved that these two statistics
are applicable to abrupt drift and gradual drift, respectively [7], Farid proposed
Changes in data distribution such as CUSUM cumulative sum and exponential
weighted moving average method emphasize the problem of metric determination
during detection [8]. Literature [9] compares two data distributions that can continu-
ously expand the window, and then selects different window strategies for detection
[9]. Sakthithasan proposed the SeqDrift detection algorithm, which uses reservoir
sampling for memory management and improves the sensitivity of conceptual drift
detection under slowly varying conditions [10, 11].

This paper proposed a detection method to concept drift by detecting the differences
of frequency distribution between data blocks, which is introduced in Sect. 2.
According to the method, In Sect. 3 we did related experiments and results analysis.
Finally, the conclusions are given according to the results analysis.

2 Concept Drift Detection Based on Kolmogorov–Smirnov
Test

2.1 Relevant Definitions

In order to facilitate the elaboration of relevant contents of this paper, the following
relevant definitions are given at first:

Definition 1 Concept drift: setting that Xt
n is a sample and ytn is sample’s class label; the

joint probability distribution of the sample generated by the data source changeswith time.
Supposing that every time t arrives at a data block Dt, Dt ¼ fðXt

1; y
t
1Þ; ðXt

2; y
t
2Þ;
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ðXt
3; y

t
3Þ; . . .; ðXt

n; y
t
nÞg, Xt

n’s corresponding distribution is PtðX; yÞ, if PtðX; yÞ 6¼
Pt�1ðX; yÞ then concept drift occurs.
Definition 2 Independent increment process: As the name suggests, it means that the
increments are independent of each other. Strictly defined as follows: set fXðjÞ; j� 0g
be a random process. For 0� s� j, the random variable XðjÞ � XðsÞ is increment of the
random process in the interval ½s; j�, if any positive integer n� 2 and any
0� j0\j1\j2\j3\ � � �\jn, n increments are independent of each other, and
fXðjÞ; j� 0g is autocephalous increment process.

Definition 3 Wiener process: given the process fWðjÞ; j� 0g, if it satisfies a stationary
independent increment, Wð0Þ ¼ 0, and for any 0� s\j, fWðjÞ �WðsÞg
�Nð0; r2ðj� sÞÞ.
Definition 4 Brown Bridge: a special Wiener process, is strictly defined as follows:
BðtÞ :¼ ðWðtÞjWðTÞ ¼ 0Þ; t 2 ½0; T �.
Definition 5 Kolmogorov distribution is defined as

K ¼ sup
t2½0;1�

jBðtÞj ð1Þ

sup is the smallest upper bound of a set, by finding the distribution of random variables
that are bounded by the Brownian motion, its cumulative distribution function can be
written as:

PðK� xÞ ¼ 1� 2
P1
k¼1

ð�1Þðk�1Þe�2k2x2 ¼
ffiffiffiffi
2p

p
x

P1
k¼1

e
�ð2k�1Þ2p2

8x2 ð2Þ

2.2 Kolmogorov–Smirnov Test

In statistical test, K–S test is used to test whether an empirical distribution conforms to
a theoretical distribution or whether there is a significant difference between data
distributions. Because it is sensitive to parameters of the data distribution function
between both samples, K–S test is used to compare two samples. Kolmogorov–
Smirnov test finds the upper bound of the difference between the cumulative proba-
bility of experience and the cumulative probability of target distribution at each data
point, and lists the following formulas:

Dn ¼ sup
x
fjF0ðxÞ � FnðxÞjg ð3Þ

sup is the supremum of distance, which is minimum upper bound of absolute value of
[Fnx� F0ðxÞ] under the original assumption [FnðxÞ ¼ F0ðxÞ] that the conditions are
true, and the cumulative distribution function of the observed values of random sam-
ples is represented by FnðxÞ, and the cumulative probability distribution function of the
theoretical distribution is represented by F0ðxÞ.
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FnðxÞ ¼ 1
n

Pn
1
I½�1;x�ðXiÞ ð4Þ

I½�1;x� denotes indicator function:

I½�1;x�ðXiÞ ¼ 1; Xi � x
0; Xi [ x

�
ð5Þ

Dn ¼ max
1� k� n

fjFnðxkÞ � F0ðxkÞj; jFnðxkþ 1Þ � F0ðxkÞjg ð6Þ

the single sample detection statistics is Z:

Z ¼ ffiffiffi
n

p
Dn ¼

ffiffiffi
n

p
max

1� k� n
fjFnðxkÞ � F0ðxkÞj; jFnðxkþ 1Þ � F0ðxkÞjg ð7Þ

When the null hypothesis is true, the Z conforms to the Kolmogorov distribution.
k is the ordinal number when ascending order is adopted in the sample. It is seen

from the formula that Dn is the largest difference between the adjacent two empirical
distribution functions and the target cumulative probability distribution function. Based
on the above theory, the two-sample test simply replaces the other distribution of the
test statistics with the empirical distribution of the other sample. Assuming that the
sample sizes of the two samples are m and n, respectively, FmðxÞ and FnðxÞ represent
the cumulative empirical distribution function of both samples, in the case of
Dj ¼ FmðxjÞ � FnðxjÞ, the test statistic is approximately normal distribution, and the
expression is

Z ¼ max
j

jDjj
ffiffiffiffiffiffiffiffimn
mþ n

p
ð8Þ

The original hypothesis is H0 that the two data distributions are consistent or the data
conforms to the theoretical distribution.

The two-sample K–S test steps:

(1) Assumption: H0: FmðxÞ ¼ FnðxÞ.
(2) Calculate the absolute difference between the sample’s cumulative frequency and

the theoretical distribution’s cumulative probability, so that the largest absolute
difference is Dm;n ¼ maxjDjj.

(3) Find the critical value Dðm; n; aÞ by sample size n and significant level a.
(4) p-value ¼ PðDm;n\Dðm; n; aÞÞ:
(5) If p-value � 0:05, that is, the two samples conform to the same distribution.

2.3 Model Description

The detection model based on K–S test is as follows: D1;D2;D3; . . .;Di, Diþ 1 (each
data block contains n samples) denotes that the data stream arriving at t time is cut into
data blocks. Setting a ¼ 0:05 (the significant level) based on experience, when n 2
½1; i� and n is an integer, the significant level of the difference between the two data
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blocks is measured by p-value. When this p-value is smaller than 0.05, we can draw the
conclusion that there are obvious differences between two data blocks, that is, concept
drift occurs. When p-value is greater than 0.05, we accept the original assumption to
draw the conclusion that there are no obvious differences between two data blocks. We
accept the initial hypothesis, it means there is no concept drift.

3 Experimental Process and Results

3.1 Experimental Process

Two data sets are used in experiments, one is simulation data set and the other is radar
data set. For the simulation dataset and real dataset experiments, experiments cut the
dataset into 12 data blocks, labels them in order, and calculates p-value according to the
above model method.

The noise-free simulation data set that has been generated by python is named
CIRCLES. The samples are labeled based on a circular function: if a sample is within
the circle, then its label is positive; if a sample is beyond the circle, then its label is
negative. Concept drift occurs when shifting the center and increasing the size of the
circle. Each data block contains 30 samples and each sample contains 2 values. This
data set is defined by three circular functions as shown in Table 1.

The radar data set is based on data that have been measured by radar in our
laboratory in three different states when there is no person, one person, and two
persons. The three different states, respectively, represent three different classes: 0, 1, 2.
Each data block contains 30 samples and each sample contains 100 values. The cat-
egory distribution in each data block is shown in Table 2.

Table 1. Simulation data description

Center (0.2, 0) (0.4, 0) (1, 0)
Radius 0.2 0.3 0.5

Table 2. Radar data description

Data block number Class Data block number Class

0 0, 1 6 0, 2
1 0, 1, 2 7 0
2 0, 1 8 0, 2
3 0, 1, 2 9 0, 1, 2
4 0, 1, 2 10 0, 1
5 0, 1, 2 11 0, 1
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3.2 Experimental Results

In the simulation data set experiment, the detection model based on Kolmogorov–
Smirnov test is used to detect whether the two data blocks obey the same potential
distribution. The horizontal red line indicates that the significant level of a is 0.05. The
results show that whether the difference between the data blocks is less than 0.05 or
greater than 0.05. If the p-value between the data blocks is greater than 0.05, we will
accept the initial assumption that the data blocks before and after conform to the same
potential distribution and it means no concept drift occurs between the two data blocks.
But if the p-value is less than 0.05, we will turn down the initial assumption as the data
blocks before and after do not conform to the same potential distribution, which states
clearly that there is an obvious difference between the data blocks before and after, that
is, concept drift has occurred. By comparing the significance level a and p-value of
simulation data, we can clearly see that the model can accurately detect whether there is
a significant difference between the data blocks before and after (Fig. 1).

In terms of radar data that contains some noise, by comparing Fig. 2 and result
plots, we can see that errors occurred at 5 and 7 when testing the significance level, but
as for its overall results, the K–S test can accurately detect whether there is concept
drift between adjacent data blocks. And when a is 0.05, the result is highly reliable,
therefore K–S detection can be used to detect whether concept drift occurs in the data
stream.

Fig. 1. Simulation data result
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4 Conclusions

By comparing the above two experiments, we can clearly see that in the case of stable
data stream, the model based on K–S test can effectively detect whether there are
obvious differences between the two data blocks. It is also effective to be used to detect
whether concept drift occurs between blocks. Most of all, the results also prove it, thus
the model algorithm can be used to detect the concept drift.
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Abstract. The unmanned aerial vehicle (UAV) communications in the
millimeter-wave (mmWave) band have found a wide range of concerns recently.
In order to improve the communication capacity of UAV cellular networks, a
low-complexity beam optimization method for the hybrid beamforming system
with uniform planar arrays (UPAs) is proposed in this paper. First, the target
cellular cell is quantified in spatial domain and the equivalent channel model of
quantified region is established. Then, the data rate is formulated and an ideal
precoding vector is achieved in terms of the expected beam gain. At last, a
hybrid precoding method based on dynamic dictionary learning orthogonal
matching pursuit (DDL-OMP) algorithm is introduced for producing an opti-
mized beam. Simulation results demonstrate that our proposed method outper-
forms the traditional ones in achieving considerable capacity with faster
convergence speed.

Keywords: UAV � mmWave communications � UPA � Beamforming � Beam
coverage

1 Introduction

UAVs have found a wide range of applications during recent years, i.e., environmental
monitoring, post-disaster rescue, and communication relay [1, 2]. Under these sce-
narios, a UAV acts as an aerial base station (BS) and serves multiple ground users. Due
to the mobility of UAVs, the service quality of cellular cells can be improved and the
business of hotspot communities can be diverted [3].

The mmWave band has been adopted in UAV communications to achieve larger
capacity, but the severe path loss restricts its practical applications [4]. In order to
overcome this shortcoming, mmWave communication systems are usually equipped
with large-scale array antennas for beamforming [5].

Different from traditional terrestrial communications, UAV-based communication
systems face some new challenges. For example, more efficient beamforming training
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and tracking are needed to accommodate the movement of UAVs [6]. Good beam
shape is also desired to improve the data rate of covered region.

In [7], a novel capacity enhancement method for small cells utilizing the flexible
three-dimensional (3D) beamforming facilitated by adoption of the active antenna
system (AAS) at base stations (BSs) is proposed. In contrast to conventional microcell
networks, significant gain of capacity has been achieved by using this novel method.
However, this dynamic and flexible 3D beamforming with narrow beamwidth is only
feasible in the small cell layer. In [8], the authors took the coverage and rate perfor-
mance of mmWave cellular networks into account, which leads to higher peak rates
while didn’t improve the cell edge rates. To guarantee a good tradeoff between the rates
of center and edge, a novel wide beam design method combined with orthogonal
matching pursuit (OMP) algorithm was proposed in [9]. The work [10] proposed an
optimized beam by combining the quantification of spatial angle and the improved
OMP algorithm. Literature [11] proposed solution relies on the gradient pursuit
(GP) algorithm to fast approximation the optimal digital precoding. However, all the
methods mentioned above had high system complexity.

This paper aims to fill these gaps. The major contributions and novelties of this
paper are summarized as follows:

(1) To achieve better beam coverage performance, the expression of the equivalent
channel is derived by using the principle of singular value decomposition (SVD).

(2) To obtain the ideal hybrid precoding vector according to the expected beam gain,
the target region is quantified and the sparse state matrix is established.

(3) A precoding algorithm based on DDL-OMP is presented. The new method can
reduce the system complexity while improving the communication capacity.

2 System Model

In this paper, a downlink UAV-BS with mmWave hybrid beamforming system is
considered. Both the transmitter and receiver are equipped with UPA of MMS ¼
MBS ¼ Mh �Mv antennas. The array is laid out in a grid pattern with Mh columns and
Mv rows [9], where the distance between antenna elements is spaced uniformly with
separations dh and dv, respectively [12].

A block fading channel is adopted and the received signal after processing at the
receiver can be expressed as

y ¼ ffiffiffi
q

p
wHHcsþwHn ð1Þ

where q is the average receiving power, c ¼ FRFvBB 2 CM�1 is the beamformer of the
transmitter formed by a combination of a RF precoding matrix FRF¼ f 1; f 2;½ . . .; fMRF

� 2
CM�MRF and a baseband precoding vector vBB. Similarly, w is the combiner of the
receiver and it can be written in a similar form. H 2 CM�M is the mmWave channel
matrix, s is the transmit symbol subject to the constraint of E½jsj2� � 1, and n is the
additive white Gaussian noise (AWGN) with zero mean and variance r2 ¼ 1. In this
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paper, we assumed that both of the transmitter and receiver have the same RF chains
which is limited due to the constraints of the system cost and power consumption.

The mmWave channel between UAVs can be modeled as [13]

H ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MMSMBSK

1þK

r
a0aMSðhh; hvÞaHBSðwh;wvÞ ð2Þ

where MMS and MBS denote the antenna numbers of receiver and transmitter, respec-
tively. K is the Ricean factor, and a0 is the complex channel gain. Moreover,
aBSðwh;wvÞ is the array response vector of transmitter, which can be described as

aBSðwh;wvÞ ¼ aBSMhðwhÞ � aBSMvðwvÞ ð3Þ

where aBSMhðwhÞ and aBSMvðwvÞ can be given by

aBSMhðwhÞ ¼
1ffiffiffiffiffiffi
Mh

p 1; ejkdh sinwh coswv ; . . .; ejkðMh�1Þdh sinwh coswv

h iT

aBSMvðwvÞ ¼
1ffiffiffiffiffiffi
Mv

p 1; ejkdv sinwv ; . . .; ejkðMv�1Þdv sinwv

h iT ð4Þ

where k ¼ 2p/k, k is the signal wavelength, dh and dv are both set as k/2, whðvÞ is the
angle of departure (AoD). h and v denote horizontal and vertical domains, respectively.
aMSðhh; hvÞ is the array response vectors of receiver and it can be written in a similar
form with (4).

3 Improved Beam Design

3.1 Equivalent Spectral Efficiency

In order to evaluate the performance of beam, we need to derive the expression of
equivalent spectral efficiency. Based on the mmWave system model, the spectral
efficiency achieved can be expressed by [14]

R ¼ log2 I + qR�1
n wH

BBW
H
RFHFRFvBBvHBBF

H
RFH

HWRFwBB

������ ð5Þ

where Rn ¼ r2wHw is the noise covariance matrix. We focus on the design of
precoder/combiner to improve spectral efficiency. However, it is difficult to obtain
global optimal value. To simplify this problem, we design the precoding vector c ¼
FRFvBB by using singular value decomposition (SVD) of channel as H ¼ URVH . Then,
(5) can be simplified as

R ¼ log2ð1þ q hHc
�� ��2Þ ð6Þ

where h ¼R1V1 is the equivalent channel state coefficient.
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3.2 Optimal Beam Pattern

Since the receiver has the same structure, we only focus on copt. According to [9], the
reference gain can be defined as

Gðwhi ;wvj ; cÞ ¼ cHhðwhi ;wvjÞ ð7Þ

where hðwhi ;wvjÞ is the equivalent array response corresponding to the quantized
angles ðwhi ;wvjÞ. The ideal beam should have a non-zero constant reference gain in the
coverage region Um;n and zero reference gain for the rest of area. In the condition, the
reference gain Gðwhi ;wvj ; cÞ can be expressed as

Gðwhi ;wvj ; cÞ ¼
b if ðwhi ;wvjÞ 2 Um;n

0 if ðwhi ;wvjÞ 62 Um;n

�
ð8Þ

where b is a non-zero constant. The beam precoding vector c can be rewritten as the
solution of the equation

DHc ¼gGðZh;ZvÞ ð9Þ

where g is a normalized constant that satisfies ck k2¼ 1, D 2 CM�ðZh�ZvÞ is a set of
equivalent channel state coefficient corresponding to the quantized angles ðwhi ;wvjÞ,
which can be expressed as

D = h(wh1 ;wv1Þ; h(wh1 ;wv2Þ; . . .; h(whZh
;wvZv

Þ
h i

ð10Þ

Meanwhile, the set of reference gain GðZh;ZvÞ 2 CðZh�ZvÞ�1 also can be written as

GðZh;ZvÞ ¼ Gðwh1 ;wv1 ; cÞ;Gðwh1 ;wv2 ; cÞ; . . .;GðwhZh
;wvZv

; cÞ
h iT

ð11Þ

where GðZh;ZvÞ is a sparse matrix. Thus, the optimal precoding vector can be obtained by

copt ¼ gðDDHÞ�1DGðZh;ZvÞ ð12Þ

3.3 Beam Design Based on DDL-OMP Algorithm

As mentioned above, the optimal digital precoder can be achieved by (12). However, in
actual beamforming system, the RF terminals cannot directly generate copt. It is nec-
essary to approximate the value with RF matrix FRF and baseband vector vBB, thus the
problem of precoder design can be expressed as
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ðFopt
RF ; v

opt
BBÞ ¼ argmin copt � FRFvBB

�� ��
F

FRF 2 fRF; FRFvBBk k2F¼ 1 ð13Þ

where fRF is the set of feasible RF precoders, i.e., the set of MBS �MRF matrices with
constant magnitude entries. Each column fRF is obtained from a dictionary set of jQ,
which can be defined as

jQ ¼ ½aBSðwh;1;wv;1Þ; . . .; aBSðwh;Qh
;wv;Qv

Þ� ð14Þ

where Qh and Qv are the quantization times in the corresponding direction for a single
beam coverage area. When each phase shifter is controlled by 2B, the elements of the
matrix can be written as ejkQ2p=2

B
for kQ ¼ 0; 1; 2; . . .; 2B � 1.

Unfortunately, the complex non-convex nature of feasible set fRF makes the
problem of finding such a projection both analytically and algorithmically intractable.
In order to provide near-optimal solutions to the problem in (13) and reduce the system
complexity, a precoding method based on DDL-OMP algorithm [15] is introduced in
this paper. The process of the algorithm is shown in Table 1.

4 Simulation

In this section, the performance of our proposed beam design method is verified by
using numerical simulations. In the simulations, the carrier frequency is fc ¼ 60GHz.
The phase shifter of beam is controlled by B ¼ 3 and the Ricean factor K is set as
13.5 dB [9]. It is remarkable that we adopt a computer of AMD A4-5300B APU with
Radeon(tm) HD Graphics 3.40 GHz to carry out all of the simulations.

Table 1. Spatial sparse precoding based on DDL-OMP algorithm

Stage Operation

1 FRF = [ ]
2 Fres ¼ copt
3 jQ ¼ [jQ; s(copt)]
4 for i�MRF do
5 T = jHQFres

6 t ¼ argmax
l¼1; 2; ...;B

ðTT�Þl;l
7 FRF ¼ [FRF jQ(:,t)�
8 vBB ¼ (FH

RFFRF)�1FH
RFcopt

9 Fres ¼ copt � FRFvBB
10 jQ(:,tÞ ¼ s(Fres)
11 end for
12 FRF ¼ FRF, vBB ¼ vBB

FRFvBBk kF
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4.1 Average Spectrum Efficiency

In order to assess the communication quality of the coverage area, the average spectrum
efficiency (ASE) indicator is adopted. The simulation parameters are set as
M ¼ 12� 8, Zh ¼ 8, Zv ¼ 6, MRF ¼ 8, and Qh ¼ Qv ¼ 8.

As shown in Fig. 1a, for the same number of RF chains, our proposed beam design
method can obtain highest ASE compared to the other methods. The reason is that our
proposed method has approximately uniform gain in the coverage region which is the
characteristic of optimal beam.

The ASEs of different methods with different values of RF chains are also com-
pared in Fig. 1b, it can be observed that the convergence speed of the proposed method
is faster than others for the same signal-to-noise ratio (SNR). The reason is that the
DDL-OMP based method adopts a dynamic learning method to update the dictionary
set by continuously approximating the optimal solution.

4.2 Iterative Efficiency and Complexity

To evaluate the iterative efficiency of different methods, the ratio of the residual to the
ideal precoding vector is used as an indicator of the convergence speed, which can be
expressed as

g ¼ Fresk k2
copt

�� ��
2

ð15Þ

where Fres is the residual corresponding to the number of iterations. The simulation
parameters are set as M ¼ 8� 8, Zh ¼ 8, Zv ¼ 6, and Qh ¼ Qv ¼ 8.

By using (15), the convergence speed is calculated and shown in Table 2. As we
can see that as the number of iterations increases, the proposed method has higher
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convergence speed and better iterative performance than the traditional methods of
OMP and GP. When achieving the same iteration accuracy, our method requires much
fewer RF chains, which means that it can greatly reduce the system complexity.

5 Conclusion

In this paper, a novel beam design method for mmWave based UAV cellular networks
has been proposed. In the method, the SVD decomposition of channel and the quan-
tization of the target area are introduced to achieve the ideal precoding vector. On this
basis, a DDL-OMP algorithm is proposed to obtain the final optimized beam. Simu-
lation results have shown that our proposed method outperforms traditional schemes in
achieving considerable capacity with lower system complexity. Although the new
method has improved the communication quality while reducing the system overhead,
some problems such as complex inversion calculation at the iterative process of the
algorithm, need further research.
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The Feasibility Analysis of the Application
of Ensemble Learning to Operational Assistant

Decision-Making
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Abstract. It is urgent to develop artificial intelligence technology and extend
the brain of warship commanders with intelligent machines, thus assisting
battlefield situation cognition and decision making. Since the 1990s, ensemble
learning has become a new research focus in the field of machine learning.
Ensemble learning can improve the generalization ability of the classification
algorithms, and achieve the effect of “1 + 1 > 2”. Whether the performance
bottleneck of single classifier can be broken by ensemble learning, so as to
improve the ability of operational assistant decision of warship? This is a topic
worth to discuss. In this paper, we focus on whether the torpedo can find the
warship after the warship launched a torpedo decoy, and transform it into the
two classification problem in machine learning. First, the classification data set
is generated through offline simulation. Secondly, select decision trees as base
classification method and Bagging as the typical of ensemble learning, and then
the performance improvement of ensemble learning over single classifier is
analyzed under ideal conditions. Finally, label noise, small training dataset size
is taken into account, and the comparison experiments between ensemble
learning and single classifier are performed further. The experimental results
verify the feasibility of applying the ensemble learning to operation assistant
decision.

Keywords: Operational assistant decision-making � Decision tree � Ensemble
learning � Bagging

1 Introduction

For warships, the threat mainly comes from heavy torpedoes such as self-guided tor-
pedoes, wire-guided torpedoes, air-dropped torpedoes, and rocket-assisted torpedoes.
Self-propelled acoustic decoy can not only simulate the radiated noise and acoustic
reflection characteristics of warships but also mimic the motion characteristics of
warships, which has great deception to torpedoes. Using self-propelled acoustic decoy
to defend acoustic homing torpedo has become one of the main means of warship
underwater defense. Self-propelled acoustic decoy has become one of the most
important equipments for warship underwater defense. After the warship launches the
decoy, it is very important for the subsequent decision-making of the warship to predict
whether the decoy can successfully exert the jamming effect according to the relative
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situation of warship, decoy and torpedo, that is, whether the torpedo can discover the
warship. In this paper, the problem is transformed into a binary classification scenario
by machine learning, and the feasibility of ensemble learning in warship operational
assistant decision-making is studied.

Ensemble learning refers to using simple, trainable and differentiated classifiers to
achieve accurate classification decisions through integrated voting [1]. Since ensemble
learning was first proposed to solve classification problems, and most of the ensemble
learning algorithms are used to design classifiers, thus ensemble learning is also called
classifier ensemble or multi-classifier system and so on. Both the classification accu-
racy can be improved and the risk of relying on a single classifier can be reduced
significantly by means of classifier ensemble. Therefore, it has been widely used in
bionics, finance, politics, and medicine [2]. But is it feasible to apply the ensemble
learning algorithm which is superior in other fields directly to the operational assistant
decision-making? As the “no free lunch” theorem states [3], there are many ensemble
learning algorithms, but there is no universal algorithm suitable for all data sets. It is
necessary to study the adaptability of ensemble learning to warship operational
assistant decision-making.

2 Data Set Description

The decoy jamming effect data set is generated by off-line simulation. In the simulation
process, the relative situation of warship, torpedo, and decoy can be described as five
parameters: the distance between torpedo and warship, the distance between decoy and
warship, the azimuth angle between decoy and warship, the azimuth angle between
torpedo and warship and the azimuth angle between warship and torpedo, which are,
respectively, denoted as x1, x2, x3, x4, x5. In this way, each sample is represented with a
five-dimensional vector, i.e., x = (x1, x2, …, x5). The label y of sample x is 1 or −1,
y = −1 means that in the situation corresponding to x, the torpedo cannot find the
warship and vice versa.

In the simulation, each feature takes 10 values at equal intervals, as a result, 105

samples are generated for the training and testing of the ensemble classifier.

3 Algorithms Description

3.1 Single and Ensemble Classification Algorithms

In order to verify the effectiveness of ensemble learning, it is necessary to compare the
ensemble classification algorithm with typical classification algorithm. Decision tree is
one of the most widely used algorithms in the field of data mining. Therefore, the
decision tree was selected for comparative experiments.

In terms of ensemble learning, the Bagging algorithm [4] was selected for com-
parison, which used the reduced error pruning tree (REPTree) [5] as the base classifi-
cation algorithm. Consider a classification problem with a set X = {x1, x2, …, xC} of
class labels and feature space X�Rn. Let a pool of base classifiers C = {C1, C2, …, CL},
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called a classifier ensemble, be given and let a classifier Ci, i = 1, 2, …, L be a function
Ci: X ! X. When the “soft label” is used, the output of classifier Ci can be represented
as an M-dimensional vector [6]

CiðxÞ ¼ ½di;1ðxÞ; di;2ðxÞ; . . .; di;MðxÞ�T ð1Þ

where di,j(x) is the degree of support given by classifier Ci to the hypothesis that
x comes from class j. Most often di,j(x) is an estimation of the posterior probability
P(j|x), and without loss of generality

P
j di;jðxÞ ¼ 1. Classification is made according to

the maximum rule

CiðxÞ ¼ xs ¼ s ¼ argmax
j

di;jðxÞ ð2Þ

When T (T � L) classifiers are selected to participate in decision-making, the final
result is obtained through a combination function such as minimum, maximum,
average and product.

3.2 Confidence Evaluation Based on Non-parametric Estimation
of Probability Density

In order to further improve the prediction accuracy of the algorithm, the rejection
ability is required. In this paper, a confidence evaluation method based on nonpara-
metric estimation of probability density is used, which can quantify the classification
confidence, and reject low confidence samples by setting a threshold.

A good confidence metric (CM) has the following attributes:

CMðHiÞ� 0
CMðHi [HjÞ ¼ CMðHiÞþCMðHjÞP

i CMðHiÞ ¼ 1

8
<

: ð3Þ

where Hi is the hypothesis that the sample belongs to ith class, and CM(Hi) is the
confidence of hypothesis Hi.

In this paper, we use the method in literature [7] to evaluate the classification
confidence, and the final assumption can be calculated by the following formula,

Hs , s ¼ argmax
i
fCMðHiÞg; i ¼ 1; 2 ð4Þ

Set the threshold to TH, if CM(Hs) � TH, the test sample is classified as sth class,
otherwise, the test sample will be rejected. The classification algorithm will have
rejection ability by embedding the above process.
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4 Experiments

This experiment is implemented on IDEA Java platform with the help of Weka API.
Concretely, Java compiler environment is JDK 8 and data mining software is Weka 3.9
[8]. The REPTree in Weka is selected as the typical classification algorithm for
comparison and the basic classification algorithm of ensemble learning. In the exper-
iments, REPTree adopts the post pruning strategy [9] and the branching criterion based
on information gain. The number of base classifiers of the Bagging algorithm is 50, and
the other parameters are set by default in Weka.

In this section, we present four experiments. First, the comparison experiment of
Bagging and REPTree under ideal conditions. Second, the comparison experiment
under the influence of noise. Third, the comparison experiment under the influence of
small sample set. Finally, the comparison experiment in consideration of rejection. The
data set of the decoy jamming effect generated by simulation is used as experimental
data. For each case, five times of two-fold cross-validation experiments were carried
out, i.e., two-fold cross-validation was repeated five times. During two-fold cross-
validation, the original data set is randomly divided into two equal parts as training set
TR and test set TE. TE is invisible in training process, and it is specially used to
evaluate the accuracy of classification algorithm.

4.1 Comparison Experiment Under Ideal Conditions

Ideal conditions represent that there is no object outside the library and it is not affected
by noise sample and small sample set. The confusion matrix is used to study the
separability between targets. The concrete result of the classification algorithm can be
calculated from the confusion matrix. The confusion matrices of the two classification
algorithms are shown in Tables 1 and 2 respectively.

Table 1. The confusion matrix of REPTree under ideal conditions (%)

True Predicted
−1 1

−1 99.33 0.66
1 0.17 99.83

Table 2. The confusion matrix of Bagging under ideal conditions (%)

True Predicted
−1 1

−1 99.45 0.55
1 0.13 99.87
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It can be seen that both of the two algorithms can predict the effect of decoy
jamming considerably accurately. The average accuracy of Bagging and REPTree were
99.66% and 99.58%, respectively. Thus, the classification performance of Bagging is
slightly better than that of REPTree under ideal conditions.

4.2 Comparison Experiment Under the Influence of Noise

In this section, the noise is injected into the training data, namely, a certain proportion
of the class labels in the data are flipped to other randomly selected values to study the
influence of class noise on the performance of the two classification algorithms. It
should be noted that only the training data are added with noise, while the test data are
not affected. Considering 11 different cases of noise ratio, i.e., 0%, 10%, …, 100%. For
each case, five times of two-fold cross-validation experiments were performed to study
the influence of label noise. The relationship between the classification accuracy and
the noise ratio was shown in Fig. 1, where the dotted line represents the accuracy of
random guess, namely 50%.

As can be seen from Fig. 1, when the noise ratio is less than 30%, the classification
accuracy of the two algorithms decreases slowly with the increase of noise ratio, and
Bagging has considerable advantages over REPTree. When the noise ratio is more than
30%, the classification accuracy of the two algorithms will deteriorate sharply with the
increase of noise ratio. When the noise ratio increases to 60%, the classification
accuracy of REPTree is equivalent to that of Bagging. When the noise ratio exceeds
60%, although REPTree is slightly dominant, the accuracy is far less than that of
random guess, so it has no reference value. In a word, the robustness to label noise can
be greatly improved by ensemble learning.

4.3 Comparison Experiment Under Influence of Small Sample Set

Small sample set refers to the problem of inadequate training samples. As the same
with label noise, small sample set only influences the training stage. Set the deletion

Fig. 1. Classification accuracy under different noise ratios
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ratio of training set is 0%, 10%, …, 99%. We can’t take 100% here, because 100%
means that there is no training data so the classification model can’t be trained. The
relationship between the classification accuracy and the deletion ratio was shown in
Fig. 2, where the dotted line represents the classification accuracy of random guess,
namely 50%. Because when the deletion ratio of training samples exceeds 80%, the
classification accuracy drops sharply to less than 50%, which has no reference value.
Therefore, we focus on the situation that the deletion ratio is less than 80%, as shown in
Fig. 3.

As can be seen from Fig. 2, when the deletion ratio is less than 80%, the classi-
fication accuracy of Bagging and REPTree changes very slowly. When the deletion
ratio exceeds 80%, the classification accuracy will almost decrease linearly with the
increase of the deletion ratio, and the trend of the two algorithms is very similar. As can
be seen from Fig. 3, the classification accuracy of Bagging is always higher than that of

Fig. 2. Classification accuracy under different deletion ratio

Fig. 3. The detail view of Fig. 2 (0–80%)
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REPTree. It can be concluded that ensemble learning has some advantages over single
classification algorithm in dealing with small sample sets, but advantages are not
significant.

4.4 Comparison Experiment with Rejection

When considering rejection, the performance evaluation of classification algorithm
becomes more complex. It is not enough to explain the problem comprehensively and
deeply only by the classification accuracy. Two indicators are defined as follows, the
first is the classification accuracy of the samples to be tested

Pcc ¼ 100%� Ncc=Nde ð5Þ

The second is the judgment rate of the sample to be tested

Pdec ¼ 100%� Ndec=Nall ð6Þ

where Nall is the total number of samples to be tested, Ndec is number of samples that
have been classified; Ncc is the number of samples that have classified correctly. There is
a compromise between Pcc and Pdec. Generally, the larger the Pdec, the smaller the Pcc.

When rejection experiments are carried out, the influences of label noise and small
sample set are taken into consideration. Bagging and REPTree are compared with each
other under the condition of 30% label noise and 70% deletion ratio of training sam-
ples. The variation curves of Pcc and Pdec with the threshold are shown in Figs. 4 and 5.

As can be seen from Fig. 4, for REPtree, when TH < 0.71, Pcc and 1 − Pdec

increase with the TH, and when TH � 0.71, Pcc decreases with the increasing TH.
Besides, it can be seen from Fig. 5, for Bagging, when TH < 0.92, Pcc and 1 − Pdec

increase with the TH, and when TH � 0.92, Pcc decreases with the increasing TH.
In practical application, TH values need to be determined according to relevant

requirements, such as controlling Pcc or Pdec not less than a certain value. For example,
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Fig. 4. Variation curves of REPTree
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under the condition that Pdec is not less than 60% when Pcc is required to be as high as
possible, the optimal TH of the two classification algorithms and the corresponding Pcc

and Pdec are shown in Table 3. As can be seen from Table 3, Bagging has obvious
advantages in Pcc.

5 Conclusions

Based on the prediction of the interference effect of acoustic decoy, the feasibility of
ensemble learning in warship operational assistant decision-making is studied in this
paper. REPTree and Bagging are selected for comparison, their classification perfor-
mance under ideal conditions, label noise, and small sample set are studied by
experiments. It can be concluded that the ensemble learning is slightly better than the
single classification algorithm under ideal conditions. Further, the ensemble learning
has advantages in dealing with label noise and small sample set and has obvious
advantages in label noise. The results show that ensemble learning is effective in
predicting the effect of decoy jamming. Although this problem is only the tip of the
iceberg of warship operational assistant decision-making, which can be decomposed
into several similar machine learning problems. It can be inferred that it is feasible to
apply ensemble learning to operational assistant decision-making.
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Fig. 5. Variation curves of Bagging

Table 3. The parameters of the two algorithms (Pdec > 60%)

Algorithm Parameters
TH Pdec (%) Pcc (%)

REPTree 0.69 63.03 95.44
Bagging 0.68 61.23 99.85
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A Review of Artificial Intelligence for Games
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Abstract. Artificial Intelligence (AI) has made great progress in recent years,
and it is unlikely to become less important in the future. Besides, it would also
be an understatement that the game has greatly promoted the development of AI.
Game AI has made a remarkable improvement in about fifteen years. In this
paper, we present an academic perspective of AI for games. A number of basic
AI methods usually used in games are summarized and discussed, such as ad
hoc authoring, tree search, evolutionary computation, and machine learning.
Through analysis, it can be concluded that the current game AI is not smart
enough, which strongly calls for supports coming from new methods and
techniques.

Keywords: Artificial intelligence � Games � Ad hoc authoring � Tree search �
Evolutionary computation � Machine learning

1 Introduction

Games are fascinating due to the effort and skills needed from people to complete them.
It is the complexity and interestingness nature of games that make them a desirable
problem for AI. The difficulty of the games lies in that their finite state spaces, such as
the possible strategies for an agent, are usually very large. Furthermore, it is often very
hard to assess the goodness of any game state properly. From a computational com-
plexity perspective, many games are NP-hard, meaning that an algorithm for solving a
particular game may run for a long time.

Game and AI have a long history, and the research on game AI mainly focuses on
the construction of game agents. In academic game AI, we distinguish two main fields
and corresponding research activities: board games and video games. Checkers, Chess
and Go are classic board games, which were conquered by AI scientists in 1994 [1],
1997 [2] and 2016 [3], respectively. Compared with the board games, characterized by
the discrete turn-based mechanics and full state of the game is visible to both players,
video games are more challenging. A notable milestone of AI for video games was
reached in 2014 when the game AI developed by Google DeepMind played several
classic Atari 2600 video games on a superhuman skill level only input from the original
pixel [4]. The real-time strategy (RTS) game such as StarCraft has become the next
biggest challenge [5]. RTS is a sub-genre of strategy games where players need to build
an economy and military power in order to defeat their opponents. From a theoretical
point of view, the main differences between RTS games and traditional board games
such as Chess are [6]:
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• More than one player can take actions at the same time.
• RTS games are “real-time”, which means that players have a very short time to

decide the next move.
• Most RTS games are partially observable.
• Most RTS games are non-deterministic.
• Last but not least, the complexity of these games, both in terms of state-space size

and in terms of number of actions available at each decision cycle is very large. For
example, the state space of Go is around 10170, while a typical StarCraft game has at
least 101685 possible states [7].

In general, to devise a satisfactory RTS game AI, a series of challenges must be
solved, such as opponent modeling, spatiotemporal reasoning, and multi-agent col-
laboration. These problems can be summarized into three levels: strategy, tactics, and
manipulation. Recently, with the rapid development of computing science, researchers
invested more effort in designing more intelligent RTS game AI and proposed new
intelligent algorithms to raise the game AI’s intelligent ability. For the convenience of
researchers’ reference, basic AI methods that are commonly used in games are sum-
marized and presented. The framework of the survey is illustrated in Fig. 1, which
consists of Ad Hoc behavior authoring, tree search algorithms, evolutionary compu-
tation, machine learning.

2 Ad Hoc Behavior Authoring

Ad Hoc behavior authoring methods are the most popular kinds of AI methods used to
control the non-player characters in games. Finite state machine (FSM), behavior trees
(BT), and utility-based AI are three most representative algorithms ad hoc behavior
authoring methods.

FSM belongs to the field of expert system and is depicted with graphs where nodes
(states) store information about a task, transitions between states represent a state
change and actions that need to be executed within each state. The design, imple-
mentation, visualization and debugging of FSMs are very simple. However, FSMs have
the following shortcomings, i.e., it is hard to cope with a huge game, and it is in lack of
flexibility and dynamic characteristics [8].

Fig. 1. Main AI methods for game AI
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Similar to FSM, BT also models transitions between a finite set of behaviors [9].
Compared to FSM, BTs are more flexible to design and easier to test due to the
modular design concept, which promotes its successful application in games such as
Halo 2 and Bioshock.

In order to eliminate the modularity limitations of FSMs and BTs, utility-based AI
methods are proposed. Following this method, instances in the game get assigned a
particular utility function that gives a value for the importance of the particular
instance. While FSMs and BTs check one decision at a time, the utility-based AI
methods check all available options, assign utilities to them, and chooses the most
appropriate option [10]. In comparison with other ad hoc authoring techniques, utility-
based AI has obvious advantages including modularity, extensibility, and reusability.
As a result, utility-based methods have been successfully used in Kohan 2, Iron Man,
Red Dead Redemption, and Killzone 2.

3 Tree Search Algorithms

It is generally accepted that most, if not all, of AI is actually just search. Almost every
AI problem can be transformed into a search problem, which can be solved by finding
the best plan, path, model, function, etc. Tree search algorithms can be seen as building
a search tree, where the root node is the initial state, the edge of the tree represents the
operation taken by the agent from one state to another, and the node represents the
state. Tree need to branch because usually several different operations can be per-
formed in a given state. The main differences between tree search algorithms are the
branch position and branch order.

It’s no exaggeration to say that Monte Carlo Tree Search (MCTS) is the most famous
algorithm in the tree search field. MCTS have a long history within numerical algo-
rithms and have also had significant success in various games, particularly imperfect
information games such as Scrabble, Bridge and Go. As is known to all, MCTS is an
indispensable part of AlphaGo [11]. The core loop of the MCTS algorithm can be
divided into four steps: selection, expansion, simulation and backpropagation [4].

It is noteworthy that there are many variants of the basic MCTS methods. The flat
UCB presented in [12] treats the leaves of the search tree as a single multi-armed bandit
problem. Coquelin and Munos [13] present an algorithm that combines MCTS with
TDL using the notion of permanent and transient memories to distinguish the two kinds
of state estimation. In [14] the simulation phase of UCT is described as a single agent
competing with itself rather than considering the influence of multiple agents.

4 Evolutionary Computation

Randomized optimization algorithms which include several solutions are named
Evolutionary Computation (EC), inspired by Darwin’s theory of evolution. On the
basis of population evolution, where each individual represents a solution with a certain
degree of fitness. By selecting and mutating operators, the population gradually

300 X. Fan et al.



evolves, which makes the fitness of current optimal solution more and more higher. EC
attracts the attention of game AI because it can generate highly optimized solutions in
various problem settings.

Marcolino and Matsubara [15] apply EC in StarCraft to optimize the build-order.
Unlikely, Young and Hawes [16] directly apply the genetic algorithm (GA) to optimize
more comprehensive strategy for StarCraft, including both quantity and sequence of
construction. In Ref. [17], the author takes multi-objective optimization into consid-
eration in order to establish the correct element at a certain time. For more details on
multi-objective optimization using EC, see [18]. In [19], the author establishes a for-
ward model to optimize the results of the construction sequence. In [20], EC combines
with potential areas to optimize the policy parameters of micromanagement. Both Refs.
[21, 22] use neuroevolution to learn micromanagement. They are mainly different in
the structure of neural networks. As can be seen from [23], the balance is another factor
that researchers and players focus on.

5 Machine Learning

Machine learning can be divided into supervised learning (SL), unsupervised learning
(UL) and reinforcement learning (RL). In SL the training signal is provided as sample
labels, while in RL it is the reward obtained from the environment. Instead, UL tries to
find the correlation of inputs by searching patterns in all input features in the absence of
target output as a guide.

Replay data of human can be used as valuable training data for game AI. On the
basis of SL, intelligent models can be learned by the means of mining implicit
knowledge in data without a large number of manual rules. Therefore, many organi-
zations such as DeepMind and Facebook have released various replay data sets. Lit-
erature [24] uses replay data to predict the combat strategies of opponents. In [25], the
authors train a probabilistic model to predict the strategy behaviors based on replay
data. Deep learning (DL), one of the most popular areas of SL, has been widely used in
speech recognition, natural language processing, and other scenarios. Dereszynski et al.
[26] use DL to learn macro-management decisions directly from state-action pairs in
StarCraft.

RL is good at sequential decision-making tasks. The combination–deep rein-
forcement learning (DRL), the result of combing DL with RL, can teach agents to make
decisions in high-dimension state space by an end-to-end framework [27]. Zhao et al.
[28] apply RL to micromanagement of StarCraft, where RL agents need to face many
difficult problems including delayed rewards, large action space, and vast state space.
Usunier et al. [29] resort to more effective state representation method to decompose
the complexity because of the wide state space. Based on SC2LE, Shao et al. [30]
propose a new value-based DRL algorithm, which learns decentralized strategies in a
centralized end-to-end manner.

Instead of imitating or predicting target values, the intrinsic structure of and
associations in the data are concerned for UL. Clustering and frequent pattern mining
are two most usually used UL methods for games. K-means, k-medoids, and DBSCAN
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are common used clustering algorithms [31]. Besides, popular frequent pattern mining
methods include the Apriori algorithm for itemset mining, and SPADE [32] and GSP
[33] for sequence mining.

6 Conclusions

As the list in the previous section shows that games are an ideal domain for AI, which
poses a large number of open problems. In this paper, we review the development of
game AI. Different AI methods and their applications in games are presented. Obvi-
ously, it is very difficult to design a universal game AI with a unified framework.
Different tasks represent different abstractions and involve different time spans.
Therefore, a highly intelligent game AI needs the combination of various AI methods
in order to learn from each other’s strong points, and the emergence of notable hybrid
algorithms such as neuroevolution and deep Q-learning is strong evidence.
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Abstract. An intelligent exhaust system has been designed based on the
characteristics of practical and efficient. The system takes STM32F103C8T6
single-chip microcomputer as the control core and consists of four parts:
acquisition terminal nodes, routing nodes, master node, and monitoring man-
agement software. Use SHT20 sensors to collect environmental data. To realize
the function of the system’s data transceiver and the exhaust fan control, data
exchange between STM32 and the wireless transmission module LORA has
been adopted. The upper computer not only contains PC monitoring manage-
ment software, but also contains WeChat small program, which makes the fan
control more simple and convenient. The system has been applied in a cross-
linked workshop. The practical application shows that the system is stable,
accurate, and easy to operate.

Keywords: Ad hoc network � Data acquisition � LORA

1 Introduction

Nowadays, wireless sensor network has been widely used in factories, military, agri-
culture, and other fields due to the rapid development of wireless communication
technology, embedded technology, and Internet of Things technology. In the envi-
ronment of modern factory, agriculture, military and home, environmental parameters
including temperature and humidity seriously affect the quality of production and life.
Therefore, it becomes an important research direction to acquire these environmental
parameters in time and turn on or off the exhaust fan in real time according to these
parameters. In the existing intelligent exhaust systems, there are more or less disad-
vantages: (a) limited monitoring scope due to short transmission distance; (b) low
practicability. Once a node is damaged, the whole system will collapse; (c) inaccurate
environmental parameters and incomplete monitoring. Based on the above description,
this paper proposes a self-organized network [1] intelligent exhaust system centering
on LORA communication.
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2 Overall Scheme Design of the System

This paper designs an intelligent exhaust fan control system based on STM32, which is
mainly composed of four parts: acquisition terminal nodes, routing nodes, master node,
and monitoring management software. The system model is shown in Fig. 1. The
acquisition terminal nodes are responsible for collecting temperature and humidity
data, processing this data, and transmitting it to the nearby route. The acquisition
terminal nodes can also control the switch of the exhaust fan according to the command
issued by the monitoring management software. The routing nodes are responsible for
monitoring the data of its neighboring acquisition terminal nodes, receiving and
sending it, and acting as a transit station. The master node is responsible for receiving
and forwarding the routing nodes or collecting the environmental data of the acqui-
sition terminal nodes. Monitoring management software consists of two parts: PC side
management software and mobile side management software. Users cannot only
monitor environmental parameters on the PC side and control the switch of the exhaust
fan, but also realize these functions from the mobile side at any time. It makes the
monitoring and management of the exhaust fan more convenient.

The system has the characteristics of self-organization and non-centrality. The
network can be reconfigured automatically without relying on the network of other
devices. When the number of nodes in the network changes, the routing nodes will be
automatically adjusted to realize the self-organization of the whole network. The
joining or leaving of single or multiple nodes does not affect the operation of the whole
network and increases the practicability of the network.

Fig. 1. System model
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3 System Hardware Design

The hardware design of this system is mainly divided into three modules: exhaust fan
control module, data acquisition module, and transmission module.

3.1 Exhaust Fan Control Module

The relay used in the exhaust fan control module is a solid-state relay [2] JGX-5. This
type of relay used in the automatic control circuit is actually an “automatic switch” that
uses a small current to control a large current. Figure 2 is the circuit diagram of the
relay, where D3 is the light-emitting diode which indicates the open of the relay. U1 is
an optical coupler; Q1 is an NPN transistor which plays the role of a switch in this
circuit; D2 is a voltage stabilizing diode which is connected in parallel at a higher
voltage to stabilize the voltage.

3.2 Data Acquisition Module

The sensor in the data acquisition module is the SHT20 [3], a new generation Sensirion
temperature and humidity sensor equipped with a 4C CMOSENS® chip. The chip
contains a capacitive relative temperature and humidity sensor, a gap temperature
sensor, an amplifier, an A/D converter, OTP memory, and digital processing unit.
SHT20 can also ensure stable performance in the case of high humidity. Therefore, it
has high cost performance, and its maximum error is 3%, which fully meets the design
requirements of the system. Figure 3 shows the temperature and humidity acquisition
circuit. The power supply of SHT20 is 3.3 V, and a 100 nF decoupling capacitor is
connected between the power supply (VDD) and grounding (GND) for filtering; The
function of SCL pin is to synchronize the communication between MCU and SHT20.
The role of SDA pin is the input and output of the data. When the sensor receives
electrical signals, SDA is effective when SCL is in the rising edge state. When SCL is

Fig. 2. Exhaust fan control module circuit
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in the high power state, SDA must be guaranteed to be in a stable state. Only after SCL
becomes the falling edge can the value of SDA be changed. Otherwise, it cannot be
changed. In order to avoid signal conflicts, MCU can only drive SDA and SCL at low
level. So, an external pull-up resistance is needed to upgrade the signal to high level,
namely R5 and R6 in the figure.

3.3 Transmission Module

STM32 microprocessor whose working frequency is 72 MHz is not only the core of the
transmission module but also the core of the circuits in this system. The wireless
communication module used in the transmission module is LORA [4]. The connection
between this module and MCU is shown in Fig. 3. RXD and TXD are, respectively,
connected to TXD and RXD of MCU. AUX is used to indicate the working state of the
module. The user wakes up the external MCU and outputs the level during self-test
initialization. MD0 and MD1 are connected to the IO port of the MCU, which deter-
mines the working mode of the module and cannot be suspended (Fig. 4).

4 System Software Design

The software design part of this system is divided into two parts: lower computer
software and monitoring management software. Among them, monitoring management
software is divided into PC side management software and mobile side management
software.

4.1 Lower Computer Software Design

The lower computer software is written by Keil [5] software, and the whole software
includes main function, sensor driver program, LORA wireless communication pro-
tocol, and exhaust fan control subroutine. Among them, the wireless communication
protocol is the core of the lower computer software.

The wireless communication protocol is mainly divided into two parts: the trans-
mission module obtains the data of the single-chip microcomputer and the single-chip
microcomputer responses the data of transmission module. As shown in Table 1, the
transmission module obtains the data of the single-chip microcomputer. As shown in
Table 2, the single-chip microcomputer responses the data of transmission module.

Fig. 3. Data acquisition module circuit
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Among them, add represents the communication address of the receiver; cha means a
communication channel; adds means the mailing address of the sending side; cmd is
the check bit, which is used to tell the receiver the purpose of sending data; DATA is a
sequence of messages that hold the messages to be transmitted during the transmission;
end is the end bit, indicating the end of the transmission of the system.

(1) The purpose of including the sender address in the protocol is to facilitate the
receiver to determine the source of the message;

(2) All instructions are sent in hexadecimal format;
(3) CMD is 0x01 when obtaining the data instruction of single-chip microcomputer.

CMD is 0x02 when single-chip microcomputer responds;
(4) When CMD is 0x01, the DATA store the query instruction, and when CMD is

0x02, the DATA store the data of temperature and humidity;
(5) When the wireless module fails to receive the single-chip microcomputer data

packet in 5 s, it sends the data again. If the above actions are repeated for three
times and no response is received, the address of this receiver will be reported and
the request data will not be sent to this address in the next cycle.

Fig. 4. Transmission module circuit

Table 1. Transmission protocol of obtaining the data of the single-chip microcomputer

add (2B) cha (1B) adds (2B) cmd (1B) DATA (nB) end (1B)

Receiver address Channel Sender address Check bit Query command End bit
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4.2 Monitoring Management Software Design

4.2.1 PC Side Management Software
PC side management software is written by Visual Studio software. Figure 5 is its main
control interface. The interface includes four parts: serial port setting, fan control,
system message, and temperature and humidity inquiry. The PC side management
software mainly monitors the temperature and humidity of the nodes and manages the
exhaust fans.

First of all, after the open of the PC side management software, it is necessary to set
the corresponding port number and baud rate, and then open the serial port. If sending
is successful after selecting the corresponding node and clicking send node button, the
system message column will show the words “Node data sent successfully,” and real-
time display box will show the node’s temperature and humidity, respectively. If
sending is failure, the system message column will show the word “node data sent
failure.” It is necessary to send again or check whether the device is damaged at this
time. Set the required temperature or time threshold in the fan control bar, and click the
send button to send to control the switch of the exhaust fan.

4.2.2 Mobile Side Management Software
This design uses WeChat [6] small program to write mobile side management software.
WeChat small program is a new way of development. Developers can quickly develop

Table 2. Transmission protocol of responding the data of the transmission module

add (2B) cha (1B) adds (2B) cmd (1B) DATA (nB) end (1B)
Tem Hum

Receiver address Channel Sender address Check bit Temperature Humidity End bit

Fig. 5. PC side management software interface
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a program, and this program can be easily obtained in WeChat. Do not need to install,
scan code can be.

Figure 6 is the mobile side management software interface, which is mainly divided
into four parts: node selection, temperature and humidity display, fan control and
system message. Its function is consistent with PC side management software.

5 System Test

The principle, hardware design, and software design of the whole system have been
introduced above. The following will prove the feasibility of the system according to
the experimental data of the system.

Take node 1 as an example, it is necessary to start the system, energize the master
node, routing nodes and acquisition terminal nodes 1, and open the PC side manage-
ment software or mobile terminal management software. Then, set the temperature
threshold of node to 28, and click the send button to send. In order to facilitate the
explanation, different states of the exhaust fan are selected for explanation. The
parameters and states are shown in Table 3.

Fig. 6. Mobile side management software interface
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As can be seen from the table, when the temperature value of each node is greater
than the threshold, the exhaust fan is opening; otherwise, the exhaust fan is closing.
Test results show that the actual results are consistent with the preset.

The stability test is mainly aimed at the test of communication transmission reli-
ability between the acquisition terminal nodes and the routing nodes. This design has
five temperature and humidity sensors for data collection and each collection cycle is
1 s. The total data collection time is half an hour, and the results are shown in Table 4.

As can be seen from Table 2, a total of 1800 times were collected within half an
hour, and the success rate was about 99.14%. In the process of data transmission,
packet loss occurred occasionally, and the system was very stable.

6 Conclusion

In this paper, an intelligent exhaust system based on STM32 is implemented. The
system takes data collection as the underlying node, routing as the relay station for
information collection, and PC side management software and mobile side manage-
ment software as the control interface for data processing and storage. LORA com-
munication is used to monitor and control the temperature and humidity of each node
remotely. The communication protocol of this system greatly reduces the loss rate of
data and ensures the stability of the system, which is of great significance for the
factory to realize intelligent.

Table 3. System data

Temperature (°C) Humidity (%) State

26.51 43.17 Close
27.43 41.38 Close
28.04 48.56 Open
28.61 50.49 Open

Table 4. Stability test

Acquisition node Number of sending Number of receiving Success rate (%)

Node 1 1800 1782 99.0
Node 2 1800 1789 99.4
Node 3 1800 1779 98.8
Node 4 1800 1784 99.1
Node 5 1800 1790 99.4
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Abstract. In order to study the crack detection of ancient buildings in aerial
remote sensing images, this paper proposes to preprocess remote sensing images
by combining block DCT transform with SPIHT algorithm terminating at the
threshold to retain the target information to the maximum extent and reduce the
number of processed images. Then, ResNet model is used to detect the cracks in
ancient buildings.

Keywords: SPIHT � DCT � ResNet � Crack detection � Aerial remote sensing
images

1 Introduction

The traditional manual inspection of ancient buildings has obviously failed to meet the
needs of comprehensive inspection and restoration of ancient buildings. The charac-
teristic of remote sensing technology is that it does not need to detect the target on the
spot, but can directly collect and identify relevant information. UAV remote sensing
image has the characteristics of wide coverage, large change of gray value, complex
and changeable texture information, and precious acquired information. Therefore, how
to deal with massive remote sensing images, reduce training examples and maximize
the retention of feature information, so as to facilitate classification is the research
focus.

Discrete cosine transform (DCT), first proposed by Ahmed and Rao, is considered
as the best method to transform language signal and image signal because its perfor-
mance is close to that of k-l transform. DCT transform can concentrate image energy to
a few low-frequency DCT coefficients, which has low complexity and strong gener-
alization ability [1]. DCT uses Huffman coding, and the frequency determines the
length of coding. The transformed image is not dynamically encoded and the image
compression ratio cannot be customized according to the actual research object. Set
Partitioning in Hierarchical Trees (SPIHT) algorithm determines the initial scanning
threshold based on the image wavelet coefficient [2]. The initial threshold value is
changed dynamically according to the last scan result, and the threshold value is halved
on the basis of the last scan. After setting the compression ratio, if the scanning
threshold is reduced to the expected value, the cyclic scanning will stop. Thus, the
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problem of excessive memory storage occupied by multiple cyclic scans will not occur,
and the encoding time and storage space occupation rate will be reduced.

AlexNet selects Re as CNN’s excitation function to solve the problem of increasing
gradient dispersion in network depth [3]. In the last several complete connection layers,
some neurons were randomly neglected to avoid overfitting of the model. Max pool
eliminates the blur effect of average pool. The step size is smaller than the size of the
pool core, but the high-level features are not easy to be classified. Based on the fine-
tuning of AlexNet, ZFNet changes the first layer of AlexNet: The size of the filter is
changed from 11 � 11 to 7 � 7, and the step size is changed from 4 to 2, retaining
more features. Through deconvolution, the feature map reflects the architecture of
feature hierarchy. The first layer learns specific physical features, such as texture and
edge, while the second layer learns and identifies abstract features related to types.
Thus, the higher the features, the better the classification performance; however, the
higher up the hierarchy, the longer the training is needed before convergence. VGGNet
further studied the relationship between the depth and performance of the convolutional
neural network [4], using a 3 � 3 small convolution kernel and a 2 � 2 maximum
pooling layer, and repeated stacking. As the network deepens, the pool shrinks by half
and the number of channels doubles. While simplifying the structure of convolutional
neural network, a large number of training features are retained.

Generally, the idea of establishing an ideal optimal model is to increase the depth of
the model or the number of neurons. But there are some drawbacks:

• If the training data set is limited and the parameters are too many, overfitting is
likely to occur.

• The larger the network model structure is, the more complex the calculation will be,
making it difficult to carry out practical application.

• The deeper the network model structure is, the more easily the gradient is lost in the
deep layer, and the optimization model is difficult to be optimized.

• Degradation: Accuracy first increases with depth, and when saturation is reached,
the increase of model depth leads to the decrease of accuracy.

In order to solve these problems, we believe that non-uniform sparse data computer
software and hardware are inefficient. ResNet assumes that the learning target is
converted into the difference value F(x) = H(x)−x between the expected output H(x)
and the direct output x, and the initial result is defined as the input x [5]. The process is
shown in Fig. 1.

Fig. 1. Residual unit
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The residual element decomposes a problem into multi-scale linear residual, which
is very useful for optimization training. The input and output of the block are over-
lapped by the elements through short interception. Simple addition will not increase the
additional parameters and calculation of the network, but can greatly improve the
training speed of the model, improve the training effect; degradation is handled well as
the network deepens.

The innovation of this paper lies in the combination of image compression algo-
rithm and convolutional neural network. The improvement of block DCT is combined
with SPIHT algorithm. The image information is retained to the greatest extent and the
number of training samples is reduced to concentrate the image energy. Change the
block size and step size of DCT image to ensure the image compression speed and
feature retention integrity; the ResNet model is used to classify the preprocessed
images accurately, which improves the accuracy of ancient building crack
identification.

2 Block DCT

The image is kaleidoscopic in the spatial domain, and it is difficult to be processed in a
unified range. Therefore, we consider transforming the image in the frequency domain
and making the main frequency coefficients of the image relatively concentrated.
Because the information in the low-frequency part of the image is much more than the
information in the high-frequency part, DCT is a good way to do that. If the whole
image is transformed by DCT, the complexity is very high. Therefore, DCT trans-
formation and inverse transformation are implemented in parallel for each block to
improve the efficiency of transformation.

In general, most of the images are divided into 8 � 8 blocks. The larger the block
size is, the fewer blocks the image is divided into, the more obvious the boundary of
the image block is, and the number of edges reflected by the block increases sharply.
The more serious the quantization error is, the better the image will be visually.
However, too small block size will increase the computational complexity and reduce
the computational speed. In this paper, we divide each image into 10 � 10 blocks,
which increases the speed compared with 8 � 8. The processing step size of each sub-
block is segmented from 1 to 0.8. In the image of a single sub-block, the step size of
each processing becomes smaller, which can retain image feature information to a
greater extent. The formula of the basis function in the two-dimensional image is as
follows:

b x; y½ � ¼ cos
2xþ 1ð Þup

16

� �
cos

2yþ 1ð Þvp
16

� �
ð1Þ

x and y represent the coordinates of the pixels in the spatial domain, and u and
v represent the coordinates in the frequency domain of the basis function. Because the
basis function is based on 10 by 10 blocks, x; y; v; u are all between 0 and 9.
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3 Block DCT Combined with SPIHT

For the sake of reconstructing the fidelity of the image, the quantization method in
compression does not use the quantization matrix, but uses the planar quantization
method to retain the image details. When SPHIT algorithm is coding, the determined
value of image wavelet coefficient is taken as the initial scanning threshold. In
sequential scanning, the threshold value of each scan is halved on the basis of the
previous one. As the threshold value decreases, the coefficient in the image increases
continuously. However, in practical application, if the cyclic scanning reaches the
threshold value of 1, let the scanning stop. A large amount of scan data will be
generated, but these data are highly redundant, which is not very helpful for image
compression and reconstruction. Therefore, we can flexibly set the termination
threshold according to the actual requirements of image compression, and stop scan-
ning and encoding when the expected value is reached. Fig. 2 is a flowchart combining
block DCT with termination threshold SPIHT algorithm.

4 ResNet

The challenge of traditional convolutional neural network is how to solve the problems
of information loss and energy loss on the premise of obtaining the optimal model.
With gradient disappearance and gradient explosion, the deep network cannot be
trained, and the complexity increases but the accuracy decreases. ResNet directly
detours the input information to the output, simplifying the model while protecting the
integrity of the information. The entire network only needs to learn the difference
between its input and output. And ResNet has many bypasses that connect the input
directly to the back layer, the modules it really USES are not single, but take two ways,
as shown in Fig. 3.

Fig. 2. Fusion of block DCT and SPIHT
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We can clearly see that the 256-dimensional channel has been reduced to 64 di-
mensions. Then, 1 � 1 convolution is adopted for recovery, which can directly reduce
the number of dimensions and parameters through these two methods. When the
number of channels F(x) and x are different, the calculation methods for different
channels can be divided into the following two types (Fig. 4).

The connection part of the solid line adopts the convolution of 3 � 3 � 64, and the
number of channels is the same. The calculation method is as follows:

y ¼ Fxþ x ð2Þ

Fig. 3. Two different residual models

Fig. 4. Different stacking modes
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The dashed connection part adopts convolution of 3 � 3 � 64 and 3 � 3 � 128,
respectively. The number of channels is different (64 and 128). The calculation method
is as follows:

y ¼ FxþWx ð3Þ

5 Conclusion

This paper combines ResNet convolutional neural network, block DCT and SPHIT.
A large number of aerial images were compressed in advance, and feature information
was retained to the greatest extent, so as to reduce training objects for volume and
neural network. Block size and step size were changed to ensure compression rate and
information retention. ResNet convolutional neural network is used to classify com-
pressed images and identify ancient buildings with cracks.
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Abstract. With the development of speech recognition technology,
there are wide applications of intelligent voice around the world. In the
paper, we propose an intelligent voice control system which can real-
ize the functions of voice activity detection, speech recognition, speaker
authentication, instruction analysis, and automatic answer. A new voice
activity detection (VAD) algorithm and backtracking algorithm are pro-
posed to improve system performance. Then, we test our system in our
own silumation corpus, we create the system evaluation indexes and the
text result is satisfactory.

Keywords: Speech recognition · VAD · Backtracking algorithm

1 Introduction

Speaker recognition (recognizing who was speaking) and speech recognition (rec-
ognizing what people said) are used widely in the field of artificial intelligence.
For example, paper [1] designs a specific human voice recognition home control
system by improving the corresponding algorithm. Paper [2] designs a Chinese
text and audio editing system based on AI, improving the editing efficiency of
audio content and the timeliness of audio news release.

In this paper, we propose an intelligent voice control system. The system
uses speech recognition and speaker recognition technologies based on deep neu-
ral network. It can recognize specific speakers and process his or her contin-
uous voice command in real time, realizing deep neural network interference
and instruction analysis. We do not use the online services of speech-to-text
transcription and voiceprint authentication supported by Internet providers. We
build specialized instruction dataset and relevant Chinese corpus. In consider-
ation of multi-speakers, high background noise, random speaking voice pauses,
and no wake-up-word for speech recognition, we propose voice activity detection
algorithm and backtracking algorithm to recognize right instruction. In addition,
we apply Chinese initial and tunal final speech model label method. Finally, we
define the system evaluation indexes to show us the system performance from
multi-aspects.
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2 Project Description

Different from traditional manual input commands, the intelligent voice control
system uses voice information to execute commands. Our system has following
functions:

a. Acquire voice message.
b. Recognizing the command form speech data.
c. Speaker recognition and authentication.
d. Broadcast current status and parameters with synthesized speech when asked.

The platform is divided into three layers: physical layer, data and information
layer, and business logic layer (see Fig. 1).

Fig. 1. System structure

Physical layer consists of sound card adapter, task computer, and interface
module. Sound card adapter includes a chip microprocessor and a sound card,
and it can collect speech signal and play synthesis speech. As for task computer,
this is the main part of speech recognition, speaker authentication, instruction
analysis, and speech synthesis; interface module realize interaction function to
sensors.

Data and information layer includes deep learning framework, configuration
management, health management, and data communication middleware.

Business logic layer consists of voice activity detection, auto speech recogni-
tion, speaker authentication, instruction analysis, and automatic answer.

Figure 2 is flow chart of system.
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Fig. 2. Flowchart of system

3 System Algorithms

Our system involves speech recognition, speaker authentication, instruction anal-
ysis, mission planning, and automatic answer technologies. In the paper, we
describe algorithms about speech recognition and instruction analysis in detail,
and they are voice activity detection algorithm and backtracking algorithm.

3.1 Voice Activity Detection Algorithm

The voice activity detection algorithm is based on Google’s webrtcvad tech-
nique [3] which is used to classify a piece of audio data as being voiced or
unvoiced. By using smooth constant length windows detector, the continuous
input speech stream is segmented into variable speech and non-speech portions,
and we abstract all speech segments and sort them:

E = {(si, ei), i ∈ (0, k)}
whereas, k is speech segments number, si and ei represent starting time and
ending time of Nth speech segment.
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First, input audio data is segmented to frames at intervals of 10 ms: x =
(x1, x2, . . . , xt);

Second, webrtcvad algorithm and activity results: v = (v1, v2, . . . , vt);
Third, smooth windows with the constant length (n = 30) and get average

results: v∗
t =

∑t
i=t−n vi

n ;
Fourth, abstract speech segments based on v∗ value and product sequences.

3.2 End-to-End Speech Recognition Model

There are two widely used speech recognition models: “acoustic model and lan-
guage model” and end-to-end recognition model, and our paper use the Deep-
Speech2 model.

DeepSpeech2 model building: DeepSpeech2 model is based on PyTorch
architecture, we segment the single-channel audio data at 16,000 Hz frequency
into frames with 10 ms interval and compute mel-frequency cepstral coefficient
(MFCC) features. Convolution kernel size at CNN layer 1 is 41 ∗ 11, at CNN
layer 2 is 21 ∗ 11, as for the bidirectional recurrent layers, we apply four layers
GRU with 512 width. Output layer is a fully connected layer.

As for model label, we design four plans to choose. They are:

1. Plan A: English alphabet + number + non-specific Chinese character, each
label represents an English alphabet or a number or a Chinese character,
the total labels number is 3583.

2. Plan B: English alphabet + number + specific Chinese character, each label
represents an English alphabet or a number or a specific Chinese character
included in the command set, the total labels number is 197.

3. Plan C: English alphabet + number + Chinese phonetic alphabet, each label
represents an English alphabet or a number or a Chinese phonetic alphabet,
the total labels number is 1449.

4. Plan D: English alphabet + number + Chinese syllable I/F (initials or finals),
each label represents an English alphabet or a number or an i/F, the total
labels number is 220.

Plan C and Plan D use Viterbi algorithm to map pinyin or syllable I/F to
character. In the paper, we apply five-order language model to evaluate state
transition probability.

We choose plan D and apply initial and tonal final combination two-variable
label method which improves its correct recognition rate from 91 to 97%. The
main phases are as follows:

A. Training, encode Chinese characters to initial and tonal final combination
labels, single final character is decoded to one final label. For example, “ ”
is encoded to “ā n” tonal final label, “ ” is encoded to both “y” initial label
and “ǔ” tonal final label.

B. Interface, decode label sequences to Chinese phonetic alphabet sequences, use
trie tree segment Chinese phonetic alphabet sequences to pinyin sequences,
then use kenlm language model and sparse viterbi decoder [4] to map pinyin
sequences to Chinese characters sequences.
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In order to improve decoding speed, we use language model to compute state
transition probability; meanwhile, we build the mapping table between pinyin
and Chinese characters.

3.3 Instruction Analysis Algorithm

We define the instructions with specifical format criterion, and our paper uses
part of speech label and pattern matching methods in instructions analysis; main
steps are as follows:

1. Building part of speech pattern set including all instructions.
2. Part of speech label every input characters sequence.
3. Extract verbs, search for a corresponding pattern.
4. Match a pattern with the sequences and output matched instructions.

The paper uses Jieba module (Chinese Words Segmentation Utilities) [5], and
revises user dictionary to make optimization of Chinese Words Segmentation and
part of speech label.

3.4 Backtracking Algorithm

Only the complete instruction recognized by the system is effective. In order to
avoid the system from segmenting a complete instruction speech to fragments,
we usually set more aggressive mode of VAD, increase the width of smooth
windows and reduce the VAD threshold. Nevertheless it will increase the system
delay. Therefore, we propose backtracking algorithm to solve this problem.

We set less aggressive mode of VAD, decrease the width of smooth windows,
and increase the VAD threshold. As for speech fragments, backtracking algorithm
is used to combine these speech fragments to a speech segment which can be
processed to a complete instruction. The backtracking algorithm is helpful for
speakers who use long pauses.

Description: when the speech-to-text transcription does not match the
instruction pattern, this speech segment is stored in cache. By recognizing dif-
ferent combinations of these speech segments, we can get the right instruction.
Because the combinations’ number increase with the square of the segment num-
ber as k(k−1)

2 , we design recursion algorithm.
Assume at time Tk, the cache has k speech segments E = {(si, ei), i =

1, . . . , k}, then we combine segment as following formula:

E∗ = {(sk−1, ek), (sk−2, ek), . . . , (s1, ek)}
When E∗ include effective instruction and clear the cache; Set chache size,

when k is bigger than its size or than the value of ek − s1 > δT , delete the
ei < ek − δT segments ordered in caches. We can conclude that until k time, the
computation number is k(k−1)

2 .
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4 Comprehensive Evaluation

We define the following test indexes:

1. Voice activity detection correct ratio (Rvad), the ratio of the number of correct
speech samples detected by the system to all samples number:

Rvad =
∑N

i=1 Cvad

N

2. Speech recognition correct ratio (Rasr), word correct rate:

Rasr =
∑N

i=1 Casr

N

3. Instruction analysis correct ratio (Riacr), the ratio of the number of the correct
instruction analyzed by the system to all samples number:

Riacr =
∑N

i=1 Ciacr

N

In order to test the system comprehensive performance, we build the sim-
ulation test corpus. We firstly build speech samples set that includes samples
collected from 150 people’s speech samples, THCH30 (A Free Chinese Speech
Corpus Released by Tsinghua University), and Baidu Voice Synthesis Set, and
then we randomly extract samples from the set, add random intervals, and com-
bine they with additive noise. Figure 3 is the table of speech recognition cor-
rect (Rasr) and instruction analysis correct ratio (Riacr) results in the test.
Figure 4 shows the character error ratio (CER) and word error ratio (WER)
during training. By comparing these results, it is clear that the 4th plan has the
best comprehensive performance.

Fig. 3. Result table
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Fig. 4. Character correct ratio and word correct ratio

5 Conclusion

In the paper, we propose an intelligent voice control system which can realize the
functions of voice activity detection, speech recognition, speaker authentication,
instruction analysis, and automatic answer, performing us the good extension
of artificial intelligent. In order to decrease system delay and increase correct
recognition rate, we propose new VAD algorithm and backtracking algorithm;
We contrast four model label plan and choose the fourth plan which uses ini-
tial and tonal final combination two-variable label method because of its good
performance. Finally, we test our system in our own simulation corpus and the
results are satisfactory. In the next work, we will test our system in an actual
environment and update the system to improve its performance.
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Abstract. As a specific application of analytical methods on marine radar big
data, this paper introduces deep learning theory into the field of sea clutter
parameters estimation. A reasonable deep neural network model is built to
estimate the parameters of amplitude distribution models so as to overcome the
drawback of traditional methods based on statistical theory. In the proposed
method, histogram method is used to preprocess the data, then deep neural
network is trained with constructed dataset, and finally, parameter estimation
results are obtained using test dataset. Validation results with simulation data
and X-band radar-measured sea clutter data show that, compared with traditional
estimation method, the deep neural network-based estimation method can
improve parameter estimation accuracy significantly.

Keywords: Sea clutter � Parameter estimation � Deep neural network

1 Introduction

Sea clutter is one of the main factors that influence marine radar detection performance,
and in order to minimize its effect, accurate statistical models are required in the design
and development of advanced target detection algorithms [1–8]. Amplitude distribution
model is an important type of statistical models, and current models mainly include
Lognormal, Weibull, K, or Generalized K (GK). Traditionally, these model parameters
are estimated via the statistical theory, such as maximum likelihood estimation method,
moment-based estimation method, or numerical optimization method. Their main
feature is that the requirement for sample support is big for a single estimation, which is
not suitable for online real-time estimation. What’s more, estimation results often fall
into local optimal solutions under the condition of multiple parameters, resulting in a
decline in modeling accuracy.

In order to overcome the drawback of traditional estimation methods, a reasonable
deep neural network model is built to estimate the parameters of amplitude distribution
models. In fact, in the past two years, intelligent processing technology, which is
represented by deep learning theory, has been widely applied in radar. It is a more
efficient intelligent signal processing method with the advantages of automatic
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extraction of deep features with higher accuracy [9–12]. However, its application
mainly concentrates on radar target detection or recognition, and in the field of
parameter estimation, it is still a blank. In fact, for a specific theoretical distribution
model, the parameter estimation problem can be abstractly treated as a complex non-
linear optimization problem, and deep learning theory has obvious technical advan-
tages in solving this kind of problem. Based on this consideration, this paper constructs
a deep neural network model with high precision parameter estimation ability. By
selecting a reasonable structure of the deep neural network and training the deep
learning model, the model can be equipped with multi-parameter estimation ability in
the form of autonomous learning. Effectiveness of the estimation method is validated
with simulation data and X-band radar-measured sea clutter data.

2 Sea Clutter Parameter Estimation Based on Deep Learning
Theory

2.1 Deep Neural Network Model

Neural network is a mathematical model that simulates the behavior characteristics of
animal neural network and performs distributed parallel information processing [12].
At present, the multilayer feed-forward neural network is the most widely used. The
learning process of the network is divided into two parts, namely the forward con-
duction of the signal and the backpropagation of the error, that is, the error output is
carried out in the direction from input to output, and the reverse correction is carried
out in the direction from output to input when the weight is adjusted. In the case of
signal forward transmission, the input information propagates to the hidden layer
through the input layer acting on the weight, and then propagates to the output layer
through the same effect on the weight, calculates the error between the expected output
and the actual output, and then enters the process of error reverse transmission. The
final error is conducted back to the input layer through the hidden layer, and the overall
error is distributed to all nodes in each layer, and then the weight of each unit is
adjusted to make the error drop in the direction of gradient. After repeated learning and
adjustment, the optimal error value is obtained. A four-layer feed-forward neural
network is shown in Fig. 1, which contains input layer, two hidden layers, and output
layer, and the nodes between each layer are fully connected [13].

Let the input data X of the neural network be in the format of [x1, x2,…, xn], and we
use Wki to represent the weight of the kth node in the previous layer to the ith node in
the later layer, then the weight Wi between each layer can be expressed as

wi ¼
w11 � � � w1n

..

. . .
. ..

.

wm1 � � � wmn

2
64

3
75 ð1Þ
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In order to add nonlinear elements to the neural network, ReLU (modified linear
element) is adopted as the activation function, and its expression is

ReLUx ¼ x if x[ 0
0 if x� 0

�
ð2Þ

Thus, the output O lð Þ
i of the ith unit in the I layer is

OðlÞ
i ¼ ReLU

Xn
j¼1

wðl�1Þ
ij xj þ bðl�1Þ

i

 !
ð3Þ

where B is the bias value, and bðl�1Þ
i is the l−1 bias value in the i layer.

The loss of a single sample adopts mean square error, and its expression is

loss =
Xk
i¼1

pi � tið Þ2 ð4Þ

where pi is the sample predicted value, ti is the sample real value, and k is the number
of neurons in the output layer.

2.2 Estimation Method for Simulated Sea Clutter Data

The fully connected neural network is adopted, and the processed sea clutter data
(simulation data) is taken as input data. After the multilayer fully connected neural
network, the influence parameters of the sea clutter model were obtained, and then the
parameters were substituted into the sea clutter model as the cost function feedback to
carry out the reverse propagation, adjust the weight, and re-input the sea clutter data for
training and calculation. The higher the fitting degree is, the more consistent the data is
with the model. Until the parameters are more ideal, the parameters of the clutter model

.

.

. .
.
.

input layer

hidden layer

output layer

.

.

..
.
.

Fig. 1. Four-layer feed-forward neural network
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are estimated. Finally, the error between the theoretical model and the empirical fitting
result is calculated. The flowchart is shown in Fig. 2a, which consists of the following
steps.

(1) The dataset is constructed to generate pre-training data specified by parameters for
training the neural network. The prediction test data with the same parameters and
formats as the training data is generated to test the neural network, which is used
to compare the difference between the estimated results of the neural network and
the mathematical statistical methods.

(2) The generated pre-training data and predictive test data are processed. Histogram
statistical method was adopted to select the appropriate range size and overall
numerical range, and the processed data was used as training and test data.

(3) The parameters of all the predicted test data are estimated by mathematical
statistics method, and the shape parameters and scale parameters of each data are
estimated as one of the final comparison results, which is called the estimation
result of mathematical statistics method.

(4) Input processed training data to train neural network. One network trains one
parameter, and multiple networks correspond to multiple parameters. The trained
network model corresponding to the parameters is obtained.

Generating 
training data

Comparing 
the results

Data processing

Training neural 
network

Test with 
simulation data

Generating 
test data

Using the 
mathematical 

statistics method

Saving the result

Start

End

Comparing 
the results

Data processing

Training neural 
network

Test with real 
data

Generating training 
and test data

Saving the result

Using mathematical 
methods estimate real data

Selecting the test 
parameter range

Start

End

(a)  Flowchart for simulated data (b) Flowchart for measured data 

Fig. 2. Parameter estimation flowchart
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(5) The input test data is used to test the trained network model, and the estimated
results of the neural network are obtained. The results are compared with the
estimated results of mathematical statistics methods, and the average deviation of
each sample label is used for evaluation. The deviation formula is

@bias ¼
Pn

1 L� Llabelj j
n

ð5Þ

where n is the total number of data, L is the estimated result, and Llabel is the actual
label (the parameter when data is generated).

2.3 Estimation Method for Real Sea Clutter Data

Because there is no real tag for real sea clutter data and no supervised learning is
possible, this paper proposes a method of training neural network model with simu-
lation data and testing with real sea clutter data. The flowchart is shown in Fig. 2b,
which consists of the following steps.

(1) An appropriate mathematical statistical estimation method is selected to estimate
the real sea clutter data, and the estimation result of mathematical statistical
method is obtained.

(2) The test parameters are selected to eliminate the results that are too large or too
small in the parameters obtained by the mathematical statistics estimation method.
Select a distribution parameter range with more real data as the test range. When
selecting the parameter range, the training time and other issues should be con-
sidered, and the parameter range cannot be too large, otherwise there will be too
many training data with different parameter combinations, or the span of training
parameters will be too large after discretization, resulting in the decline of the
neural network fitting effect.

(3) The parameter range is discretized and divided into several uniformly distributed
values, and the corresponding simulation pre-training data is generated according
to these discrete values. It should be noted in this step that if multiple parameters
are to be estimated, a combined training network with multiple parameters and
different values should be used, so that the network has the effect that the esti-
mation of one parameter is not affected by other parameters.

(4) The pre-training data (simulation data) and real data are processed by histogram
statistical method with appropriate numerical range and interval length.

(5) The neural network is trained with training data (simulation data), and the real
data is predicted after the training is completed. The estimation results of real data
by neural network are obtained, and the chi-squared test value is calculated. The
chi-squared test value of the neural network results is compared with the chi-
square test value of the result estimated by mathematical statistics method to
verify the quality of the algorithm.
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3 Validation Results

3.1 Results of Simulated Data

Three groups of different K-distribution parameters are, respectively, estimated by
training the corresponding full-connected neural network. The simulation data was
4096 dimension, which was processed into 1000 dimension by histogram statistical
method, with the numerical range of 0–10 and the interval length of 0.01. The neural
network used is two 4-layer deep networks, with 1000 neurons in each input layer,
1000 neurons in each hidden layer and 1 neuron in each output layer. For each
parameter, the corresponding neural network was trained.

The neural network uses the quadrature cost function, AdaOptimizer, learning rate
0.002, batch size 50, and 20,000 iterations. The K-distribution adopts the second-order
and fourth-order moment estimation method to estimate parameters, and final param-
eter estimation results are shown in Table 1. From the mean bias of the estimated
parameters, it can be seen that the proposed method has higher accuracy comparing
with traditional moment-based method.

3.2 Results of Measured Data

The 1993 IPIX radar data are used for parameter estimation and method validation.
After testing, the grouping length is selected as 2000, the range of the K-distribution
shape parameter is 0.3–0.7, and the scale parameter is 0.8–1.3. According to this range,
a total of 30 parameter combinations of training data are generated, including 31,200
pieces of data, each with 2000 dimensions. Four layers of fully connected neural
networks are used for training.

Typical result is shown in Fig. 3. In this figure, the empirical probability distri-
bution function (EPDF), K-distribution modeling results with both traditional estima-
tion method and the proposed method, as well as lognormal fitting results are provided.
It can be seen that K-distribution fit result with the deep neural network method as
parameter estimation method shows a better agreement with the EPDF, which indicates
the superiority of the proposed parameter estimation method further.

Table 1. Estimation results of K-distribution parameter

Real parameter
value

Mean bias of our method Mean bias of traditional method

Shape Scale Shape Scale Shape Scale

1.0 0.5 1.055 * 10−4 5.287 * 10−5 1.171 * 10−2 4.997 * 10−3

1.0 1.0 7 * 10−9 2.597 * 10−5 2.698 * 10−3 1.566 * 10−2

1.0 1.5 4.02 * 10−4 3.124 * 10−3 5.66 * 10−3 7.736 * 10−2
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4 Conclusions

In this paper, deep neural network model is built to estimate the parameters of
amplitude distribution models. In order to solve the poor fitting problem when neural
network is applied to the original data, the histogram statistical method is adopted to
reduce the data dimension, thus enhancing the data correlation and increasing the value
density of data. What’s more, in order to solve the problem that real sea clutter data do
not have accurate tags, this paper proposes the method of training neural network with
simulation data instead of real data. Both simulation data and X-band radar-measured
sea clutter data are used to validate the method, and the results indicate the superiority
of the proposed parameter estimation.
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Abstract. The number of ships has increased in recent years and the require-
ments for maritime security protection have become more stringent. It is
important to improve the prediction accuracy and efficiency of maritime target in
order to sustain maritime security. According to the real-time, efficiency and
accuracy requirements of maritime target trajectory prediction, a prediction
model based on RNN network is proposed to realize maritime target trajectory
prediction based on AIS data. This paper uses AIS data between Longkou and
Dalian to conduct experiments, and compares the prediction effects of two
network models RNN and LSTM on the maritime target trajectory. It proves that
the RNN network model has higher prediction accuracy and stronger learning
ability. Based on the experimental results, this paper analyzes the characteristics
of deep learning in long-term prediction and historical data dependence at the
same time.

Keywords: Trajectory prediction � Deep learning � Automatic identification
system (AIS) � RNN � LSTM

1 Introduction

With the increasingly complex maritime situation, maritime security needs are
increasing. As an important means to ensure maritime security, the trajectory prediction
of maritime targets has been widely studied. At present, a lot of research has been done
on target trajectory prediction, Gambs [1] proposed an extended Mobility Markov
Chain in order to predict next place based on the n previous locations visited. Its
accuracy can reach from 70 to 95%. But it cost a lot in terms of computation and space.
Song [2] finds that a 93% potential predictability to predict the spread of human with
measuring the entropy of each individual’s trajectory. Based on the findings, Qiao [3]
proposed to predict target’s trajectory with Hidden Markov Model. But he does not
consider the problem of efficiency under the background of Big Data. Then, he pro-
posed a new dynamic trajectory prediction algorithm [4] based on Kalman filter [5],
which can guarantee time performance. Besides, there are also many deep learning
algorithms [6–8], but most of them focus on visual prediction. Quan [9] used LSTM
network to predict trajectory based on AIS data and proved that it is better than BP
network. This paper proposed a simplified RNN network, which is simpler than LSTM
and behaves better.
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2 RNN Network Structure

Recurrent neural network is a kind of network model for processing sequential data,
which is widely used in text processing, speech recognition and image tracking. The
network design pattern adopted in this paper is the recurrent neural network expansion
about time, which has a single output at the end of the sequence, as shown in Fig. 1.

The basic RNN network structure includes input layer, hidden layer and output
layer. The parameters sharing mechanism of the recurrent neural network makes the
calculation graph of the network can be extended continuously and adapt to longer
sequence samples of different lengths. Figure 1 shows the RNN network model
adopted in this paper.

In Fig. 1, the right network figure shows the recurrent neural network expansion

about time, s is timestep. LðtÞ is the value of loss at time t, xðtÞ ¼ ðxðtÞ1 ; xðtÞ2 ; . . .; xðtÞk Þ is
the input vector at time t, which has a size of 1� k. j is the number of cells in hidden
layer, which has a full connect with input layer. The output vector is

hðtÞ ¼ ðhðtÞ1 ; hðtÞ2 ; . . .; hðtÞj Þ, which has a size of 1� j. The output layer has the same

dimension as the input layer, outputs a vector oðtÞ ¼ ðoðtÞ1 ; oðtÞ2 ; . . .; oðtÞk Þ. The previous
hidden layer connects with the hidden layer at next time point by matrix W and forms a
recurrent network.

Network propagation model is the mathematical representation of network struc-
ture, including forward propagation model and back propagation model.

Forward propagation model as follow:

hðtÞ ¼ tanhðW � hðt�1Þ þU � xðtÞ þ biÞ ð2:1Þ

oðtÞ ¼ V � hðtÞ þ bo ð2:2Þ
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Fig. 1. RNN model
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LðtÞ ¼ f ðoðtÞ; yðtÞÞ ð2:3Þ

where f is the loss function.
The purpose of backpropagation is to update the network weights and biases to

minimize the value of loss function. The size of weight update is determined by the
learning rate of the network. Large learning rate will make the network model unstable
or fall into local optimal solution. Small learning rate will lead to the decrease of
network learning rate and slow convergence.

At present, many algorithms are used to optimize the backpropagation process; for
example, SGD, Momentum, Nesterov, Adgrad, Adam, etc. The optimization algorithm
adopted in this paper is Adam [10].

3 Maritime Target Trajectory Prediction Model Based
on the RNN Network

3.1 Data Selection

Automatic identification system (AIS) is an integrated digital navigation aid system
composed of shore-based facilities and ship-borne equipment. AIS data can provide
static, dynamic data of the ship, which is widely used in the fields of position report,
beacon telemetry, VTS [11] and ship collision avoidance [12]. In the literature [9], the
velocity, course, longitude, latitude and time interval of the maritime target are adopted
as input of the network. According to the characteristics of AIS data and the
requirements of network training, this paper selects the longitude, latitude and time
interval of the maritime target as input, mainly based on the following five points:

i. Fault tolerance to velocity and course is large.
ii. Speed and course can be estimated from the position information.
iii. Speed and course will reduce the accuracy considering the global loss.
iv. Increase dimension of input data leads network complex and difficult to train.
v. Speed, course from AIS are not accurate enough to be used as training input.

3.2 Data Normalization

In order to reduce the error caused by the difference of magnitude and dimension, the
input data is normalized. In this paper, the deviation standardization method [9] is
adopted, and the calculation formula is:

X� ¼ X � Xmin

Xmax � Xmin
ð3:1Þ

Data normalization will not change the characteristics and distribution of data, and
the prediction results of the RNN network model need to be de-normalized according
to Formula 3.1, so that the data can be consistent with the practical significance.
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3.3 Model Construction

According to the RNN network structure in Sect. 1.2 and the actual application
characteristics of maritime target trajectory prediction, in order to improve the pre-
diction accuracy of the network, the appropriate timestep, the number of units in hidden
layer and the loss function need to be selected.

I. Timestep Selection

Timestep is an important parameter of time sequence prediction, which determines the
amount of accumulated historical information. The selection of timestep affects the
prediction accuracy of the network, small timestep will lead to insufficient learning of
trajectory characteristics, and large timestep will lead to gradient disappearance (ex-
plosion). In this paper, the target trajectory data at the 3–7 moment is selected as input,
the timestep is 3–7.

II. Selection of the Number of Units in Hidden Layer

The number of units is generally determined by the dimension of input data, which is
generally double dimension. Too few units leads to insufficient feature extraction, which
requires more training times and lower prediction accuracy. Too many units will lead to
overfitting. In this paper, the longitude, dimension and time interval of the maritime
target are selected as input, so the number of units in hidden layer is selected as 3–9.

III. Evaluation Index Selection

The evaluation index of the experiment determines the criterion for selecting the
optimal parameters and evaluating the prediction effect of the network. The evaluation
indexes for the test set are the sum of square error (SSE) and mean absolute error
(MAE), they reflect the dispersion and prediction accuracy.

The formulas of evaluation index are as follows:

MAE =
1
N

XN

i¼1

ðyðiÞ � oðiÞÞ ð3:2Þ

SSE =
XN

i¼1

ðyðiÞ � oðiÞÞ2 ð3:3Þ

IV. Loss Function Selection

As an important part of network training, loss function is the learning criterion of
the whole network. Loss function reflects the inconsistency between predicted value
and real value. The smaller the value of the loss function is, the better performance of
the model will be. In this paper, Absolute loss (Formula 3.4) and Square loss (For-
mula 3.5) functions with good results are selected for comparison. Take RNN network
under different timestep as an example.
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LðtÞ ¼ 1
k

Xk

i¼1

yðtÞi � oðtÞi
���

��� ð3:4Þ

LðtÞ ¼ 1
k

Xk

i¼1

ðyðtÞi � oðtÞi Þ2 ð3:5Þ

Contrast test adopted RNN network, the number of units in hidden layer is 5, and
the timestep is 3–7. It can be seen from Table 1 that the test results with Absolute loss
as the loss function are within the acceptable range, and the test results with Square loss
as the loss function are seriously deviated from the true value, and the Absolute error of
longitude and latitude reaches above 0:1�. Therefore, this paper adopts Absolute loss as
the loss function to conduct the simulation experiment.

4 Model Simulation and Analysis

4.1 Model Simulation

The AIS data used in this paper is the passenger ship trajectory data between Longkou
and Dalian, whose MMSI is 413324830, and the time is from 10:00 to 16:54 in April 1,
2019. The first 130 trajectory points are chosen as training set, and the remaining 42
trajectory points are chosen as test set.

The hardware used in the experiment: the processor was Intel(R) Core(TM) i7-
4710MQ CPU @2.50 GHz, and the size of memory was 8 GB. The size of experiment
was based on tensorflow version 1.12.0, the programming version was Python 3.6.8,
and the integrated environment was pycharm 4.0.4.

4.2 Analysis of Simulation Results

I. Parameter Analysis

Selecting appropriate network parameters can greatly improve the learning perfor-
mance of the network. In this paper, timestep of the RNN network is selected between
3 and 7, the number of units in hidden is selected between 3 and 9. When timestep

Table 1. Loss function contrast

Loss function Absolute loss Square loss
Timestep SSE MAE SSE MAE

3 0.116 0.048 0.278 0.143
4 0.115 0.037 0.369 0.265
5 0.114 0.035 0.350 0.212
6 0.117 0.041 0.943 0.575
7 0.118 0.042 0.405 0.260
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analysis is performed, the number of units in hidden layer is the optimal value in the
same timestep. When the number of units in hidden layer is performed, the timestep is
the optimal value in the same hidden layer.

Figure 2a shows the change curve of SSE in different timesteps, and Fig. 2b shows
the change curve of SSE in different number of units in hidden layer. As can be seen
from Fig. 2a, SSE decreases first and then increases, and reaches the minimum when
timestep is equal to 5. As can be seen from Fig. 2b, two minimum points appear in SSE
curve, but SSE with the units number of 7 is obviously less than that with the units
number of 4. Therefore, when the timestep is equal to 5 and the number of units is
equal to 7, the prediction trajectory of network is optimal.

II. Model effect analysis

The LSTM network is an improvement on RNN network to solve gradient disap-
pearance (explosion). RNN is a simpler sequence prediction model, and the two net-
works are compared in terms of whether the trajectory prediction with RNN is better
than LSTM for short and low dimensions trajectory.

In this paper, the parameter analysis of the RNN and LSTM is performed, and
determine the optimal timestep and the number of units as shown in Sect. 1.4.2(I).
Compared with the optimal prediction results of the two networks, the comparison of
the evaluation index is shown in Table 2.

As seen from Fig. 3, as time increases, the prediction trajectory of the LSTM is
gradually deviating from the real trajectory. On the one hand, the distance between
prediction trajectory of LSTM and real trajectory is increased. On the other hand, the

(a) Timestep contrast (b) RNN units contrast

Fig. 2. Parameter analysis

Table 2. Evaluation index of models contrast

SSE MAE

RNN 0.113 0.036
LSTM 0.115 0.044
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interval between the points is not consistent with the real trajectory. The prediction
trajectory of RNN has a good adhesion degree to the real trajectory. In the longer time
prediction, the results of the RNN are closer to the real trajectory. The prediction
trajectory of the LSTM is distorted, indicating that the LSTM prediction has lost the
details of the historical trajectory.

III. Analysis of the effect of deep learning in trajectory prediction

Figure 3 also shows the common problems of the two models. The network prediction
model is getting worse when predicting a long time trajectory.

Take the RNN network prediction model with timestep 5 and number of units 5 as
an example. As Fig. 4 shows, although the amplitude of MAE fluctuates, it is on the
rise as a whole. The reasons are as follows:

i. Deep learning is based on learning trajectory characteristics of historical trajectory.
The increase of time is the increase of trajectory uncertainty. One way to improve
the accuracy of long-term prediction is to use short-term target trajectory as training
data to iterate.

ii. The prediction of target trajectory by deep learning is greatly affected by historical
information. Only by using a large volume of data for training can accurately
predict all kinds of the ship trajectory.

Fig. 3. Models contrast
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5 Conclusion

Based on the characteristics of AIS information and network training requirements, this
paper adopts the longitude, latitude and time interval of target as input to establish a
simplified RNN target trajectory prediction model. In this paper, the loss function of the
network is optimized through the experimental simulation, and Absolute loss is finally
selected as loss function. In order to select appropriate parameters to optimize network,
this paper carried out control variable experiments with timestep and the number of
units in hidden layer as variables. Finally, RNN network was optimal when the
timestep is equal to 5 and the number of units is equal to 7. Under the premise that all
network models are optimal, this paper compares the effect of RNN model and LSTM
model. Experimental results show that RNN network model proposed in this paper has
better prediction effect. Finally, according to the prediction results of RNN and LSTM,
the characteristics of deep learning in the field of ship trajectory prediction are
analyzed.
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Abstract. The traditional industrial production site ventilator adopts manual
management, which is cumbersome and cannot be dealt with in the first time
when abnormal conditions occur. In view of the above situation and demands,
an industrial ventilator monitoring system based on Android is designed and
implemented. The system takes ESP8266 module as the core, collects smoke
value of industrial environment through smoke sensor, establishes server with
Raspberry Pi, and develops an app with Android studio as development tool.
Through the visual app interface, the on-duty personnel can not only view the
status and usage situation of ventilators in different areas in real time, but also
remotely control the opening and closing of multiple ventilators and set the
timing task of ventilators. In addition, the system also achieves abnormal
automatic processing. Once the abnormal smoke value is detected, the ventilator
will be automatically opened, which has strong flexibility and high application
value.

Keywords: Monitoring system � ESP8266 module � Raspberry Pi � Android

1 Introduction

In the industrial production site, most industrial ventilators are in constant power
working condition for a long time, and the waste of electric energy is serious. In
addition, the use of manual management of ventilators, abnormal conditions cannot be
dealt with at the first time, will cause a certain degree of safety risk.

The Android-based monitoring system for industrial ventilator is designed in this
paper. Monitoring data collected by sensors and other hardware circuits are transmitted
to Raspberry Pi Server by ESP8266 Wi-Fi module. It also provides an app interface for
managers to view current monitoring data and control ventilators, which solves the
problem of remote monitoring of ventilators in industrial field and saves time and
manpower.
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2 Overall Scheme Design of the System

The system uses a three-tier Internet of things architecture, from top to bottom is the
management layer, transmission layer, and acquisition layer. The overall structure of
the system is shown in Fig. 1.

Data acquisition layer mainly collects data, using ESP8266 module embedded
Wi-Fi and MCU as the main control chip, carrying smoke sensor to collect monitoring
data.

As an intermediate bridge, the transmission layer mainly completes the two-way
communication between the acquisition layer and the management layer. This system
uses Wi-Fi to communicate, avoiding the wiring problem of wired transmission,
making data transmission more convenient and stable.

The management layer is composed of server and app. When the server receives the
monitoring data transmitted by the data acquisition terminal, it will update and save it
in the database. App requests monitoring data from the server constantly, which is used
to update the data displayed in the app interface in real time.

3 Hardware Design

Hardware design is the basis of system function realization, which mainly includes:
main control chip, power supply circuit, smoke monitoring circuit, relay control circuit,
etc. The structure is shown in Fig. 2.

Management Layer

Transport Layer

Acquisition Layer

Smoke Sensor Fan

Node Control Terminal

WIFI Comunication

Server Android APP

FanSmoke Sensor

Fig. 1. System structure diagram
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3.1 Main Control Chip

The ESP8266Wi-Fi module shown in Fig. 3 is used in the main control chip. It can fully
meet the design requirements of the system in terms of performance, power con-
sumption, and cost. ESP8266 module contains front-end Wi-Fi and high-performance
32-bit MCU and has the advantages of rich interface, small size, low power con-
sumption and low price [1]. This module has three working modes: STA, AP, and
STA + AP. The system uses STA mode, connecting the Internet through routers, pro-
viding access for remote data transmission, and realizing remote control of nodes.

3.2 Power Supply Circuit

The power supply circuit is the basis of hardware circuit realization. The system uses
external 220 V power input. In view of the power supply demand of 5 and 3.3 V in the
module of hardware design, the buck circuit is designed as shown in Fig. 4.

Power 
Supply Circuit

Main Control 
Chip

Smoke 
Monitoring Circuit

Relay 
Control Circuit

Fig. 2. Hardware design diagram

Fig. 3. ESP8266 Wi-Fi module

Fig. 4. Power supply circuit diagram
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The whole circuit adopts a multistage decompression method to avoid the problem
of chip heating caused by excessive voltage drop. 220 V power supply connects with
the power input port (IN). The voltage is reduced to 5 V by isolated AC–DC step-down
module (P1) and then to 3.3 V by AMS117 (U1). After each step-down, the power
supply needs to be filtered to make the generated voltage more stable, so as to supply
power to other modules.

3.3 Smoke Monitoring Circuit

Sensor technology, as the main technology in the Internet of things, has become an
important means to obtain information in the physical world. In this system, MQ-2
smoke sensor is used to detect the smoke value which is processed and transmitted to
the main control chip [2]. The smoke monitoring circuit is shown in Fig. 5. MQ-2 with
5 V power supply input connects voltage follower and resistance to reduce the circuit
voltage which does not exceed the 3.3 V voltage required by the main control chip
ESP8266.

3.4 Relay Control Circuit

The relay control circuit is shown in Fig. 6. When the circuit input is 0 V, the triode is
turned on, and the current passes through the coil of the relay, so that the relay is
connected with the switch 3, and the green indicator light is on; similarly, when the
input is +VCC, the triode is turned off, and the relay releases the switch 3. The control
circuit is externally connected to the ventilator, and the switching of the ventilator can
be realized by controlling the input voltage.

4 Software Design

The software design of the system is mainly divided into three parts: the software
design of acquisition terminal, server, and App.

Fig. 5. Smoke monitoring circuit diagram
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4.1 Software Design of Acquisition Terminal

The software design of acquisition terminal is written in Lua script language, and the
design flow is shown in Fig. 7. First, initialization operations are performed, including
initialization of IO, timer, Wi-Fi, server connection, etc.

Fig. 6. Relay control circuit diagram

Initialization

Receive ECho Message

Receive Information about 
Switching Vitilator?

Turn on the Ventilator? Smoke Value 
Exceeded the Limit?

CloseOpen

End

Yes No

No NoYesYes

Pack Data to Server

CloseOpen

Begin

Fig. 7. Flow chart of software design for acquisition terminal
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MQTT protocol is used to communicate between acquisition terminal and server
[3]. It is a publish/subscribe protocol based on TCP/IP for mobile terminal nodes.

After the initialization is completed, the acquisition terminal packs and sends the
data to server. Meanwhile, the acquisition terminal continuously receives information
from server and then performs corresponding control operations after parsing. Once the
acquisition terminal finds out that the smoke value is abnormal and has not received
any operation instructions from server, it will automatically turn on the ventilator.

4.2 Software Design of Sever

The server is served by Raspberry Pi, an embedded system. The software program of
server is written in Java language and uses eclipse as the development platform. The
functions of server include the interaction with the acquisition terminal, app and
database.

When server communicates with app, it first declares a ServerSocket object and
specifies the port number, then calls accept() method to listen for the connection
request, and returns a Socket object after receiving the request [4]. After the connection
is successful, the output and input streams are obtained through the getInputStream()
and getOutputStream() methods of the Socket object.

The server-side database uses MYSQL lightweight relational database. The “re-
gion,” “node,” and “timing_task” database table is established according to the
requirements of the system. After the connection between Java program and database is
established by JDBC, the data in the database can be added, deleted, and modified by
using SQL statement.

4.3 Software Design of Android Terminal

The software design of Android uses Android studio as the development environment
and Java object-oriented language as the development language. The main program
mainly includes: XML page layout, server connection, data transfer, etc. The software
design flow chart is shown in Fig. 8.

XML layout combines multiple controls with multiple layout managers to generates
the login interface, the region interface, node interface, node details interface, timing
task interface, and so on [5]. By monitoring the login button of the login interface, the
submitted login information is sent to server. If the validation success message from
server is received, it will enter the next interface through the startActivity() method.
The interface of node and node details request the server every 10 s through the
postDelayed (task, 10,000) method of Handler to refresh the monitoring information
regularly. When activity calls the onStop () method, the timer is closed through the
removeCallbacks (task) method of Handler.

Android as a client connects to server through Socket based on TCP/IP protocol.
Every time Android establishes a connection with the server, it is necessary to specify
the IP address and port number of the server, then call getOutputStream() and getIn-
putStream() methods to obtain the output stream and input stream.
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5 Test

The hardware physical diagram is shown in Fig. 9.
The login interface is shown in Fig. 10. Enter the correct login information and

click login button, enter the regional interface, as shown in Fig. 11. Click the “Test”
column of the regional interface to enter the node interface, as shown in Fig. 12. In the
node interface of “Test” (Fig. 12), click the timing task on the menu bar to enter the

Connection server

Data access and processing

User complete operation

End

Assembly data and
send to server

Yes

No

No

Yes

Generate Activity

Start

Fig. 8. Android software design flow chart

Fig. 9. Hardware physical diagram
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Fig. 10. Login interface

Fig. 11. Region interface
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timing task interface as shown in Fig. 13. This interface shows all the timing tasks of
“Test.” In the node interface (Fig. 12), click the node whose id is 1114673 and enter
the node details interface as shown in Fig. 14.

Fig. 12. Node interface

Fig. 13. Timing task interface

Industrial Ventilator Monitoring System Based on Android 351



Test results show that, the data displayed in the app interface and the state of the
object are identical. In addition, switching a single ventilator or all ventilators in a
certain region and setting the regional timing task, the ventilator can be linked.

6 Conclusions

Aiming at the energy saving of industrial ventilator and the safety problem of industrial
production environment, this paper develops an industrial ventilator monitoring system
based on Android, which combines MQ-2 smoke sensor and ESP8266 Wi-Fi module
to realize smoke numerical acquisition and data communication, and designs Android
app to realize the visualization display and convenient control of ventilator status.
When abnormal situation occurs, it can be dealt with in the first time. This system
solves the problem of energy saving and safety of industrial fan well and has strong
practicability.
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Abstract. As a disruptive technology, swarm robotics is developing everyday,
and attracts great attention. However, swarm robotics face some challenges
which hinder swarm robots from broader application. Blockchain technology
can provide a basic credible information environment of swarm robots, expand
its application. This paper discusses how blockchain technology can provide
benefits to swarm robotics, give a basic structure of swarm robots-oriented
blockchain conceptual model. Finally, limitations and possible future problems
that arise from the combination of these two technologies are described.
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1 Introduction

Swarms robots is an autonomous system of multi-robots that acts in a self-organized
way. It is supposed that a desired collective behavior emerges from the interaction
between the robots and the interaction of robots with the environment [1]. Swarm
robotics roughly divides into two kinds of swarm: heterogeneous swarm and homo-
geneous swarm [2].

Usually swarm robotics doesn’t rely on any centralized node for communication,
collective decision-making, and collaboration. Autonomy, self-organization, high
redundancy are mainly characteristics of swarm robotics to make them have a strong
adaptability to severe and hostile environments, and have the potential to many
applications in target searching, geology survey, and complex military operation.
Swarm robots technology has been seen as a game-changing military power by US
military and will change the war form in the future.

But, as other distributed autonomous systems, swarm robotics face some challenges
in communication, information security, distributed decision-making, global
acknowledge collaborative behavior, which hinders swarm robots from broader
application. There is a critical need to develop a secured, trusted, and decentralized
architecture for swarm robotics.

As an emerging technology, blockchain has usually been seen as a tamper-proof
decentralized system used as database and computing platform, also can be seen as an
overlay network that can connect nodes to form a distributed network. It can ensure the
integrity, consistency, credibility of transaction data in untrustworthy and complex
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environment, give the robots global information which makes it be a basic credible
information environment of swarm robots, expands the application of swarm robots.

2 Blockchain: Concept and Properties

Blockchain idea originates from the foundational article entitled “Bitcoin: a peer-to-
peer electronic cash system” in 2008 written by “Satoshi Nakamoto” [3]. Blockchain
can be narrowly defined as a kind of decentralized shared ledger that uses chrono-
logical, encrypted and chained blocks to store verifiable and synchronized data across
distributed networks. The basic structure of block illustrates in Fig. 1.

Blockchain utilizes distributed storage, distributed network, consensus mechanism,
encryption algorithm, and other technologies. It has the characteristics of decentral-
ization, openness, autonomy, and tamper-proofing. These features make blockchain
attract more and more attention, and been regarded as one of the key technologies for
the future Internet. The first application of blockchain is “Bitcoin”, which was a most
popular cryptocurrency. Later, in 2014, the Ethereum was released [4], which can run
arbitrary Turing-complete applications via smart contracts, which make Ethereum can
run other specific, non-financial applications (e.g., voting, identity management, and so
on). Another major application of the blockchain is Ethereum. By now, Blockchain is
evolving into the underlying IT infrastructure, supporting multiple blockchains to
realize enterprise-level application. In addition to being applied to financial markets,
blockchain can also be applied to intellectual property, intelligent transport systems,
internet of things and cloud security.
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Fig. 1. The basic structure of block
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3 Application Prospect

As distributed systems, blockchain-based robot swarm system emphasizes the auton-
omous nodes that have low-frequency interaction between nodes. At present,
blockchain-based swarm robot system is in the infancy. Researchers have done various
research on introduction of blockchain technologies to robotic systems. Work con-
ducted by Eduardo Castelló Ferrer presents the benefits of combining the blockchain
[5]. The authors of RoboChain presented a framework to tackle privacy issues
regarding using personal data by robots during a human–robot interaction [6].
Jason A. Tran, et al. propose a novel protocol, SwarmDAG, that enables the mainte-
nance of a distributed ledger-based on the concept of extended virtual synchrony while
managing and tolerating network partitions [7]. Overall, the benefit from blockchain-
based swarm robots system will mainly focus on information safety, distributed
decision-making, and collaborative behaviors.

3.1 Information Safety

As a network-enabled system, swarm robotics hardly ensures the safety and reliability
of information transmission in a complex environment. Higgins et al. present com-
prehensive survey of security challenges in swarm robotics [8]: tampered swarm
members or failing sensors; attacked or noisy communication channels; loss of
availability.

Blockchain can provide reliable peer-to-peer communication with security mea-
sures over a trustless network, introduce a way to trust the data, trust other participants,
provision of core services such as data confidentiality, data integrity, entity authenti-
cation, and data origin authentication.

Blockchain can provide a reliable asynchronous communication mechanism in
distributed network, assure all the nodes in the network can receive information that
been verified. In the blockchain encryption scheme, techniques such as public key and
digital signature cryptography are accepted means of not only making transactions
using unsafe and shared channels but also of proving the identity of specific agents in a
network. Blockchain uses the public key and private key generated by the hash
algorithm to provide the communication address and identity and uses asymmetric
encryption and digital signature to implement encrypted transaction. The unique dis-
tributed architecture, consensus mechanism chain-based data structure ensures that the
reliable and trusted transmission of operational information, in the environment of
failure or destruction of some communication nodes.

Through consensus protocol, all the transaction information will be verified by all
the nodes in the network to assure correction, once the information has been blocked in
the blockchain, with hash algorithm and time-stamp technology, the data have the
feature of veracity, tamper-proof, traceability, Protect against malicious attack.

3.2 Distributed Decision-Making

Distributed decision-making tasks are divided into consensus achievement problems
and task allocation problems [9]. Distributed decision-making algorithms have played a
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crucial role in the development of swarm systems. Limited by the environment and
interaction mechanisms, the swarm robots system is often difficult to obtain global
information through a centralized control node to form collaborative decision-making.

Blockchain ensures all participants in a decentralized network share identical views
of global information, any node can give collective decision opinion. With smart
contract-based voting system, the swarm robot system will achieve decision-making
consistency, and can also use MultiSig technologies to achieve decision-making. For
the decision made by Swarm robotics, a new joined node automatically synchronizes
the blockchain data, know the previous decision, and operation accordingly.

3.3 Behaviors Collaboration

As a programmable distributed infrastructure, blockchain provides a basic information
environment for the autonomous task coordination of robots swarms systems. Robot
swarms may only operate the same behavior, it is also possible that different nodes
perform different activities to accomplish a certain goal.

When different nodes in a robot swarm have different behaviors, we can use Smart
Contracts to represent different behaviors. In addition, it is also possible to characterize
an activity by using blockchain and hierarchically link different blockchains using
sidechain techniques [10], which would allow robotic swarm nodes to act differently
according to the particular blockchain being used, where different parameters can be
customized for different swarm behaviors.

4 Swarm Robotics-Oriented Blockchain Model

As distributed systems, the combination of robotic swarm systems with blockchain can
provide the necessary capabilities to make robotic swarm operations more secure,
autonomous, and flexible.

This section presents a Swarm robotics-oriented, seven-layer conceptual model for
the typical architecture and major components of blockchain systems. This model will
form a blockchain-based information environment for swarm robotics (Fig. 2).

Physical layer. This layer is platform and environment that the blockchain runs,
which encapsulates various kinds of physical entities (e.g., UUV, UTV, UAV),
store resource, computing resource, network infrastructure, and operation system,
etc.
Data Layer. Ledge module provides the chained data blocks, together with the
related techniques including asymmetric encryption, time-stamping, hash algo-
rithms, and Merkle trees. The cryptographic module provides basic cryptographic
algorithms for other components, as well as key maintenance and storage; the data
storage module uses specific databases, such as LevelDB, MySQL, etc. to store
ledger data, user data, and so on. The user management module is used to imple-
ment access control and node identification authentication.
Network layer. This layer completes the data transmission with other nodes by
discovering neighbor nodes, establishing communication links, and provide node
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authentication. In blockchain-based swarm robot system, there is usually no fixed
communication hub. A direct communication link is established between nodes, and
each node has routing function. The robots are not always close enough to com-
municate with each other.
Consensus layer. This layer is mainly used to maintain node data consistency, have
the function of node voting, data consensus, data synchronism. So far, the main
consensus mechanism includes POW, POS, DPOS, PBFT, BFT. The consensus
mechanism should be modular in design and adopt different consensus algorithms
based on different application scenarios. The consensus mechanism will also affect
the logical network topology presented at the network layer. In the application
scenarios of robots swarm system, limited by communication environment, it is
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Fig. 2. The basic model of swarm robotics-oriented blockchain
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difficult to achieve global consensus, often reach local consistency. Collaborative
decision-making should achieve by local consistency.
Incentive layer. This layer is mainly used for value rewards, which gives the
blockchain-based Swarm robots Economic attribute, make the swarm robots net-
work a value network.
Contract layer. The application of smart contracts is still in its infancy, and it is
also the hardest-hit area for blockchain security. Swarm robots mainly use
blockchain-based smart contracts to realize data transmission and complete task
coordination. Different smart contracts can accomplish different missions. A node
can deploy multiple smart contracts depending on the task.
Application layer. Distributed Application (DApps) is used to customize different
types of activities. The DApps provide different services to users by calling smart
contracts and adapting various application scenarios of the blockchain.

It should be pointed out that in a small and highly trusted scenario, a private chain
can be constructed, adopting a minimal blockchain architecture, for example, removing
the incentive layer and the verification mechanism, and simplifying the consensus
mechanism and block structure as shown in Fig. 3.

5 Limitation and Challenge

Blockchain has the potential to help establish a secured, trusted and decentralized
Swarm robotics ecosystem. However, from a research perspective, several key research
issues still need to be addressed for Blockchain-based swarm robotics systems to reach
its full potential. For example, the difficulty of achieving consistency quickly; com-
putational complexity affects the application of blockchain on small platforms; the
inefficiency of block generation.

1. latency

The latency issue becomes highly relevant when robots are used in formation control or
cooperative tasks. The delay will have serious consequences in a variety of mission
scenarios, such as formation control, cooperative command.

At present, the block generation time of mainstream blockchain application sce-
narios is generally too long. Increasing the frequency of block generation, it will reduce
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security, and may also cause double-flowering problems, lead to an increase in block
size. Sergio Demian Lerner put forward the concept of DagCoin, which merges the
concepts of transactions and blocks and makes each user a miner [11]. The resulting
authenticated data structure is a Direct Acyclic Graph (DAG) of transactions where
each transaction “confirms” one or more previous transactions. In DagCoin network,
the transaction data will not be been packed in block, which saves time for packaged
transactions, effectively reduces the delay of data transmission.

2. block size

The computing and storage performance of different nodes may be different in
blockchain-based autonomous robots network. As the blockchain increases, the amount
of data stored in the blockchain will become larger, which makes some nodes unable to
store the full ledger of transactions anymore. This problem, which the Bitcoin com-
munity calls “bloat”. The rapidly expanding data capacity of the blockchain will greatly
limit the application of blockchains in Swarm robots.

Blockchain-based robots network can reduce the amount of transaction data
between nodes by improving the autonomy of nodes, or reduce the data types stored in
the blockchain, large amounts of data store in local nodes, been accessed on demand.

3. throughput

Bitcoin and Ethereum adopt block-based data structures. All the blocks been chained in
blockchain adopting single-chain structure and cannot handle high concurrent requests.
If we reduce the size of block, the speed of block generation will increase, but the
security will be reduced.

An idea is separate different types of data in different blockchain with sidechain,
subchain. For example, the main chain is responsible for token paying, and the DApp
installed on the side chain runs operation data (for example, instruction release),
business data is stored locally and is not written into the blockchain. When relevant
data is needed, the node can access data by querying the relevant node address stored in
blockchain. The hash value of the business data is stored in the subchain for verifi-
cation. This reduces the amount of interaction data and communication overhead on
bandwidth. In addition, the DAG-based blockchain has a meshed data structure, which
packages transactions and can processes data concurrently, which greatly improves the
throughput of the blockchain, but needs further improvement in terms of security and
consistency.
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Abstract. With dynamic topology, insufficient wireless bandwidth and variable
path quality, new IP based applications across intra-flight ad hoc networks are
always challenged by the fact that transmission services cannot always meet the
requirements of the businesses. After analyzing the current status of transmis-
sion method of mobile ad hoc networks, this paper proposes a multi-mode
transmission method based on business classification for intra-flight ad hoc
networks. And the simulation results indicate that, compared with traditional
transmission protocol, this method increases the throughput of intra-flight ad hoc
networks greatly, while meeting the requirements of various businesses, such as
the small capacity and low latency, the large capacity and low jitter, and the high
reliability.

Keywords: Intra-flight ad hoc networks � Multi-mode transmission �
Self-adaptive � Cross-layer sharing

1 Introduction

Intra-flight ad hoc networks is the application of mobile network technology in the field
of aviation communication, which mainly by routing and forwarding within multiple
hops helps to support automatic connections and communications between aircraft
platforms, and then to realize distributions and exchanges of instructions, intelligence,
environment perception information, and flight status that military and civilian aviation
platforms need urgently [1]. Since the network layer of TCP/IP stack provides a
connectionless datagram service, which means the IP datagram transmission will be
lost, repetitive or out-of-order, so the transport layer of TCP/IP stack becomes extre-
mely important. From the perspective of reliable transmission, situation information,
instruction, and target need to be obtained more timely and accurately under military
environment, to improve the target strike chain with transmission efficiency. Also at the
civil level, the real-time communication, streaming service and data sharing experience
of air users during flight should be ensured. At present, the transmission bandwidth and
reliability provided in the wireless environment are far from satisfying many concurrent
requirements of new applications and services based on IP. And furthermore, time-
varying of delay and bit error rate may lead to poor application experience [2]. Based
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on the analysis of the existing transmission modes and challenges of mobile ad hoc
networks, a multi-mode transmission method with self-adaptation is proposed for intra-
flight ad hoc networks to guarantee business transmission reliability under high
dynamic environment, and to improve the overall transmission capacity meanwhile.

2 Related Works

Since topology changes dynamically, link quality is not stable, and routing paths are
not always there in mobile ad hoc networks, the standard TCP protocol is improved by
many scholars, to avoid the dropping of network throughput caused by a slow start and
fast retransmission, which is triggered by TCP data packet loss or out-of-order.
The TCP improvement schemes are as follows.

Kim KB and Chandran K et al. introduced TCP-feedback mechanisms, improving
the performance of transmission control protocol, and dealing with the problem of
routing faults based on network state feedback in ad hoc networks [3, 4]. Compared
with the original TCP, these methods improved the throughput of ad hoc networks,
since the TCP sender can continue to carry out packet transmission in large windows
after the routing reconstruction. Prajapati HB proposed feedback mechanisms based on
cross-layer ELFN (Explicit Link Failure Notification), to decide if TCP enters the
standby mode or the normal operating condition, by sensing the information interaction
between the intermediate nodes and the sender [5]. Based on ELFN notices, Sengot-
taiyan N proposed EPLN-BEAD (Early Packet Loss Notification and Best-Effort
Acknowledge Delivery) mechanism, in order to distinguish whether data packets or
confirmation packets are lost, and then to reduce the TCP timeout events and improve
throughput of mobile ad hoc networks [6].

The proposed improvements to TCP for mobile ad hoc networks include ATCP
(Ad hoc TCP) and TCP-BuS (TCP Buffering capability and Sequence information) [7,
8]. The former inserts the middle layer between the transport layer and the network
layer on the sending end. And the middle tier monitors information from the network
layer, and gives feedback to TCP. Meanwhile, through monitoring the number of
received acknowledge packets to determine the merits of the channel, in order to solve
the poor performance of the transport layer owing to the routing problem or high bit
error rate conditions; The latter also uses the feedback information of the network layer
to detect the routing failure and then adopts the corresponding strategy, and in the route
reconstruction process, the related packets from the source node to the intermediate
node will be cached.

In addition, in response to the transmission spectrum switching of cognitive
wireless network, some researchers proposed TCP improved protocol TCP-CR (Cog-
nitive Radio) based on cross-layer mechanism between TCP and MAC, to solve the
problem of TCP timeout retransmission and frequent slow start caused by frequency
spectrum switching, and to improve the channel utilization, transmission efficiency and
the end-to-end throughput [9, 10].

Schemes mentioned above mainly use the feedback information from network layer
and link layer, to distinguish reasons for packet loss, such as network congestion,
routing failure or link failures, to improve the transmission efficiency by improving the
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process of slow start. However, these solutions need building the end-to-end connec-
tion, and the delay produced cannot be endured for the low latency collaborative
information. Also for high dynamic air environment, it is difficult to guarantee the end-
to-end connection.

This paper integrates cross-layer perception (requirements of various businesses
and reasons of packet loss), cross-layer and lateral transmission, segmented handshake
for confirmation, error correction, put forwards a variety of transmission mode, like
segment-reliable mode, half reliable mode and efficient mode, and also the method of
adaptive handoff, to satisfy the various requirements of intra-flight ad hoc networks,
such as low latency, high reliability, large capacities and so on.

3 Multi Transmission Modes

According to the link characteristics of intra-flight ad hoc networks and to meet the
transmission requirements of instructions, intelligence, and control information, the
segment-reliable mode, half reliable mode, and efficient mode are proposed by
adopting different handshake and confirmation mechanisms based on segmented
connections at the transport layer.

3.1 Frame Structure of the Transmission Protocol

In order to communicate with TCP/IP based nodes, transport protocol for intra-flight ad
hoc networks should be able to interoperate effectively with TCP and UDP. At the
same time, in the airborne environment, the link bandwidth is limited, thus the efficient
data frame structure is very important. The data frame structure of the intra-flight ad
hoc network transmission protocol is shown in Table 1.

In this frame, Source port is the port number of the application that sends the data;
Destination port is the port number of the application that receives the data; Sequence
number is the serial number of the data frame, which can solve the chaotic sequence of
data frames to the destination node. Timestamp is when the data are sent; Mode
indicates which transport service mode is used in the current data transmission;
The HEC is the check code of the header to ensure the integrity of the message header
in the wireless channel; Payload is data to be transferred; Crc-32 is the check code for

Table 1. Frame structure of the transmission protocol

Source port Destination port

Sequence number
Timestamp
Mode Resv. ECN + flags HEC
Payload
CRC-32
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the data to be transferred to ensure the correctness of the data to be transmitted, which
perform different functions in different transmission modes.

3.2 Segment-Reliable Transmission Mode

Segment-reliable transmission mode introduces a broken-point continuingly-
transferring mechanism, and where data package can be incepted, acknowledged and
cached in an en-route node and then opportunistic routing [11, 12] will be triggered
when the next node temporarily gives no response. In extreme cases, end-to-end
message validation between source node and destination node will be replaced by hop
confirmation and on-demand routing, to ensure the transport services, namely an en-
route node, when receiving data packages, sends a confirmation message immediately,
and then transmission reliability will be ensured by the nodes coming after in order.

In this mode, TCP was improved for each segment, as follows: (1) the connection
request ASYN and data are sent at the same time, and the three-way handshake
between the source and destination is unnecessary. (2) Piecewise, connection is dis-
mantled when data is sent and AFIN signaling comes after, so as to adapt to topology
dynamics of intra-flight ad hoc networks and fluctuation of link quality. (3) The sender
senses clearly the true state of the networks, through the cross-layer bus where network
layer, link layer, and physical layer are properly involved in the process of finding and
solving problems like network congestion, routing failure (temporary failure caused
mobility), link failure and so on. For example, in the physical layer the node movement
trend will be predicted by measuring the strength of the wireless signal to calculate the
distance and its variation as well according to the function relation between signal
strength and node distance; when the distance exceeds a certain threshold, and the
transport layer sending failure is considered to be packet loss caused by routing
interruption; otherwise, when the node is within a certain range, the failure is con-
sidered to be a random error. In the network layer, if the acknowledge cannot be
received, it can be considered that the path is interrupted; and if failure is caused by
package error, it can be considered that the link quality drops and the error code occurs.
(4) When the routing interrupt is found, the sending end stops sending the data and
freezes the current environment variables; when the sender is informed of the routing
recovery, the data transfer is restored using the value of the variables frozen before.
(5) When the failure of the transmission frequently appears in the link-layer due to the
error code, the sending end decelerates the data sent to alleviate the pressure of the
channel. (6) To improve the efficiency of network transmission, data cache and
breakpoint propagation are adopted in intermediate nodes, adapting to the dynamic
characteristics of intra-flight ad hoc networks.

3.3 Half-Reliable Transmission Mode

Similar to the segment-reliable transmission mode, half-reliable transmission mode will
establish some sections between source node and destination node, where the con-
nection request and error correction mechanisms for every segment are adopted. Thus,
an error correction mechanism is mainly used to ensure transport services.
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In this mode, data and its error-correcting code are sent with the connection request
ASYN at the same time. The ASYN only plays the role of informing the next node that
should be ready for data receiving, inspecting and error-correcting, forwarding, but
need not confirming. After the data is sent, a one-way connection is removed when
time is out, without sending an AFIN signaling.

3.4 Efficient Transmission Mode

Efficient transmission mode establishes a direct link between the source node and
destination node. At the same time, link service is called directly across the underlying
network layer after packets of transport layer are encapsulated by the link-layer packets
to ensure near real-time transport services for small-capacity data.

In order to improve the adaptability of the network, and to provide awareness of
requirements from the application layer, different periods of life are set up, and three
strategies such as “low delay, high reliability, and large throughput” are provided.

(1) Order and text information: because of the small amount, but high-reliability
requirements, adopt “high reliability” strategy, using segment-reliable transmission
mode, where, the path is divided into multiple segments which are relatively stable.
And in each segment, the improved transmission mode is used, to ensure the
reliability of information transmission under the high dynamic environment.

(2) Image and the streaming media information: because of the large amount and strict
time delay requirement, adopt “big throughput” strategy, using half-reliable
transmission mode, to improve the throughput of overall transmission for inter-
flight ad hoc networks, and to guarantee the reliability of the large-capacity
information transmission.

(3) Control information: because the little amount and nearly real-time requirements,
adopt “low latency” strategy, using efficient transmission mode, namely the link-
layer header encapsulation is used for transport layer packet directly, and then the
packet is sent through direct link with higher power, to reduce the time costs of
forwarding, ensuring the timeliness of control information transmission.

4 Comparison Analysis

Based on the OPNET 14.5 simulation platform, the M2T simulation software for inter-
flight ad hoc networks is developed. Compared with the traditional TCP, the validity of
M2T is verified by simulation.

4.1 Validity of M2T

The packet loss rate and bandwidth occupancy of M2T are tested with different link
quality. Simulation scenario is set as follows: link error rate is in a range from
0.1 to 5.0%; the maximum packet delay allowed is 300 ms (a packet, whose delay is
over 300 ms, is invalid and will be discarded directly); One-way network delay is 50–
75 ms, it means that a packet can be retransmitted once or twice.
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The test case is a real-time bi-directional audio stream between node 1 and node 2.
And then node 3, which is configured as the relay node, is inserted between node 1 and
node 2. The audio stream, employing the G.711a code, is sent at 4 ms intervals with the
length of 84 bytes for each packet. Table 2 shows the performance of one-way voice
data transmission with different link error rates and delay conditions.

As can be seen from Table 2, M2T method can effectively reduce the packet loss
rate caused by link quality fluctuation and improve network throughput during the
dynamic segment transmission of inter-flight ad hoc networks.

4.2 Comparisons Between M2T and TCP

In the same simulation environment, the throughput of M2T and standard TCP in
different packet loss rates are tested. Under the simulation scenario, the range of link
error rate is from 0.1 to 5.0%, and the communication channel of 4 Mbps is allocated
by TDMA, i.e., 500 Kbps. The test cases are files, which are grouped at 50 MB,
transferring between two nodes, and the test results are shown in Table 3.

Table 2. Performance of one-way voice data transmission

Link
error
rates
(%)

Number
of
effective
packets

Number
of lost
flames in
link layer

Number of
lost
packets
(50 ms link
delay)

Packet
loss ratio
(50 ms
link delay)
(%)

Number of
lost
packets
(75 ms link
delay)

Packet
loss ratio
(75 ms
link delay)
(%)

0.1 25,198 70 0 0 0 0
0.2 25,198 101 0 0 0 0
0.5 25,198 256 0 0 0 0.01587
1.0 25,198 556 0 0 2 0.03969
2.0 25,198 1077 0 0 21 0.1032
5.0 25,198 2912 2 0.0119 68 0.5318

Table 3. Comparisons between M2T and TCP

Link error rate
(%)

Throughput of
TCP
(KBps)

Throughput of M2T
(KBps)

Comparisons
(%)

0 460.10 460.10 100
0.1 128.204 396.823 309.525
0.2 96.177 333.322 346.571
0.5 58.383 312.499 535.257
1.0 34.381 238.095 692.52
2.0 18.933 138.888 733.58
5.0 6.257 23.377 373.61
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It can be seen from Table 3 that the throughput of M2T is much higher than that of
traditional TCP transmission mode when the link quality is poor or fluctuating.

5 Conclusions

There are various business requirements of inter-flight ad hoc networks, and the service
quality is confronted with challenges such as the time-varying topology, inaccurate
network status and the fluctuation of link quality. This paper analyzes the research
status of transmission methods for inter-flight ad hoc networks, and then integrates
cross-layer perception (transmission requirements and reasons of packet loss), cross-
layer and lateral transmission, segmented handshake confirmation, error correction,
proposes a multi-mode transmission and its adaptation method based on the classifi-
cation of the business requirements of inter-flight ad hoc networks. Compared with the
traditional TCP improvement scheme, this method, while meeting the various trans-
mission requirements like low latency with small capacity, low jitter with large
capacity, high reliability, improves the overall transmission capacity, and enhances the
reliability and stability of inter-flight ad hoc networks.
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Abstract. The current research of the statistical resolution limit (SRL), which is
based on the hypothesis test, usually takes Taylor expansion and approximation
to get a linear model of general likelihood rate test (GLRT) and achieves an
analytical expression of the SRL. In the way, one dimension (range, angle) and
two dimensions (range-Doppler, angle-Doppler) SRLs have been explored. In
this paper we dwell on the three-dimension (3D) SRL in range-angle-Doppler
domain and discuss the factors which make effects on 3D SRL. Our theoretical
and simulation results both demonstrate that the 3D SRL is the weighting square
sum of three respective SRLs, which will throw some insights into the systemic
design to improve the resolution ability.

Keywords: Hypothesis test � Active array � 3D SRL � GLRT �
Taylor expansion and approximation

1 Introduction

Statistical resolution limit (SRL) indicates the minimum separation from the statistical
standpoint, which describes the ability of the system distinguishing two very close
parameters under some given resolution rate and false-alarm rate, and the ability is
related to the signal-noise-rate (SNR) and signal waveforms, etc. Nowadays, there are a
lot of researches about this, and on the one-dimension aspect, the authors in [1] studied
the range SRL in the optics domain, while authors in [2] and [3] made researches on the
passive array, which adopted the approximation general likelihood rate test (GLRT)
and the information entropy criteria, respectively. The DOA and DOD united SRL was
explored in [4]. On the multi-dimension aspect, the range-Doppler SRL was studied in
[5] for the active array, while the angle-Doppler SRL with space-time snaps was
explored in [6]. The authors in [7] had expended the united angle SRL to the Doppler
dimension. However, there is no research on the range-angle-Doppler domain yet.

In the reality for sensors like radar observing two or more very closely targets, their
parameters along with the range, angle and Doppler may be very close, so the research
of 3D SRL is necessary. From the results of the 2D SRL we can see that, the unit SRL
is a function of single SRLs, while for the transmitted the linear frequency modulation
(LFM) signal, the range-Doppler SRL in [5] is the weighting sum of range SRL and
Doppler SRL. In [6] the angle-Doppler SRL is also the function of the angle SRL and
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Doppler SRL. Therefore, the range-angle-Doppler SRL should also be a function of the
three respective SRLs and the expression of it is our concerned problem. Besides, the
range-Doppler SRL in [5] is for the inner pulse, which is very poor as the pulse length
is usually very short, so we will investigate Doppler SRL among multiple pulses.

Similar to the existing researches, we will first establish the binary hypothesis test
model, then get a linear model of the GLRT with the Taylor expansion and approxi-
mation, further we will explore the factors which will make effects on the united SRL
and make some simulations.

1.1 3D SRL Model

In this section, we will extend the results in [5] to the angle domain for the active array,
by bringing in array steering vector, and also extent inner pulse-Doppler to inter-pulse
Doppler.

This work was supported by the National Natural Science Foundation of China
under Grant 61501486.

Assume the complex signal vector is s, while its maximum bandwidth is Bmax and
pulse length is s. Two targets’ echoes amplitudes are a1 and a2 ,the arrival time are t1
and t2, and their interval is dt ¼ t1 � t2, which is smaller than the resolution unit, i.e.,
dt\1=Bmax.

Being similar to the existing research, we assume the center of the two echoes,
n0Ts ¼ ðn1 þ n2ÞTs=2 is known, where t1 ¼ n1Ts; t2 ¼ n2Ts, and Ts is the sampling
interval period. As the inner pulse-Doppler is so tiny that we omit it. After Taylor
expansion and keeping the first order item as approximation, we get the single echo
pulse in vector form as:

s1 , s t0 � dt
2

� �
t¼nTs

� s0 � dt
2
_s0

s2 , s t0 þ dt
2

� �
t¼nTs

� s0 þ dt
2
_s0

ð1Þ

where s0 , sðn0Þ, _s0 , _sðn0Þ ¼ dsðtÞ=dt t¼n0Tsj .
Assume a uniform linear array with half-wavelength spacing M sensors, and make

the center position as reference, then the position vector can be expressed as:

d ¼ ½ d�ðM�1Þ=2 � � � dm � � � dðM�1Þ=2 �T ð2Þ

where the superscript T is the transpose operation. Then the steering vector is:

vsp
� �

m , vsðwspÞ
� �

m¼ expðjdmwspÞ;
m ¼ �ðM � 1Þ=2 : ðM � 1Þ=2; p ¼ 1; 2

ð3Þ

where wsp ¼ p sin hp is the angular frequency of the pth target, and hp is its DOA. For
simplicity and without loss of the generality, here we assume that the gravity of the
position vector is located at its center, i.e.,

P
m dm ¼ 0.
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Similarly, assume the center angle of the two targets, ws0 ¼ ws1 þws2ð Þ=2 is known
and da ¼ ws2 � ws1 is the separation in the angle dimension. After a similar transfor-
mation with (1), we get the approximation steering vector as:

vs1 , vs ws0 � da
2

� �
� vs0 � da

2
_vs0

vs2 , vs ws0 þ da
2

� �
� vs0 þ da

2
_vs0;

ð4Þ

where vs0 , vðws0Þ, _v0 , _vðws0Þ ¼ dvðwsÞ=dws ws¼ws0j .
Assume there are L pulses and their repeat frequency is fr, and make the center as a

reference, then the steering vector in Doppler domain is:

vdp ¼ vdðwdpÞ ¼ ½ e�jL�1
2fr

wdp � � � ej
L�1
2fr

wdp �T; p ¼ 1; 2 ð5Þ

where wdp is the Doppler frequency of the pth target. Without loss of generality, the

pulse ID also meets that
PðL�1Þ=2

�ðL�1Þ=2 l ¼ 0.

Again, assume the center wd0 ¼ wd1 þwd2ð Þ=2 is known, and the interval is
dd ¼ wd2 � wd1, then the approximation vectors are:

vd1 , vd wd0 � dd
2

� �
� vd0 � dd

2
_vd0

vd2 , vd wd0 þ dd
2

� �
� vd0 þ dd

2
_vd0;

ð6Þ

where vd0 , vðwd0Þ, _v0 , _vðwd0Þ ¼ dvðwdÞ=dwd wd¼wd0j .
Furthermore, w is assumed to be complex white Gauss noise (CWGN) with zero

mean value and covariance r2I. With (1–5) and some approximation, the L pulses
received by the active array can be expressed as:

x ¼ a1ðvs1 � vd1 � s1Þþ a2ðvs2 � vd2 � s2Þþw

� aþ pþ a�dt _pt=2þ a�da _ps=2þ a�dd _pd=2þw

¼ p _pt _ps _pd½ �|fflfflfflfflfflffl{zfflfflfflfflfflffl}
H

aþ a�dt=2 a�ds=2 a�dd=2½ �T|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
h

þw
ð7Þ

where aþ ¼ a1 þ a2 and a� ¼ a2 � a1, p, vs0 � vd0 � s0, _pt , vs0 � vd0 � _s0,
_ps , _vs0 � vd0 � s0 and _pd , vs0 � _vd0 � s0.

Then our task is to decide whether there is one or two targets present in the echo,
which can be modeled as a binary hypothesis test problem, where H0 represents only
one target, while H1 represents two targets, as:

H0: dt ¼ da ¼ dd ¼ 0

H1: dt 6¼ 0 or da 6¼ 0 or dd 6¼ 0

(
: ð8Þ
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1.2 3D Resolution Statistical and Its Performance

For the binary hypothesis test model in (7), we bring in a selecting matrix to remodel it as

H0: Ah ¼ 0; a1; a2
H1: Ah 6¼ 0; a1; a2

(
ð9Þ

where the selecting matrix A is

A ¼
0 1 0 0
0 0 1 0
0 0 0 1

2
4

3
5 ð10Þ

and h ¼ aþ a�dt=2 a�ds=2 a�dd=2½ �T is the unknown parameter vector, which can be
got from (6), including the nuisance parameter aþ ¼ a1 þ a2. Therefore, this is
complex test model and we should apply GLRT. We first get the most likelihood
estimation of the unknown parameters, as ĥ1 ¼ ðHHHÞ�1< HHz

� �
; where <ð�Þ denotes

the real part of a complex number. Then we can get the hypothesis test statistic as:

2 ln LGðzÞ ¼ ðAĥ1ÞH ½AðHHHÞ�1AT��1ðAĥ1Þ
r2=2

? c ð11Þ

where c is the resolution threshold. The distribution of the statistic is [8]:

2 ln LGðzÞ �a v23; H0

v023 ðkÞ; H1

	
ð12Þ

where the non-centrality parameter is:

k ¼
Ah1ð ÞH A HHH

� ��1AT

 ��1

Ah1ð Þ
r2=2

ð13Þ

If K times sampling frequency of the bandwidth B of LFM signal is transmitted,
i.e., fs ¼ KB, this parameter can be further calculated as:

k ¼ 2p2 a�
�� ��2
r2

MLK1ðNÞ
N2

dt
dRt

 !2

þ NLK2ðMÞ
M2

da
dRa

 !2

þ MNK3ðLÞ
L2

dd
dRd

 !2

0
BBBBB@

1
CCCCCA ð14Þ
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where K1ðNÞ ¼
PðN�1Þ=2

n¼�ðN�1Þ=2 n
2, K2ðMÞ ¼PðM�1Þ=2

m¼�ðM�1Þ=2 m
2, K3ðLÞ ¼

PðL�1Þ=2
l¼�ðL�1Þ=2 l

2,

which are square sum of the sampling numbers in range, angle and Doppler dimen-
sion.dRt ¼ 1=B ¼ Ks=N, dRa ¼ 2p=M, dRd ¼ 2p=L are, respectively, the Rayleigh limits
in three dimensions. The derivation of (13) is similar with the appendix in [5], which is
omitted here for simplify.

One can get that this is different with the conclusion in [5], where it is a linear
weighting sum of different SRLs normalized by Rayleigh limit, while here it is a
weighting square sum of them.

2 The Influence Factors on 3D SRL

According to the knowledge of the Chi-Square distribution, with a given non-centrality
parameter, the bigger non-centrality parameter is, the better the resolution rate is. In this
section, we will utilize this conclusion to analyze the influence factors of the 3D SRL.

With (13), we can define the 3D SRL as:

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d0t
a

� �2

þ d0a
b

� �2

þ d0d
c

� �2
s

ð15Þ

where d0t ¼ dt=d
R
t , d

0
a ¼ da=d

R
a and d0d ¼ dd=d

R
d are the normalized limits along the

range, angle, and Doppler, respectively, which are divided by Rayleigh lim-
it.a ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N2=K1ðNÞ=M=L
p

, b ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M2=K2ðMÞ=N=Lp

and c ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2=K3ðLÞ=N=M

p
are the

corresponding radius of the ellipsoid defined by (14). With the above conclusion, if the
value of (14) becomes bigger, then the resolution rate will improve, or if we fix the
resolution rate, a small value of (14) can be needed.

On the other hand, we define the different SNR as SNRD ¼ a�j j2=r2, so the 3D
SRL can also be expressed as:

d¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kðpd; pfÞ
2p2SNRD

s
ð16Þ

Based on the above results, some conclusions can be drawn:

(1) 3D SRL is related to the sampling point numbers, including M, N, and K. They
affect not only the normalized limit, but also the radius of the ellipsoid. As their
relations are complex, we will dwell on it by the simulation in the next section.

(2) 3D SRL can be traded off, i.e., if we want to relax some limit, we have to improve
its sampling point number. However, the result will become poorer as it goes
higher.

(3) Similar to the conclusion of 2D SRL in [5], 3D SRL is also reverse ratio to different
SNR, which means that huge difference power of two signals will resort to better
performance.
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3 Simulation

All simulations are based on the half-wavelength separation uniform linear array.
Considering the carry frequency will not affect the results, we take zero-carried fre-
quency LFM signal as sðtÞ ¼ ejpKrt2 , whose frequency modulation rate is Kr ¼ B=s,
and the time is �s=2	 t	 s=2. The false-alarm rate is set as pf ¼ 0:01.

Example 1 To verify the correctness of the theoretical results, and plot the resolution
rate versus the separation and SNR. The number of the array sensors is M = 5, signal
bandwidth B ¼ 1MHz and time length s ¼ 10 ls. The sampling frequency is
fs ¼ 10B ¼ 10MHz, the angle center is ws0 ¼ 0 rad the Doppler center is
wd0 ¼ 2p
 106 rad. The separation in Fig is normalized. The SNR is defined as

SNRi ¼ ai
�� ��2=r2. The results are given in Fig. 1, where the lines are the theoretical

results and the makes are the Metro Carlo results.
We can see the two results coincide well with each other. With the SNR or the

separation increasing, the resolution rate also increases.

Example 2 Keep the absolute separations along 3D constant and simulate the resolu-
tion w.r.t. the number of sampling points. Set dt ¼ 10�6 s, da ¼ 2p � 0:1 rad, dd ¼
2p � 0:1 rad and SNRD ¼ 0 dB. The results are shown in Fig. 2.
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Fig. 1. Comparison of the theoretical and Metro Carlo results
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One can get that with either one of sampling points increasing, the resolution rate
will increase.

Example 3 Keep the normalized separation constant, and simulate the resolution rate
w.r.t. the number of sampling points. Set d0t ¼ d0a ¼ d0d ¼ 0:1 and SNRD ¼ 0 dB, the
results are shown in Fig. 3.

One can see the results are similar to Fig. 2, where the resolution rate increases as
either sampling point number goes high.
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Fig. 2. Resolution rate versus number of the sampling points (absolute separation constant)
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Fig. 3. Resolution rate versus number of the sampling points (relative separation constant)
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Example 4 Keep the 3D SRL and other two normalized SRLs constants, and simulate
the trade-off of Doppler sampling number and its normalized resolution separation. Set
pd ¼ 0:9 and pf ¼ 0:01, so k ¼ 19:2 is got. Set d0t ¼ d0a ¼ 0:1, and the results are
shown in Fig. 4.

One can get that with the increase of sampling point number L, the Doppler SRL
increases, while the effect will become poor as the number goes higher.

4 Conclusions

In this paper, we establish a binary hypothesis model and apply the Taylor expansion
and approximation to get an analysis expression of 3D SRL, based on which we make a
discussion of the influent factors to 3D SRL. For the LFM signal, increasing the
sampling number will improve the resolution performance, with either absolute or
relative separation constant. This will greatly help us to design a system for improving
its resolvability.
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Abstract. Aiming at the fast recognition of local image scenes with clear
semantics in high-resolution remote sensing images, such as ports, airports and
oil depots, a visual feature representation method for remote sensing images
based on CSIFT features and a scene semantic recognition method based on
PLSA is proposed. Experiments on typical remote sensing image scenes fully
verify the effectiveness of proposed method.

Keywords: Semantic recognition of scenes � Visual feature � PLSA

1 Introduction

Information interpretation of high-resolution remote sensing images usually starts with
the detection and recognition of specific types of objects [1]. Cognitive understanding
of the scene can only be achieved after detecting and recognizing all kinds of targets in
the scene. However, in the military reconnaissance, we often need to quickly identify
local image scenes with definitive semantic meaning such as ports, airports, oil depot
from high-resolution remote sensing images. These local scenes often correspond to a
complex target group, contain many different types of rigid sub-targets according to
certain spatial topological relations [2]. If by conventional method, detect subgoals of
complex target group firstly, then to identify the complex target group of semantic
properties by reasoning the spatial topological relations, but the processing efficiency is
very low. And the analysis of sub-target is mainly on pixel level by using its implicit
heuristic features. There is a significant gap between this complete pixel-level pro-
cessing and image semantic understanding. It is very important to establish a semantic
recognition method to classify complex local scene in remote sensing image quickly.
And the scene semantic recognition result will be useful for the detection and recog-
nition of specific targets in large remote sensing images. In this paper, related concepts
and schemes of image scene recognition are first summarized. Then visual feature
representation method for remote sensing image is provided and also a semantic
recognition algorithm based on PLSA is given. Finally it is verified by experiments in
10 typical remote sensing image scenes.
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2 Schemes of Image Scene Recognition

At present, most of the scene recognition methods mainly focus on the basic level of
visual cognition. Firstly to extract the image features from the image, then use the
obtained image feature to design the semantic classifier, to implement mapping from
low-level features of image to high-level semantic. The main research methods include
two categories: low-level feature modeling method and middle semantic modeling
method.

There are mainly three types of methods in middle-level semantic modeling: [3],
(1) Construct the semantic object, to describe the scene by detecting or identifying
semantic objects in images. (2) Torralba and Oliva proposed Gist model, the model
avoids the segmentation of single object or region, to describe the scene structure by a
low dimensional space envelope. Among them, five kinds of sensory attributes, such as
nature, degree of openness, roughness, expansion, and roughness, separately corre-
sponding to one dimension in space envelope. And each dimension as the basis of
semantic division of scene corresponds to a meaningful spatial attribute in the scene.
(3) Establish the local semantic concepts of image [4]. First, detect interest points
automatically in image, and describe these points by the local descriptor, then establish
the mapping of local descriptors to some local semantic concepts, realize the image
scene recognition by distribution of the local image semantic concept. This paper
mainly adopts this method for scene recognition of remote sensing images.

3 Visual Bag of Features of Remote Sensing Images

In order to realize the accurate recognition of remote sensing image scenes, no matter
adopt low-level feature modeling method or middle semantic modeling method, must
both extract discriminating features such as regional characteristics, sub-block features,
local invariant features from remote sensing images. Because different characteristics
reflect different types of information, it has its own advantages for a specific category.
And in many cases, the analysis of the image content also needs to combine different
characteristics. So the integration of multiple features is useful for improving the
performance of image scene recognition. Bag of Words [5] is the text simplified
description model used most commonly in text processing field. The model does not
consider the grammar and word order, only expresses the text into a disordered word
group. In text classified applications, often combined BOW model and the SVM
classifier, simple Bayesian classifier, obtained very good classification results [5]. After
the model is applied to the field of computer vision, it is popularized to Bag of Features
(BOF). Which basic principle is to generate visual words to describe the image or
image set by vector quantifying of various kinds local visual features.

The realization of BOF expression in remote sensing image is that detect the key
point of image firstly, then calculate the local descriptor around key points, quantize the
descriptor into visual words, and format visual words. Measure the frequency of the
specific visual words in the image, and finally establish the visual bag of features of the
image.
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In order to capture the low-level visual features of different scenes accurately, we
can find some discriminating key points in the image. Such as corner point, edge,
center point of specific area, endpoint, center of gravity, extreme point, intersection,
etc.) [6]. The most common key point is the corner point, which corresponds to the
dramatic changes in image brightness or curvature maximum point in edge curve of
image. The corner of a large number of features, such as road intersection in remote
sensing images is presented as corner points. The neighborhood of the key points is
also a region which has stable and rich information in the image. Because the difference
of geometric relationship between remote sensing image and natural image is large,
different imaging viewpoint often leads same scene in remote sensing images to appear
larger difference. So it is necessary to search key point feature extraction algorithm
which maintains a certain invariance to image changes such as rotation, scaling, affine
transformation, angle of view, illumination changes and so on and maintains good
matching with the object motion, cover, noise, and other factors.

The feature extraction algorithm SIFT (Scale Invariant Feature Transform) pro-
posed by David G. Lowe not only has invariance to the scale and rotation of the image
but also has certain stability to the brightness and the angle of view. So key points of
the image can be detected effectively by applying SIFT algorithm. Because the scale
range of remote sensing image has larger variation, and the scene types are complex
and diverse, so it is obviously low efficiency if segment region first and then extract
feature. And local invariant feature points are usually sparse. Although they have good
effect on the natural images, it is not robust enough for the complex and changeable
remote sensing image.

The classical SIFT operator is effective for grayscale images, Considering the
spectral feature is an important sign to distinguish the type of remote sensing image
scene, this paper introduced the spectral information, which can help to improve the
performance of scene recognition based on visual feature representation. Firstly, the
normalized multi-spectral remote sensing image is transformed into HSV space, and
the image is divided into a dense grid of n * n, SIFT feature description of the grid
center points are calculated on the HSV channels. And Splice them together into a 384-
dimensional vector as CSIFT characteristics of the grid. Do K-means clustering of
CSIFT features extracted from all the training images. And M visual words corre-
sponding to M clustering center is obtained.

For an under-recognized remote sensing image (or region), the CSIFT feature is
extracted by the same method as the training image. According to the nearest neighbor
rule, determine the visual words classification of each CSIFT. Count the frequency of
the visual words in the remote sensing image (or region) to be classified, and obtain
visual bag of features of the under-recognized remote sensing image. The visual bag of
feature of remote sensing image avoids by the process of target segmentation and
detection in the scene, and transforms the identification of the scene into the learning
problem of visual word distribution. So build a bridge for “the semantic gap” between
low-level features and high-level semantics.
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4 Semantic Recognition of Scenes Based on PLSA

Although the frequency of visual words can be used as an important basis for distin-
guishing different scenes, in a complex remote sensing image scene, the same target
entity may appear in different scene categories. So it may lead to ambiguity and
similarity problems between visual words and scene semantics. In the case of insuf-
ficient training samples, by using an identification method that associates the scene
categories with the extracted feature vector directly, it cannot approximate the actual
scene semantics and will reduce accuracy of scene recognition. Our thinking is to apply
the probabilistic latent semantic analysis model to typical training image, to extract the
latent semantic of image. And according to the probability distribution of latent
semantic, determine the scene type of identified images.

(1) Extract the characteristics of all images. Selected part of image randomly from
each class of training image, extract CSIFT feature vector of these images, and
generate M visual vocabularies by k-means clustering algorithm. To measure the
similarity of each visual word with the feature vector of each training image, and
obtain “image–Words” co-occurrence frequency matrix n0(di, wj) which is
N * M dimension. Among them i 2 (1, N), j 2 (1, M). It represents frequency of
visual words wj in image di.

(2) Obtain the approximate maximum likelihood estimation result of PLSA model by
using EM algorithm, And then obtain distribution pðwjjzTrainÞ of visual words
when latent semantic appear in the image.

(3) Extract the feature vector of the test image. A similar measure respectively with M
visual vocabularies obtained in (1). Obtain “image–Words” co-occurrence fre-
quency matrix nT(dT, wj) of test image. The pðwjjzTrainÞ and co-occurrence fre-
quency matrix nT(dT, wj) of test image is used as the input of the PLSA model,
remain pðwjjzTrainÞ unchanged. The latent semantic distribution p(z | dT) of the test
image is obtained. And K dimensional semantic vector of the test image is built.

(4) The KNN classifier is applied to the latent semantic vector of the test image, and
the scene recognition of image is accomplished.

5 Experimental Results and Analysis

Total 1794 image slices from 10 different type scenes are acquired from the Earth
Google. The resolution and size of the image are not limited. The scene type is
determined by the main object of the slice. 50 images are selected randomly from the
10 types of images as training images and the rest as testing images.

In order to verify the performance of the algorithm in this paper, firstly, we analyze
the effect of different feature extraction methods with the recognition results, further
compare the recognition effect by nearest neighbor classification between BOF
expression based on CSIFT features directly and introducing PLSA model. Finally,
compare the recognition results with different visual words number and different latent
semantic topics.
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5.1 A Comparison by Feature Extraction Method of Different Low Level

In this paper, the method of visual word generation is CSIFT feature, and the SIFT
feature is mainly aimed at gray images. So convert the color image into grayscale
image first when extracting the feature. When the feature is extracted, the sampling
interval of dense grid is 8 * 8, and the number of visual words is 600, and the number
of latent semantic topics is 20. The experiment results obtained from description
methods of different low-level feature is shown in Table 1. Using CSIFT features as a
low-level feature is better than the conventional SIFT feature based on gray level. Only
for the “depot oil-fuel” scene, the performance of SIFT feature based on gray level is a
little better. This is mainly because the target of the main position in this kind of scene
is some cylindrical oil storage tank, Its shape feature is the most effective distinguishing
feature. And the tone difference of oil depot in different regions is large, therefore, for
this type of scene, the advantages of CSIFT are not obvious. As far as average
recognition rate of 10 targets, CSIFI is 90.2%, SIFT is 79.67%.

5.2 The Improvement of Recognition Result by PLSA

The algorithm in this paper is realized by introducing the KNN model which is trained
by PLSA model and based on the BOF expression of the remote sensing image, mark
PLSA+BOF-KNN. In fact, the BOF expression of remote sensing image is obtained. We
can also train the KNN classifier for scene recognition directly, denoted as BOF-KNN.
Still set sampling interval of dense grid is 8 * 8, and the number of visual words is 600.
The identification result is given in the form of a classification confusion matrix, as
shown in Fig. 1. The result of recognition using BOF+KNN show some obvious
ambiguity, such as bridge & dock and golf course & residence, because large number of
visual words are shared among different type of scenes. We may eliminate such phe-
nomenon and improve the performance of scene recognition by introduce the PLSA.

Table 1. The results of scene recognition using different low-level feature extraction methods

Scene type 1 2 3 4 5 6 7 8 9 10

SIFT 0.783 0.492 0.719 0.560 0.846 0.857 0.923 0.891 0.896 1.0
C SIFT 0.838 0.953 0.855 0.741 0.944 0.941 0.875 0.910 0.963 1.0
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(a) Classification confuse matrix using BOF-
KNN

(b) Classification confuse matrix using 
PLSA+BOF-KNN

Fig. 1. Scene recognition result using different methods
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5.3 Effect of Different Visual Words on the Recognition Results

In the previous experiment, the number of visual words is set to 600. Next just adjust
the number of visual words, sampling interval of dense grid and latent semantic number
is unchanged. Compare the final average recognition rate. The results are shown in
Fig. 2. The overall performance is relatively good when the number of visual words is
between 500 and 900. Less number of visual words will lead to a lack of discriminating
latent semantic topics. A large number of redundant information in the visual words
increases the ambiguity of the latent semantic topics, so it will lead to a decline in
overall performance.

5.4 Effect of Recognition Results Caused by Different Number of Latent
Semantic Topics

In the experiment, the number of the scene is 10, and the method of visual word
extraction is unchanged. The number of fixed visual words is 600, and the number of
latent semantic topics varies from 8 to 50. Compare the average recognition rate and
the result is shown in Fig. 3. The average recognition rate is the highest when the latent
semantic topic number is 20. Too many or too few potential semantic topics will lead to
decrease in the rate of recognition. Although the optimal number of visual words and
latent semantic topics exist in theory. It is very difficult to solve exactly in practical
application. It is mainly through a lot of experiments to determine an empirical value.

In order to further verify the feasibility of the method of scene semantic recogni-
tion, the recognition model is trained in the aforementioned experiments, and a remote
sensing image in North Korea Pyongyang area is used to make an interactive anno-
tation. Taking into account the recognition model carry out specific targeted training
only for 10 kinds of typical scenes, so in the interactive selection, we try to select the
aforesaid 10 categories of scenes which can be manually identified. Identification result
shows that there are better recognition results in different types of scenes.
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Fig. 2. The influence of different visual words numbers on recognition result
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6 Conclusion

The semantic recognition of image scene is an important content of high-resolution
remote sensing image interpretation. In this paper, related concepts and schemes of
image scene recognition are firstly analyzed, then visual feature representation method
for remote sensing image is provided and also a semantic recognition algorithm based
on PLSA is given. Experiment on recognition of ten typical remote sensing image
scenes verified the effectiveness of proposed algorithm. The recognition model
obtained by training can be further applied to the large remote sensing images for
interactive annotation.
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Abstract. In this paper, we analyze the development tendency of the intelli-
gentization of command and control system and explore the application
advantages of brain-inspired intelligence over traditional artificial intelligence
methods in the intelligentization of command and control system. We also
present a new approach through which general intelligence and system intelli-
gence can be realized in command and control systems, and provide the evo-
lution path of the invocation pattern of intelligent algorithms in command and
control system.

Keywords: Command and control system � Brain-inspired intelligence �
Military intelligence

1 Introduction

Recently, artificial intelligence (AI) and related techniques are penetrating into military
applications step by step. AI is regarded as a representative technique that drives the
organization of warfare forms to transform from data center and information center into
cognition/action center. It will promote the evolution of command and control system
from information-oriented to intelligence-oriented [1].

The discipline of AI origins from the vision that intelligent systems can think as
humans do in the future [2]. After its first proposition in 1956, there have been two
distinct comprehensions toward the discipline of AI, namely, the view of engineering
and the view of science. The view of engineering considers AI as an important branch
of computer science, aimed at enabling machines fulfill tasks which only human beings
can do, by means of computer programming. The category of view of engineering
ranges from the initial expert system to the recent fast-growing deep neural networks.
In contrast, the view of science considers AI as part of cognition science. It emphasizes
that AI must base on the cognition principles of human beings, or it cannot be termed
as AI [3].

Inspired by the information processing mechanism of brains [4, 5], brain-inspired
intelligence is a branch of AI which falls under the category of the view of science.
Borrowing the experiences from cranial nerve mechanism and cognitive behavior
mechanism, it achieves the effect of machine learning by investigating the biological
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structure of brains, analyzing the mechanisms of biological processes of brains such as
growing, learning and memorizing, and building models to simulate the structure and
mechanism of brains [6–10].

Brain-inspired intelligence is featured by self-learning, self-adaption, collaborative
cognition of multiple brain areas, etc. It provides a technical approach for command
and control systems to borrow the experience from cognition processes of human
brains, to achieve the intelligent operation of functional domains such as situation
awareness, command, and decision-making, action control, support and guarantee, as
well as collaborative operation between them.

2 Development Tendency of Intelligentization of Command
and Control System

Military command and control system has been developing from the first generation,
which is featured by single-arm and single-point, to the fourth generation under
comprehensive construction nowadays, which is featured by inter-arm flat networking
[11]. It has entered the stage of system of systems (SoS) construction. The command
and control system will realize intelligent sharing across war zones in the future. This
sharing will be knowledge sharing, rather than information sharing merely, thus
facilitating advantages in decision-making and head start over the enemy.

In order to realize the knowledge sharing and ability evolution, the command and
control system should achieve the transformation from specialized intelligence to
general intelligence, and transformation from intelligence of point to intelligence of
SoS [12].

(1) From specialized intelligence to general intelligence

At present several specialized AI modules have already been introduced into the
command and control system, changing some kinds of information into knowledge,
such as prediction of plane types and prediction of flight paths. These modules can only
deal with specific issues and are not universal. Thus we call them specialized AI
systems. With the complication of the environment of battlefield, command staffs may
raise new intelligentized requirements at any time based on the actual situation, ren-
dering the problem of exploding demands. This requires that AI systems be universal,
in order to quickly understand knowledge in different forms, and quickly make
decisions.

(2) From intelligence of point to intelligence of SoS

Now AI modules are especially aiming at single domains and providing local intelli-
gent services such as activity pattern analysis, target identification, intelligent issues,
study and judgment of situations, etc. The intelligence ability of SoS have still not
formed. In the future, faced with combat between SoS, we will develop intelligence
abilities such as operational planning based on swarm intelligence, feedback learning
based on combat effects, manned and unmanned autonomous collaborated engagement,
etc.
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3 Application Advantages of Brain-Inspired Intelligence

Brain-inspired intelligence shows quasi-man features in the matter of adaptation. It
provides a new technique path for the formation of general intelligence and intelligence
of SoS, as well as for the development of military intelligence.

Intelligentization of command and control system is faced with such special con-
ditions and requirements: (1) Limited data resources. Compared with applications in
Civil Internet, the sample capacity available in military activities is quite limited, since
military activities are accidental and less frequent. Thus it is often very hard to collect
thousands of or tens of thousands of samples for one kind of weapon. (2) Lots of low-
quality samples. Because of the confidentiality of military activities, there are lots of
samples with unclear features. (3) Exploding battlefield requirements. With the
dynamic change of the situation of battlefield, command staffs and warfighters may
raise new intelligentized requirements at any time according to the current situation.

However, at present, the AI techniques are faced with such bottlenecks: (1) Huge
demand for data. The learning process relies on huge amount of sample data. (2) Strict
requirement for data quality. There is strict requirement for the sample articulation,
sample integrity, and label accuracy. (3) Strong dependency on models. The accuracy
of models strongly depends on the source and quality of sample data, and these models
are only suited for specific issues.

Brain-inspired intelligence is precisely a kind of adaptable AI, whose characteristics
of learning with small samples, anti-noise ability, and general intelligence can serve the
command and control system with a new way to solve the above problems. (1) Learning
with small samples. While human beings can draw inferences about other cases from
one instance, machines are still seeking hard for the similarity between new instances
and what they have seen before even after training with tens of thousands of examples.
Machines often can hardly identify the ships/planes if there are a small amount of
training examples. In contrast, brain-inspired intelligence provides machines with the
ability of drawing inferences like human brains, by multi-modal awareness and learning
processes with synergy of multiple brain areas [6]. (2) Anti-noise ability. Human beings
can identify the planes and ships in a photo taken in the rain or in the mist, as well as
capture the essence from fragmentary pictures. However, machines are usually lost in
excessive concern with local features. Therefore the rate of identification seriously drops
when the pictures are noisy or fragmentary. By comparison, brain-inspired intelligence
reproduces the magical operating mechanism of human brains by introducing neuron
models with the ability of excitation and inhibition, making machines capable of self-
adaptive denoising [7]. (3) General intelligence. Under control of brains, human beings
have the skills of reading, thinking, learning, etc. However, AI at present is often only
capable of doing a single job, for example prediction of plane types or flight paths.
Although in some recent studies, deployment of algorithms as required is realized
through construction of algorithm libraries, improving the problem of fixed algorithm
function to some degree, it is still quite less flexible compared with humans. In contrast,
based on the synergy mechanism between brain areas, brain-inspired intelligence per-
forms self-learning and knowledge reasoning by constructing pulse neural network,
making machines capable of carrying out multiple tasks [8].
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4 Evolution Path of the Invocation Pattern of Intelligent
Algorithms in Command and Control System

According to the trend of intelligentization, the invocation pattern of intelligent algo-
rithms in command and control systems can evolve through three stages: specialized
invocation of specialized algorithms, invocation of general algorithms as required, and
dynamic adaption based on brain-inspired software architectures. Then the intelligent
service under general intelligence and intelligence of SoS can be gradually realized.

The first stage is specialized algorithms directed at specific tasks for specialized
invocations. In this stage, the intelligent supporting environment which provides
support for development, operation, train, and services can be constructed based on
existing cloud platforms, as shown in Fig. 1a. Thereinto, in the intelligent data man-
agement layer, data is accumulated by construction of basic model libraries, specialized
model libraries, mapping knowledge domains and so on; in the intelligent computation
framework layer, computation engines as well as specialized intelligent algorithms,
such as object identification and graphic searching, are deployed to provide service
framework for intelligent computation; in the intelligent service supporting layer,
services like planning and reasoning, intelligent detection, etc. are formed, providing
services and operating environment for typical applications such as situation aware-
ness, command and decision, so as to realize specialized invocation of specialized
algorithms.

The second stage is management and invocation of algorithm resources according
to tasks, directed at the problem that different task environments have different
requirements for intelligent algorithms. Based on the first stage, in this stage algorithm
libraries are constructed in the intelligent service supporting layer of the intelligent
supporting environment. As shown in Fig. 1b, algorithms are integrated and encap-
sulated into services which can be directly oriented to special applications, thus real-
izing invocation of general algorithms as required.

In the third stage, the general intelligence ability of command and control system is
generated gradually, through the adoption of brain-inspired intelligence techniques.

Fig. 1. Evolution diagram of the invocation pattern of intelligent algorithms in command and
control system: a specialized invocation of specialized algorithms (left), b invocation of general
algorithms as required (middle), and c dynamic adaption based on brain-inspired software
architectures (right).
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The brain-inspired software architecture will be built as shown in Fig. 1c. Supported by
common operating systems such as Linux/Unix or Window Server, software modules
corresponding to various nodes are realized, such as general brain-inspired nodes,
brain-inspired learning nodes, brain-inspired memory nodes, and brain-inspired
knowledge nodes. By interconnection of brain-inspired nodes, the mechanisms and
functions of processes like learning and memory of super-brain network system are
achieved, supporting the command and control system for the brain-inspired cognitive
pattern, providing dynamic adaptive intelligent services for the fight.

From the above evolution path, we can see that the dynamic adaption based on
brain-inspired software architecture is the advanced stage of the invocation pattern of
intelligence algorithms in command and control systems. Based on brain-inspired
software architecture, combined with brain-inspired algorithms such as autonomous
reinforcement learning, the construction of super-brain network system can achieve
general intelligence ability for command and control system to some degree, in ways of
speech recognition, image analysis, knowledge reasoning, augmented reality, natural
language processing, etc. Moreover, it provides intelligent support for domains such as
situation awareness, command and decision, action control, support and guarantee, etc.,
thus achieving fast awareness of battlefield situation, scientific command and decision-
making, agile control of actions as the occasion requires, and real-time guarantee of
material support, gaining the ability of SoS intelligence.

5 Conclusion

In this paper we analyze the development tendency of intelligentization in military
command and control system, which will be from specialized intelligence to general
intelligence, and from intelligence of point to intelligence of SoS. The advantages of
brain-inspired intelligence in learning with small samples, anti-noising, and general
intelligence, contribute to promoting general intelligence and SoS intelligence in
command and control system. Besides, the evolution path of invocation pattern of
intelligent algorithms in command and control system can be divided into three stages:
specialized invocation of specialized algorithms, invocation of general algorithms as
required and dynamic adaption based on brain-inspired software architectures.
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Abstract. Complex electronic system has complicated principal and excess
amount of single equipment and malfunctions, which makes it difficult to run
quick failure diagnosis and thus security was low. On the basis of directed graph
model and correlation model, this paper explores the integrative technology of
testability design and failure diagnosis for complex electronic information
systems. Using vehicle electronic information system as an example establishes
functional directed graph fault model and analyzes its testability, which provides
reference for quick fault diagnosis.

Keywords: Complex electronic information system � Testability design � Fault
diagnosis

1 Introduction

Testability model is mainly used in describing the logical relationship between system
failure and testability and the occupancy of test resources. It provides effective design
and evaluation for testability design. The testability model of the system is different
from the system model. The system model is mainly used to describe the structure,
behavior and function information of the system. Testability model is often seen
equivalent to fault model. Fault model is a standard abstract expression of fault
information, and it is a series of definitions for describing system diagnosis knowledge
and functional characteristics [1–4].

There are two main types of testability models: one is structured model. Similar to
the system schematic diagram, the structural model represents the structure/function
connection relationship and the direction of transmission in the form of directional
diagram, while the corresponding relationship between the node of the structural model
and the actual system module is represented by the directed graph. Testability analysis
based on structural model is simple, fast and convenient for the testing and analysis of
large-scaled systems. However, structure is not equivalent to function, especially for
the complex function dependency embedded into simple block diagram. Thus, to
obtain the complete function dependency, structured model cannot be fully satisfied
[5, 6].
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Another type of model is correlation model, such as reasoning model, diagnostic
reasoning model or functional correlation model. The causal relationship between
model failure source and test or between test and test is needed to be expressed by
directed graph. Due to the inherent simplification characteristics of directed graph,
correlation model is the main modeling technology in testability analysis tools at the
moment.

The integrative technology of testability design and diagnosis for complex elec-
tronic information systems should focus on solving the problem of information mod-
eling. Model is the quantitative description of system information and the foundation of
system analysis. In the aspect of testability modeling, there are three representative
models, which are testability block diagram description model, information flow
model, and multi-signal flow graph model. The testability block diagram description
model is a structured model, while the information flow model and the multi-signal
flow graph model are testability design model based on correlation. The multi-signal
flow graph model is also a directed graph model. The most representatives of directed
graph model are multi-signal flow graph model, Petri network model, and Bayes
network model. It can be said that in the field of testability modeling, correlation and
directed graph are the most representative theories. The correlation relationship can be
expressed as Fig. 1.

2 Digraph Model (Digraph = Directed Graph)

2.1 Definition of Digraph

The structure of directed “graph” is composed of the set of vertices and the set of
relations between vertices, which is:

G ¼ V ;Eð Þ

G is the total set of the graphs; V is the finite nonempty set of the vertices; E is the
finite set of relations between vertices.

Multi-sign
al Flow 
Model 

Petri 
Network 
Model 

Bayes 
Network 
Model 

Correlation
Matrix

Fig. 1. The relationship between directed graph model and correlation model
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The vertex pair <u, v> of the digraph is in order in the graph, which represents a
directed edge from vertex u to vertex v.

If the function module is represented by node v and the relationship R existed
between the function modules is represented by the edge e connecting two points, the
line graph G = (V, E) is the digraph model corresponding to the system, where v ε V,
e ε E are all function module nodes and various connection relationships, respectively.

2.2 Diagraph Model

Diagraph model refers to the step-by-step analysis of system function structure and its
signal transmission relationship in fault diagnosis based on parts or all of the functions
of each component of the system until the specific location of the fault is determined,
which is, the representation of the function model in the digraph is established first.
Then analyze the cause of the fault and the propagation path of the fault. The functional
modeling process is shown in Fig. 2.

Based on the analysis of the system composition and the function modeling
method, establish the digraph function model of the system. Nodes are divided into
functional modules. Each node represents a function, and constitutes a set of functional
nodes V ¼ fv1; v2; . . .; vng and directed edge E ¼ feijg (where i 6¼ j) which represents
functional relations constitute digraph G. The fault in digraph refers to the deviation of
the function output when the system receives the wrong signal or its own fault. The
directed edge refers to the fault propagation path between modules under the function
module. The fault propagation path from node i to node j is represented by eij. If and
only if the failure of node i directly results in the failure of node j, the node i and node
j is the digraph can be connected by the directed line segment.

2.3 Fault Diagnosis Model Based on Digraph

Fault diagnosis model based on digraph consists of the following elements:
All possible sets of fault sources F ¼ f1; f2; . . .; fmf g;
Sets of fault observation sensor T ¼ t1; t2; . . .; tnf g;

System 

function 

analysis

Determine the function of 

components and establish 

functional module nodes 

according to the structure 

of system components 

and the signal 

transmission relationship.

Establish digraph of fault 

propagation for complete 

system based on signal

transfer relations of 

function modules.

Fig. 2. Digraph functional modeling flow chart
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Fault dependency matrix D for describing the relationship between the fault source
and sensor output.

Consider graph G = (V, E), where set V contains two sets of nodes: F ¼
f1; f2; . . .; fmf g and T ¼ t1; t2; . . .; tnf g, and requires that F can be completely covered

by T. E ¼ feijg is the edge connecting node vi and vj, representing the information flow
between nodes. Graph G captures the first-order causal dependency between nodes,
which is vi affect vj or vj affect vk. On this basis, we can obtain system fault dependency
matrix D. This is a dimension binary matrix m� n with fault source as row and fault
observation sensor as column. It reflects the observation ability of sensor tj 2 T . If fi
fails and can be observed by tj, then dij ¼ 1; otherwise, dij ¼ 0, which means that the
fault source fi cannot be observed by tj. In order to analyze the observing ability of
sensor tj 2 T to the given fault source fj 2 F, we usually use fault propagation algo-
rithm. This algorithm starts with any given fault source fj 2 F and propagates the fault
along eij 2 E to determine which subsequent nodes are affected by it. When the fault
arrives at the node vi, if vi is the test node, the appropriate output is generated at the
node and its copy is transmitted to the next node along the edge connected with vi. In
order to prevent the algorithm from entering a dead cycle, when another fault arrived at
one node, other faults stop replication and propagation at that node. The termination
condition of the algorithm is that the fault copy can no longer be propagated to any
other new nodes.

3 Correlation Model

3.1 Definition of Correlation

Correlation refers to the causal relationship between an entity (physical or conceptual)
and another entity. This correlation is directional. If z can be deduced from x, the z is
related to x or z depends on x; if x and z can be deduced from each other, then they are
interrelated.

Faults and testing have this correlation in the system. If the fault fi occurs can derive
that tj fails and tj pass can derive that fi did not happen, then tj and fi are interrelated, or
tj is a symmetric test. If only the fault fi occurs can derive that tj fails, but not tj pass can
derive that fi did not happen, then tj is an asymmetric test.

First-order correlation: refers to the direct causality, such as z can be directly
derived from x, which is called the first-order correlation of x and z. If a fault node is
directly connected with a measurement point in the system, then they are called first-
order correlation.

N-order correlation: also known as higher-order correlation, which refers to the
indirect causality. For example, x can be derived from w, y can be derived from x, and
z can be derived from y, it is said that z is related to w in order 3, y is related to w and
z is related to x in order 2. In the system, if a fault node is connected to a measurement
point through some intermediate nodes, they are called N-order correlation.
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3.2 Correlation Graphic Model

After the reasonable division of structure and function, the representation method of
correlation graphic model is to clearly indicate the connection between information
flow and each component, and the location and serial number of the test points, so as to
show the correlation between each component and test point, as shown in Fig. 3.

4 Sample Analysis

4.1 System Composition

Select a vehicle electronic information system as an example to verify the SDG fault
diagnosis method. The system consists of 15 kinds, 40 equipment. The digraph model
of system function is established as Fig. 4.

4.2 Result Analysis

After testing analysis, the result of fault detection (up to LRU level), fault coverage rate
and fault isolation rate of a vehicle electronic information system are shown in Table 1,
which is consistent with the actual situation.

1F 2F 3F

4F

1T
3T

4T

2T

Fig. 3. Correlation graphic model
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Fig. 4. Digraph model of a complex electronic system structure

Table 1. Fault detection rate

Test type Fault
detection
rate

Fault
coverage
rate

Fault isolation rate
Reach one
LRU

Reach two
LRU

Reach
three LRU

External test
equipment

75.23% 79.15% 70.45% 78.89% 88.61%
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5 Conclusion

Complex electronic system has complicated principal and excess amount of single
equipment and malfunctions, which makes it difficult to run quick failure diagnosis. It
is necessary to optimize its testability design at the beginning of the design, improve
the testability of the system and improve the supportability of equipment use and
maintenance. The article firstly analyzes the relationship between the testability model
and fault model, as well as the current technology development status. Secondly, it
introduces the definition of digraph, digraph model, fault diagnosis model based on
digraph and the modeling method and process of correlation graphic model. On this
basis, it proposes the integrated technology of testability design and diagnosis for
complex electronic information systems. Taking vehicle electronic information system
as an example, it establishes the function digraph model and analyzes its testability.
The results show that the conclusion of the model analysis is consistent with the actual
situation.
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Abstract. This paper is aimed at improving name entity recognition
(NER) accuracy. We replace the traditional bidirectional long short-term
memory network (BiLSTM) with a changed BiLSTM, and then uses a
CRF layer behind the changed BiLSTM layer to add the probabilistic
relation of different Chinese characters.
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1 Introduction

Name entity recognition (NER) is also known as proper name recognition. It
is a fundamental task in natural language processing (NLP) and has a wide
range of applications. Named entity generally refers to the entity with specific
meaning or strong reference in the text, usually including person name, place
name, organization name, and so on. NER is a foundation key task in NLP.
At the same time, NER is also the basis of many NLP tasks such as relation-
ship extraction, event extraction, knowledge mapping, machine translation, and
question answering system.

NER has been a research hotspot in the field of NLP. At beginning, NER
is based on dictionary and rule-based methods. Later, the traditional machine
learning methods, especially probabilistic graph models such as hidden Markov
model (HMM) [1,2], maximum entropy Markov model (MEMM), and condi-
tional random field (CRF) [3,4], became the focus of NER’s research. In recent
years, NER based on deep learning such as long short-term memory (LSTM)
has been become popular [5]. However, both probability graph model and deep
learning model are incomplete. Probability graph model does not learn the deep
hidden information in sentences and deep learning model does not consider the
probabilistic relation between parts of speech and the parts of speech. Some
scholars found that the combination of two methods deals with the above prob-
lems [8]. Huang Z, et al. used bidirectional long short-term memory (BiLSTM)
and CRF to do NER, and the results is very good [6,7]. Then, Lample G, et al.
proposed that use two LSTM and CRF can obtain deeper hidden information
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and a better accuracy [9]. But their method did not consider the reverse meaning
of texts. Also, Zheng S, et al. used a BiLSTM network to deal with this problem
and a LSTM network to replace CRF to gain the deeper semantic [10], but they
did not consider the probabilistic relationship.

To solve these problems, we propose an advanced BiLSTM network to achieve
better deep semantics and probability relationships. We use two LSTM to train
a sequence and return a sequence. What is more, we use two reverse LSTM to
train the same sequence and return a sequence too. Then, we concatenate the
two sequences to one sequence. Hence, we can obtain deep semantics and the
relationships including the forward meaning and backward meaning together.
Finally, we use a CRF to obtain the probabilistic relation.

In this paper, in Sect. 1, we introduce the background and the overall idea.
In Sect. 2 , we introduce the important models in our algorithm. In Sect. 3 , we
give out our experiment results. In Sect. 4, a conclusion is given.

2 Mathematic Models

2.1 Improved BiLSTM

The Disadvantage of RNN: Recurrent neural networks (RNN) are imple-
mented by reusing a cell structure. Hence, the output of the current moment is
related to the past.

The expression function of RNN is:

ht = f(W · xt + U · ht−1 + b), (1)

yt = V · ht, (2)

where xt and yt are the input and output at time t, respectively. ht is the memory
information at time t, and f(z) is an activation function, which is usually a tanh
function. W,U, b, v are the parameters of the network.

Because RNN is implemented by reusing a cell structure, we just train
W,U, b, v by iterations and do not need other parameters.

However, there is a disadvantage of RNN. It can not remember long time
information because of gradient diffusion. The appearance of LSTM solved this
problem.

The Advantage of LSTM: LSTM is a variant of RNN, which can effectively
solve the gradient diffusion problem of simple RNN. It mainly improves the
following two parts.

First, it adds a new internal state ct and retains the original external state ht.
Hence, gradient diffusion is suppressed by combining linearity and nonlinearity.
Second, it controls the amount of information transmitted through three gates,
ensuring that the linear transmission does not lead to too much information.
Therefore, its formulas are written as:

ct = ft � ct−1 + it � ĉt, (3)
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ht = ot � tanh(ct), (4)

where ft, it, ot are forgotten gate, input gate, output gate, respectively. They are
from 0 to 1. � means the product of the value of the gate and each element
in the vector. ĉt is the candidate states obtained by nonlinear functions. The
details are shown as follows:

ĉt = tanh(Wc · [xt, ht−1] + bc), (5)

it = σ(Wi · [xt, ht−1] + bi), (6)

ft = σ(Wf · [xt, ht−1] + bf ), (7)

ot = σ(Wo · [xt, ht−1] + bo), (8)

where [xt, ht−1] means to concatenate xt and ht−1, together. σ is sigmoid func-
tion:

σ(x) =
1

1 + e−x
. (9)

Because of these three gates and the internal state, LSTM can successfully
remember the past information and delete the useless information.

Although LSTM is the most popular network in dealing with time sequence
problems, it also has a small shortcoming. It just learn the forward informa-
tion but does not learn the backward information, which has limitations in the
language model.

The Meaning of BiLSTM: As we just mentioned above, sometimes, we need
a network to study the forward information and backward information together,
especially in text problem such as text classification, text translation, and NER.

BiLSTM is simple to understand. It has two LSTMs. The first one’s input is
from x1 to xT and its external state is from h1

1 to h1
T . The second one’s input is

from xT to x1 and its external state is from h2
1 to h2

T . Later, the concatenation
of these two LSTMs’ external state is ht = [h1

t , h
2
t ].

Our Changed BiLSTM: In this paper, in order to get the deeper informa-
tion of sentences and the forward and backward text connection, we change the
BiLSTM structure.

We divided the model into two parts. The first part is a forward LSTM
connected to another forward LSTM. The first forward LSTM’s input is the
input data, and the second forward LSTM’s input is the returned sequence from
the first forward LSTM. The second part is a backward LSTM connected to
another backward LSTM. Also, the first backward LSTM’s input is the input
data, and the second backward LSTM’s input is the returned sequence from the
first backward LSTM.

By using this structure, we can firstly get deeper meanings of forward and
backward text sequences. Later, we combine the two states together and use the
combinative result as the CRF’s input.
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2.2 Conditional Random Filed

The Model Definition: CRF is a conditional probability distribution model of
one set of output variables with another set of input variables that are given. It
is characterized by the assumption that the output random variables constitute
Markov conditional field.

The Parametric Formalization: If P (Y |X) is linear CRF and the value of
random variable X, x is given, the value of random variable Y , y is shown as
follows:

P (y|x) =
1

Z(x)
exp

⎛
⎝∑

i,k

λktk(yi−1, yi, x, i) +
∑
i,l

μlsl(yl, x, i)

⎞
⎠ , (10)

where tk and sl are characteristic functions which are always 0 or 1, λk

and μl are corresponding weights, Z(x) =
∑

y exp
( ∑

i,k λktk(yi−1, yi, x, i) +

∑
i,l μlsl(yl, x, i)

)
is a normalization factor.

The parameters are learned by BFGS method, which is not described here.

The Prediction Algorithm: The CRF prediction problem is to find the output
sequence y∗ with the maximum conditional probability given the CRF P (Y |X)
and the input sequence x. This problem is usually solved by viterbi algorithm.
Hence, the output sequence is written as:

y∗ = arg max
w

Pw(y|x) = arg max
w

exp(w · F (y, x))
Zw(x)

, (11)

and because Zw(x) is a constant and exp(.) is a monotone increasing function.
Therefore,

y∗ = arg max
y

(w · F (y, x)) (12)

So the CRF prediction problem is called the optimal path problem with the
largest probability of denormalization.

max
y

(w · F (y, x)), (13)

where the path means the tag sequence and

w = (w1, w2, ..., wK)T, (14)

F (y, x) = (f1(y, x), f2(y, x), ..., fK(y, x))T, (15)

fk(y, x) =
n∑

i=1

fk(yi−1, yi, x, i), k = 1, 2, ...,K. (16)

To solve the optimal path, (13) can be written as:

max
y

n∑
i=1

w · Fi(yi−1, yi, x), (17)
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where Fi(yi−1, yi, x) = (f1(yi−1, yi, x, i), f2(yi−1, yi, x, i), ..., fK(yi−1, yi, x, i))T is
local characteristic vector.

Later, use viterbi algorithm. First of all, the denormalized probability of each
mark j = 1, 2...,m to position 1 is:

δ1(j) = w · F1(y0 = start, y1 = j, x), j = 1, 2, ...,m. (18)

In general, the recursive formula is used to find the maximum value of the
denormalization probability of each mark l = 1, 2, ...,m to position i:

δi(j) = max
i≤j≤m

δi−1(j) + w · Fi(yi−1 = j, yi = l, x), l = 1, 2, ...,m, (19)

Φi(l) = arg max
i≤j≤m

δi−1(j) + w · Fi(yi−1 = j, yi = l, x), l = 1, 2, ...,m. (20)

When l = n, the maximum value of the denormalized probability is:

max
y

(w · F (y, x)) = max
1≤j≤m

δn(j), (21)

and the most optimal terminal:

y∗
n = arg max

1≤j≤m
δn(j) (22)

Return from the end of this optimal path:

y∗
i = Φi+1(y∗

i+1), i = n − 1, n − 2, ..., 1, (23)

Finally, the most optimal path is y∗ = (y∗
1 , y

∗
2 , ..., y

∗
n)T.

2.3 Our Model Structure

This part totally explains what we do and how to combine improved BiLSTM
and CRF together.

Figure 1 is the whole structure of our network.
Firstly, because all the words in corpus are in the form of one-hot encoder and

the dimension is very high, we use an embedding layer to find the words’ low-
dimension representation to reduce the learning time. Also, the low-dimension
dense representation has better representation ability than the high-dimension
sparse representation.

Secondly, we put the embedded words sequence into our improved BiLSTM
to learn the forward and backward deep semantic meaning. Then, use a merge
layer to concatenate the external state of the two-layer-forward LSTM and the
external state of the two-layer-backward LSTM.

Thirdly, the combined external state is regarded as the input of CRF layer.
CRF layer learns its parameters.

Finally, the output sequence of CRF layer is the name entities.
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Fig. 1. Whole structure of our model

3 Experiment and Results

3.1 The Form of Experiment Data

In order to show whether our algorithm is good or not, we do an experiment
with real data.

We download an open-source data of Chinese NER from the Internet. The
data form is as following. Each sentence is separated by “\n\n”. Each pair of
Chinese character and NER label is separated by “\n”. Each element (Chi-
nese character and NER label) in the pair is separated by “\t”. For example,
“ \tB-LOC\n \tI-LOC\n \tO\n \tO\n\n”. And the labels are “B-PER”,

“I-PER”, “B-LOC”, “I-LOC”, “B-ORG”, “I-ORG”, “O”.

3.2 Data Preprocessing and Model Compile

Obviously, this data can not be used directly. There must be some preprocessing.
First of all, we combine the characters in each sentence as an input sequence,

and we combine the NER labels in each sentence as an output sequence. How-
ever, the characters can not be used in a mathematic model. Hence, we count
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Fig. 2. Simple example of our experiment

the number of characters that appear and change each character to its one-hot
encoder form.

Later, LSTM should have a fixed input dimension, which means that the
input sequences should have the same length. So, we find the longest sequence
and use zero-padding to make the shorted sequence has the same length as the
longest one.

Finally, we use Keras to set up our model, and Fig. 2 is a simple example of
our model.

In our experiment, we use 50658 training data and 4631 test data. The output
embedding dimension is 200, and LSTM has 128 units. Also, there are batch
normalization layer and dropout layer. The “categorical cross entropy” is the
training loss and metrics, and we use “adam” as our optimizer.
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3.3 Experiment Result

After training our model with, we firstly use a new text to predict whether
our model has the ability to successfully analyze name entities. Here, we use a
sentence “

”, and the result is
that “B-PRE” + “I-PER”: “B-LOC” + “I-LOC”:

; “B-ORG” + “I-ORG”:
. We can see that the result is totally

correct.

Table 1. Comparison result of different algorithms.

Model CRF viterbi accuracy (%)

Embedding + LSTM 95.71

Embedding + CRF 96.57

Embddubg + BiLSTM 96.61

Embddubg + BiLSTM+CRF 97.41

Our model 97.87

Then, we compared our algorithm with the traditional algorithms by using
all test data, and the result is shown in Table 1.

From Table 1, we can find that our model has the best accuracy than other
models.

However, because our model has deeper structure than traditional models,
our training time is longer than other methods. Therefore, we add batch nor-
malization layers and dropout layers to reduce training time. Also, we reduce
the amount of units in LSTM layers appropriately. Finally, the comparison of
training time is shown in Table 2.

Table 2. Comparison of training time

Model Training time (mins) CRF viterbi accuracy (%)

BiLSTM + BN + Dropout 126 96.59

BiLSTM + CRF + BN + Dropout 142 97.46

Our model 164 97.87

Our model + BN + Dropout 148 97.91

Table 2 shows that our model with BN and dropout layers can use the same
training time as the traditional models to get a better CRF viterbi accuracy.
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4 Conclusion

In order to solve the problem that traditional BiLSTM can not obtain deeper
latent semantics, we change the BiLSTM model, and successfully combine it with
a probabilistic graphic model (CRF layer) to gain a better prediction accuracy
in NER problem. After experiments, we can find that it is useful in Chinese NER
question, and it has the highest CRF viterbi accuracy.
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Abstract. Google’s AlphaGo shocked the world by easily defeating Korean Go
player Lee Shi-shi, thus setting off a new upsurge of artificial intelligence
research and application. Currently, artificial intelligence technology is devel-
oping at a speed beyond imagination, and it has become the core and key to the
leap-forward development of every industry. However, application of artificial
intelligence technology also encounters many problems. Key problems of mil-
itary application of artificial intelligence are analyzed emphatically, and solu-
tions to those problems are introduced, as a reference to further research.
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1 Introduction

In March 2016, AlphaGo, developed by DeepMind, a subsidiary of Google, shocked
the world by easily defeating Korean Go player Lee Shi-shi, thus setting off a new
upsurge of artificial intelligence (AI) research and application. AI technology is
developing at a speed beyond imagination, and it has become the core and key to
implement leap-forward development in every industry. The military, of course, is no
exception and has higher expectation. In military, AI is a revolutionary and enabling
technology capable of improving mission tasks from intelligence gathering to situation
predicting, decision-making and autonomous unmanned combat. Thus, world’s mili-
tary powers have continuously strengthened their research and application of AI and
expect to seize the strategic commanding heights. However, compared with the civil
application, the application of AI in military has great particularity, such as the restraint
of war ethics. This paper does not discuss such issues, but only the related technical
problems of AI military application. These problems include data, security, credibility,
etc., which hinder the military application of AI technology. These problems must be
solved before AI technology can be widely used in the military. Through the analysis
of the exploration of AI military application at home and aboard, solutions to the above
problems are suggested, as a reference to further research.
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2 Problem Analysis

Generally speaking, the main problems of the application of AI technology in military
are as follows:

First is data. Data is the lifeblood of AI. Without dataset, AI has become a passive
water. Learning has neither object nor verification basis. Data problems include three
aspects: Firstly, the problem of data source—in peacetime, operational data mainly
comes from the aggregate of daily duty, live exercise, training and other ways.
However, these aggregates are far from enough to effectively support machine
learning. Even the USA, which has fought the most war in the world in recent years,
has the richest aggregate of battlefield data in the world, but its Defense Innovation
Unit (DIU) still thinks that the key to restricting the application of AI in the military is
that there are too few machine learning datasets available in a short and strong
competed environment, which makes it difficult for AI systems to carry out tasks
effectively in the complicated and competed environment [1]; secondly, the problem
of data comprehensiveness—the rapid development of AI technology is mainly due to
the continuous development of deep learning system. By deep learning, a large
amount of information can be inputted into the computer to allow deep learning
system to learn and analyze data. However, the data used to train deep learning system
is not comprehensive although it is constantly improving. For example, when using AI
system to pick out fruits, people train visual recognition algorithms by learning a large
number of image databases. The purpose is usually to identify the “natural” appear-
ance of fruits. However, compared with the bright photographs of intact fruits, there
are relatively few pictures of rotten fruits. And unlike humans, AI systems tend not to
calculate or ignore them, while the human brain tends to pay attention to these
abnormal groups and react strongly to them [2]. In military application scenarios, this
situation is even more serious; and thirdly, the problem of data annotation—current
machine learning systems acquire a large amount of data through sample learning,
which has been independently labeled by analysts to generate the required output.
With the development of the system, deep neural network (DNN) has become the
latest technology in machine learning model. DNN can provide power for tasks such
as machine translation and speech or object recognition with higher accuracy. How-
ever, training DNN requires a lot of labeling data. The process of accumulating and
labeling a large amount of information is expensive and time-consuming. In addition
to the challenge of accumulating labeled data, most machine learning models are
fragile and vulnerable to collapse when their operating environments change slightly.
For example, in speech recognition systems, if the acoustic environment or the sensor
of the microphone changes, it may be necessary to retrain on a completely new
dataset. The time and effort required to adjust or modify the model are almost
equivalent to recreating the model.

Second is the problem of autonomous learning. At present, AI takes machine
learning technology as its core and relies on huge dataset. However, the battlefield
environment is complicated and changeable, the competition is violent, the situation is
changing rapidly, full of fog and accident, and the AI system cannot predict all possible
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factors or scenarios when it is developed. In order to carry out its mission under any
circumstances, the military AI system must have the ability of self-learning and quickly
react to sudden and extreme situations on the battlefield.

Third is the problem of security. AI system is facing many threats in battlefield,
including physical damage and cyber attack. Comparing with the hard damage caused
by physical attack, the soft damage caused by cyber attack may be more serious and
more difficult to prevent. The US’s “Resilient Military Systems and Advanced Cyber
Threat” describes the situation of missile control system being hacked and may be
directed against own troops [3]. The software nature of AI system determines the
inevitability of cyber attack. This is because the intelligent function of AI system comes
from the software composed of various branch logics, variable tables and parameter
tables [4]. The more complex the task and the more diverse the environment, the higher
the complexity of the software, the wider the scope involved, the more vulnerabilities
and weaknesses, the greater the possibility of being broken.

Fourth is the problem of credibility. In civil AI products, as long as the algorithm is
effective, the others are not so important. How to allocate drivers and determine routes
for Uber? How does Google generate search results? How does Tesla’s autopilot work?
Many users are not particularly concerned [5]. In military applications, commanders
often need to know the reasons for AI system decision-making, because of the prob-
lems of life and death, war ethics and so on, before they can make up their minds.
But AI cannot explain its thoughts and actions to commanders, and commanders
cannot fully understand the decision-making process of AI system and cannot distin-
guish the logic behind a specific action of AI system, which often leads commanders to
distrust the decision-making and action made by intelligent system. Therefore, credi-
bility is the key to the wide application of AI system in battlefield.

3 Solution Analysis

In view of the above problems in the application of AI in military, through the analysis
of the research status at home and aboard, especially the USA, solutions to the above
problems are suggested as follows.

3.1 Using War Games to Simulate, Generate and Collect Data to Solve
Data Source Problems

Game AI has developed rapidly in recent years. AI has defeated humans in most
games, including Atari, StarCraft, Dota and so on. The rapid development of intelligent
game technology has attracted the attention of the USA and taken a series of related
measures. At present, the US Marine Corps University has been experimenting with the
“Athena” deduction tool, a simulation and deduction platform dedicated to training,
education and testing future AI applications [6]. Using Athena’s war game, an air
assault task can be planned to control the interception position to support amphibious
landing. The game requires the user to complete the planning process when talking to
the voice assistant. The program will prompt defensive forms, definitions of different
tactical tasks and related historical cases. As the game progresses, an AI application
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captures data, compares the user’s use of cover and range crossing areas, then evaluates
the user’s performance based on other data and records these data into a database on the
combat methods of US military professionals. Finally, Athena evaluates the data and
provides constructive suggestions for users, comparing their performance with that of
top-level users.

Through this game environment, the USA seeks competent commanders and
obtains the data needed to build future AI applications. Once enough data is available,
Athena can simulate modern military operations and propose new tactics.

Athena provides a test platform for exploring how to integrate AI into military
decision-making process. Using war games to observe how military experts make
decisions, benchmark data is established for testing a series of applications that enhance
warfighter judgment.

3.2 Explore a New Learning Algorithm to Reduce the Dataset Needed
for Model Training and Solve the Problem of Data Annotation

In order to reduce the cost and time associated with training and adjusting machine
learning models, DARPA launched the project of Learning with Less Labels (LwLL)
[7]. Through the LwLL project, DARPA will study new learning algorithms to greatly
reduce the dataset for model training or updating. This project aims to make the process
of training machine learning model more efficient. DARPA said that through the LwLL
project, the dataset needed to build a model will be reduced by six orders of magnitude
or more, and the label precedents used to label the model will be adjusted from millions
to hundreds; that is, a million images are needed to train a system now, and only one
image or about 100 label precedents will be needed in the future.

To achieve this goal, the LwLL project will explore two technical areas. The first
technology area focuses on building efficient learning and adaptive learning algorithms.
The main approaches are innovation in meta-learning, transfer learning, active learning,
K-shot learning and supervised/unsupervised adaptation. The second technical area
explores the normative description of machine learning problems, including the diffi-
culty of decision-making and the real complexity of the data used to make decisions. In
this regard, DARPA said that it is difficult to assess the efficiency of building machine
learning systems or the basic limitations of the accuracy level of the model. Through
LwLL project, we hope to find the theoretical limit of machine learning possibilities
and use this theory to promote system development and enhance capabilities.

3.3 Enhancing AI System’s Autonomous Learning and Environmental
Adaptability by Bionics

At present, AI takes machine learning technology as its core and relies on huge data
support. But the real world is full of contingency, and programmers cannot predict all
possible factors or situations. When these machine learning systems encounter special
situations that are not included in programs and databases, they will be at a loss. If we
want to expand the capability of machine learning system in this new environment, we
must stop its service and retrain it with additional data, but this method relies on human
intervention and is inefficient. In contrast, biological systems can conduct independent
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training, learn from past experience and adapt to the accumulated knowledge even in
the face of a new environment. From here we can see that even the most advanced AI
systems at this stage are still far from adaptive biological intelligence. In 2017, DARPA
launched a project called Lifelong Learning Machines (L2M) [8].

The learning mechanism proposed by L2M does not need to provide the system
with a large number of knowledge sets about applications as it does now. It needs
limited domain knowledge and methods to start its behavior and learning. L2M tries to
apply biological learning mechanism to machine learning system, breaking the
dependence of existing machine learning system on pre-programming and training
samples, so that artificial intelligence system, like biological system, can make deci-
sions based on experience. Even in the new situation without experience and training
before, it can also make scientific decisions quickly according to “experience” accu-
mulated in “life” and improve its operation. Active autonomy enhances the ability to
adapt to the environment. The L2M project will use the principles of computer science
and biological learning to build learning paradigms and evolutionary networks, and
continue learning through external data and internal goals. At the same time, L2M
project will set the limit of system capability and build a security mechanism for AI
system.

3.4 Setting Up Machine Commonsense Research to Enhance Reasoning
Ability of AI System

Common sense is a basic ability of human beings to perceive and understand the world.
Typical AI systems lack a general understanding of how the physical world works, a
basic understanding of human motivation and behavior, and a general understanding of
things like adults. The lack of common sense hinders the AI system’s understanding of
the world, its natural communication with humans, its rational behavior in unpre-
dictable situations and its learning of new experiences.

At present, in all machine learning applications, machine reasoning is relatively
narrow and highly specialized. Researchers must train and program AI systems for each
situation, but commonsense reasoning is still missing. To this end, in 2018, DARPA
launched a project called Machine Common Sense (MCS) [9]. The MCS project will
explore the latest developments in cognitive understanding, natural language pro-
cessing, in-depth learning and other areas of artificial intelligence research to find
answers to commonsense questions.

The MCS project plans to adopt two strategies to develop two different kinds of
commonsense services and to design a special evaluation method for the two services.
The technical area of research includes the following three aspects: First is the foun-
dation of human common sense, learning experience to build computational models
that can simulate human perception of objects (intuitive physics), agents (intentional
actors) and locations (space navigation). These computational models will assess and
identify cognitive development milestones in developmental psychology research and
the literature to determine their learning effectiveness at three levels
(prediction/expectation, empirical learning and problem solving). The second is the
basic experimental environment of human common sense. The basic test environment
of human common sense will be used when testing the research results in the field of
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technology, i.e., the foundation of human common sense. Third, there is a wide range
of common sense. Learn from online reading to construct answers to natural language
questions about commonsense phenomena and image-based questions. The service will
simulate the general knowledge of American adults in 2018 and will be judged through
the benchmark test of the Allen Institute of Artificial Intelligence (AI2). DARPA
predicts that researchers will use manual construction, information extraction, machine
learning, crowd sourcing and other computational methods to build the knowledge
base.

3.5 Developing Cyber Resilience to Actively Address the Security
Problem of AI System

In October 2016, the USA released two strategic documents related to the development
of artificial intelligence, the National Strategic Plan for Research and Development of
Artificial Intelligence and Preparing for the Future of Artificial Intelligence. In the area
of AI security, the National AI Research and Development Strategic Plan of the USA
emphasizes the new challenges that traditional network security may bring in AI
environment [10]. It is considered that AI systems embedded in key systems must be
durable and secure to cope with large-scale deliberate network attacks. It is believed
that the application of AI system will bring some new and unique threats. At the same
time, the report also emphasizes that AI systems may eventually adopt “cyclic self-
improvement”; that is, a large number of software modifications will be made by the
software itself, rather than by human programmers. In order to ensure the security of
self-modifying systems, additional research is needed to develop self-monitoring
frameworks such as checking the consistency of the system’s behavior through the
original goal of the designer or proven value frameworks that can resist self-modifying.

In the Report “Summer Study on Autonomy” released by the Defense Science
Board of the United States Department of Defense, the answer to the cyber security
problem of intelligent military applications is to enhance the cyber resilience of
intelligent systems [4].

Cyber resilience can effectively deal with the security problems of AI system
because the focus of cyber resilience shifts from preventing cyber attacks to minimizing
the impact of cyber attacks. It does not seek to establish a perfect system to deal with all
kinds of incidents, including anti-attack. Instead, it adopts a series of technical means to
improve the system’s self-active protection ability, so that the key tasks of the system
can still be carried out normally in the “toxic carrier” environment, under attack or even
under partial control, and maintain the normal function of the system, so as to take the
next step. The measures lay the foundation [3].

In January 2013, the US Department of Defense released the report “Resilient
Military System and Advanced Cyber Threat,” which proposed the construction of
resilient military system. In August 2014, the US Air Force issued a “Cyber Resilience”
research guide, which calls for accelerating the research of resilience mechanism and
key technologies, survival and recovery of core mission functions, cyber deception,
cyber agility, resilience and agility of embedded systems [11].
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3.6 Revealing the Transparency of AI Decision-Making and Enhancing
Credibility by Improving the Interpretability of AI System

Interpretability of AI systems has become a key obstacle to human–computer coop-
eration. Explainable Artificial Intelligence (especially explainable machine learning)
will be indispensable if we want human beings to understand, trust and effectively
manage the new generation of AI systems. To this end, in October 2016, DARPA
launched the Explainable Artificial Intelligence (XAI) project [12]. The goal is to
establish new or improved machine learning technology, generate explainable models
and integrate effective interpretation technology to enable end users to understand, trust
and effectively manage future AI systems. Through this project, the new machine
learning system will be able to explain its own logic principles, describe its own
advantages and disadvantages, and explain future behavior.

Explainable AI faces three challenges: how to generate explainable models, how to
design interpretive interfaces and how to understand users’ psychological needs for
effective interpretation.

In response to the first challenge, the project will develop a series of new or
improved machine learning technologies to generate more interpretable models; in
response to the second challenge, it hopes to integrate the latest human–computer
interaction technologies (such as visualization, language understanding, language
generation and session management) with new principles, strategies and technologies
for effective interpretation; in response to the third challenge, the project will plan to
summarize, expand and apply current psychological theories of interpretation.

At present, the project has achieved some results. At the IJCAI/ECAI 2018
Workshop on Explainable Artificial Intelligence (XAI) conference held in July 2018,
several papers funded by the project were published, including depth adaptive pro-
gramming through reward decomposition interpretation, natural language interpretation
of visual question and answer using scene diagrams and visual attention generation,
finite state representation of learning cycle strategy network, etc.

4 Conclusion

Artificial intelligence technology has shown good application prospects in all walks of
life and has become the core and key to achieve leap-forward development of every
industry. Military field is no exception. According to the characteristics of military
field, four key problems of AI application in military are analyzed and summarized,
including data problem, autonomous learning problem, security problem and credibility
problem. For each of these problems, through the analysis and summary of domestic
and foreign research, the corresponding solutions are introduced, which can provide
reference to related research.
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Abstract. With the development of the civil aviation industry, the pressure
carried by the air traffic management (ATM) system, which is the core of civil
aviation operations, is also gradually increasing, and therefore, it is necessary to
use the power of various emerging information technologies to build a smart air
traffic management system, thereby improving operational efficiency while
ensuring safe operation of air traffic management. In recent years, the research of
smart air traffic management has become a hot topic in academic circles, sup-
ported by industry guidance units such as the Civil Aviation Administration and
the Air Traffic Management Bureau, and scholars at home and abroad have
conducted relevant explorations on smart air traffic management. The paper
comprehensively analyzes the research results of smart air traffic management in
recent years, and for cloud computing, big data, artificial intelligence, Internet of
Things (IoT), mobile Internet, five most important emerging information tech-
nologies, the research progress of combining with smart air traffic management
is analyzed, meanwhile, proposed the shortcomings of the existing research and
the suggested research directions for the next step, provide reference for further
research on smart air traffic management.

Keywords: Smart ATM � Cloud computing � Big data � Artificial intelligence �
IoT � Mobile Internet

1 Introduction

Since 2009, US President Barack Obama has proposed the concept of “Smart Earth”
for the first time at a round table with business leaders. The concept of “smart” has
taken root in all walks of life and has become more and more popular with the
continuous development of new generation of information technology, the civil avia-
tion industry is no exception, put forward the development concept of “smart civil
aviation”. Taking it as an extension, in 2018, the Civil Aviation Administration of
China put forward the “four enhancements of air traffic management” strategic
objectives of “enhancing security, enhancing efficiency, enhancing smartness, and
enhancing coordination,” which focus on making up shortcomings and improving
capabilities from aspects such as production safety, guaranteed operation, and con-
struction developing [1]. Among them, “enhancing smartness” is an important foun-
dation and necessary path to achieve the objectives of “enhancing security, enhancing
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efficiency, and enhancing coordination.” And because of the importance of smart air
traffic management for the future development of air traffic management system, at
home and abroad, a lot of research has been proposed for this field, based on recent
research results in the field of smart air traffic management at home and abroad, the
paper will comb the concept and connotation and application and expansion of smart
air traffic management and discuss the development trend and priority of future research
in the field of smart air traffic management.

2 Concept and Connotation of Smart ATM

With the development of the new generation of information technology and the con-
tinuous expansion of the concept of “smart,” the concept of smart air traffic manage-
ment came into being. Wenxian and Xinping [2] proposed the concept of smart air
traffic management earlier, they believe that the smart air traffic management system is
a novel air traffic management system fully incorporating new generation of infor-
mation technologies, in which sensors are equipped and universally connected, forming
the “Internet of things for ATM” and contributing to the real-time surveillance and
control for air traffic. The heterogeneous information from “Internet of things for
ATM” is fused and processed through advanced computer platform. Then, the pro-
cessed information is provided to every domain application platform, fulfilling more
precise and more dynamic air traffic management. The concept basically applies the
relevant fusion concept in the smart earth and depicts the basic logical framework of
the smart air traffic management.

Jidong [3] strengthens the importance of Internet and artificial intelligence tech-
nology in the connotation of smart air traffic management, and he believes that in the
smart air traffic management system, smart refers to the use of Internet technology to
give management equipment some abilities of artificial intelligence, so that it can make
its own judgment quickly and accurately, with certain mechanical smartness. This
connotation also highlights an important feature of the smart air traffic management,
which is to improve the production efficiency and diversity of assistant decision-
making of air traffic controller through technical means [4] and reduce the amount of
labor for them.

Hongyu et al. [5] proposed a concept of smart air traffic management and designed
the overall framework of smart air traffic management system including sensing layer,
network layer, platform layer, application layer, and visualization layer (Fig. 1). The
sensing layer obtains information, the network layer transmits information, and the
platform layer implements information storage, information exchange, information
processing, etc., and the application layer covers control command, airspace man-
agement, air traffic flow management, flight service, low-altitude/general aviation,
unmanned aircraft air traffic management, etc., and the visual layer provides efficient
and intelligent interaction. Flexible and scalable basic platform and air traffic man-
agement applications can be realized through layered principles.
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3 Application and Expansion of Smart ATM

The development and implementation of smart air traffic management are inseparable
from the maturity and application of a new generation of information technology.
Scholars at home and abroad have conducted the research and exploration which
combined air traffic management with representative technologies of a new generation
of information technologies such as cloud computing, big data, artificial intelligence,
Internet of Things, and mobile Internet.

3.1 Cloud Computing

Yun [6] analyzed four types of shortcomings of the current situation of data storage,
processing, and analysis in air traffic management, and discussed the potential appli-
cations and advantages of using cloud computing in the management and processing of
air traffic management data, and accordingly proposed improved optimization solution
based on cloud computing infrastructure. She thought that data management solutions
based on cloud computing can greatly improve the reliability and security of infor-
mation systems in air traffic management and reduce the complexity and repeatability
of data management.

Yunfei et al. [7] applied cloud computing to civil aviation collaborative decision-
making system, they designed the system algorithms based on cloud computing
topology, and carried out comparative algorithms analysis. Then, the optimal algorithm
was used to complete the preliminary overall design and simulation test of the cloud
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Fig. 1. Architecture of intellectualized air traffic management
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computing platform of system, which proved the feasibility and advancement of using
cloud computing in air traffic management information systems.

Yuan [8] summarized the application experience of using cloud computing tech-
nology in the construction of air traffic management information systems at home and
abroad. Analyses in the new generation of air traffic management information systems
architecture based on cloud computing technology, air traffic management cloud
computing verification project, air traffic flow management system based on cloud
computing were focused on. And by setting up an air traffic flow management pro-
totype system based on cloud computing technology, the feasibility of constructing an
air traffic management system in the form of cloud was verified.

3.2 Big Data

With the development of information technology, big data technology has been widely
used in the field of air traffic management as a trend of the current information industry.
Chen and Fan [9] have combed the research progress of big data using the USA’s air
traffic management which has more developed civil aviation industry. Currently, the
USA has achieved certain results in the System Wide Information Management
(SWIM), the FAA operation and performance data system, the US National Flight Data
Center, the enhanced traffic management system (ETMS), and other aspects. Overall, a
big data application management model in air traffic management for statistical anal-
ysis, collaborative operation, and planning decision has been formed. The storage and
hierarchical management of related data are becoming more and more standardized,
and the secondary development and efficient use of data have become a hierarchy that
is worth learning from.

Jingwei et al. [10] discussed the construction path of air traffic management big
data based on information fusion. They proposed the basic idea of constructing China’s
air traffic management big data to build a national core database, establish an inter-
active interaction mechanism, and provide analytical and evaluation data products, by
fully integrating and mining the data to optimize China’s air traffic management
information systems.

Ziqi [11] believed that the current application of big data in the field of air traffic
safety management is still in its infancy, but it has achieved certain applications and
breakthroughs in promoting the transformation of safety management mode, safety
hazard investigation, operational risk warning, and unsafe incident investigation and
case study.

Yongjie and Hui [12] integrated the previous research results and proposed a four-
layer architecture of air traffic management big data based on the data, technology,
platform, and application from the perspective of the application of the air traffic
management network information system. Meanwhile, in terms of coordination,
security, efficiency, and management, the application direction and development trend
of air traffic management big data were given.
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3.3 Artificial Intelligence

Xiaohong et al. [13] proposed the composition and implementation method of the
artificial intelligence assistant decision-making system for air traffic management from
the reality. The system aimed at solving different problems of air traffic management at
all levels based on the prediction of flight conflict, the resolution of flight conflict, and
the intelligent management of flight flow so as to finally realize the full application of
artificial intelligence in air traffic management.

Yabin [14] believed that artificial intelligence technology can be applied to air
traffic flow management assistant decision-making and flight conflict detection and
detachment assistant decision-making, thus forming an artificial intelligence assistant
system for air traffic management.

Tiansheng [15] believed that Automatic Dependent Surveillance Broadcast (ADS-
B) can be regarded as a special artificial intelligence technology. Compared with other
technologies, ADS-B provides a more accurate supervision method, enabling air traffic
controllers can control air traffic management information systems as a whole and
enhance the safety of air traffic, effectively solve congestion and re-push problems,
improve the air traffic operating environment, and ensure flight safety.

3.4 Internet of Things (IoT)

Xinping [16] proposed a new air traffic management system based on IoT technology.
The core of the project is to use the Internet of Things to improve the perception ability
of air traffic in a more efficient and intelligent way and to enhance the interaction ability
between air traffic controllers and pilots through various data links, thereby improving
the level of air traffic management.

Yudong [17] analyzed the application prospects of using IoT technology in air
traffic management collaborative decision-making system, airborne interval assistant
system, and flight queue management.

Rui [18] and Yuanwei [19] proposed that the two key technologies of smart air
traffic management are radio frequency identification (RFID) technology and wireless
sensors network, by use of the two key technologies to realize surface operations,
airspace operations, collaborative air traffic flow, runway safety, and equipment status
management.

3.5 Mobile Internet

As a representative application software of the era of mobile Internet, WeChat has
attracted applications from all walks of life since its introduction of Mini Program, due
to its high feasibility of technology and application. Duan and Xie [1] developed the
“Smart Management of Air Traffic Management Projects” system with the help of
WeChat Mini Program tool. The system can realize the effects of mobilization,
informationization, intelligence, velocity, and visualization of the project management
system of East China Air Traffic Management Bureau of CAAC. It can be said that the
use of mobile Internet has improved the intelligent level of air traffic management.
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4 Suggestions for Follow-up Research

Based on the results of previous research, it can be seen that scholars at home and
abroad have made useful explorations of smart air traffic management from the per-
spective of the combination of air traffic management and a new generation of infor-
mation technology. Cloud computing, big data, artificial intelligence, Internet of
Things, and mobile Internet technologies all have obtained a relatively rich application,
but there are still some shortcomings in the existing research.

In the aspect of combining the research of smart air traffic management with cloud
computing and big data technology, the existing research focuses on solving the
storage optimization problem of large amounts of data, and the business application is a
little limited. As the potential value of the air traffic management data continues to
increase, it is recommended to carry out in-depth research of intelligent data processing
of air traffic management. By studying the technologies of acquisition, processing,
transmission, interaction, and intelligent mining of various air traffic management data,
the capability promotion of the value of air traffic management data to the operation of
air traffic management is further enhanced.

In the aspect of combining the research of smart air traffic management with
artificial intelligence technology, the existing research has proposed to apply it to air
traffic flow management assistant decision-making and flight conflict detection and
detachment assistant decision-making. It also proposed the idea of developing auxiliary
decision-making system. It is suggested that the follow-up study can further expand the
scope of application on this basis and carry out more exploration in intelligent conflict
management, intelligent air traffic flow management [20], intelligent planning man-
agement, and intelligent entry and exit sorting, and intelligent airport operation. At the
same time, there have been many runway incursions in recent years. The hidden
problem of information deviation in ground–air interaction needs to be solved urgently.
For the important role of ground–air interaction talks in air traffic management, arti-
ficial intelligence technology can be introduced to study the applications of some
important operation process such as voice read-back of air traffic controllers. What is
more worthy of expectation is that, until the application of future artificial intelligence
and other technologies in air traffic management is mature and reliable, we can com-
pletely use the robots with the ability of air traffic management, planning, reasoning,
and action to complete the air traffic management business. It will bring about
tremendous changes in the development of the entire air traffic management.

5 Conclusion

The importance of smart air traffic management for the future development of air traffic
management has reached a general consensus. Researches have also been carried out in
this field, and rich research results have been obtained. Combining the research results
in the field of smart air traffic management at home and abroad, the paper combs the
concept and connotation of smart air traffic management and analyzes the application
expansion of smart air traffic management for five most important emerging infor-
mation technologies (cloud computing, big data, artificial intelligence, Internet of
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Things, and mobile Internet). And the development trend and priority of future research
on smart air traffic management are discussed in view of the shortcomings of the
existing research, which provides a reference for the further research of the subsequent
smart air traffic management.
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Abstract. The accuracy of 4D trajectory prediction is the foundation of
trajectory-based operation and decision support tools of ATC. Meteorological
modeling, especially the wind modeling, is the key element for improving the
precision of trajectory prediction. Through analyzing the wind data in GRIB
(GRIdded Binary) format, wind speed and direction at each levels can be
obtained. Meanwhile, the 4D trajectory prediction model is constructed based on
the wind effect to aircraft movements, especially ground speed and heading of
aircraft. Taking arrival flights to Shanghai Pudong International Airport as an
example, a simulation is conducted through the comparison of prediction results
and the radar information. And the simulation results indicate the effectiveness
of the proposed approach.

Keywords: Trajectory prediction � GRIB data � Wind data � Meteorological
modeling

1 Introduction

The aircraft 4D track is an accurate description of the spatial position (longitude,
latitude, and altitude) and time of each point in an aircraft track in space and time [1].
The accuracy prediction of 4D trajectory is the technical basis of a new generation of
air traffic control automation system based on track operation. It is widely used in flight
sorting [2], early warning and cancelation of flight conflicts [3], and track optimization.

At present, there are two main methods for aircraft flight trajectory predicting: First,
based on the hybrid estimation theory [4] to achieve track prediction, after all, aircraft
motion not only has multi-modal properties, but also needs to consider its three-
dimensional state in the horizontal, vertical and lateral directions. Therefore, track
prediction can be regarded as an estimation problem of stochastic linear hybrid systems
[5]. The second is based on aircraft dynamics and kinematics models, using various
performance parameters of the aircraft to achieve track prediction [6].

For aircraft dynamics and kinematics based on track prediction studies, accurate
data support can improve the effectiveness of predictions, and meteorological data is
one kind of important data. The influence of wind data in meteorological data on track
prediction is particularly important. If wind speed and direction are lacking, the
accuracy of aircraft four-dimensional trajectory prediction will be reduced. However,
due to the difficulty in obtaining wind data, in the current domestic 4D track prediction
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research, the influence of wind on track prediction is theoretically described, or the
wind speed and wind direction are assumed in the form of vector diagrams. Simple
modeling: Since the above method cannot accurately obtain the real data of the
meteorological department, the effect of the four-dimensional track prediction is not
convincing. Therefore, it is particularly important to model the track prediction wind
information and to use the meteorological model covering the wind information as an
independent module to participate in the construction of the track prediction model. By
analyzing the meteorological data in GRIB format, this paper realizes the storage of the
specific wind data in the form of database, and then in the process of track prediction,
real-time reading and calculation can effectively improve the accuracy of 4D track
prediction.

2 Format and Processing of Wind Data

2.1 Wind Data Format

The European Center for Medium Range Weather Forecasts (ECMWF) provides
meteorological information on a global scale, and its numerical forecast is currently at a
high level in the world and has a high use value. The meteorological data provided by
ECMWF can be selected according to the isobaric surface, that is, the numerical
information under different levels is found. The meteorological information is stored in
the file in the GRIB data type, and the forecasting center updates the data every 6 h.

The GRIB code [7] is a computer-independent compressed binary code used pri-
marily to represent numerical weather analysis and product forecast data. For high-
speed communication links using modern communication protocols, GRIB is an
effective tool for delivering large volumes of gridded data. By packaging and com-
pressing various related data into GRIB codes, the information is organized much more
compactly than the character-based form, thus facilitating the storage of data and
speeding up the transfer between computers.

2.2 Wind Data Processing

GRIB is an effective tool for a large number of gridded data. The global positioning of
meteorological information is determined by grid points, and the grid position is
uniquely represented by latitude and longitude. The process of obtaining wind data in a
certain area has the following four steps:

(1) Select the required weather data. Select the data of the upper air pressure layer,
including the date, time (0, 6, 12, 18 h), wind component, required pressure layer,
etc., where the time is UTC time.

(2) Crop the area. Select the meteorological data of a certain area of the world, and
determine the north–south area by the latitude range, and determine the east–west
area by the longitude range.

(3) Determine the unit grid span. The data is defined at 0.75° � 0.75° latitude and
longitude spans, you can also customize the grid span to the required accuracy.
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(4) After each option is determined, download the file. The file download format is
GRIB data. The GRIB data file is recorded in units. Each record contains the value
of a single physical quantity of a set of grid points on a height layer.

For the wind data stored in the GRIB format on each acquired air pressure layer, the
description file can only be generated after being decoded. The basic process is: First,
use the tool grib2ctl. exe generates a description file.ctl of the entire file. Then, use the
tool gribmap. exe generates a map file. idx; Finally, through its description file, the
form and structure information of the file storage record can be extracted to process the
data.

The specific process is shown in Fig. 1.

3 Meteorological Modeling of Trajectory Prediction

3.1 Track Prediction

Track prediction is a process of estimating the future trajectory of an aircraft by a track
predictor. The track predictor predicts the future direction of the aircraft based on the
current state of the aircraft, estimated flight intent, expected environmental conditions,
and aircraft performance, such as Fig. 2 shows.

Preparation process: The initial version of the flight script (aircraft flight intent) [8].
Data input requires flight planning, airline operating procedures, and air traffic
control restrictions on aircraft performance.
Calculation process: The core function of the track predictor. The flight script
contains a description of the aircraft’s operation, including its programmed air
traffic control restrictions. The track calculator integrates intent information with 4D
trajectory implementation using environmental condition prediction information
and aircraft performance data.

levelX GRIB
File

Generate
Description 

File

Grib2ctl Tool 
Processing

GribmapTool 
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Data reading Meteorological
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Fig. 1. Flow chart of GRIB wind data processing
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Update process: The track predictor can update the process based on time when new
status or intent data appears. The update process may generate new flight scripts or
may only correct the information.
Output process: The predicted track data is handed over to the customer for the
application, such as collision detection and release, approach management, and
departure management.

The inputs to the track predictor include basic data, meteorological data, and air-
craft performance data. Among them: the basic data includes airspace data, route
information, etc.; meteorological data is constructed by wind data based on GRIB
format given in this paper; aircraft performance data is set by BADA [9] (engine basic
data, which is developed by European Control Experimental Center) Supported by
ASCII data, including data on operational performance parameters and airline program
parameters for 399 aircraft types.

3.2 Wind Data Pre-processing

In the track prediction, the real-time position of the aircraft is not exactly at the grid
point. Moreover, the grid formed by the GRIB data points is not a regular rectangular
grid, but is an approximately trapezoidal grid. Therefore, in order to determine the wind
vector information on the latitude and longitude of the aircraft, it is necessary to find
the four grid points adjacent to the latitude and longitude, as shown in Fig. 3 shows.

The east–west wind component u(M) of the M point wind is obtained by two-point
linear interpolation:

uðMÞ ¼ u1 þðu2 � u1Þ � ðx0 � xiþ 1Þ
ðxi � xiþ 1Þ ð1Þ

 Trajectory Computing

Trajectory 
Prediction

Fig. 2. Prediction process of 4D trajectory prediction
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In the formula, u1 is the east–west wind component of point Oi+1,j+1, and u2 is the
east–west wind component of point Oi,j+1.

In the same way, by linear interpolation, the wind component v1 of the north–south
direction of Oi+1,j+1, the east–west wind component u2 of the point wind of Oi,j+1, and
the wind component v2 of the north–south direction can be obtained. And the east–west
component (u) of the point O and the north–south direction component (v) are obtained
finally. Thereby, get the size and direction of the wind:

Vwind ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2

p
ð2Þ

uwind ¼
arctanðu=vÞ u[ 0; v[ 0
180� arctanðu=�vÞ u[ 0; v\0
180þ arctanð�u=�vÞ u\0; v\0
360� arctanð�u=vÞ u\0; v[ 0

8>><
>>: ð3Þ

Among them, Vwind is the wind speed and uwind is the wind direction. North–south
direction: the south wind is positive; East–west direction: the west wind is positive.

3.3 Wind Impact Analysis

In the track prediction, when the vacuum speed and the wind speed are constant, the
degree of crosswind, that is the difference of the wind angle, will cause the magnitude
of the bias flow and the ground speed to change [10].

Due to the influence of the crosswind, the aircraft’s track will be biased toward the
leeward side of the heading, resulting in a bias flow. The bias flow is the angle between
the direction line of the aircraft relative to the air movement to the direction line of the
ground motion, and is represented by the angle between the ground speed vector and
the space velocity vector. In the left crosswind, the track is biased to the right side of
the heading, and the bias flow is positive. When the crosswind is right, the track is

, 1 1,i j i jO x y 1, 1 1 1,i j i jO x y

1, 1,i j i jO x y
, ,i j i jO x y

0 , jN x y

0 1, jM x y

0 0,O x y

Fig. 3. Grid data of trajectory point

426 Y. Yin and M. Tong



biased to the left side of the heading and the bias flow is negative; and the magnitude of
the drift is related to the vacuum speed and the wind speed and the degree of crosswind.

The angle between the ground speed vector and the wind speed vector, that is, the
wind angle, indicates the extent to which the aircraft is subjected to the crosswind.
Taking the flight path as the reference, when the left-side wind is used, the flight path is
clockwise to the wind direction line, which is positive value, i.e. “+WA”; when the
right-side wind is used, the flight line is counterclockwise to the wind direction line,
which is negative value, i.e. “−WA.”

From the decomposition of the wind, we can know that: Vwind � sin(WA) is the
crosswind component, which will make the flight path deviate from the heading line
and generate a bias flow, which will affect the navigation direction; Vwind � cos(WA)
is the cis (inverse) wind component, which will affect the ground speed of the aircraft,
make the ground speed not equal to the vacuum speed, and affect the sailing time.

In the track prediction, since the wind directly exerts a force on the aircraft, a bias
flow and a windward wind component are generated, which affects the passing time of
the aircraft. During aircraft flight, according to the known wind direction and wind
speed, the bias flow and ground speed can be calculated, and the distance traveled per
unit time can be obtained:

WA ¼ uwind �MTK
DA ¼ arcsinðVwind=VTAS � sinðWAÞÞ
VGS ¼ VTAS � cosðDAÞþVwind � cosðWAÞ
DIS ¼ VGS � DT

ð4Þ

Among them, DIS is the distance files per unit time, and MTK is the track angle.

4 Simulation Verification

4.1 Radar Data

The radar data from Shanghai terminal airspace is copied, and the radar track is
transferred to a computer-readable file (.txt) by controlling the playback function of the
automation system.

Extract historical radar data for a particular day’s flight, including location and
speed information for each flight at different times. According to the route and sector
division of the navigation data in Pu Dong Airport, the radar trajectory of the arrival
flight from the northwest on January 2, 2013, is analyzed, as shown in Fig. 4 (the thin-
dotted line indicates the sector boundary and the thick-dotted line indicates the
approach route, the solid line indicates the radar trajectory).

4.2 Wind Vector

The GRIB grid data of the required Shanghai terminal area is tailored and processed
according to the flow chart shown in Fig. 1. The wind vector is shown in Fig. 5.
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4.3 Simulation Verification

The flight from northwest approaching to Pu Dong Airport (CCA4503) was selected as
a simulation case on January 2, 2013. In the forecasting process, the track prediction is
performed on the meteorological models that are added and not added by the GRIB
wind data. The comparison between the track prediction point and the actual radar
point is shown in Table 1.

Fig. 4. Radar trajectory of Pu Dong airport arrival flight from the Northwest

Fig. 5. Schematic of wind vector data
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After comparative analysis, it can be seen that the track prediction result of adding
wind data is more accurate, indicating the integration of wind data in the GRIB data
format for meteorological modeling can effectively improve the accuracy of the track
prediction tool.

5 Conclusion

In this paper, the processing flow of wind information in GRIB data format is given in
the process of track prediction, and the meteorological model supported by wind data is
integrated into the track prediction model to carry out four-dimensional track predic-
tion. For more complex meteorological modeling, and the impact of weather forecast
information on track prediction, it will be an important research direction in the future.
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Abstract. In order to effectively identify the rumor information in the Weibo
platform, we propose a combined model based on deep learning, which includes
convolutional neural network (CNN) that incorporates the attention mechanism
and combines with the neural network of long short-term memory (LSTM) to
implement a microblog rumor detection method for the characteristics of user-
content relations. Firstly, the convolutional neural network incorporating the
attention mechanism is used to extract the fine-grained features of the user-
content relationship. Secondly, the LSTM network is used for coarse-grained
feature extraction. Finally, the extracted feature vectors are classified by the
Softmax classifier so as to achieve a good effect of rumor detection.

Keywords: Weibo � LSTM � CNN � Attention mechanism � Softmax

1 Introduction

With the further development of the Internet era, social media has gradually increased
its position in people’s life, study, and work. Weibo is a broadcast social network
platform that spreads short-text real-time information through interactive methods. As
an open platform, Weibo has the characteristics of real-time, convenience, and rapid
dissemination in information. However, Weibo is not only an effective platform for
people to obtain information, but also an important tool for the breeding and dis-
semination of rumors.

At present, most of the rumors research based on Weibo are still using traditional
machine learning methods. Most of these methods use texts, user behaviors, time
series, and emotional values as rumor judgement basis. This paper leads into a
framework of deep learning, using a convolutional neural network model with attention
mechanism and a time-characteristic LSTM network model to effectively identify the
microblog rumors by using the relationship between user features and content features.

The main structure of this paper includes the following parts: The second part
introduces the related work on rumor recognition; the third part describes the rumor
detection method based on composite model of user-content relations; the fourth part
summarizes the proposed method.
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2 Related Work

At present, there are two common methods for detecting microblog rumors, one is
feature classification based on traditional learning, and the other is rumor recognition
based on deep learning by constructing neural network model.

The feature classification method is mainly based on content features and user
features. Qazvinian et al. [1] used Bayes classifier to construct positive and negative
models and extracted various potential features such as behavioral features and emo-
tional features of the information posted or put forwarded by users. Zhang et al. [2]
believe that shallow features cannot distinguish between rumor information and non-
verbal information. Therefore, an automatic rumor detection method based on the
newly proposed implicit feature and the shallow feature of the message is proposed.

Compared with the common feature extraction classification algorithm, the neural
network model based on deep learning is more efficient and accurate for rumor
recognition. Ruchansky [3] and others proposed a model called CSI, which is based on
the improvement of recurrent neural network; the model is mainly divided into two
modules, the former captures the time response characteristics of users and content and
combines with the text, and the latter captured source features and achieved good
results in false news recognition.

The above research work had carried on rumor recognition from multiple dimen-
sions and achieved good rumor recognition effect. However, the performance of
monolayer neural network model in feature extraction is not very ideal, and the
extraction of some deep features cannot be completed. When the common CNN is
combined with the LSTM network model, some user-content relationship character-
istics are often neglected, which leads to the loss of some features, and the long-term
time series rules need to be optimized. Therefore, this paper proposes a CNN with
attention mechanism that combines with the LSTM network model to achieve the
purpose of rumor recognition.

3 Rumor Recognition Based on Composite Model
of User-Content Relations

3.1 Traditional CNN-LSTM

The convolutional neural network model based on deep learning has the ability of
learning characteristics hierarchically. Research [4] shows that the features learned by
convolutional neural networks have stronger discriminative ability and generalization
ability than artificial design features. The LSTM is a time recurrent neural network [5].
The neural network has three main gates (input gate, forgetting gate, and output gate)
and a cell unit component, which can realize time series prediction.

Traditional rumor detection method based on deep learning mainly extracts the
local features of short texts through the convolutional layer of CNN and constructs new
vectors by convolution kernel operation. On the characteristics of time dimension,
using LSTM network model with the ability of feature extraction for long-distance
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time series, data can solve the characteristics of long-distance context-dependent fea-
ture learning and store information of different time periods and construct deep learning
model for rumor detection.

3.2 CNN with Attention Mechanism Combined with LSTM

In recent years, neural networks based on the attention mechanism [6] have made
important progress in the tasks of natural language processing. We integrate the
attention mechanism into the convolutional neural network, mainly by multiplying the
output features of the CNN module and the salient features output by the corresponding
attention mechanism module. The feasibility and effectiveness of the fusion method
have been verified in the literature written by Wang et al. [7].

eji ¼ aðqueryi; keyjÞ ð1Þ

Compared with the traditional rumor detection method, the combined model
learning method based on user-content relationship proposed by us, Which compre-
hensively considers the relationship between users and content, extracts the relevant
features between them, and achieves better rumor identification effect through model
training. Inspired by the CNN-based neural multitask model, we use the CNN model
with attention mechanism to extract significant fine-grained features and extract coarse-
grain features based on text and emotion features. At the same time, each dimension is
refined and processed, and the output is carried out through the last hidden layer in
LSTM network, which can prevent the memory loss and gradient exploding problems
caused by excessive step length. Finally, Softmax classifier is used for feature
classification.

Finally, we will introduce the characteristic feature parameters used in the simu-
lation module. The characteristic parameters between the user and the content are given
in Table 1.

Table 1. User and content characteristics

Number Content-based feature Number User based

x1 String length y1 Number of followers/fans
x2 Semantic feature y2 Impact/number of tags
x3 Punctuation/emoji y3 Registration time
x4 Emotional polarity y4 Forward/comment
x5 Positive/negative y5 member
x6 Message relevance y6 User credibility
x7 Label/connection y7 Comment
x8 Graphic combination y8 Registration time/location
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4 Conclusion

We firstly use the CNN neural network that incorporates the attention mechanism.
Compared with the single neural network model, it can better explore the deep user
characteristics and extract significant fine-grained user and content relation features.
Then, LSTM is used to mine the coarse-grained features of long memory information,
so as to realize the purpose of rumor recognition. The method is simulated in the deep
learning framework—TensorFlow. The experiment proves the feasibility of the pro-
posed model strategy, and the CNN integrates attention mechanism that combines with
LSTM network model and fully exploits the characteristics between the user and the
content relationship, which can effectively improve the accuracy and time efficiency of
rumor detection.
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Abstract. A hypercube labeling model HyperD was introduced to solve the
problem of excessive bandwidth consumption and long query time between
various nodes. By analyzing and adopting different strategies to improve the
routing query algorithm of HyperD, a relatively more efficient routing query
algorithm is proposed, which reduces the cost of communication and accelerates
the data transmission between nodes. In order to verify the effectiveness of the
algorithm, experiments were performed on randomly selected HyperD networks
of various sizes. The improved routing algorithm was compared with the known
routing algorithms, the results show that the improved algorithm is more effi-
cient, and it can find the optimal solution in valid time.

Keywords: Bandwidth consumption � Routing query algorithm � HyperD

1 Introduction

Reducing unnecessary message transmission and the overall bandwidth utilization in
P2P networks is a very interesting issue [1–4]. Toce et al. [5–7] used hypercube in
dynamic label mode (HyperD) to prove that the label mode can reduce the bandwidth
utilization in the network under certain conditions. Compared with the traditional
Dijkstra algorithm [8–10], the HyperDRouter algorithm given by Andi Toce et al.
greatly reduces the search time, but it cannot find a better path in a valid time for non-
complete hypercube cases. This paper continuously improved the routing query
algorithm with different strategies. We, respectively, proposed MNR, MMNR, and
MPPR algorithm. Then, we compared and analyzed the three algorithms with the
existing Dijkstra algorithm and the HyperDRouter algorithm given. The results showed
that the MPPR algorithm was the best overall, especially in the case of a high sparse
rate.

2 Routing Query Algorithm

In routing algorithm HyperDRouter, the path between two nodes is determined by the
Hamming distance between their labels and the path of any intermediate nodes [8, 11].
The time complexity is close to O k2ð Þ, and k is the dimension. The followings are the
improved routing algorithm of HyperD with different strategies, which can find the
optimal solution in an effective time.
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2.1 Maximum Neighbor Priority Routing Algorithm

This section adopts the strategy of preferentially selecting the node with the largest
neighbor set and controls the selection range of the node. The improved heuristic
maximum neighbor priority routing algorithm (MNR) is proposed. Different from the
HyperDRouter algorithm, Eq. (2.1) further controls the range of selected nodes, which
makes it more likely to find the best path.

PathMNR ¼
Xv
t¼u

maxfNeisðpÞjp 2 All minfminfdifferenceðlt; lvÞggg ð2:1Þ

2.2 Multipath Minimum Routing Algorithm

The multipath minimum routing algorithm (MMNR) uses the enumeration search
strategy to find the path from the starting point to the destination node by finding all the
nodes that meet the conditions, and finally finds the optimal path through statistics. The
path formula is shown in Eq. 2.2.

PathMMNR ¼ minð
Xv
t¼u

All maxfNeisðpÞjp 2 All minfminfdifferenceðlt;lvÞgggÞ: ð2:2Þ

Algorithm 1 selects all nodes that satisfy the cyclic iteration condition (lines 7–11).
When the target node is found (lines 3–5), the path is stored in the path of statistical
path set. If the path is divided into m1 paths, the time complexity is O m1 � k2ð Þ.
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2.3 Multipath Maximum Probability Path Algorithm

In this section, the multipath maximum probability path algorithm (MPPR) is proposed.
Each node finds a label that satisfies the topK condition to cycle, which is basically
very close to the optimal path. The time complexity of the algorithm is Oðm2 �
ðlog2 nÞ2Þ (m2 is the number of branches, and n is the number of labels included in
HyperD). The path formula is described by Eq. (2.3).

PathMPPR ¼ min
Xv
t¼u

topK
NeisðtÞ

minðdifferenceðlt; lvÞ
� � !

: et ¼
XtopK
i¼1

pi � 0:9

 !
ð2:3Þ
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Algorithm 2 selects a set of neighbors (line 8) that satisfy top 2 at each step, and
recursion is performed on all the nodes that satisfy the criteria (lines 11–14). P(t) is a
set of maximum values. In extreme cases (line 16), the algorithm has been in an infinite
loop and cannot find a suitable path. Backtracking to the starting node that caused the
infinite loop, the nodes other than the selected node are to be re-filtered once (line 10).

3 Experimental Analysis

This experiment mainly uses sparse rate, fault tolerance, etc., as indicators to compare
and analyze the results of several algorithms.

Sparse Rate : Rsparse ¼ NodeHypercube � NodeHyperD
NodeHypercube

� 100% ð3:1Þ

Fault Tolerance Rate : Rerror ¼ Pathcurrent � Pathbest
Pathbest

� 100% ð3:2Þ

As shown in Fig. 1, each algorithm has a certain degree of optimization compared
to the HyperDRouter. MPPR is further optimized for MNR and MMNR, almost
identical to the Dijkstra. As shown in Fig. 2, the time requirements of the Hyper-
DRouter, MNR, and MMNR are almost the same, MPPR is only 5–10 times, and
Dijkstra is hundreds or even thousands of times.

As shown in Fig. 3, compared with the HyperDRouter, the path lengths of MNR
and MMNR have a smaller reduction, the MMNR is relatively smaller, and both MPPR
and Dijkstra have a larger reduction and are similar. As the sparse rate increases, these
gaps gradually increase and then decrease. Figure 4 shows that at the case of lower

Fig. 1. Dimension change corresponding to average path length
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Fig. 2. Dimension change corresponding query time

Fig. 3. Sparse rate change corresponding to average path

Fig. 4. Query time required for the change of sparse rate
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sparse rate, the time requirements of the MPPR and Dijkstra algorithms are not much
different. However, when the sparse rate is high, the MPPR algorithm is better, and the
search time required is significantly less than the time required by the Dijkstra.

Figures 5 and 6 can be seen that the MPPR is the closest to the Dijkstra as a whole.
The MNR and MMNR also have some improvement on the path length. Simultane-
ously, compared to HyperDRouter, MPPR has reduced fault tolerance by nearly 10
percentage points, which is a big improvement.

4 Conclusion

We have continuously improved the routing query algorithm of HyperD under different
strategies. Through a series of experiments for comparative analysis, the improved
routing algorithm is more effective. It ensures that the optimal solution can be found
within a certain time range.

Fig. 5. Corresponding path length of different destination nodes

Fig. 6. Corresponding fault tolerance rate of different destination nodes
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Abstract. Recent years, resting-state functional magnetic resonance
imaging (rs-fMRI) and complex network analysis are guiding new direc-
tions in studies of brain disease. Here, this study aims to discrimi-
nate mild cognitive impairment (MCI) from cognitive normal (CN) by
computer-aided diagnosis. For each subject, the functional brain network
was constructed by thresholding with sparsity. Features were extracted
through network measures and selected via the least absolute shrinkage
and selection operator (LASSO). Features of two forms, computed sep-
arately under each threshold and integrated into area under the curve
(AUC), were extracted. With features in the form of AUC, the support
vector machines (SVM) classifier achieved an accuracy of 87%, which
raised to 90% with threshold of 0.3. LASSO without stability selection
was examined, achieving similar performance in classification to LASSO
with stability selection while being less time consuming.

Keywords: Computer-aided diagnosis · Mild cognitive impairment ·
Functional brain network · Feature extraction and selection · Support
vector machines

1 Introduction

Mild cognitive impairment (MCI) is a kind of disease which precedes Alzheimer’s
disease (AD) and develops widely in elderly people. Research [1] has shown
that MCI patients are of higher risk converting into AD than normal aging
people. Due to the unclear etiology and pathogenesis of AD, there is no effective
treatment for AD at present. However, for patients with MCI, drug intervention
and other methods are available for effectively delaying and even curing the
disease [2]. Therefore, exploring an accurate-aided diagnosis method for MCI is
the key to curing MCI and reducing the conversion from MCI to AD.

The human brain a complex network, which continuously processing and
transporting information among different regions, not only structurally, but func-
tionally [3]. Therefore, the connectivity could be explored by utilizing complex
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network analysis, which is important for analyzing the pathogenesis and preven-
tion of brain diseases. Researchers have recognized the use of complex network
analysis and machine learning in the diagnosis of cognitive impairment. Khazaee
et al. [4] proved that abundant original features and effective feature selection
are both conducive to obtaining the optimal feature set in the classification of
MCI, AD and healthy subjects. In the research on the identification of whether
MCI is converted to AD or not by Ye et al. [5], the method of stability selection
with sparse logistic regression was introduced for feature selection.

This study aimed to develop a complex network-based machine learning
method of accurate-aided diagnosis for MCI in order to reduce the conversion
from MCI to AD. This study adapted the advantages of the previous study and
was carried out in the following procedures. Pearson’s partial correlation and
thresholding by defining sparsity were used to construct the functional brain
network. From brain networks, features in two different forms were extracted,
one was computed separately under each threshold and the other was integrated
into AUC. The optimal feature set was selected by LASSO, and the effectiveness
of it when combined with stability selection was explored. Finally, SVM with
leave-one-out cross-validation (LOOCV) was used to construct and evaluate the
classifier.

2 Materials and Methods

The materials and the overall procedure of this research is shown in Fig. 1.

Fig. 1. Overall procedure of this study.
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2.1 Brain Network Construction

Data acquisition and preprocessing: Data of rs-fMRI using three tesla
(3T) scanners were selected from Alzheimer’s Disease Neuroimaging Initia-
tive (ADNI, http://adni.loni.usc.edu/). The rs-fMRI data of each subject were
acquired with the following parameters: repetition time (TR) = 3000 ms; echo
time (TE) = 30 ms; flip angle = 80◦; slice thickness = 3.312 mm; and 48 slices. By
utilizing the packages of the DPABI [6] and the SPM12 [7], the preprocessing
was carried out, including slice timing, realign, denoising, normalization and
smoothing.
Construction of functional brain network: The procedure of functional
brain network construction is shown in Fig. 2. For each subject, the time series of
90 regions of interest (ROIs) defined by the automated anatomical labeling atlas
[8] (AAL) were extracted from the preprocessed re-fMRI data. Each ROI was
considered as one node of the network, and the edge of two nodes was defined by
the Pearson’s partial correlation coefficient between time series of the two ROIs.
Then, the partial correlation coefficient matrix was constructed. In thresholding,
the matrix was first transformed into absolute value and eliminated the diagonal
elements, then converted into a binary adjacency matrix as the functional brain
network. The threshold was determined by defining sparsity value of the network,
and the optimum threshold would be determined depending on classification
results.

Fig. 2. Procedure of the functional brain network construction.

2.2 Feature Extraction and Selection

In order to reduce the complexity as well as increase the effectiveness of data,
feature extraction based on network measures and feature selection via LASSO
were conducted. Feature extraction gives a relatively low dimensionality repre-
sentation of input data by computation based on some typical measures, and
thus, the original feature set is generated. For further dimensionality reduction,
feature selection is needed to generate optimal feature subset from the original
feature set.

http://adni.loni.usc.edu/
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Feature extraction based on network measures: Adjacency matrices of
each subject constructed under various thresholds are different, resulting in the
difference of the network features. Therefore, it is necessary to find a comprehen-
sive measurement of all thresholds. In this study, except for using features from
each threshold, AUC of each series feature was calculated to improve the gener-
alization ability of features. Totally, nine network measures (including both local
and global measures) were used to generate features from adjacency matrix. For
all subjects, each local network measures had 90 features (represent the value
in 90 brain areas), and each global network measures had one feature. Network
measures employed are:

(1) Betweenness centrality [9]
Betweenness of node i characterizes its effect on information flow between
other nodes:

BCi =
∑

s �=i�=t

ni
st

gst
, (1)

where gst is the number of all shortest path of node s and t. ni
st is the number

of paths containing node i in the gst paths.
(2) Degree centrality

The degree of a node means the number of edges that the node connects to
other nodes, which could be normalized to the degree centrality:

DCi =
Di

N − 1
, (2)

where Di is the degree of node i, N is total number of nodes, which equals
90.

(3) Clustering coefficient [10]
In local measure, clustering coefficient of node i suggests the closeness of
node i with the neighbor nodes:

CCi =
2Ri

ki(ki − 1)
, (3)

where CCi is the sum of edges of sub-network composed by node i and its ki
neighbors. When applied to the entire network, clustering coefficient is the
mean value of the local clustering coefficient over all nodes.

(4) Efficiency [11]
In local measure, efficiency of node i quantifies how efficient the communi-
cation is among its neighbors when it is removed. Formally:

Ei =
1

NGi
(NGi

− 1)

∑

i�=k∈NGi

1
djk

, (4)

where Gi is sub-network of the neighbors of node i. NGi
is the number of

nodes within the sub-network djk is the shortest path between node j and k.
On a global scale, efficiency quantifies the communication efficiency among
all nodes.
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(5) PageRank centrality [12]

PageRank centrality was originally used to measure the value of a website.
This feature can measure the importance of a node from a probabilistic
perspective. Formally:

PRi =
1 − α

N
+ α

∑

j∈NGi

PRi

Dout
j

, (5)

where α is a constant which equals to 0.85 and Dout
j is the out-degree of

node j.
(6) Assortativity [13]

Assortativity is a global network feature which calculates the Pearson cor-
relation coefficient of all nodes in the network:

A =

(∑
i∈N Di

) (
2
∑

i�=j∈N DiDj

)
− (∑

i∈N D2
i

)2

(∑
i∈N Di

) (∑
i∈N D3

i

) − (∑
i∈N D2

i

)2 , (6)

where Di is the degree of node i. In addition, the z-score of assortativity was
calculated in order to eliminate the individual random differences of brain
networks.

Feature Selection via LASSO: In this study, the feature selection algorithm
based on the sparse linear regression with stability selection was adopted to select
the feature subset of high discrimination. This study utilized SLEP [14] tool
package based on MATLAB for sparse linear regression. LASSO is an effective
model for sparse linear regression, through which the weight values of many origi-
nal features will become zero, and the preserved features with nonzero weight will
be the effective ones. The principle of stability selection is to conduct repeated
random sampling N times and select the features in each sample. This study
divided the original feature set into several feature subsets, according to the
property of features of the functional brain network. Then combined those sub-
sets according to the binomial coefficient. In each subset combination, employed
LASSO with stability selection (by bootstrapping), and selected the features
whose selection frequencies in stability selection are larger than a given thresh-
old thd as the optimal features in one combination. In this process, the appro-
priate value of the regularization parameter λ were selected from a sequence
{λ1, λ1, λM}. Finally, the feature selection frequency in all combinations was
computed as the selection score, and features with selection score higher than
thd were selected into the final optimal feature subset.

2.3 Classification

Support vector machine (SVM) is a supervised learning model based on strict
mathematical logic which is appropriate for classifying small samples with high
accuracy. In order to discriminate MCI from CN, SVM combined with LOOCV
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method was used in this study to construct the classification model with features
in the form of different thresholds and in form of AUC. The toolbox of LIBSVM
provided by Prof. Lin [15] was utilized.

3 Results and Discussion

3.1 Subjects

In this study, rs-fMRI data of 47 CN subjects and 53 MCI subjects were analyzed
(Table 1). The data were acquired from the database of ADNI, and all subjects
were professionally diagnosed [16].

Table 1. Basic information of subjects.

CN MCI

Number 47 53

Male/female 19/28 24/29

Age (mean ± STD) years 75.74 ± 4.62 72.11 ± 4.22

MMSEa score (mean ± STD) 29.18 ± 1.19 26.98 ± 1.86

CDRb score (mean ± STD) 0.06 ± 0.14 0.52 ± 0.27
aMMSE Mini-Mental State Examination
bCDR Clinical Dementia Rating

3.2 The Small-World Property of Funtional Brain Networks

In the process of construction of functional brain network, the partial correlation
coefficient matrix was transformed into a binary adjacency matrix to represent
functional brain network of each subject. It is noteworthy that although the brain
of each subject is unique, setting different thresholds would result in different
adjacency matrices. In this research, to ensure the small-world property is within
the appropriate range (sigma ≥ 1.1), the range of threshold varied from 0.12
to 0.4 with a step size of 0.02. Entirely, 15 thresholds were considered in this
research, so there were 15 adjacency matrices for each subject.

Considering the functional brain network is a kind of small-world network,
the small-world property (sigma) was employed to analyze the difference between
the brain of MCI and CN. Figure 3 shows that if the threshold lower, the sigma
value would become higher, both in networks of CN and MCI. Moreover, at any
threshold within this range, the average sigma of the CN is larger than MCI. It
suggests that compared to MCI, the brain of CN is more effective in information
transmission at a lower wiring cost.
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Fig. 3. Comparison of sigma between two groups in different thresholds. The shading
represents the distribution of the sigma of all subjects at each threshold. The line
indicates the mean value.

3.3 Feature Selection Results

Feature selection was conducted separately in local and global feature sets. The
local feature set was divided into five subsets according to different measures to
determine the importance of each feature in all subset combinations. As shown
in Fig. 4, among all local features selected, the majority was from the measure
of betweenness centrality, which indicates that betweenness centrality is a major
determinant in the discrimination of CN and MCI. For global features, the z-
score of assortativity was the selected one.

3.4 The Classification Results

The effect of two feature forms on classification: This study extracted two
different forms of features: features in different threshold values and features in
AUC. It can be seen in Fig. 6 that the classification accuracy reached the peak
level (90%) at the threshold value of 0.3 and reached lowest level (75%) at the
threshold value of 0.22. The accuracy with features in AUC was 86%, which is
higher than most of accuracy values with features in threshold. It is noteworthy
that the number of selected features maintained high synchronicity with the
change of accuracy with features in the threshold, especially when the threshold
was within intervals of [0.12, 0.2] and [0.24, 0.38]. In conclusion, classification
accuracy could reach an optimal level by choosing an appropriate threshold
value, and the number of features has relevance to it. However, the form of
features in AUC showed better performance in classification than the form of
features in threshold in most cases.
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The applicability of stability selection for feature selection: It was
demonstrated that logistic regression had a better performance in MCI clas-
sification when combined with stability selection [5]. In light of that, whether
stability selection would improve the performance of LASSO in feature selection
with the data of this study was examined. The area under the ROC curve and
the accuracy of the three curves shown in Fig. 5 are: LASSO + Stability Selec-
tion (28 features), 0.9755 and 86%; LASSO (28 features), 0.9783 and 87%; and
LASSO (36 features), 0.9603 and 84%. The result indicates that the area under
the ROC curve when combining LASSO with stability selection for classification
was slightly larger than that when using LASSO only (36 features were selected).
It is noteworthy that when employing top 28 features with the highest weight
value to control the variable of the number of features the same as LASSO with
stability selection, using LASSO showed even larger area under the ROC curve.
Combining LASSO with stability selection is time consuming for calculation in
loops, while could not bring obvious improvement to the classification. There-
fore, LASSO has higher applicability in this study than which been combined
with stability selection.

4 Conclusion

In this study, based on complex brain networks, a machine learning method
was explored to discriminate MCI from CN. By calculating sigma values, it was
discovered that the brain of CN is more effective in information transmission
than that of MCI. Features in the form of AUC showed better performance in
classification than features under most thresholds. LASSO was demonstrated as
an effective method in feature selection, with an accuracy of 87.0% and an area
under ROC curve of 0.9783 by 28 optimal features in the form of AUC.
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Abstract. In this paper, we evaluate the performance of person re-
identification (Re-ID) baseline under different implementation details
including resize ratio of the pedestrian image, batch size and basic learn-
ing rate. To this end, we employ ResNet-50 as the classification model by
modifying the original FC layer and apply a classifier to compute iden-
tity prediction values. We perform amounts of experiments to assess the
effects of these implementation details on Market-1501 and experimen-
tal results show that these implementation details are very important for
person Re-ID.

Keywords: Person re-identification · Baseline · Implementation
details

1 Introduction

Person re-identification (Re-ID) targets to spot and return an image of pedes-
trian with the same identity and different camera view from the gallery set. Due
to complex variations of pedestrian images in pose, camera conditions and back-
ground, hence, person Re-ID is a challenging task. It has important applications
in surveillance system [1] and human activity analysis [2], and therefore, both
academic and industry pay more and more attention on person Re-ID. Before
researchers of the image classification and object recognition fields turn to convo-
lutional neural network (CNN) and deep learning, handcrafted features are used
to perform the feature representation [3–6]. Many approaches are proposed for
person Re-ID [7–11]. Recently, CNN and deep learning have been widely applied
in person Re-ID task, and some large-scale person Re-ID datasets including
Market-1501 [12], CUHK03 [13] and DukeMTMC-reID [14] are issued to train
deep model. Deep features learned from CNN are robust to variances of pedes-
trian images, and therefore, CNN-based methods have dominated person Re-ID

c© Springer Nature Singapore Pte Ltd. 2020
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community [15–18]. Specifically, these approaches are based on the deep classi-
fication model which is treated as the baseline.

In this paper, we perform amounts of experiments to assess influence of differ-
ent implementation details on the baseline including resize ratio of the pedestrian
image, batch size and basic learning rate. We make two contributions as follows:

• We detail the architecture of the baseline to obtain a clear understanding of
the classification model.

• We verify various implementation details could have some effects on the per-
formance of the baseline.

We divide the rest of paper into three sections. Firstly, we detail the frame-
work of the baseline in Sect. 2. Afterwards, experimental results conducted on
Market-1501 is provided in Sect. 3. Finally, we sum up our work in Sect. 4.

2 Approach

In this section, we utilize the ResNet-50 [19] as the baseline because of its excel-
lent characteristics as well as relatively succinct framework.

2.1 ResNet

The residual network (ResNet) is proposed by He et al. [19], and they participate
in the ILSVRC with it. The performance of ResNet in image classification, target
detection and other tasks greatly surpasses the performance level of the previous
year’s competition. The obvious feature of ResNet is that it has a fairly deep
depth, from 34 to 152 levels. The depth of ResNet is amazing, and the deep
depth makes the network very powerful. The ResNet has several characteristics
as follows:

• Firstly, it has compact structure without increasing extra parameters.
• Secondly, it increases the number of feature maps layer by layer to retain more

useful information.
• Thirdly, BN and global average pooling layers are utilized for regularization

to accelerate model convergence.

2.2 From ResNet-50 to the Baseline

The 50-layer ResNet (ResNet-50) has the suitable network architecture for per-
son Re-ID, and therefore, many approaches [20–22] employ ResNet-50 as back-
bone to modify and match the person Re-ID task. We just make one modification
on the ResNet-50 to match the classification task. Concretely, the number of neu-
rons in the original fully connected (FC) layer of ResNet-50 is changed from 1000
to 512. Hence, we could obtain a feature vector f with the dimension of 512 from
the modified ResNet-50. Afterwards, we design a classifier which is composed of
one FC layer and the softmax function to compute identity prediction values.
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In the stage of training, we firstly resize each image into a fixed shape, and
then the resized image is randomly cropped and fed into the modified ResNet-50.
During the test stage, we only resize the pedestrian image, and then the feature
vector f could be learned from the trained deep model to represent each query
and gallery image for computing distance between them.

2.3 Loss Function

We compute loss using the cross-entropy loss function:

Loss = −
K∑

k=1

pk(f) log qk(f) (1)

where K is the total number of identity, qk(f) is the identity prediction for the
kth identity, and pk(f) is ground-truth value. If the target label of f is the tth
identity, then pt(f) = 1; otherwise pk(f) = 0. We compute the prediction values
qk(f) by softmax function:

qk(f) =
eak

∑K
m=1 e

am

(2)

where ak is the activation value of the kth neuron in the FC layer.

3 Experiments

In this section, we list some experiment settings and provide the experimental
results.

3.1 Experiment Settings

During the training stage, we utilize the pre-trained ResNet-50 to speed up the
model convergence, and set 120 epochs 32 batch sizes, respectively. As for the
basic learning rate, it is initialized to 0.01 and decayed by a factor of 0.1 each
40 epochs. We set values of the weight decay and momentum to be 0.0005 and
0.9, respectively.

3.2 Performance Evaluation

The performance of the baseline is evaluated under different implementation
details mentioned in Sect. 1, i.e., resize ratio of the pedestrian image, batch size
and basic learning rate. We report mAP and the CMC at rank-1, rank-5 and
rank-10 on Market-1501.

Resize ratio of the pedestrian image. We evaluate the effects of the resize
ratio by resizing the pedestrian image from 264×132 to 280×140. In Table 1, the
baseline achieves the best performance when resizing each image to 272 × 136.
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Table 1. The influence of the resize ratio of the pedestrian image

Resize ratio Rank-1 Rank-5 Rank-10 mAP

264 × 132 88.12 95.01 96.79 70.61

268 × 134 88.09 95.22 96.97 71.16

272 × 136 88.84 95.64 97.39 71.72

276 × 138 88.12 95.25 96.79 71.10

280 × 140 88.03 95.43 96.97 70.88

Fig. 1. The influence of the batch size.

Fig. 2. The influence of the basic learning rate.
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Batch size. We test different batch sizes from 8 to 64, and Fig. 1 shows the
detailed results. From Fig. 1, we can see that it is suitable for the baseline to set
32 batch sizes and obtain the best results. It is harmful for the performance of
the baseline when setting small batch size.

Basic learning rate. We initialize the basic learning rate with different values,
such as 0.001, 0.005, 0.01 and so on. Figure 2 shows experimental results and
we could see that the baseline may learn worse feature representations when the
basic learning rate is initialized with large value or small value.

4 Conclusion

In this paper, we have evaluated the performance of person Re-ID baseline under
different implementation details. We modify ResNet-50 as the person Re-ID base-
line by changing original FC layer. We have shown that these implementation
details could have influence on the performance of the baseline. Our work is
helpful and meaningful for training deep model in the person Re-ID community.
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Abstract. Decision-making processes of Air Traffic Management
(ATM) need to organize information from different data sources. For
example, reroute requires four-dimensional (4D) trajectory and weather
information. Future ATM Decision-Support Systems (DSS) are expected
to perform trustworthy complex decision-making automatically. This
paper proposes an approach to DSS in ATM based on an ontology includ-
ing concepts and instances of trajectories and meteorology. Temporal and
spatial relationships are then set in this ontology. Reasoning rules are also
build to represent knowledge in DSS. A case study shows a reroute sce-
nario during a thunderstorm. In this scenario, information of the flight
and the weather is combined to support decision-making by the proposed
approach.

Keywords: Ontology · Air Traffic Management · Decision-Support
System

1 Introduction

Systems in Air Traffic Management (ATM) are complex. Various data sources,
e.g., weather information, flight plans, and airport information, must be orga-
nized to support the decision-making in the ATM. Crew members and air traffic
controllers must process complex information to guarantee the safety of flights.

Utilizing data from different sources in a consistent way is challenging for
enterprises, e.g., governments, airlines, or information service providers. Usually,
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data models are developed by an organization to facilitate the data to be gener-
ated, used, and stored [1]. A data model includes the framework that represents
real-world entities, format of encoding, and restrictions on the range of data.
However, aviation data providers may adopt a variety of data models. Further-
more, another key requirement for designing future Decision-Support Systems
(DSS) for ATM is to perform tasks agilely and reliably with little human effort
[2].

Ontology models can describe concepts and their relations, and reason based
on description logic. Thus, ontology facilitates decision-making in ATM by
improving data combination and reasoning according to ATM rules. This paper
proposes an ontology consisting of 4D trajectory and thunderstorm information,
as well as a reasoning architecture and an automatic decision-making process in
future ATM systems.

This paper is organized as follows. Section 2 gives an literature review of
current technologies. Backgrounds of ontology-based decision-making in avia-
tion are introduced in Sect. 3. Sections 4 and 5 discusses the ontology models of
four-dimensional (4D) trajectories and thunderstorms. A detailed case study for
the proposed approach is shown in Sect. 6. Section 7 concludes this paper and
presents future research topics.

2 Related Work

2.1 Ontologies

An ontology [3] is a kind of data framework that is widely used in the many
research areas, i.e., artificial intelligence (AI), knowledge engineering, and seman-
tic web [4]. Gruber [5] thinks that an ontology represents “an explicit specifica-
tion of a conceptualization,” where conceptualization is an abstract, simplified
view of the world. Borst and Akkermans argue that an ontology is a formal,
explicit specification of a shared conceptualization [6]. Formal indicates that the
ontology should be understood by computers. Explicit requires that the concepts
and the relations between them are defined explicitly. Shared means that a group
of people can use an ontology to express knowledge.

An ontology is based on “triples” that are often expressed by a subject-
predicate-object structure. Triples are usually expressed by Resource Description
Framework (RDF) [7] and RDF Schema (RDFS) [8], and both of them form the
foundation for the Web Ontology Language (OWL) [9]. Currently, OWL is one
of the most popular languages for semantic modeling today.

In this paper, an ontology is the explicit description of the set of concepts,
properties, and relationships in a certain domain. For our purpose, the domain is
decision-making in ATM. The concepts are the key components about the ATM
domain, e.g., 4D trajectories, airports, and thunderstorms [10].

Properties describe the characteristics of the concepts. Location is a property
of a thunderstorm that will be common across all thunderstorms. The location
of the thunderstorm may differ, but we can expect each thunderstorm to have
one. Each 4D trajectory of a flight, regardless of its instantiation, will have a
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group of route points related to one flight process. Route points can be further
generalized as a structural property of a trajectory.

Relationships demonstrate how concepts interact with others. For example,
an aircraft will depart from or arrive at an airport, and the airport is its origin or
destination. This airport may provide local weather forecasts and thunderstorm
data to support the aircraft to fly in certain airspace. In this paper, we mainly
focus on the relationship between the flights and weather.

2.2 Ontologies for Decision-Making in Air Traffic Management

The National Aeronautics and Space Administration (NASA) proposes an
ontology-based data integration system that shows the feasibility of integrat-
ing, querying, and searching over different sources of heterogeneous ATM data.
These data generate from FAA, related enterprises, NASA, etc. In this system,
a shared ontology enables stakeholders to bridge the gap of various types of data
models in aviation and query date across data sets [11,12].

Traffic Management Initiatives (TMIs) also leverage an ontology to reduce
the inconsistent between systems. An ontology is designed as a module of the
Traffic Advisory Systems (TAS). TAS manages to reduce traffic imbalances in the
National Airspace System (NAS) [13]. The TMI ontology defines a set of shared
concepts and relationships, which promote the interoperations and support the
TAS to reach its goal.

FAA uses an ontology as a controlled vocabulary for documents. Thus, the
terminology used in FAA has a standard, and agencies in FAA search documents
with less effort make decision more timely. This ontology is also used to tag
semistructured text documents [14].

The above-mentioned papers notice the effectiveness and importance of ontol-
ogy in ATM, but do not build ontology with spatio-temporal information, neither
set-related reasoning rules.

3 Spatio-Temporal Ontology Model

3.1 Temporal Ontology

James Allen and George Ferguson proposed temporal logic in their paper
“Actions and Events in Interval Temporal Logic” in July 1994. They hope to
present a way of representing temporal information on events and actions based
on logic. Compared to previous AI research, interval temporal logic is more
expressive and can be easily understood.

Time can be expressed by intervals and instant points. Intervals are time
span between two instant points. Usually, intervals have positive time length,
time interval with zero length can also be considered as an interval because it
has two instants overlapping with each other. Instants are independent points
on the timeline that have zero time length.

There are 11 types of temporal relations between two intervals, as shown in
Fig. 1. They express the temporal relations between 4D trajectories and thun-
derstorms.
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Fig. 1. Temporal ontology

3.2 Spatial Ontology

Spatial ontology depicts the relationship of objects in space. The spatial rela-
tionship of objects can be described by the region connection calculus (RCC).
RCC aims at qualitative spatial representation and reasoning. In a Euclidean
or topological space, RCC8 enumerates eight possible relations that may exist
between two regions, as depicted in Fig. 2.

Fig. 2. Spatial ontology

By defining the temporal and spatial relations of 4D trajectories and thun-
derstorms, we can tell if a route point in a 4D trajectory is covered by a thun-
derstorm at some time.
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4 Ontological Models of 4D Trajectory and Thunderstorm

4.1 Ontological Model of 4D Trajectories

Four-dimensional track management controls flights as much as possible in accor-
dance with the ideal state of airspace users, such that the air traffic flow can be
optimized. In the early planning phase of operations, 4D tracks will be shared
between airspace users, air navigation service providers, and airport operators.
Subsequent improvements will be made considering a number of constraints on
airspace and airport capacity.

The project not only provides synchronized track data, but also develops new
tools to improve the availability of accurate and uniform aviation and weather
information. In this way, any unexpected situation that can cause delays and
requires adjustments to scheduled flight operations which can be monitored in
advance. Four-dimensional track management allows aircraft to choose direct
flights to reduce fuel consumption, carbon dioxide emissions, and costs. In addi-
tion, controllers have access to more accurate information for planning opera-
tions, smoother management of air traffic, and can handle the expected growth
of traffic flow in the next few years.

The ontology model of 4D trajectories is shown in Fig. 3. This ontology is
developed according to the trajectory model of FIXM, consisting of necessary
elements for describing 4D trajectories.

Fig. 3. Four-dimensional trajectory ontology
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4.2 Ontological Model of Thunderstorms

Thunderstorms, a natural phenomenon, are localized strong convective weather
that occurs in tropical and temperate regions. Thunderstorms can be accompa-
nied by lightning strikes, lightning, strong winds, and significant precipitation,
such as rain or hail. The thunderstorm is dangerous for flights to get through.
Thus, flights should reroute if its initial trajectory enters a thunderstorm.

The ontology model of a thunderstorm is built to describe the possible con-
flicts with 4D trajectories, as shown in Fig. 4.

Fig. 4. Thunderstorm ontology

5 Reasoning with Ontology

Description logic is a logical language used for knowledge representation and a
reasoning method for it. It is mainly used to describe the relationship between
concept classification and its concepts. Most of the description logic methods are
used in applications that involve knowledge classification, such as web-oriented
information processing.

Description logic is mainly composed of two parts: TBox and ABox. TBox
defines the structure of a particular domain of knowledge and contains a set of
axioms that can form new concepts through existing concepts. ABox contains
instances of concepts in TBox. TBox has the ability to classify (taxonomy). Clas-
sification is the first step to systematically build knowledge. By classifying, the
ontology of things can be grouped into common concepts, which can be com-
bined into a broader concept. ABox is a collection of instance assertions that
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indicate individual’s attributes or relationships between individuals. As a kind
of knowledge representation method, description logic can not only represent the
knowledge in the domain but also have the mechanism of reasoning, which can
derive the implicit knowledge. The reasoning in the description logic is divided
into two types: conceptual reasoning and instance detection. Conceptual rea-
soning includes determining the consistency (satisfaction) of concepts, inclusion
relationships, equivalence relations, and disjointness; instance detection refers to
determining whether a given instance belongs to a concept.

Released by Stanford University, Protege software is a software for creating
ontologies based on Java. It is also a knowledge-based editor. It is an open-
source software. This software is mainly used for the construction of ontology in
the Semantic Web. Protege provides the construction of concepts, relationships,
attributes, and instances, and users do not need to focus on the concrete ontology
description language. Users can construct the domain ontology model at the
conceptual level. The Protege tool supports some different reasoners and allows
users to choose one from several options. These reasoners can perform reasoning
based on description logic. Reasoners are the engine to run the queries based
on logical rules. These reasoners can not only execute reasoning rules but also
examine semantic consistency. They can also answer logical questions according
to concepts and their relationships defined in existing ontologies.

6 Case Study

We demonstrate the process of the proposed approach by a case study in this
section. Suppose there is a flight from Shanghai to Beijing, as depicted in Fig. 5.
A 4DTrajectory has a RoutePoint and the time that the flight passes it. A
Thunderstorm has a group of Forcast results, and each result consists of the
affected area and time. We can add the relations between affected areas and
route points by analyzing the geographic position.

Then, Semantic Web Rule Language (SWRL) is used to define reasoning
rules. Overlaps, Overlapped By, Starts, Started By, During, Contains, Finishes,
Finished By, and Equals are defined as sub-properties of TemporalConflict. While
PO, EQ, TPP, TPPi, NTPP, and NTPPi are sub-properties of SpatialConflict.
We define the following reasoning rules to support decision-making in ATM:

FourDTrajectory(?tr1) ∧ hasF lightRouteElement(?tr1, ?re1)∧
hasTrajectoryPoint(?re1, ?pd1) ∧ hasT ime(?pd1, ?t1) ∧ hasRoutePoint(?pd1, ?r)

∧ ThunderStorm(?th2) ∧ hasForcast(?th2, ?fc2) ∧ hasT ime(?th2, ?t2)

∧ hasAffectedArea(?th2, ?aa) ∧ TemporalConflict(?t1, ?t2)

∧ SpatialConflict(?aa, ?r) → conflictWith(?tr1, ?th2).

Then, we run the reasoner and the results are depicted in Fig. 6.
Based on the proposed ontological model, we can also define reasoning rules

to detect the conflicts between two trajectories. That is, if the origin trajectory
is infeasible, we generate a new one. With these reasoning rules, we can tell if
the new trajectory conflicts with a thunderstorm or other trajectories.
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Fig. 5. Trajectory from Shanghai to Beijing

Fig. 6. Result of the case study

7 Conclusion

This paper proposes an ontology-based approach to decision-making in Air Traf-
fic Management. Reasoning rules are defined within this ontology. Conflicts
between trajectories and thunderstorms can be detected by running these rules.
The results show the effectiveness of the proposed approach. The proposed app-
roach can also be used in different scenarios in ATM [15].

The future work may be conducted along with the following topics:

– ontology for multi-criteria decision-making;
– fuzzy ontology models of ATM; and
– ontology models of the process of thunderstorms.
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on Digital Grid

Yang Yi1(&), Ming Tong1, and LiuXi2

1 State Key Laboratory of Air Traffic Management System and Technology,
Nanjing 210000, China

nuaa_yang@nuaa.edu.cn
2 Nanjing University of Aeronautics and Astronautics, Nanjing 210016, China

Abstract. For high-altitude control area, in order to assist the ground control
personnel to monitor short-term flight conflicts in real-time, and to solve the
complex flight conflicts that may occur in multi-aircraft from a global per-
spective, this paper first establishes a spatial digital grid model based on flight
safety intervals, and reasonably simplifies the motion model. Secondly, the
short-term reachable domain of the aircraft is transformed into grid coordinates,
and the numerically dimensioned method is used to obtain the conflicting
reachable domain grid coordinates. On the basis of conflict detection, dynamic
programming method is used to select the mutually exclusive grid coordinates
which are obtained by traversing grid coordinates, and finally the conflict res-
olution decision of each aircraft is determined by the performance index. The
simulation results show that the proposed method can effectively solve the
complex flight conflict problem and provide the resolution decision that meets
the safety interval and performance constraints before the TCAS (Traffic Col-
lision Avoidance System), while the algorithm time can meet certain real-time
requirements.

Keywords: Flight conflict detection and resolution � Grids model � Dynamic
programming

1 Introduction

With the rapid development of civil aviation industry, air traffic flow has increased
dramatically [1]. In civil aviation alone, in 2018, 610 million passengers were trans-
ported, which has an increase of 10.9% over the previous year [2]. Meanwhile, con-
sidering that military aviation, airfreight, and other air activities have becoming more
frequent, high altitude control areas in China gets more crowded, which leads to higher
properties of flight conflict [3].

At present, there are three main ways to prevent flight conflicts: air traffic control
deployment (ATC), Airborne Collision Avoidance (TCAS) and visual obstacle
avoidance [4, 5]. ATC can command and deploy aircraft from a global perspective,
while TCAS can only achieve local conflict resolution. Considering that the present
ATC system is a typical man-in-loop decision system [6], in which the control deci-
sions rely on both established control rules and controllers’ experience [7]. In order to
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detect the flight conflict fast and efficiently and give optimal conflict resolution in
complex conditions, many scholars have done relevant research works. In 1964, Reich
established the aircraft collision model theory [8], in which the aircraft was assumed to
be a cuboid, thus the flight conflict detection only needs to detect whether the point
collided with the cuboid. Folton proposed the idea of computational geometry to solve
the problem of multi-aircraft collision detection [9], which uses the proximity of
Voronoi polygon to reduce the number of detection between two aircraft. Anderson and
Lin built a cross-route collision avoidance model based on the conflict area [10].
Erdmann proposed the collision-free path to prevent collisions between aircrafts [11].
The above researches mainly focus on the medium and long-term conflict detection,
without considering the maneuverability of multiple aircraft in the short-term detection
process. The above methods mainly focus on the medium and long-term conflict
detection of aircraft, without considering the maneuverability of multiple aircraft in the
short-term detection process.

While this paper focuses on resolving the short-term flight conflict and represents a
conflict detection and resolution method based on digital grid partition, which estab-
lished the spatial grid model to discretize the kinematics model into decision-making
model. Through the model transformation, the short-term reachable region of the air-
craft can be represented by grid numbers, which can reduce the complexity of the
algorithm for multi-aircraft conflict detection. Besides, the dynamic programming
algorithm based the grid model is used for solving conflict resolution problems. This
method can obtain the conflict resolution in real-time, as a terminal control means, it
can reduce the burden of personnel as well as human errors, and provide guarantee for
flight safety.

2 Mathematical Model

2.1 Spatial Grid Model

Spatial division is a static division of airspace structure. The standard of flight interval
is mainly defined in three directions: vertical interval, longitudinal interval and lateral
interval [12], and the safe standard could be the minimum spatial interval or time
interval. Referring to RVSM airspace, the safe interval in the vertical direction is
300 m, the safe interval in the longitudinal plane is 20 km. According to the safe
interval standard, the airspace can be divided into several grid cells as shown in Fig. 1.

Y

Z
L3

Fig. 1. Grid cell diagram
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Figure L1, L2, L3 shows the safety distance in each direction. The entire airspace is
divided according to the cell grid shown in the above figure, and the coordinates of
each aircraft position can be converted into grid coordinates. Since the length, width
and height of the grid are determined by the safety distance, any two aircraft can satisfy
the conflict-free flight only by satisfying the following equation.

X1 � X2j j[ 1 k Y1 � Y2j j[ 1 k Z1 � Z2j j[ 1 ð1Þ

where X, Y, Z, respectively, represent the grid coordinates of the aircraft, and the
subscripts represent the aircraft number. It can be seen that maintaining a safe distance
between the aircraft only needs to ensure that at least one cell grid is arranged between
the aircraft as shown in (1).

Under the conflict-free condition of the airspace model, the minimum grid coor-
dinate difference between the aircraft is 2, The ultimate distance of the real position of
the aircraft appears at the boundary of the unit grid, the minimum distance L1, L2, L3,
the maximum distance 3L1, 3L2, 3L3, and the distance interval is 100–300% of the
safety distance. The model guarantees the safety of multi-aircraft flight and the rapidity
of conflict detection by sacrificing part of the airspace.

2.2 Aircraft Model

Simplify the model by combining civil aviation flight and ATC characteristics:

1. The speed of the aircraft remains the same.
2. Radar control is applied to the ground [13], assuming that the position and velocity

direction information of all aircraft can be obtained.
3. In order to ensure the airworthiness of the aircraft, the available overload can be

limited to a certain range.
4. Only for short-term conflicts within the reachable domain of each aircraft.

3 Conflict Detection and Solution Algorithm

3.1 Conflict Detection

Based on the above model, this paper mainly studies short-term conflict detection, that
is, conflicts occurring in the next few seconds to several minutes [13]. The existing
airborne TCAS system can provide traffic consultation 40 s in advance and provide
decision consultation 20 s in advance [14]. However, the TCAS system needs to ensure
that the answering machines of both parties do not malfunction and are not interfered
by other signals. In the event of an abnormal situation or when TCAS has not yet
provided the decision-making consultation stage, the ATC-B can obtain the positional
speed information of the aircraft using the broadcast automatic correlation monitoring
(ADS-B) to participate in the short-term collision detection and release process of the
aircraft [15].
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Due to the influence of the wake of the aircraft, considering the safe distance
between the aircraft and the flight in the same direction, the detection time of the
aircraft is defined as:

T ¼ nDt ¼ n
d
V

ð2Þ

where, n2N represents the predicted step size, and the speed of the aircraft is deter-
mined. To ensure the applicability of the algorithm, the maximum prediction time T is
not less than the consultation time provided by the TCAS system for 20 s, thereby
determining that the maximum of n is nmax = 6, and the area that can be reached at each
period time is shown in Fig. 2.

For the m-frame aircraft in the high-altitude control area, the traditional conflict
detection method is used to compare the positions of every two aircrafts using different
strategies at different moments. The comparison times are at least:

O1ðmÞ ¼ nmaxA
m
num ð3Þ

The amount of computation of the above equation increases significantly with the
increase in the number of aircraft. In this paper, the spatial grid model is proposed, and
the coordinates of the nmax nodes corresponding to each trajectory are converted into
corresponding grid coordinates. The conversion is as follows:

Fig. 2. Aircraft arrival area at different times
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X¼
a

ðx
.
L2Þ

Y ¼
a

ðy=L1Þ
Z ¼

a
ðz
.
L3Þ

8>>>><
>>>>:

ð4Þ

X, Y, Z denotes the grid coordinates, numerically annotate the grid coordinate
boundary of each node and its internal region, set the initial value N = 0 of the non-
forbidden flight zone grid, the initial value of the no-fly zone grid N = 1, perform the
following operations on the values corresponding to the grid coordinates:

N ¼ Nþ 1 ð5Þ

According to the above method, the cross-section of the numerical labeling of a
single aircraft at the node position is shown in Fig. 3.

When multiple aircrafts collide, the numerical labeling cross-sections at the conflict
position are shown in Fig. 4.

The node grid coordinates of (a) and (b) are located at adjacent positions, and after
summing with each other, the value is an outlier with a numerical value greater than 2.
If the coordinate corresponding to the value is not the node grid coordinate, it may be
composed of the boundary 1 of multiple aircrafts, which has no practical significance.

Fig. 3. Single aircraft collision-free numerical labeling cross-section

(a) Aircraft 1 (b) Aircraft 2

Fig. 4. Multi-aircraft conflict numerical labeling cross-section
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The outliers shown in the above figure correspond to the node grid coordinates, so the
two aircraft cannot simultaneously adopt the maneuvering mode to reach the
coordinates.

Similarly, for the flight conflict caused by the airspace limitation, the no-fly zone
grid is processed by the numerical labeling method in the initialization process, and the
form is the same as above, as shown in Fig. 3.

The basic flow chart for short-term collision detection of aircraft is as shown in
Fig. 5.

Referring to the above process, according to the aircraft model, maneuver strategy
and environment model, the predicted position set at each time can be obtained.
Considering the flight conflict detection of m aircraft, the detection complexity can be
calculated as follows:

Fig. 5. Flow chart of aircraft conflict detection
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O2ðmÞ ¼ 2
Xnmax

n¼0

mPðnDtÞ ð6Þ

where, the complexity is mainly caused by P. The reference (11) is related to the choice
of maximum time and maneuvering strategy, which mainly affects the reachable region
boundary. Coefficient 2 detects the outliers after assignment, its complexity increases
linearly with the number of aircraft, which is much less than the exponential growth of
(3), and the complexity of summation calculation is much less than that of calculating
relative distance.

Traditional conflict detection aims at mid-and long-term flight conflicts and only
relieves them based on rule base, which can’t guarantee the effectiveness of relief in the
case of large number of aircraft. This paper mainly focuses on the conflict in the
reachable area of short-term aircraft. The method of digital grid can not only greatly
reduce the detection complexity of the conflict in the reachable area of short-term
aircraft, but also provide a reliable basis and guarantee for conflict resolution.

3.2 Conflict Resolution

In this paper, conflict resolution is based on the aforementioned conflict detection
methods. The conflict information Obstacle obtained in the detection process mainly
includes the node grid coordinates Xe, Ye, Ze where the conflict occurs and the corre-
sponding maneuvering strategies of each aircraft. However, for the complex conflict
situation of multi-aircraft, firstly, we need to analyze the relationship between the grid
coordinates of the collision nodes. Reference (1) compares the grid coordinates of each
node, determines the grid coordinates of the collision nodes and classifies them into the
same collision. At the same time, we can get the number of the aircraft and the
maneuvering mode. When satisfying the constraints of dynamics and velocity dip
angle, the conflict resolution is transformed into the selection process of strategy, that
is, According to the above conflict information, the maneuvering decision of each
aircraft is reasonably selected by planning method to maximize the total performance
index. The flow chart for distinguishing collision node grids is shown in Fig. 6.

In the figure above, Connect is a multivariate combination leading to conflict, the
elements in which is corresponded to the discriminant between the aircraft number F as
well as the decision number O of arriving at the conflict location, which can be
obtained by (1). By traversing to conflicting combinations (F1O1, F2O2), the maneu-
vering strategies in the combinations will not conflict in different moments. Therefore,
there is at least one of the decisions a is negated in all combinations (F1O1, F2O2), and
all decisions a can be combined into action sets action as follows:

actionðtÞ ¼ ða; . . .Þja ¼ ðFO1; . . .FOiÞ; FOi 2 ðFOi1;
FOi2Þ; ðFOi1;FOi2Þ 2 ConnectðtÞ

� �
ð7Þ

After obtaining the action set without conflict, the initial state of the aircraft can be
set to execute all the decisions included in the decision.
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S ¼ s1; . . .smð Þ si ¼ A0; . . .Anumð Þjf g ð8Þ

The initial state will change under action.si represents the executable strategy set of
aircraft i. Considering the performance constraints of aircraft, the executable strategy of
aircraft is further restricted. That is, when the velocity inclination angle is too large (too
small), the strategy of upward (downward) maneuver should not be adopted. The
executable strategy S of all aircraft satisfies no aftereffect, that is, the future is only
related to the current state, but not to the past state. The state transition process can be
expressed as follows:

Start

t > T ?
Output

Connect(t)
Action(t)

Record the number of 
conflict blocks in 

Obstacle(t) as 
Result(t)

Result(t)=? Connect(t)=[]
action=[]

Connect(t)=[FO,]
action=[FO]

Grouping obstacles 
in pairs

Grid coordinate XYZ 
difference is greater 

than 2?

Not caused by 
each other

Connect(t)+=[FO,FO]

Connect(t) adds the 
remaining [FO] in Obstacle

Traverse all Connect(t) 
every two choices to 

form an action

t=t+ t

N

Y

0

>1

1

Y

N

Fig. 6. Flight conflict matching and action output
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St �!actionðtÞ‘ hStþDt ð9Þ

where Цh represents the constraint of satisfaction, St represents the set of policies that
can be adopted at the current time, and St+Δt represents the set of policies that can be
adopted at the next prediction time. In the process of state transition, action(t) functions
as follows:

StþDt ¼
a
h

ðSt � SaÞ ð10Þ

where,

Sa ¼ FO;FO 2 a ð11Þ

where, FO represents the maneuvering strategy corresponding to the O-th decision-
making number of the F-th aircraft, that is, the maneuvering mode that the aircraft
cannot adopt.

According to the state transition process (10), the state of each aircraft at the next
prediction time is updated continuously, and finally ST is obtained by iteration. At this
time, the executable strategy set of any two aircraft has met the safety requirement (1).
Design optimization performance indicators as following:

J ¼ opt
a2action

Xm
i¼0

minKiðsiÞM; si 2 ST ð12Þ

where, ST represents the set of executable strategies of the aircraft at the maximum
predictive time, which is determined by the state transition in (16), and K in
(20) represents the performance indicators of each aircraft under the current executable
strategy, which is specifically expressed as:

K ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxt � xendÞ2 þðyt � yendÞ2 þðzt � zendÞ2

q
ð13Þ

The end subscript represents the position coordinates of the target point of the
aircraft, and t is determined by the following equation:

t ¼ step � Dt ð14Þ

where, Δt is the predicted time interval and step is the updated step in the simulation
process, which affects the release decision-making and simulation operation efficiency of
the aircraft. Equations (12), (13), and (14) give the final release decision for each aircraft:

ðF0 . . . FmÞ ¼ argmin
ðA0...AmÞ

argminJ
S

� �
ð15Þ
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By seeking the smallest performance index J to obtain optimal parameters S and
combining (13), the nearest decision (A0, …, Am) from the target point can be obtained.
F represents aircraft in (15). Each aircraft updates its position, velocity, and direction
by the decision, and finally reaches the target point.

The complexity of the algorithm above is mainly embodied in the use of obstacle
information to form a mutually exclusive combination of aircraft and obstacle numbers,
and the final feasible strategy is obtained according to these combination iterations.
Multiple traversal combinations can greatly reduce the dimension of combinations and
the number of iterations. Further, dynamic programming performance indicators are
only related to the final state and a large number of unreasonable states can be elim-
inated in the iteration process.

4 Simulation Verification

A typical flight conflict is designed and simulated in this paper to validate the effec-
tiveness of the proposed flight conflict detection and resolution algorithm based on
digital grid.

The spatial grid and coordinate system are shown in Fig. 1, in which the size is
determined by the safe interval distance with L1 = L2 = 5000 m, L3 = 300 m. The
executable strategy of an aircraft is shown in Fig. 2. In order to ensure that the max-
imum predicted distance is larger than the final RA range of TCAS, the maximum
predicted step size nmax = 6 is set. The starting and ending points of five aircraft satisfy
the following formats:

fl ¼ ½V ; ½x; y; z�; ½xend; yend; zend�; h;w�
fl0 ¼ ½280; ½5; 5; 8�; ½95; 95; 8�; 0; pi=4�
fl1 ¼ ½280; ½5; 95; 8�; ½95; 5; 8�; 0; - pi=4�
fl2 ¼ ½280; ½95; 5; 8�; ½5; 95; 8�; 0; 3pi=4�
fl3 ¼ ½280; ½45; 95; 9�; ½5; 25; 9�; 0; - 3pi=4�
fl4 ¼ ½280; ½55; 5; 7�; ½95; 75; 7�; 0; pi=4�

ð16Þ

in which, the position coordinates are in KM units. According to the calculation, the
first collide can be obtained after 22.5 s in simulation time (the 20th simulation cycle in
the flight step). While the grid coordinates [3, 10, 30, −20] are set as the no-fly zone,
and the aircraft 3 encounters the no-fly zone. The air-craft 4 is added to verify the
rapidity of the algorithm for multi-aircraft. The flight trajectory of the collision
detection and resolution algorithm presented in this paper is shown in Fig. 7.

It can be seen that two different methods can ensure the safety interval between
aircraft, aircraft and no-fly zone. Different maneuvering methods have different
maneuvering modes and the same performance index. Because of the setting of safe
distance and maneuverability, all obstacle avoidance is from altitude, and the XY plane
can’t meet the safety requirements. Vehicle 3 avoids the no-fly zone effectively and
finally reaches the target point. The mesh spacing difference and maximum of vehicle
012 are studied separately as shown in Fig. 8.
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The graph mainly shows the maximum mesh distance of 012 aircraft during the
whole simulation process. From the initial parameter setting, it is known that collision
will occur in the 20th simulation cycle. It can be seen from the figure that the safety
Formula (1) is satisfied by any two aircraft in the 20th step of collision prediction, i.e.,
the flight safety interval requirement. The distance of their real trajectory is shown in
Fig. 9.

(a)Dynamic Programming Method (b)Violent Search Method

Fig. 7. The flight trajectory diagram of 5 aircraft

Fig. 8. Aircraft mesh distance map

Fig. 9. Distance map of aircraft

Flight Conflict Detection and Resolution Based on Digital Grid 477



To ensure real-time conflict detection and resolution, the whole flight conflict
detection and resolution time of the two methods is as shown in Fig. 10.

Flight conflicts are detected by aircraft in the 7th and 18th cycles. The detection
time is shorter than 0.3 s on Python platform. In post-conflict detection, the violent
search method takes longer time to extricate, which does not meet the real-time
requirements, while the dynamic programming method takes shorter time. It can ensure
a certain real-time performance on other computing platforms for the dynamic pro-
gramming method.

5 Conclusions

In order to ensure air traffic safety and reduce the situation of controllers in the complex
conflict conditions of multiple aircraft, this paper proposes a method based on digital
grid to detect and release flight conflicts. This method improves the automation per-
formance of the air traffic control system. The main advantages are: (1) The prediction
range is larger than the recommended decision range of the aircraft TCAS system,
auxiliary air traffic controllers make command decisions on multiple aircraft; (2) Pro-
vides conflict resolution optimal solutions for TCAS system failures or unreliable
conditions. The conflict detection and liberation in this paper are based on the digital
grid model of the airspace which sacrifices part of the space and greatly simplifies the
calculation of the safety interval. The motion model of the aircraft is fully considered to
obtain the reachable area for collision detection, and the dynamic planning method is
used to obtain all the non-conflicting maneuver state combinations of each aircraft.
Finally, the optimal conflict resolution decision is obtained according to the perfor-
mance index. At the same time, the current liberation algorithm still has some short-
comings, and the related problems of the simulation algorithm data structure and
optimal parameters need to be further optimized.

(a) Dynamic programming method  (b) Violent search methods

Fig. 10. Detection release time
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Abstract. In this paper, a new algorithm for anomaly classification combined
with shallow texture features is proposed for radioactive musculoskeletal ima-
ges. The classification algorithm consists of three steps. The radioactive image is
first preprocessed to enhance image quality. The local binary pattern
(LBP) features of the image are then extracted and merged. Finally, the merged
dataset is sent to the DenseNet169 convolutional neural network to determine
whether it is abnormal. The method presented in this paper achieved an accuracy
of 79.64% on the musculoskeletal radiographs (MURA) dataset, which is
superior to the method that does not combine texture features. The experimental
results show that the shallow texture features of the combined image can more
fully describe the difference between the lesion area and the non-focal area in the
image and the difference between different lesion properties.

Keywords: Local binary pattern (LBP) � Musculoskeletal radiographs
(MURA) � DenseNet

1 Introduction

Work-related musculoskeletal disorder (WMSDs) refers to systemic muscle, bone, and
nervous system disorders caused by occupational factors. During the work process, the
musculoskeletal system needs to bear the ergonomic load such as posture load and
strength load, because the operator needs to maintain repetitive movements or a
compulsory position to carry or lift heavy objects. And, the musculoskeletal system of
the limbs is damaged, and there are irritations such as acid, numbness, swelling, and
pain [1]. More than 1.7 billion people worldwide are affected by musculoskeletal
diseases, so it is important for the abnormal detection of musculoskeletal.

In recent years, deep learning has become a hot spot in the field of machine learning
research. Image features extracted by deep convolutional neural networks (DCNN)
have proven to be effective in image classification, segmentation, or retrieval appli-
cations. Based on its advantages in non-medical images, DCNN is beginning to be
gradually applied to medical image classification and detection problems. For example,
Spanhol proposed the use of DCNN to classify breast cancer pathology images [2]. Li
proposed a DCNN-based pulmonary nodule classification system [3]; Roth proposed
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an algorithm for developing a lymph node detection system using DCNN [4]. Based on
the above successful experience of DCNN applied to medical images, we tried to use
DCNN to classify radioactive musculoskeletal. However, the images currently used to
train the DCNN model have the following drawbacks:

1. The quality of the training images is not high.
2. For radioactive image datasets, DCNN does not extract its texture features very

well.

Therefore, this paper proposes to preprocess the image to improve the image
quality, then fuse the shallow texture features and then send them into the Densnet169
network for classification, and compare the classification effects without using the
shallow texture features.

2 Musculoskeletal Abnormality Diagnosis Based on Densenet

The method proposed in this paper is shown in Fig. 1 including image preprocessing,
image fusion, and training depth neural network.

2.1 Preprocessing

Histogram equalization is a method of enhancing image contrast (image contrast). In
experiments, we used contrast limited adaptive histogram equalization (CLAHE) [5]
for image enhancement. The histogram value of the CLAHE method is:

Hist0ðiÞ ¼ HistðiÞþ L HistðiÞ\T
Hmax HistðiÞ� T

�

Fig. 1. The structure of the algorithm

Abnormality Diagnosis of Musculoskeletal Radiographs Combined … 481



where HistðiÞ is the derivative of the cumulative distribution function of the sliding
window local histogram, and Hmax is the maximum height of the histogram. We cut off
the histogram from the threshold T and then evenly distribute the truncated portion over
the entire grayscale range to ensure that the total histogram area is constant, so that the
entire histogram rises by a height L. The preprocessed image is shown in Fig. 2.

2.2 DenseNet Neural Networks

In the field of imagery, deep learning has become a mainstream method. We chose
DenseNet [6] as our model because it has better performance than ResNet in the case of
less parameter and computational cost.

DenseNet’s structure is to interconnect all layers, specifically each layer will accept
all of its previous layers as its additional input, as shown in Fig. 3, and DenseNet
directly merges feature maps from different layers, which can be achieved feature reuse
to improve efficiency. We experimented with the DenseNet 169 layer network struc-
ture, adjusting the number of neurons in the last layer to 2.

Fig. 2. The original image on the left and the preprocessed image on the right
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2.3 Merge Texture Features

Deep neural network can directly classify images, but it does not use the underlying
features of images. Considering that there are a large number of underlying features
such as texture in medical images, this paper integrates the original image and texture
features and then sends them into the deep neural network for classification.

2.3.1 Extract the LBP Texture Features of the Image
The local binary mode is a texture metric in the gray range. In order to improve the
limitations of the original LBP, it is impossible to extract the texture features of large-
size structures. Ojala et al. [7] modified the LBP to obtain the LBP value that uniquely
represents the local texture features:

LBPP;R ¼
XP�1

i¼0

s gi � gcð Þ2i ð1Þ

where Sð�Þ is defined as:

s(x) ¼ 1; x� 0
0; x\0

�
ð2Þ

Fig. 3. DenseNet structure
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2.3.2 Merging LBP Features
Performing mean variance normalization on the grayscale image and the corresponding
LBP feature image, and then combining the grayscale image with the LBP image in the
channel dimension, for example, the shape of the grayscale image is (h, w), the shape
of the LBP image Also (h, w), the combined shape is (h, w, 2).

3 The Experiment

3.1 Experimental Dataset

MURA is a dataset of musculoskeletal radiographs, which contains a total of 14,863
studies of 12,173 patients and 40,561 multiview radiographs. Each was one of seven
types of standard upper extremity radiology studies: fingers, elbows, forearms, hands,
humerus, shoulders, and wrists [8].

MURA contains 9045 normal and 5818 abnormal musculoskeletal radiographic
studies as shown in Table 1.

3.2 The Experiment

We trained a 169 layer convolutional neural network to diagnose musculoskeletal
abnormalities.

3.2.1 Parameter Settings
During training, we resize the image to 320 � 320, and we use a random horizontal
flip and a random rotation of 30° for augmentation. All parameters of the network are
randomly initialized. The optimizer chooses Adam, where b1 is equal to 0.9 and b2 is
equal to 0.999. We trained the model using minibatches of size 16. The initial learning
rate is chosen to be 0.00625. When iterating to the 60th and 80th, the learning rate is
attenuated 10 times.

Table 1. Composition of the MURA dataset

Study Train Validation Total
Normal Abnormal Normal Abnormal

Elbow 1094 660 92 66 1912
Finger 1280 655 92 83 2110
Hand 1497 521 101 66 2185
Humerus 321 271 68 67 727
Forearm 590 287 69 64 1010
Shoulder 1364 1457 99 95 3015
Wrist 2134 1326 140 97 3697
Total No. of studies 8280 5177 661 538 14,656
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3.2.2 The Experimental Setup
To demonstrate the effectiveness of our proposed method, we conducted three sets of
experiments:

• Experiment 1: Training with grayscale image
• Experiment 2: Training with grayscale + lbp (radius 1, sampling 8 points)
• Experiment 3: Training with grayscale + lbp (radius 2, sampling 8 points).

3.3 The Experimental Results

The performance of the experimental results on the validation set is shown in Fig. 4.
We can see that combining LBP features when the model converges is better than using
only grayscale images, which proves the effectiveness of the proposed fusion method
between gray images and shallow texture features.

Table 2 shows the highest precision achieved in the validation set for Experiment 1,
Experiment 2, and Experiment 3.

Fig. 4. The performance of the three experiments on the validation set

Table 2. The highest precision achieved by the three experiments on the validation set

Model Only gray Gray + LBP (8, 1) Gray + LBP (8, 2)

Val_acc (%) 78.91 79.42 79.64
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4 Conclusion

In this paper, a new classification algorithm based on deep convolutional neural net-
work is proposed for radioactive musculoskeletal images. Adaptive histogram equal-
ization with limited contrast was used to improve the training image quality, and the
image texture features were merged and sent to DenseNet169 for training and classi-
fication. Experimental analysis shows that the proposed algorithm can effectively
improve the classification accuracy of radioactive musculoskeletal images.

Further work in this paper is to continue to optimize the algorithm and expand the
dataset to train a new depth neural network sensitive to radioactive musculoskeletal
images.
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Abstract. In order to fuse information and analyze correlation more
efficiently and flexibly, an air traffic management (ATM) knowledge
graph-based method is proposed to reorganize the information flexibly
and manage the fusion process dynamically. After that, a breadth-first
and depth-first search-based correlation analysis method is designed to
find deeper correlations and improve the searching efficiency.
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1 Introduction

With the rapid development of air transport in China, the number of flights is
increasing rapidly at an average annual rate of over 10% in recent years [1]. It
is predicted that civil aviation transportation in China will maintain a growth
rate of about 12%. By 2030, there will be more than 450 civil transport airports,
more than 95% of county-level administrative regions and population in China
will receive air services, and the volume of passenger traffic will reach 1.8 billion
[2]. However, the rapid development has also brought more and more challenges
and pressures to the safe and efficient operation of air transport, for example,
flight delays have become more common than ever [3], and the aviation safety
accidents demonstrate a steadily rising tendency [4,5].

Air traffic management (ATM) has taken many measures to meet the chal-
lenges brought by rapid development of air traffic, such as building more surveil-
lance and sensing equipment; developing a variety of information systems for
auxiliary control aiming at different stages and scenarios of air traffic control [6].
In addition, the air traffic control department has strengthened cooperation with
diverse departments, including airports, airlines, etc., to access more and more
kinds of information from different sources [7]. Above solutions can solve the
specific problems of air traffic controllers, while on the other hand, they could
also bring a series of new problems, such as the explosion of information scale,
difficulty of integration, and adding new workload to the controllers.
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Many researchers in the field of ATM focus on information management and
efficient use methods in the operation of air traffic control.

Some researchers [8,9] introduce the concept of System Wide Information
Management (SWIM). As an information switch platform based on network
technology, it has been shown that relevant data can be safely, effectively, and
timely shared and exchanged between different units and information systems.

Medina et al. [10] describe a usability analysis tool which computes estimate
of trials-to-mastery and the probability of failure-to-complete for each task. The
information required to complete a task on the automation under development
is entered into the Web-based tool via a form. Yang et al. [11] look ahead the
concept of intellectualized air traffic management technology, represented by
deep learning, emphasizes that judgment and decision-making based on a large
number of prior knowledges, which is consistent with the decision-making process
of ATM.

However, most of the proposed methods put much emphasize on the breadth
while not depth of information that system can handle, and thus leading to the
failure to solve the depth-related problems. For example, is there relationship
between flight CCA4228 and CES2471? If yes, what is the relationship? Is Shang-
hai Pudong Airport related to Beijing Capital Airport? If so, how is it related?

Inspired by the research idea of applying knowledge graph in social network,
which can represent the breadth of a person’s social relationship and analyze the
depth of the relationship between any two people, we propose an information
fusion and correlation analysis method based on ATM knowledge graph [12].
The main contributions of this paper are outlined as follows.

(1) Using ATM knowledge graph to reorganize the information flexibly and man-
age the fusion process dynamically.

(2) Based on the ATM knowledge graph, a breadth-first and depth-first search-
based correlation analysis method is proposed to get all related feature
instances on breadth and get relative path on depth.

Experimental results show that, compared with the traditional fusion and
search method, the proposed method can find more deeper correlation and
improve the searching efficiency.

The structure of the paper is organized as follows. Section 2 describes the
problem definition. Section 3 shows the ATM knowledge graph-based information
fusion and correlation analysis method. Section 4 shows the experimental results,
and at last conclusions are made at Sect. 5.

2 Problem Definition

The ATM feature types commonly used in ATM information system include air-
ports, runways, routes, airspace, flights, airlines, route points, control units, etc.
Most of these commonly used information uses object-oriented design method,
that is, to design a type template for each kind of feature, and mainly uses
tables in entity-relationship databases for storage, which finally convert each
data entity into a row of records.
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Fig. 1. Different types of ATM features are constructed as data table and connected
with each other by PK and FK.

Nowadays, the commonly used method for ATM information system to con-
struct data association and fusion is searching-related feature from multiple data
tables through the form of primary key (PK) and foreign key (FK). Figure 1
shows an example of how different feature types are connected by PK and FK.

When the breadth-first search is needed to traverse all relevant data, such as
“Pudong Airport in Shanghai as the center, search for all relevant information
features,” the following questions are asked:

(1) If FK is known, thus FK → PK, the correlation can be obtained. For exam-
ple, Runway [FK] → Airport [PK], Taxiway [FK] → Airport [PK], Apron
[FK] → Airport [PK].

(2) Conversely, if PK is known, then PK→ ?, forward associations cannot be
performed to know the FK tables who are associated directly unless all data
tables are traversed.

When the depth-first search is needed to traverse the association path of two
known elements, such as “Query the relationship between flight CCA4228 and
Shanghai Pudong Airport,” the following questions are asked:

(1) Existing processing capacity, if the take-off and landing airport of flight
CCA4228 and the standby airport are not Shanghai Pudong Airport, there
is no relationship between them.

(2) The real situation may have the following correlation: Shanghai Pudong
Airport → Runway → SID → Route Point → Flight CCA4228, which can
be interpreted as that the waypoint of flight CCA4228 at a certain time is the
relevant waypoint of departure procedure at 17R 35L runway of Shanghai
Pudong Airport.

Through the analysis of the two above-mentioned cases, it can be found
that there existing the following shortcomings in nowadays’ information fusion
association methods:

(1) The traversal mode of breadth-first search is fixed and cannot be exhausted
effectively;
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(2) The structure of entity relationship is difficult to change dynamically;
(3) The depth-first search traversal ability is insufficient to carry out association

reasoning.

3 ATM Knowledge Graph-Based Fusion and Correlation
Analysis Method

In order to get all related feature objects on breadth and get relative path on
depth, an ATM knowledge graph-based fusion method is proposed to reorga-
nize the information, and after that, a breadth-first and depth-first search-based
correlation analysis method is designed to achieve the required goal.

3.1 ATM Knowledge Graph-Based Fusion Method

In this work, we first build the ATM knowledge graph to reorganize all the
important ATM features, such as Airport, Route, Airspace, Flight Plan, Airline,
Land Mark, Control Unit, and so on. The graph data structure is chosen to
represent and save the relationship between all the ATM feature instances, which
is different from the E-R divided tables storage method.

The ATM knowledge graph G consists of a collection of nodes N and edges
E, which is G = (N,E). The nodes represent all the ATM feature instances and
the edges represent the relationship between different feature instances. Figure 2
gives a partial fragment of how the ATM knowledge graph looks like.

In the graph, all the ATM features are organized together and all the rela-
tionships between each feature instance are saved as edges. With the graph, we

Fig. 2. A partial fragment of the ATM knowledge graph. Different colors of the nodes
represent different feature type and the edge between each two nodes has its semantic
meaning.
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Fig. 3. The graph can be changed to fuse various kinds of data dynamically according
to the need. a Add new node and edges. b Remove old node and edges.

can use degree distribution, average path length, and clustering coefficient index
to describe the characteristic of the graph in the future.

Besides, we consider the graph as a dynamic change graph, as shown in Fig. 3,
new nodes and edges can be added into the graph at any time. Also, old nodes
can be removed from the graph along with the related edges.

3.2 Breadth-First and Depth-First Search-Based Correlation
Analysis Method

Based on the ATM knowledge graph, we try to do some correlation analysis with
breadth-first and depth-first search in the graph.

For the breadth-first search, we can get the relevant features of the searched
feature. Algorithm 1 shows the overall process of the breadth-first search.

Algorithm 1 Breadth-first search method
1: Function BFS (center node, distance):
2: Initialize a queue q and a list result list;
3: q.push back(center node);
4: center node.distance = 0;
5: while q is not empty do
6: first node = q[0];
7: if first node.distance > distance then
8: break;
9: end if
10: first node.visited flag = true;
11: result list.push back(first node)
12: q.pop front();
13: Get all the adjacent nodes of first node and put them in a temporary list adjacent list;
14: for each adj node in adjacent list do
15: if adj node.visited flag is not true then
16: adj node.distance = first node.distance + 1;
17: q.push back(adj node);
18: end if
19: end for
20: end while
21: return result list;
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The BFS function needs two parameters, one is the searched feature node
and another one is the distance to constrain the search range. Each circulation
between line 5 and line 20, we take out the first node of the queue and push
back its adjacent nodes at the end of the queue unless the adjacent node has not
been visited. In line 7, we check the nodes distance to decide whether the search
should be end. At last, we get all the features whose distance from the searched
feature node is less than the given distance parameter.

For the depth-first search, we can get all the relative paths of two features.
Algorithm 2 shows the overall process of the depth-first search. The search starts
from the start node. The recursion function between line 4 and line 19 compares
the current node with the end node recursively to find the path. At last, we get
all the relative paths of the start and end features by the DFS method.

Algorithm 2 Depth-first search method
1: With the input parameters start node, end node;
2: Initialize a list result list;
3: DFS(start node);
4: Function DFS (current node):
5: current node.visited flag = true;
6: if current node == end node then
7: result list.push back(current node);
8: return true;
9: end if

10: Get all the adjacent nodes of current node and put them in a temporary list adja-
cent list;

11: for each adj node in adjacent list do
12: if adj node.visited flag is not true then
13: path is right = DFS(adj node);
14: if path is right == true then
15: result list.push back(adj node);
16: end if
17: end if
18: end for
19: return false;

4 Experimental Results

The proposed method has been implemented in Java language on a Windows
64-bit workstation (Intel 2.2 GHz, 64 GB RAM).

In this work, we build an ATM knowledge graph which has about 20,000
feature nodes and 100,000 relationship edges.
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Table 1. The breadth-first search results of different feature type.

Searched
feature
instance

Feature
type

Distance from searched feature instance

1 (direct connect) 2 3

Feature
numbers

Elapsed
time (ms)

Feature
numbers

Elapsed
time (ms)

Feature
numbers

Elapsed
time (ms)

Shanghai
Pudong

Airport 146 58 905 113 3873 258

CSN3173 Flight 8 33 1020 126 2959 283

A593 Route 27 4 55 6 296 36

DOGAR Route
point

84 8 413 39 3150 198

Table 2. The depth-first search results of relative path.

First feature
instance

Second feature
instance

Relative
path
numbers

Shortest
length

Longest
length

Search elapsed
time (ms)

Shanghai
Pudong airport

CSN3173 85 3 3 702

CCA4228 CES2471 15 2 6 453

Shanghai
Pudong airport

Beijing Capital
airport

124 2 8 1560

Table 1 shows the case of BFS results of different feature type. We test the
distance (1, 2, 3) from searched feature instance to verify the efficiency of the BFS
method. Distance 1 represents those feature nodes connect with searched feature
node directly, distance 2 represents those nodes connect through two edges to the
searched feature node, and so on. The result shows that the proposed method
can find the same amount of direct-connected feature nodes more efficiently and
flexibly, besides can find more deeper relative feature nodes which is hard to
achieve by the traditional method.

Figure 4 shows an example of a breadth-first search result of route A593 with
the distance (1, 2, 3).

Table 2 shows the case of depth-first search results of relative path. We choose
any two feature instances to get their relative paths which cannot be achieved
by the traditional method. The result shows that there may be more than one
relative path between two feature instances, some of the paths are useful but
some others are not. Further research work is needed to describe the path from
semantic view.

Figure 5 shows the example of a depth-first search result of relative path
between Shanghai Pudong international airport and flight CSN3173. We can
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Fig. 4. Example of breadth-first search result of all features with a all features distance
1; b all features distance 2; c all features distance 3.
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Fig. 5. A depth-first search result of relative path between Shanghai Pudong interna-
tional airport and flight CSN3173.

find many different paths between them and know how they are related which
is difficult to figure out by traditional methods.

5 Conclusion

This paper proposes an ATM knowledge graph-based method to reorganize the
information flexibly and manage the fusion process dynamically. After that, a
BFS- and DFS-based correlation analysis method is designed to find deeper
correlation and improve the searching efficiency. Experimental results show that
the proposed method can get all related feature instances on breadth and get
relative path on depth with high efficiency and flexibility.
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Abstract. In recent years, the number of patients with lung cancer has risen
steadily, becoming the first malignant tumor in men and the second malignant
tumor in women. Researchers at home and abroad have found that pulmonary
nodule-assisted diagnosis can detect pulmonary nodules early and effectively
reduce the risk of lung cancer. Therefore, deep learning has become a new
hotspot in the diagnosis of pulmonary nodules. The research content of this
paper is as follows: In this paper, we extract features of lung nodules with
geometric features, gray value features, texture features and use support vector
machine (SVM) and extreme learning machine (ELM) to train and classify the
lung nodules. The convolutional neural network (CNN) deep learning method
was used to extract the features of CT images of lung nodules, to establish a
characteristic model of CT images of pulmonary nodules, and to classify the
benign and malignant lung nodules. This paper presents a method for computer-
aided diagnosis of pulmonary nodules based on improved CNN. This method
uses the convolutional neural network (CNN) to extract the features of CT
images of lung nodules and establishes the feature model of CT images of
pulmonary nodules. The multi-scale convolution kernel depth learning is used to
prove the advancement of improved algorithms.
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1 Introduction

Cancer has a high morbidity and mortality and is one of the health concerns of
widespread concern worldwide. In recent years, several cancers with high incidence
rates are lung cancer, breast cancer, colon cancer, and stomach cancer. Among them,
the incidence of lung cancer in the population is greater than 10%, the mortality rate is
higher than the incidence rate, and the mortality rate exceeds 18%. According to the
statistics of lung cancer, the incidence of lung cancer in males ranks first, and the
mortality rate also ranks first. The incidence of lung cancer in women ranks second,
and mortality and morbidity rank second. Therefore, how to prevent and diagnose lung
cancer is one of the issues of widespread concern worldwide [1]. In recent years,
computer-aided diagnosis (CAD) can make good use of these unused CT images to
reduce the probability of missed diagnosis and misdiagnosis. The CAD system can use
the massive CT image of the lungs in the hospital to extract the features of the image
and then train the model. The CAD system can use the advantages of computers to
detect and diagnose CT images of lung nodules [2].

2 Materials and Methods

2.1 LIDC-IDRI

The source of lung CT data used in this article is from the National Cancer Institute
(NCI) LIDC-IDRI (The Lung Image Database Consortium) database. LIDC-IDRI has a
total of 1018 research examples. For each of the images in the example, there are four
experienced doctors who diagnose and label the two phases. In the first stage, four
doctors independently diagnosed and marked the lesions. The labels are divided into
three categories: nodules larger than or equal to 3 mm in diameter, nodules smaller than
3 mm, and pulmonary nodules greater than or equal to 3 mm. In the second phase, each
doctor needs to review the annotations given by several other doctors and give their
own diagnosis. The diagnosis of these two stages can minimize the misdiagnosis
caused by irresistible factors [3].

The image file format in the database is an image file. DICOM is one of the most
common format for medical images, which is shown in Fig.1.

Before using the algorithm to extract the features of the lung CT image, it is
necessary to analyze the lung CT image, determine the location of the pulmonary
nodule, segment the lung nodule image, and perform corresponding preprocessing on
the lung nodule image. Since the focus of this study is on computer-aided diagnosis of
pulmonary nodules rather than computerized detection of pulmonary nodules, this
paper uses the lung nodule contour coordinates given by the LIDC-IDRI database to
segment the lung nodule data [4] which is shown in Fig. 2.
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Fig. 1. Breast CT image

Fig. 2. Lung nodule image
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2.2 Machine Learning in CAD

In the field of computer-aided diagnosis on lung nodule detection, there are many good
methods on extraction of features and classification for benign and malignant nod-
ules. In this chapter, we propose to select representative eigenvalues to classify pul-
monary nodules based on the common characteristic parameters of pulmonary nodules.
This process directly determines the data integrity and accuracy of benign and
malignant discrimination [5].

The support vector machine (SVM) is based on linear separability and is grad-
ually extended to a linearly inseparable case. SVM is essentially a nonlinear mapping,
which transforms the nonlinear problem in the original sample space into a linear
separable problem in the feature space [6]. The SVM applies the kernel function
expansion theorem without having to know the explicit expression of the nonlinear
mapping. With the help of the kernel function, the linear learning machine in the high-
dimensional feature space does not increase the computational complexity.

The extreme learning machine (ELM) is a fast single hidden layer neural network
(SLFN) training algorithm. When using the ELM algorithm, only the number of hidden
layer neurons needs to be set, and the output weight needs to solve the Moore-Penrose
generalized inverse problem of a matrix. According to this feature, no iteration is
required to determine the parameters [7], thus reducing the overall tuning time.
Therefore, compared with the traditional training methods of machine learning, ELM is
fast and generalized.

2.3 Deep Learning in CAD

Convolutional neural network (CNN) is a neural network with a multilayer structure,
typically model shown as Fig. 3. Each level of CNN contains one or more neurons, and
the relationships between these neurons are independent of each other. The perfor-
mance of the CNN algorithm depends on two factors, one is the performance of the
computer hardware, and the other is a large number of image data sets. When using the
traditional method for the diagnosis of pulmonary nodules [8], the chest CT object
needs to be analyzed to find the CT image of the chest corresponding to the pulmonary
nodules, and the lung nodule area of the chest CT image is marked; then, the char-
acteristics of the lung nodule area are extracted, and the extracted features have the
degree of solidity, and the center distance, texture, and density are used to model the
features. Finally, a large number of feature models are used to train the classifier to
obtain the final classification result. The use of CNN in these situations typically
produces a more accurate classification than the handcrafted features of a standard
classifier, and CNN learns the most meaningful features of a given task itself. The
convolutional layer in the CNN may also be referred to as a feature extraction layer,
that is, a C layer [9]. The pooling layer in the CNN may also be referred to as a
downsampling layer, an S layer. CNN network has strong earning ability, mainly
reflected in its multiple hidden layers. The inclusion of a large number of neurons in
multiple hidden layers enables the CNN to process a large number of data sets, and the
downsampling operation can assist the CNN in reducing the complexity of training.
The structure of the traditional neural network is different from the structure of the

500 Y. Li et al.



CNN. All nodes of each input layer and all nodes of the hidden layer are connected to
each other. All nodes of the hidden layer and all nodes of the output layer are also
connected to each other [10].

Moreover, when calculating the output of the neural network, the scale of the
matrix to be calculated is relatively large. When the scale of the matrix is large to a
certain extent, the convergence time is too long, and it is easy to fall into the local
extreme value. In response to these shortcomings, the convolutional neural network
(CNN) uses local perceptual fields and weight sharing to shorten training time and
improve training accuracy.

Improved convolution neural network method. Local perception field is one of
the methods to effectively reduce the number of weights and the number of parameters
without reducing the accuracy [11]. It is generally believed that the human brain’s
perception of the real world is a process from the local to the global. For the discussion
of images, you can follow this process. The condition in the image that best describes
the relationship of pixel points is spatial location of the image.

In this research, we proposed an improved method in convolutional neural network,
for extending the local perception field by using multi-scale convolution kernels as
shown in Fig. 4.

The improved kernels are based on shapes of 1 � 1, 3 � 3, 5 � 5. Later two are
similar to those working in CNN, and the 1 � 1 kernel works most importantly. The
1 � 1 convolution kernel mainly performs the function of full-join calculation through
the convolution operation, thereby extracting features at a higher scale. When a con-
volutional layer enters a large number of features, convolution of this input will gen-
erate a huge amount of computation; if the input is first performed, the number of
convolutions will be significantly reduced after reducing the number of features. Then,
we need to solve the matter of information combination. Different characters are
produced from different scales kernel, these branches are convolved or merged with
convolution kernels of different sizes and finally stitched together in the feature
dimension. More feature richness also means more accurate judgment in the final
classification [12] which is shown in Fig. 5.
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Fig. 3. Architecture of lung nodules diagnosis based on CNN
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The core component of the BP algorithm is the backpropagation algorithm. The BP
algorithm is based on a stochastic gradient descent strategy and adjusts the parameters
according to the negative direction of the gradient of the error [13]. The derivative of
layer between hidden layer and output layer matrix is shown as (1)

Dwhj ¼ �g
@Ek

@whj
ð1Þ

By observing Formula (1), it can be found that the input value corresponding to the
j output neuron is affected ŷkj first and then responding to its output value Ek, and finally
affecting the error, according to the chain derivation rule [14]:

1x1
convolutions

Input

1x1
convolutions

1x1
convolutions

7x7
convolutions

3x3
convolutions

5x5
convolutions

2x2 max pooling

output

Fig. 4. Modified multi-scale convolution kernel modular diagram

Fig. 5. Schematic diagram of sparse matrix operation
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@Ek

@whj
¼ @Ek

@ŷkj
� @ŷ

k
j

@bj
� @bj
@whj

ð2Þ

The special property of activation function sigmoid, f 0ðxÞ ¼ f ðxÞð1 � f ðxÞÞ, the
derivative of the output neuron is:

gj ¼ @Ek

@ŷkj
� @ŷ

k
j

@bj
¼ ŷkj 1� ŷkj

� �
ykj � ŷkj

� �
ð3Þ

So, we can get the derivative of the output neuron.

3 Results and Discussion

This chapter focuses on the experimental design of the auxiliary diagnosis function of
benign and malignant pulmonary nodules and verifies its performance through
experiments. First, this paper uses two deep learning methods for lung nodule CT data.
Seven methods were used to compare CNN-based pulmonary nodule-assisted diag-
nosis with improved lung nodule-assisted diagnosis of CNN. Then, the SVM and
ELM-based nodule-assisted diagnosis method were compared to classify the CT data of
lung nodules. Finally, the advantages of improved CNN algorithm with higher accu-
racy and lower algorithm difficulty are obtained.

3.1 Results

The experimental data used was the LIDC-IDRI database, which contained a CTG
image of the 124G lung. It contains 1018 cases; each case is stored in a separate folder,
and each folder has about 100–500 pictures, and the folder records the results of the
doctor’s diagnosis, the benign and malignant lung nodules, contour coordinates, and
other information. Based on the relevant file information, 1067 sets of data can be
segmented from the LIDC-IDRI database. We used seven types of evaluation index to
show the capabilities of four methods, which are shown in Table 1 and Fig. 6.

Table 1. Experimental evaluation value

ELM SVM CNN OURS

trainTm (ms) 41.2 62.3 81,057 31,300
testTm (ms) 5.2 5.9 23,945 2410
trainAcc (%) 71.24 74.12 76.35 85.75
testAcc (%) 69.91 72.32 74.15 79.25
Sn (%) 62.35 61.28 78.54 79.28
Sp (%) 67.32 70.13 71.34 77.36
AUC 0.6834 0.7119 0.7412 0.8451
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3.2 Discussion

First, this paper uses two deep learning methods for lung nodule CT data. Seven
methods were used to compare CNN-based pulmonary nodule-assisted diagnosis with
improved lung nodule-assisted diagnosis of CNN. Then, the classification of lung
nodules CT data based on ELM and SVM-based pulmonary nodule-assisted diagnosis
was compared, and four experimental indicators were used to evaluate the two meth-
ods. Finally, the advantages of improved CNN algorithm with higher accuracy and
lower algorithm difficulty are obtained, which proves that the classification accuracy of
diagnosis is better.
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Abstract. This paper focuses on modifying generalized Hamilton system-
based minimax theory for solving the interference suppression of multi-machine
power systems with coupling performance. The system determines the inter-
ference suppression controller and reduces the conservatism of the traditional
method by calculating the worst interference degree. The results of simulation
show that this method and control strategy can make the system state converge
to the initial equilibrium point rapidly under the influence of large disturbance to
effectively improve the transient stability performance of power system.

Keywords: Hamilton � Minimax theory � Multi-machine power systems

1 Introduction

With the development trend of the power system with large scale, it is very important to
study the stability and anti-interference ability of multi-machine power system. With the
further study of power system by scholars, the robust control of power system by
Hamilton theory is well applied and realized. Literature [1] gives the sufficient condi-
tions which can generalize dissipative Hamilton to the simple power system. Then, the
Lyapunov function is given based on the energy function which obtains the local
dissipative Hamilton implementation of dual-machine system. Literature [2] proposed
an improved Hamilton system for the Hamilton implementation problem of NDAS. The
energy shaping of H function was carried out by reconstructing the system structure
matrix, and the design method of stabilization controller was presented. Literature [3, 4]
combines the generalized Hamilton energy theory to design the power system controller.
Literature [5] establishes the generalized Hamilton model of multi-machine power
system with two cases; the first case does not consider the transfer conductance while the
other case considers both self-admittance and mutual admittance. But it is without
considering the mutual conductance, which is considering that Gij is equal to 0. Liter-
ature [6] provides the improved Hamilton system structure considering mutual con-
ductance, which is called pseudo-generalized Hamilton system. Many scholars have
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achieved good results in interference suppression and adaptive control of multi-machine
power system. However, in dealing with interference problems, it increases the con-
servatism of the system by reducing inequality.

The research findings of the author show the minimax theoretical control method
has a good effect on suppressing sudden large interference [7, 8], and it is mature for
the research on interference suppression of single-machine power system. Literature [9]
for TCSC single-machine infinite power system adopts the method of combining with
minimax and backstepping, puts forward a kind of effective output feedback control
method, and studies the robust stabilization problem of grid systems; literature [10]
imports minimax theory into the dissipative Hamilton system and designs the inter-
ference suppression controller for the TCSC single-machine infinite power system.

This paper focuses on modifying generalized Hamilton system-based minimax
theory for solving the interference suppression of multi-machine power systems.
Minimax method is used to deal with the interference item of the system, and it
estimates accurately the inflection of maximum interference on the system. Through the
construction of the index function and performance metrics, the conservatism of tra-
ditional interference processing methods has been improved.

2 Preliminary Knowledge

2.1 Pseudo-generalized Hamilton

According to reference [11, 12], the general affine nonlinear dynamic system is as
follows:

_x ¼ f ðxÞþ gðxÞu ð1Þ

Definition 1 If there is a Hamilton function HðxÞ, system (1) can be presented as
follows:

_x ¼ MðxÞ@xHðxÞþ pðxÞþ gðxÞu ð2Þ

It is called that system (2) possesses the implementation of pseudo-generalized
Hamilton, where HðxÞ is the generalized Hamilton function of system (2).

In which @xHðxÞ ¼ ½@x1H; @x2H. . .@xnH�T, pðxÞ ¼ ðp1; p2;. . .pn;ÞT 2 Rn, and
MðxÞ ¼ ðMijðxÞÞn� n are the structure matrix. If MðxÞ can be described as
MðxÞ ¼ JðxÞ � RðxÞ, and JðxÞ is the antisymmetric matrix, RðxÞ is the positive semi-
definite matrix, then function (2) is the implementation of strict pseudo-generalized
dissipative Hamilton.

IfMðxÞ�1 is the non-singular matrix and it has the inverse matrix, we can obtain the
expression as follows:

�pðxÞ ¼ MðxÞ�1pðxÞ ð3Þ
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Lemma 1 If

_x ¼ MðxÞð@xHðxÞþ �pðxÞÞþ gðxÞu ð4Þ

There is an energy function as follows:

WðxÞ ¼ HðxÞþ
Xn
k¼1

Zxk

xk0

nk xkð Þdxk � Hðx0Þ ð5Þ

In which nk xkð Þ ¼ �pkðx10; x20; . . .; xk�1; xk; xkþ 1;0. . .; xn0Þ
Then, function (2) can be rewritten as follows:

_x ¼ M xð Þ@xWðxÞþ gðxÞþ gðxÞu ð6Þ

where gðxÞ ¼ pðxÞ �MðxÞðn1ðx1Þ; n2ðx2Þ; . . .; nnðxnÞÞT.
Then, we have

@xW x0ð Þ ¼ @xH x0ð Þ�pðx0Þ ¼ 0 ð7Þ

Hence, x0 is one stagnation point of the energy function WðxÞ.

2.2 Interference Suppression Based on Minimax Theory

This section calculates the maximum critical interference degree that system can be
withstood by the constructed test function before adopting interference suppression
controller with minimax theory. The interference degree depends on the state and
changes of system input that is not a simple estimate. Then it focuses on the maximum
disruption interference of the system can be withstand to design the interference sup-
pression controller, in order to insure that the system has semi-positive energy storage
function W xð Þ and for any given interference suppression constant, which make the
dissipation inequality hold.

_W þQðxÞ� 1
2

c2 xk k2�
n

Zk k2
o

ð8Þ

Lemma 2 For the pseudo-generalized Hamilton system

_x ¼ MðxÞ @WðxÞ
@x þ gðxÞuþGx

z ¼ hðxÞgT @WðxÞ
@x

(
ð9Þ

According to select the test function as follows:

W ¼ _W þ 1
2

zk k2�c2 xk k2
� �

ð10Þ
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The maximum disruption interference can be calculated as follows:

x� ¼ 1
c2

GTðrWÞ ð11Þ

3 The Design of Multi-machine Minimax Interference
Suppression Controller

_di ¼ xsxi

_xi ¼ 1
Mi

Pmi � Dixi � E0
qi

Xn
j¼1

E0
qjðBij sin dij þGij cos dijÞ

( )
þ ei1

_E0
qi ¼

1
T 0
doi

�biE
0
qi � ðXdi � X 0

diÞ
Xn
j¼1

E0
qjðGij sin dij � Bij cos dijÞþEfdsi þ ufi

( )
þ ei2

ð12Þ

In the function (12), bi ¼ 1� ðXdi � X 0
diÞBii ; ci ¼ Xdi � X 0

di, where xi is the
generator angular velocity; xs is the synchronous angular velocity; Xdi is the d-axis
synchronous reactance of generator; X 0

di is the d-axis transient state reactance; T
0
doi is the

d-axis open-circuit time constant; Mi is the generator inertia time constant; Di is
the damping coefficient; Pmi is the mechanical power; E0

qi is the p-axis transient state
potential; Efdsi is the exciting voltage for system steady state operation; ufi is the
exciting input voltage of generator; ei1 and ei2 are bounded disturbances, and they
represent the mechanical power disturbance and the field winding parameter distur-
bance, respectively.

We select Hamilton function as follows:

Hðd;x;E0
qÞ ¼

1
2

Xn
i¼1

Mixsx
2
i þ

Xn
i¼1

P0
miðdis � diÞþ

Xn
i¼1

bi
2ci

ðE0
qi �

1
bi
E0
fdsiÞ2

þ 1
2

Xn
i¼1

Xn

j¼1;j6¼i

ðE0
qisE

0
qjsBij cos dijs � E0

qiE
0
qjBij cos dijÞ

ð13Þ

According to Lemma 1, we select energy function as follows:

WðxÞ ¼ HðxÞþ
Xn
i¼1

X3
k¼1

Zxk

xk0

nik xkð Þdxk � Hðx0Þ ð14Þ
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The form of constructed pseudo-generalized Hamiltonian is

_xi ¼ ½Ji � Ri� @WðxÞ
@xi

þ giûfi þ gi þ ~giei ð15Þ

where Ji ¼
0 1

Mi
0

� 1
Mi

0 0
0 0 0

2
4

3
5; Ri ¼

0 0 0
0 Di

M2
i xs

0

0 0 ci
T 0
doi

2
64

3
75; gi ¼ 0 0 1

T 0
doi

h iT
; ~gi ¼ 0 1 0

0 0 1

� �T
;

ei ¼ ei1
ei2

� �
, gi is the bounded parameter.

Assumed that

Gi ¼ 0 1 0
0 0 1

� �T
;xi ¼ xi1

xi2

� �
¼ 0 1 0

0 0 1

� �
ðgi þ ~gieiÞ ð16Þ

Then, function (15) can be written as follows:

_xi ¼ ½Ji � Ri� @WðxÞ
@xi

þ giðxiÞûfi þGixi ð17Þ

where Gixi ¼ giðxÞþ ~giei.
And xi includes the influence of the uncertain perturbation term and the bounded

vector in the system, and it can be regarded as a new bounded disturbance vector.
According to Lemma 2, take the maximum disruption interference into (17), then

the test function can be described as follows:

W ¼ �rTW � R � rW þrTW � gðxÞu_þ 1
2
rTW � ghThgTrW � 1

2c2
rTW � GGTrW

ð18Þ

If the system still keeps stable under the effect of the worst interference degree, then
the controller can be derived as follows:

ûfi ¼ � 1
2
hTi hig

T
i
@WðxÞ
@xi

ð19Þ

where Rþ 1
2c2 GG

T [ 0, QðxÞ ¼ Rþ 1
2c2 GG

T .

If the interference of the system becomes 0, the system can be asymptotically stable
at equilibrium; if the interference is uncertain, it will meet the performance index (9).
Hence, on the basis of any bounded disturbance, the controller can be designed as
follows:
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ufi ¼ � 1
2
T 0
doihiðxÞhTi ðxÞ

bi
ci
ðE0

qi �
1
bi
E0
fdsiÞ �

Xn

i6¼j

E0
qj

"
Bij cos dij

þ ci
X

1� k� i

E0
qkGikðsin dik � sin disksÞ � E00

fdsi

# ð20Þ

Theorem 3 For any given c[ 0, there is an energy functionWðxÞ and QðxÞ for system
(12),through the controller (20) effect with the worst interference condition, it meets the
dissipative inequality (8). The system will have the characteristic of interference sup-
pression and asymptotically stable at the equilibrium point.

According to Minimax theory, the performance index is established for system
(12). We can calculate the maximum interference degree of the system and withstand
on the base of the test function. Then, we can solve the conservatism caused by
inequality reduction, further accurately design the interference suppression controller.

4 Simulation Results

For verifying the effectiveness of the method, the three-machine power system shown
in Fig. 1 will be simulated as below. The generator node 3 in the figure is the reference
node, and the system network parameters are detailed in the reference literature [1]. It is
assumed that a three-phase short-circuit fault will occur between generator busbar 1 and
busbar 2 at 2 s, the relay protection operated will disconnect the fault line at 2.1 s, when
the trouble remove at 3 s, and the automatic reclosing will lock. The simulation results
are shown in Figs. 2, 3, and 4.

From the above simulation results, it can be seen that the curve has a fluctuation
when the system is disturbed at 2 s because of the equilibrium state is greatly different
from stable state. When the system is trouble shooting and working normally at 3 s, the
response curve can converge to the equilibrium points rapidly, and the effectiveness of
the method has been proved.

Fig. 1. The simplify structure of three machine power system
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5 Conclusion

In this paper, a new technique based on Hamilton theory has been further studied the
multi-machine power system interference suppression. Combining minimax theory
with Hamilton theory, it calculates the worst disturbance degree when dealing with the
interference. The method has solved the problem of the system parameter hypothesis
and reduces the conservatism. Simulation experiments show that the control strategy
has an effective interference suppression effect.
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Abstract. In recent years, because deep learning technology can effectively
learn features from data, it has become a powerful technical means in the field of
image recognition. Research on image recognition can better promote the
development of artificial intelligence and computer vision. This paper has
conducted research and review of this field, introduced its important develop-
ment and application, and made an attempt to promote further development in
this field. Firstly, this paper introduces the structure of the network, and then
introduces the common structural model of deep learning with CNN. The
technical methods of reducing overfitting method, neural network visualization
technology, inception structure, and transforming input images are discussed.
Finally, the problems that still need to be solved in this field and the future of
deep learning are introduced. It is pointed out that distributed computing, bit
number reduction, migration learning, image style transformation, image gen-
eration, etc., are further research directions in the field of image recognition.

Keywords: Deep learning � Image recognition � Convolutional neural network

1 Introduction

The wave of deep learning is surging, and related literature books are emerging one
after another. The world of science fiction movies has become a reality. Artificial
intelligence has defeated the Go champion, and mobile phones can not only understand
people’s speech (such as Microsoft’s Xiao Bing, Apple’s Siri), but also real-time
translation in video calls, the generalization of autonomous driving technology is just
around the corner. Artificial intelligence is changing our lives and gradually making
our world a new world. Such an amazing speed of development is inseparable from
deep learning technology. Deep learning has shown excellent performance in various
fields such as graphics, voice, and natural language. Image recognition technology
based on deep learning has important applications in weather forecasting, medical
imaging, navigation, and environmental monitoring. This paper has conducted research
and review of this field, introduced its important development and application, and
made an attempt to promote further development in this field. The paper first briefly
introduces the structure of the network and then outlines the structural models
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commonly used in deep learning. It mainly introduces Alex Net, ZF Net, VGG Net,
Google Net, Res Net, spatial transformer module, capsule network, and a comparative
analysis of the various improved models for deep learning. Finally, the problems that
still need to be solved in this field and the future of deep learning are introduced.

2 The Composition and Principle of Neural Network

The basic neural network consists of input layer, hidden layer, and output layer. The
structure is shown in Fig. 1. For the classification problem, the main task of the input
layer is to read the information of the image, the number of neurons is the number of
pixels of the input image, and the number of neurons in the output layer is the number
of categories. For example, if the MNIST handwritten digital image set is a 28-
pixel � 28-pixel grayscale image, the number of neurons in the input layer of the
neural network is set to 28 � 28 = 784 neurons, and the 10 neurons in the output layer
are derived from 10 categories. (Numbers 0 to 9 for a total of 10 categories) The
activation function converts the sum of the input signals into an output signal. The
activation function mostly uses Relu, and the activation function of the output layer
uses the Softmax function. The convolutional neural network also includes a convo-
lutional layer, a pooled layer, and a fully connected layer. The convolutional layer is
used for feature extraction, and the convolution operation is equivalent to the filter
operation in image processing. Each time a feature is perceived locally in the image and
then synthesized at a higher level to obtain information about the entire image. And in
order to improve efficiency, parameter sharing and local sensing are introduced [1]. The
pooling layer is an operation for reducing the space in the high and long directions and
is disposed behind the convolution layer. This operation can reduce the amount of data
while retaining valid information. Max pooling is generally used in identifying prob-
lems. After using multiple convolutional layers and pooling layers, the fully connected
layer is fully connected to all neurons in the previous layer, integrating local infor-
mation, and linking all features. Convolutional neural networks as the hierarchy dee-
pen, the extracted information is increasingly complex and abstract, from the initial
layer to the subsequent layer in turn respond to image edges, textures, and more
complex object components. In the improved CNN model, the activation function main

uses the ReLu function. Its expression is as follows hðxÞ ¼ x ðx[ 0Þ
0 ðx� 0Þ

�
When the

input is greater than 0, the value is directly output; when the input is less or equal to
zero, 0 is output. Most use dropout technology, and use GPU parallel training tech-
nology, the classifier uses Softmax regression technology. And because training
requires large data sets, data enhancements are used to enhance data size in improved
CNN. When data is input, the data is usually packaged and input. This operation is
called batch processing. Batch processing can greatly shorten the processing time of
each image and improve the computing speed of the computer.
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3 CNN Model

ALexNet [2] is considered to be one of the most far-reaching models in the industry,
achieving a 15.4% success in the top five test error rate. It is much better than the
26.2% of the second place, indicating that CNN has a surprising advantage over other
methods. Its layout structure is relatively simple compared to some current architec-
tures. It mainly includes five convolutional layers, dropout layer, maximum pooling
layer, and three fully connected layers. The data set uses the Imagenet data set, which
has a data set of 15 million high-resolution images with labels, with approximately
22,000 categories. The activation function uses the ReLu function, which is six times
faster than the activation function using tanh neurons. Excessive training sets make it
unsuitable for training on one GPU, and parallel computing on two GPUs can achieve
good results. The network has 60 million parameters, although there are many cate-
gories in our data set, these categories are not enough for so many parameters. In order
to reduce the overfitting of the network, the model uses data-enhanced technology, that
is, artificially expand the data set by image transformation, horizontal reflection, patch
extractions, etc. In addition, the model also uses the dropout technique to reduce
overfitting. Its approach is to set the output of each neuron to zero with a probability of

Fig. 1. Simple neural network structure
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0.5. In the test, the output of all neurons was multiplied by only 0.5, So every time the
neural network is trying different structures, but the weights are shared between these
structures. Dropout greatly reduces overfitting and roughly doubles the number of
iterations required for convergence. Architecture of ALexNet runs in parallel on two
GPUs as shown in Fig. 2.

The neural network is considered to be a black-box operation. It is difficult to
understand its internal operating mechanism. If it cannot be solved, the improvement of
its network architecture can only rely on trial. ZF Net invented a convolutional network
visualization technology called deconvolutional network that allows researchers to
know what the convolutional layer is observing and what it is doing in the CNN. The
basic principle is that after each layer of the trained CNN network, a deconvnet layer
with the same filter settings as the original CNN network is attached, and the basic
working principle of deconvolution is shown in Fig. 3. If we want to check the acti-
vation value of a feature in a layer, save the activation value of the corresponding
feature layer of this layer, and set the other activation values in this layer to zero, then
the feature layer is used as the input of the deconvolution network [3]. One of the most
interesting places in deep learning is that the first layer responds to simple edges, the
next layer responds to textures, and the later layers respond to more complex object
parts, if stacked multiple layers, as the layers are deepened, the extracted information
becomes more complex and abstract. ZF Net provides CNN with a more intuitive
display capability, enabling researchers to better understand the internal workings of
CNN and provide guidance for further improving the CNN model. In addition, com-
pared to AlexNet’s 11 � 11 filter, ZF Net uses a smaller 7 � 7 filter with smaller steps
size, which helps preserve the raw pixel information of the input data.

Fig. 2. Illustration of the architecture of ALexNet run in parallel on two GPUs
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Unlike the first two networks, VGG Net uses only 3 � 3 filters. The authors believe
that two 3 � 3 filters can be combined to generate a 5 � 5 sensing zone [4]. In this way,
it can maintain the same function as the large size and has the advantage of small size.
For example, the small size can reduce the parameter, and the multi-purpose linear
rectification layer can reduce the performance of the system. Another feature of the
network is that it emphasizes depth, that is, the layer with the weights is superimposed
on the 16th or 19th layer, and the network structure deep enough to reflect the hierarchy
of processing visual data. VGG Net maintains depth and keeps it simple. Its structure is
shown in Fig. 4.

Fig. 3. Basic working principle of deconvolution

Fig. 4. Architecture of VGG Net use only 3 � 3 filter size
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GoogLeNet seems to be very complicated, but it is actually the same as the network
structure introduced earlier. However, GoogLeNet is characterized by not only depth in
the vertical direction but also depth in the horizontal direction. This is called the
inception structure [5]. This structure uses multiple filters and pools of different sizes,
and finally merges their results. The author provides a 1 � 1 convolution operation in
many places, which can reduce parameters and achieve high-speed processing. Its full
inception module is shown in Fig. 5.

ResNet is a network with a deeper structure than the previous network. Deeper can
improve performance better. However, the excessive deepening level will not work
smoothly in many cases resulting in poor performance. ResNet has introduced a
shortcut structure that solves this type of problem by merging the input into the output
layer across the convolutional layer of the input data [6]. This not only deepens the
layer but also enables efficient learning. The main reason is that the signal can be
transmitted without attenuation when backpropagating. According to the experimental
results, even if the depth is increased to 150 or more, the recognition accuracy will
continue to increase.

The network structure introduced above is through large-scale modification of the
network architecture, or create another complex model, and a spatial transformer
module network is more focused on transforming the input image, and its transfor-
mation is mainly aimed at pose normalization and spatial attention, the former mainly
refers to whether the object in the scene is tilted or stretched, and the latter refers to how
to focus on a specific object in the image of a multi-object [7]. In traditional CNN,
spatial invariance mainly depends on the maximum pooling layer, which can extract

Fig. 5. Full inception module
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the relative position of feature information as an important attribute, while the spatial
change module performs affine transformation on the input image in a dynamic way.
This gives the model a strong deformation, expansion, and rotation invariance.

There is also a network that can improve the recognition ability of an object after
rotation and the recognition between objects. It is a capsule network proposed by
Hinton et al. in 2017 [8]. Traditional CNN is based on neurons, and a neuron represents
an attribute of an object. CapsNet consists of multiple capsules, each consisting of
multiple neurons. Therefore, it has more attribute information than the neural network.
There is an algorithm called dynamic routing between capsules. The main idea is that
the output of the low-level capsules is passed to high-level capsules that can be
modified. If the input of the low-level capsule is very similar to the output of the high-
level capsule, then the two capsules are considered to be highly correlated. The current
capsule network is only three layers shallow, but its performance is better than the
traditional CNN network of the same level. In the future, if we increase the level and
further study the routing algorithm, it will have great development prospects in image
recognition.

In 2019, Zhang et al. proposed a multi-feature weighted network containing two
modules, CFR-DenseNet and ILFR-DenseNet, called MFR-DenseNet [9]. CFR-
DenseNet adds the SEM module to DenseNet, which is mainly for the channel char-
acteristics of the convolutional layer. ILFR-DenseNet adds DSEM to the front of the
3 � 3 convolution layer to simulate the interdependence of different features between
layers. Unlike other CNN models that are superimposed by multiple convolutional
layers, its input is the output of all previous layers. MFR-DenseNet is a network formed
by combining CFR-DenseNet and ILFR-DenseNet. This kind of convergence can
maximize their respective advantages, so that the network can not only explore the
correlation between channels, but also simulate the interdependence of interlayer fea-
tures. DenseNet is composed of many dense blocks. Its main feature is that each layer
has a relationship with other layers. This ensures maximum information flow, sup-
presses gradient disappearance during network training, enhances feature propagation,
and is effective reduce model parameters. MFR-DenseNet is the latest research result in
CNN improved model. Due to its special structural features, CNN plays an irre-
placeable role in image recognition.

4 Conclusion

Researchers have made significant contributions to deep learning and image recogni-
tion. However, at present, deep learning is still not perfect in target detection and image
recognition, and there are still many problems that need to be solved.

The convolutional layer is the most time-consuming when learning on the network.
Studies have shown that the processing time of all convolutional layers accounts for
89% of the total CPU and 95% of the GPU. Therefore, the main research goal of high-
speed learning is how to efficient and high-speed performing a large number of mul-
tiplication and accumulation calculations. The CPU is mainly used for continuous and
complex operations, while the GPU is better at a large number of parallel operations,
and its application in deep learning will achieve an amazingly high speed. Even so,
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when the level of the network deepens, it still takes days or even weeks to learn. And in
order to build a better network, deep learning is always accompanied by various trials
and errors, which creates the need to shorten the learning time as much as possible. For
this reason, distributed computing can be considered on multiple GPUs, but this is a
problem that is difficult to overcome because it involves multiple problems such as
communication between machines and synchronization of data. Considering that
memory capacity and bus bandwidth may also become bottlenecks, the number of data
bits flowing through the network should be reduced as much as possible. In order to
achieve high speed, bit number reduction is also a subject of concern. In the training of
the network, a large data set is usually needed, and the knowledge of the existing public
data set can be transferred to the own network, and a part of the trained model is
directly applied to the similar model, such as a small amount. The data only trains part
of the network and can achieve good results on small data sets. This migration learning
technology is one of the future research directions. Through deep learning, you can also
draw artistic paintings, such as drawing a painting with a Van Gogh style, inputting two
images, one content image, another style image, and a new image will be generated. In
the process of learning, the intermediate data of the network is similar to the inter-
mediate data of the content image, and an input image such as a similar style of the
content image can be output [10]. Different from the above research, there is also a
network model that can generate new images without any input image. For example,
based on deep learning, it is possible to generate images of the living room from zero.
This technology is mainly developed by letting the two neural networks of generator
and discriminator learn from each other. The generator that will eventually grow up
will have the ability to draw images that are enough to confuse the real [11]. Deep
learning has shown excellent performance in many aspects and has become a research
hotspot. However, there are still many works to be done in the theoretical research of
the model. More research work on deep learning requires researchers to carry out.
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Abstract. The new military revolution in the new era is spurring the devel-
opment of combat means and combat forces to unmanned, intelligent, and
clustered direction and gradually forming new methods of warfare and winning
mechanisms. Unmanned combat platforms represented by unmanned aerial
vehicle (UAV), unmanned combat vehicle, unmanned surface vessel, and
unmanned underwater vehicle have gradually become new research areas in
which various military powers are committing to. Among the various unmanned
combat platforms, UAVs achieve the fastest development and have the most
operational applications. This paper gives a brief overview of UAVs and their
applications and focuses on the advantages and problems of UAV and UAV
cluster.

Keywords: Unmanned combat � Unmanned aerial vehicle � UAV � Drone

1 Introduction

Unmanned aerial vehicle (UAV) is a non-manned aircraft operated by radio remote
control equipment and self-contained program control devices or operated autono-
mously by the onboard computer completely or intermittently. In the Vietnam War of
the 1960s, UAVs were first used in wars. The American “Fire Bee” unmanned aircraft
carried out reconnaissance missions over Vietnam and obtained accounted for 80% of
the total intelligence, which made people realize UAV’s value. In 1991, during the Gulf
War, more than 200 drones from the USA, Britain, France, Canada, and Israel all
appeared on the battlefield, which provided an important basis for the multinational
forces to control the battlefield situation in real time and evaluate the effects of air
strikes. In 2003, the US military mobilized more than 10 kinds of drones to participate
in the Iraqi battlefield. The Global Hawk carried out several combat missions over
Baghdad and collected more than 3700 images [1].

With the rapid development of military revolution, unmanned combat platforms
represented by drone, unmanned combat vehicle, unmanned surface vessel, and
unmanned underwater vehicle have gradually emerged in military applications, emit-
ting enormous development potential and broad application prospects. The main
functions of unmanned equipment have evolved from past target drones, reconnais-
sance, etc., to the current functions of reconnaissance, surveillance, communication,
and attack. With the development of artificial intelligence, network, coordination, and
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control technology, all kinds of unmanned cluster like “wolves”, “fish groups”, and
“bee colonies” may appear in various combat spaces such as land, sea, air, and sky. The
operational cluster implements a global unmanned cluster attack and defensive oper-
ation against the enemy. The National Science Council has predicted: “The core
weapon of the twenty-first century is the unmanned combat system” [2].

Due to the diversity of drones, there are different classification methods for different
considerations: According to the structure of flight platform, it can be divided into
fixed-wing UAVs, rotary-wing UAVs, unmanned airships, wing drones, etc.; classified
by purpose, it can be divided into military drones and civilian drones, of which military
drones are divided into reconnaissance drones, electronic countermeasure drones,
communication relay drones, unmanned fighters, target drones, etc., and civil drones
are divided into inspection/monitoring drones, agricultural drones, meteorological
drones, exploration drones, mapping drones, etc.; according to scale, it can be divided
into micro drones, light drones, small drones, and large drones; classified by activity
radius, it can be divided into super short-range drone, short-range drone, medium-range
drone, and remote drones; according to mission height, it can be divided into super
low-altitude drones, low-altitude drones, medium-altitude drones, high-altitude drones,
and super high-altitude drones.

2 Development of UAVs

As early as the beginning of the twentieth century, the US military considered con-
verting a manned aircraft into a specialized unmanned torpedo attack aircraft. During
World War II, the US military envisioned converting the B-17 and B-29 bombers into
unmanned bombers, but subject to the technical conditions at the time, both programs
ended in failure. It was not until the 1950s that the US military successfully used the
BQM-147 “Fire Bee” unmanned high-altitude reconnaissance aircraft in the Vietnam
War. Afterward, many countries competed to follow suit and developed their own
drones, whose functions were mainly based on reconnaissance and surveillance.

Since the beginning of the twenty-first century, the rapid development of electronic
information technology has provided an opportunity for the breakthrough of many key
technologies of drones. In addition to the traditional reconnaissance and surveillance
functions, drones have added new features such as communication and navigation,
electronic countermeasures, and firepower. These combat support functions enable
military experts from all over the world to see the trend of drones transitioning from
performing support tasks to direct participation in the war. According to its operational
requirements and operational effectiveness assessment, the foreign military has made a
number of UAV development plans that are suitable for different regions and
deployment phases. The US military has an unmanned system integrated road map,
Russia has formulated the “National Arms Plan 2018–2025”, the British army has a
development plan of “watchman” drone, and Europe has a development plan of
“neuron” UAV. Among them, the USA has the most complete range of drones, the
highest level of technology, the largest number of services, and the most experienced
use [3, 4].
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The development of US military drones is at the world’s leading level. There are
unmanned reconnaissance aircrafts at all levels of strategy, campaign, and tactics, as
well as reconnaissance/attack UAVs and transport drones. At present, US military
drones are deployed in large areas such as the air force, army aviation, and naval air
force, including RQ-4 “Global Hawk”, RQ-7 “Shadow”, MQ-1B “Predator”, MQ-9A
“Reaper”, and BQM-147 “Fire Bee” drones. From low altitude to high altitude, short
range to long range, micro to heavy, the US military covers almost all types of military
drones, even vertical takeoff drones and transport drones. Compared with foreign
troops, the development of China’s UAVs started relatively late. However, after
entering the twenty-first century, explosive growth began, especially the successful
development of “Wing Loong”, “Soar Dragon”, and “CH” series UAVs, marking that
China’s level of R&D and design of military drones has entered the international
advanced level.

The RQ-4 “Global Hawk” is a high-altitude unmanned reconnaissance aircraft,
shown in Fig. 1a. Its total length is 13.5 m, with the wingspan of 35.4 m and the height
of 4.6 m. The maximum takeoff weight is 11,610 kg, and the ceiling is 20,000 m. Its
maximum flight speed is 740 km/h, and the cruising time is 42 h. With a range of more
than 26,000 km, it can fly from the United States to anywhere in the world. Equipped
with high-resolution synthetic aperture radar and photoelectric/infrared modules, it can
provide long-range and long-time dynamic monitoring. It can also perform espionage
work on spectrum analysis, discovering crises, and conflicts around the world in
advance and can also help guide the air force’s missile bombing to reduce the number
of missed attacks.

The “Soar Dragon” drone is also a high-altitude unmanned reconnaissance aircraft,
shown in Fig. 1b. The total length is 14.3 m, the wingspan is 24.9 m, and the height is
5.4 m. Its maximum takeoff weight is 6800 kg, the mission load is 600 kg, and the
ceiling is 20,000 m. The maximum flight speed is 700 km/h, the battery life is 10 h,
and the combat radius is 2500 km. The UAV’s electronic equipment is similar to the
RQ-4 “Global Hawk,” with high-definition digital cameras, digital TVs, and equipped
with synthetic aperture radar, inverse synthetic aperture radar, and several parallel

(a) RQ-4 "Global Hawk" (b) Soar Dragon

Fig. 1. Unmanned reconnaissance aircrafts
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communication systems. In addition, the digital communication relay task can be
performed by replacing the modular head electronic task compartment, and it plays a
very high signal-forwarding tower.

The MQ-9A “Reaper” UAV is a reconnaissance/attack drone developed on the
basis of the MQ-1B “Predator”, with the flight speed and the amount of bomb load
greatly improved, shown in Fig. 2a. Its total length is 11 m, the wingspan is 20 m, and
the height is 3.8 m. The maximum takeoff weight is 4760 kg, and the ceiling is
15,000 m. Its maximum flight speed is 460 km/h, and the combat radius is about
5900 km. It can fly continuously for more than 15 h under the status preparing for war.
The main airborne weapons include two GBU-12 laser-guided bombs and four AGM-
114 “Hellfire” air-to-ground missiles. They can also carry 227 kg of combined direct
attack ammunition and 113.5 kg of small-diameter bombs, which can accurately hit the
target in inclement weather.

The “Wing Loong-I” drone is a multi-purpose UAV with medium-altitude, long-
range and long-haul, as well as full autonomous takeoff and landing and flight capa-
bilities, shown in Fig. 2b. It looks like the MQ-9A “Reaper”, and the size of the
fuselage is similar to the MQ-1B “Predator”. Its total length is 9 m, with the wingspan
of 14 m and the height of 2.7 m. The maximum takeoff weight is 1200 kg, and the
ceiling is 5300 m. Its maximum flight speed is 280 km/h, the battery life is 20 h, and
the maximum range is 4000 km. The total payload capacity is 200 kg, and the front-
view infrared sensor is about 100 kg. Therefore, each wing can also carry 50 kg of
ammunition to accurately strike the ground targets.

Since 2001, the USA has released eight versions of the unmanned system inte-
grated road map to assist decision makers in the Department of Defense to plan long-
term strategies for research and development and procurement of drones and to guide
the industry to carry out research work of drones. In 2009, the “United States Air Force
Unmanned Aerial System Flight Plan 2009-2047” was released, which is an actionable
plan characterized by Doctrine, Organization, Training, Materiel, Leadership and

(a) MQ-9A "Reaper" (b) WingLoong-I

Fig. 2. Reconnaissance/attack drones
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Education, Personnel, Facilities, and Policy (DOTMLPF-P) recommendations. It
consists of four ideas, five main steps, and several key objectives, whose vision is to
harness increasingly automated, modular, globally connected, and sustainable multi-
mission unmanned systems resulting in a leaner, more adaptable, and efficient air force.

3 The Advantages of UAVs

Due to its strong adaptability, maneuverability, and no risk of life, drones have received
extensive attention in the civil and military fields. Especially in the military field,
UAVs have great advantages in performing reconnaissance and surveillance, ground
attack, communication relay, setting false targets, and electronic interference. As a
substitute for humans to complete the “dull, boring, harsh, dangerous” missions, the
military UAVs have strong adaptability, long battery life, and large load capacity,
which can provide strong support for military operations. On the one hand, it can
realize high-definition coverage reconnaissance and surveillance in the entire airspace
for a long time. On the other hand, it can also perform non-lethal attacks or precise
destruction on target objects according to operational intentions and provide reliable
communication relay and delivery guarantee for combat command [5, 6].

• Low using cost

UAVs do not need to install airborne equipment for pilots such as the cockpit, life
support systems, lifesaving systems, human–computer interaction systems, and so on.
At the same time, since there is no need to carry pilots, drones do not have a limitation
on the size of the body. Therefore, drones can do cheaper than man-machines to
achieve the same performance indicators in theory. In addition, drone operators do not
need to operate on the aircraft in the sky, because the training on the simulator is not
much different from the actual training environment, which can save a lot of training
costs.

• Good stealth performance

Currently, the radar scattering cross-sectional area on the side of manned stealth aircraft
is usually not ideal. One of the largest short plates is the size limitation of the pilot
cockpit, resulting in that the height of the fuselage cannot be lowered too low. How-
ever, UAVs are not bothered by this problem. They can be designed with a flatter body
and a thinner wing as needed and can also form a wing-body fusion design that is more
concealed, thereby greatly reducing the radar scattering cross-sectional area on the side
of the fuselage and improving stealth performance.

• Less casualties

For a manned aircraft, its casualties mainly come from two aspects: the usual training
accident caused by unskilled operation or aircraft failure and the casualties caused by
the aircraft being hit by the enemy in wartime. However, for UAVs, whether in
peacetime or in wartime, drone operators can operate the machine remotely from the
ground control station, thus avoiding the military personnel directly in danger. There
are no pilot casualties even if the plane is shot down. In addition, the long-haul
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characteristics usually allow the drone to have sufficient time to accurately identify and
lock targets in the theater, thereby reducing accidental injuries and collateral damage.

• Strong maneuverability

At present, for a fighter aircraft based on metal material structure, the turning overload
that the body structure can withstand is usually within 15G. However, due to the
physiological limitations of the pilot, the turning overload will generally not exceed
9G. For a drone, in theory, as long as the engine and maneuverability allow, the drone
can make the most overloaded turning maneuver that the body can withstand. In the
future, with the improvement of autonomy, drones can greatly shorten the OODA ring.
As a result, the agility of the drones will be higher, which can respond to the battlefield
situation more quickly.

• Long endurance

For a manned aircraft, its endurance is mainly limited by the pilot’s physiology. If the
flight time is too long, the pilot will have fatigue and negative emotions, and it is prone
to safety accidents. However, the drone operators can operate the aircraft in the ground
control station by turns. Meanwhile, automatic flight can be set during the cruise phase,
and nearly no human intervention is required. As long as the power and structure of the
drone are sustainable, it can be active in the theater for a long time without interruption,
so the endurance is far stronger than that of the manned aircraft.

4 UAV Formation

With the continuous development of artificial intelligence technology, the combat style
of UAVs has gradually evolved from “single-handedly fighting” to “clustering intel-
ligence”, shown in Fig. 3. At present, the world’s military powers are all actively
developing the UAV cluster combat technology, because the UAV formation can
improve the efficiency of task that a single drone cannot complete in reconnaissance

Fig. 3. Schematic diagram of cluster formation
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and surveillance, target strike, communication relay, electronic interference, battlefield
evaluation, and so on [7, 8].

UAV cluster combat usually refers to hundreds of thousands of small, fast, and
powerful UAVs in the battlefield airspace, simulating cluster behaviors such as bee
colonies, fish schools, and ant colonies to construct bionics formations. Interactive
communication is carried out through various channels such as combat data link sys-
tems, tactical radio systems, and communication relay networks. They rely on
advanced technologies such as cloud computing, big data, and artificial intelligence to
conduct operational coordination and carry out strategic deterrence, campaign con-
frontation, and tactics action in military operations [9, 10].

UAV cluster combat has multiple advantages [11]. (a) Diversity functions: With
different equipment for different drones, a UAV formation can possess multiple
functions such as reconnaissance, surveillance, electronic interference, strike, and
evaluation; (b) the effectiveness of combat: a UAV formation can attack one target
simultaneously from different directions, or strike against multiple targets at the same
time; (c) group’s invulnerability: When a certain drone in the formation fails or is
destroyed by the enemy, the formation can adjust the task division and use another
drone to replace it to ensure that the entire formation can continue to perform the task.

There are also some problems in UAV cluster combat that need to be solved [12]:
(a) formation flight control technology: When performing certain tasks, the UAV
formation needs to change the structure of the formation in real time according to the
mission requirements during the flight, which poses a great challenge to the controller;
(b) anti-collision and obstacle avoidance technology: When a drone in a formation is
disturbed, or in the process of turning maneuver or at high speed, there is the possibility
of collision; (c) track planning problem: The UAV formation not only needs offline
route planning to avoid known threats and obstacles, but also needs to renew the track
in real time during the flight to avoid emerging threats and obstacles.

5 Conclusions

Same as drones, unmanned combat vehicles, unmanned surface vessels, and unmanned
underwater vehicles have also achieved great development. With the further break-
through of key technologies such as modularity, interoperability, intelligence, and
autonomy, in the future, unmanned systems can do almost anything that a manned
system can do, and they can do it better. There is no doubt that the future battlefield will
be dominated by unmanned combat systems and will present cluster, three-
dimensional, intelligent, and synergistic features. Therefore, in order to effectively
cope with the future intelligent warfare, we need to plan well in advance, rationally
arrange, and vigorously develop unmanned combat systems such as drones that are
suitable for China’s national conditions, and ensure that our army can catch up with
Western powers in this new field, and further, walk in the forefront of the world.
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Abstract. Satellites are playing an increasingly important role in communica-
tion fields. Many commercial satellite communication systems are designed or
constructed now. This paper reviews the recent developments in commercial
satellite communications and outlines the performance characteristics of several
typical satellite systems, such as Iridium-NEXT, LeoSat, OneWeb, StarLink,
and so on. Prospects for the development of satellite communications are
expected. The world of satellite communications is hotting-up, and a wide
variety of design options will be explored. The future of high-speed “space
Internet” is increasingly bright.
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1 Introduction

In October 1945, British science-fictional writer C. Clarke published an article titled
“Extra-Terrestrial Relays—Can Rocket Stations Give Worldwide Radio Coverage?” in
the journal Wireless World. In this paper, Clarke put forward the concept of geosta-
tionary satellites and calculated the required orbital characteristics for the first time.
However, due to the poor performance of radio tubes at that time, almost no one, even
including Clarke, anticipated that the concept of satellite would change rapidly from
dream to truth in less than 20 years. The invention of transistor and the integrated
circuit sped the process of satellite research and development. In 1957, the Soviet
Union launched the world’s first artificial satellite, Sputnik 1. Eight years later, the
world’s first practical commercial communications satellite, known as Early Bird, was
launched successfully by the USA [1].

In the 1990s, commercial satellite communication experienced low tide due to the
fast development of the fiber and terrestrial cellular systems. All three of the dedicated
mobile satellite systems, Iridium, ICO, and Globalstar, failed financially and declared
bankruptcy one after another [1]. Into the twentieth century, with the advancement of
electronic information technology and the further increase in communication require-
ments, satellite communication has once again received widespread attention [2].

Satellite communication has many advantages, such as wide coverage, large
communication capacity, good transmission quality, convenient and rapid networking,
and easy global seamless connection [3]. Satellites have been playing an increasingly
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important role in communication fields. A large number of satellite communication
systems are designed or under construction now [4].

The remainder of this paper is organized as follows. In Sect. 2, several typical
communication satellite systems are briefly introduced. Section 3 identifies some
development prospects. Finally, Sect. 4 comes the conclusion.

2 Typical Commercial Communication Satellite Systems

2.1 Iridium-NEXT

The Iridium constellation was conceived in the late 1980s by several engineers in
Motorola. An early computation revealed that 77 satellites would be needed to achieve
full global coverage including the polar regions. Since the number of satellites is the
same as the number of electron circling the Iridium nucleus, the project handled by
Motorola was named Iridium. The name retained although the number of active
satellites composing the constellation reduced to 66 at last.

Iridium satellites began to be launched in 1997. The full constellation was estab-
lished in May 1998, and the satellite system started offering services in November
1998. Due to the unexpected fast development of the ground mobile communication, it
was difficult for the Iridium to attract enough users. As a result, the company went
bankrupt in 2000. In 2007, Iridium Satellite LLC (the commercial entity that took over
the assets of the original bankrupt Iridium consortium) announced the Iridium-NEXT
plan for replenishing the Iridium constellation to provide higher data rates, increase
capacity, and introduce new services.

The constellation of the Iridium-NEXT is the same as the original Iridium system
with 66 active satellites in six orbital planes. There are nine spare satellites at the same
time. The altitude and inclination of the orbits are 780 km and 86.4°. The orbital period
is 100.5 min. Except for planes 1 and 6, the adjacent orbital planes are co-rotating and
spaced 31.6°. The planes 1 and 6 are counter-rotating at a spacing of 22°.

The Iridium-NEXT satellite establishes L-Band and satellite-ground links to mobile
and OpenPort terminals at data speeds of up to 128 kbit/s and 1.5 Mbit/s, respectively.
For fixed and transportable terminals, the service speed is higher, up to 8 Mbit/s. Each
Iridium-NEXT satellite establishes 23.18–23.38 GHz inter-satellite links to four
satellites, two in front and behind within the same orbital plane and the other two in
neighboring planes to either side, at data speeds of 12.5 Mbps [5].

2.2 LeoSat

The LeoSat system is developed by LeoSat Enterprises together with Thales Alenia
Space. A constellation of up to 108 low earth orbit (LEO) communications satellites is
going to be launched to form a mesh network interconnected with laser inter-satellite
links. The altitude of the orbits is about 1400 km. A total of 108 satellites will be
deployed in six orbital planes.

LeoSat’s system adopts optical inter-satellite links, flat panel antennas, optimized
Ka-band communications, and semiconductor processing. Each satellite in the LeoSat
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constellation supports ten Ka-band steerable user antennas, two steerable gateway
antennas, and four optical inter-satellite links. Each of the user antennas provides a user
terminal data rate within the range of 50–1.6 Gbps. Two steerable gateway antennas
transmit at speeds up to 10 Gbps. The data rate of the optical inter-satellite links (ISLs)
is up to 1.6 Gbps and even 5.2 Gbps were needed [6].

2.3 OneWeb

OneWeb needs less than 600 satellites working at Ka (20/30 GHz) and Ku
(11/14 GHz) bands to provide global coverage Internet connection. These satellites will
first be launched into a 450–500 km altitude and then climb to an operational orbit of
1200 km from there. The satellites used in the OneWeb constellation have the fol-
lowing characteristics: small, modular design, high productivity, low cost, and strong
industry participation. The weight of a satellite is less than 150 kg.

The satellite production rate is about 40 satellites/month. OneWeb plans to start
launching from 2019 and launches every 21 days over two years across multiple sites
and brings truly global coverage in 2021. OneWeb was approved by the Federal
Communications Commission (FCC), which means that its LEO satellites have suc-
cessfully entered the US satellite market [7].

2.4 StarLink

Starlink is a large-scale constellation proposed by SpaceX. The FCC has given SpaceX
permission to launch two sets of satellites for Starlink: one set of 4409 satellites at the
height of 1150 km and another set of 7518 satellites at the height of 335–346 km.
SpaceX plans to offer speeds of 10 Gbps to every human on the planet and undercut
land-based networks [8]. The limited service will be started by as early as 2020 [9].

As a condition of approval, SpaceX needs to launch half of all those satellites, or
about 6000, within the next six years. Those 4409 satellites work at Ka and Ku band,
while other 7518 satellites work at V-band. After networking, two sets of satellites will
operate together to provide Internet access services for customers across the world.

As part of its efforts to prevent space debris, SpaceX later applied to deploy 1584 of
the set of 4409 satellites at 550 km orbit, rather than the previously claimed 1150 km
orbit. Space debris at low altitudes can quickly re-enter the atmosphere and disappear
automagically, because of low altitude atmospheric drag. SpaceX is designing a
satellite that will burn up completely when it re-enters the atmosphere, greatly
enhancing the space security [10, 11].

2.5 O3b

Due to economic and geographical constraints, there are still 3 billion people around
the world, mainly in Africa, Asia, and South America, who have no access to the
Internet now. O3b Networks Ltd., named after “the Other 3 Billion” and founded in
2007, is the operator of the O3b satellite constellation. It aims to provide low-latency,
high-bandwidth, and low-cost satellite Internet access to these 3 billion people in
remote parts of the world [12].
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O3b plans to build a constellation network of medium earth orbit (MEO) commu-
nications satellites that will provide satellite communications backbones with fiber-
optic transmission speed using Ka-beam antenna technology. The constellation is
composed of 20 MEO satellites. The final launch took place in April 2019 [13]. The
fleet of satellites orbits the earth in a circular, equatorial orbit at an altitude of 8063 km.
It covers all places between the north and south latitudes of 45° and can provide certain
services in the range of 45° to 62° in the south and north latitudes. Each satellite is
equipped with 12 fully steerable Ka-band antenna. Ten beams are for user terminals,
and two beams are for gateway connections. Each antenna provides a data throughput
of 1.25 GBit/s, 600 MBit/s for up and downlink resulting in a total capacity of
12.5 GBit/s per satellite [14].

In 2021, seven next-generation MEO satellites will be added to the O3b fleets,
forming O3b mPOWER, the new satellite-based system. With the addition of these
seven next-generation satellites, the O3b mPOWER system will have more than 30,000
fully shapeable and steerable beam, providing coverage of ±50° latitude for nearly 400
million km2 [15].

2.6 Kuiper

Amazon confirmed in April 2019 that it has a plan to launch as many as 3236 LEO
satellites to cover regions between 56° north and 56° south latitudes where approxi-
mately 95% of the world’s population lives. The name of the project, “Kuiper”, comes
from a region of the Solar System, where there are many fragments of protoplanetary
disks that surround the Sun, known as the Kuiper Belt.

“Project Kuiper” is made up of LEO satellites rounding the earth at three different
altitudes, 784 satellites orbiting at an altitude of 590 km, 1296 satellites orbiting at an
altitude of 610 km, and 1156 satellites at an altitude of 630 km. At present, Project
Kuiper is still in the initial stage and has just submitted an application to the FCC. The
satellite launching will take another few years [16].

3 Development Prospect

1. A wide variety of design options will be explored

Commercial communication satellite systems designed by different companies have
different features. Some satellite systems such as Iridium-NEXT and Starlink provide
global coverage, while other satellite systems such as O3b mainly cover the middle and
low latitudes, thus reducing the satellite number and the system costs. Some satellites
have fixed attitude antennas, and others can dynamically adjust the antenna beam
according to the user’s position. Some satellite networks carry out data transfer through
the gateway in the ground, while others using inter-satellite links. Some constellations
are composed of LEO, which can reduce the communication delay, while others use
MEO in their constellations, which can reduce the number of satellites. Numerous
design solutions focus on different needs and have different characteristics. Future
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communication satellite may absorb the advantages of various design options and
continuously improving system performance.

2. The latest communication technology will constantly be adopted

The development of communication technology continues to improve and enhance
satellite system performance. Satellite miniaturization will become a trend in the future.
The weight of a StarLink satellite is only 227 kg, while the weight of an OneWeb
satellite is less than 150 kg. The miniaturization of satellite is convenient for multi-
satellites launches, greatly reducing satellite cost and launch cost, and speeding up
satellite construction. The adoption of laser communication technology has made it
possible to establish a space transmission network which is even faster than the optical
cable network. Beam control technology can dynamically adjust satellite beam as
needed to meet user needs and minimize the waste of satellite resource. A variety of
new technologies will greatly improve the performance of communication satellite
systems.

3. The competition for spectrum and orbit resource is becoming increasingly fierce

Spectrum and orbit are the basis and premise for the establishment of a satellite system.
They are also the necessary condition for the normal operation of a satellite system.
Both spectrum and orbit are non-renewable limited natural resource. As the number of
satellites continues to increase, spectrum and orbit resources are becoming increasingly
tense. Major communications satellite companies are rushing to declare and acquire
spectrum and orbit resources. The competition for spectrum and orbital resources will
become increasingly intense in the future.

4 Conclusions

This paper reviews the recent developments in satellite communications and outlines
the performance characteristics of several typical commercial satellite systems. Pro-
spects for the development of satellite communications and their applications are
expected. The seamless global coverage of satellite communications can yield high
practical and social benefits. The world of satellite communications is hotting-up, and
the future of high-speed “space Internet” is increasingly bright.

References

1. Pelton JN, Madry S, Camacho-Lara S (2017) Handbook of satellite applications || history of
satellite communications. Springer. https://doi.org/10.1007/978-1-4419-7671-0_14

2. Golding LS (1998) Satellite communications systems move into the twenty-first century.
Wirel Netw 4:101–107

3. Lutz E, Bischl H, Ernst H et al (2004) Development and future applications of satellite
communications. In: IEEE international symposium on personal

4. De Mey S (2016) The future of satellite applications: the end-user. Perspective. https://doi.
org/10.1007/978-3-7091-4860-0_6

Recent Development of Commercial Satellite Communications Systems 535

http://dx.doi.org/10.1007/978-1-4419-7671-0_14
http://dx.doi.org/10.1007/978-3-7091-4860-0_6
http://dx.doi.org/10.1007/978-3-7091-4860-0_6


5. Va M (2019) Iridium completes historic satellite launch campaign: financial and
technological transformation nears, with 75 new satellites successfully deployed by SpaceX
over the past two years. http://investor.iridium.com/2019-01-11-Iridium-Completes-Historic-
Satellite-Launch-Campaign

6. LeoSat (2019) A new type of satellite constellation. http://leosat.com/technology/
7. OneWeb (2019) OneWeb satellite stats. https://www.oneweb.world/technology#keyshot-

module
8. Carter J (2019) Everything you need to know about SpaceX’s Starlink plans for ‘space

internet’. https://www.techradar.com/news/everything-you-need-to-know-about-spacexs-
starlink-plans-for-space-internet

9. Boyle A (2018) SpaceX launches its first Starlink internet satellites (and Spain’s Paz
satellite, too) https://www.geekwire.com/2018/spacex-paz-starlink-satellite/

10. Peck AJ (2019) A look at SpaceX’s Starlink satellite internet initiative: all the constellation,
none of the astrology. https://techreport.com/review/34605/a-look-at-spacex-starlink-
satellite-internet-initiative

11. SpaceX (2019) Starlink mission. https://www.spacex.com/webcast
12. Spaceflight101 (2019) O3b satellite overview. http://spaceflight101.com/spacecraft/o3b/
13. SES (2019) O3b MEO low-latency broadband unlocks opportunities. https://www.ses.com/

networks/networks-and-platforms/o3b-meo
14. SES (2019) Bold vision. Proven impact. https://www.ses.com/newsroom/bold-vision-

proven-impact
15. SES (2017) SES opens new era in global connectivity with O3b mPOWER. https://www.

ses.com/press-release/ses-opens-new-era-global-connectivity-o3b-mpower
16. Buncombe A (2019) Project kuiper: amazon set to launch 3,000 satellites to offer broadband

to “tens of millions” of people. https://www.expertreviews.co.uk/broadband/1408993/
amazon-satellite-broadband-project-kuiper-systems

536 J. Huang and J. Cao

http://investor.iridium.com/2019-01-11-Iridium-Completes-Historic-Satellite-Launch-Campaign
http://investor.iridium.com/2019-01-11-Iridium-Completes-Historic-Satellite-Launch-Campaign
http://leosat.com/technology/
https://www.oneweb.world/technology#keyshot-module
https://www.oneweb.world/technology#keyshot-module
https://www.techradar.com/news/everything-you-need-to-know-about-spacexs-starlink-plans-for-space-internet
https://www.techradar.com/news/everything-you-need-to-know-about-spacexs-starlink-plans-for-space-internet
https://www.geekwire.com/2018/spacex-paz-starlink-satellite/
https://techreport.com/review/34605/a-look-at-spacex-starlink-satellite-internet-initiative
https://techreport.com/review/34605/a-look-at-spacex-starlink-satellite-internet-initiative
https://www.spacex.com/webcast
http://spaceflight101.com/spacecraft/o3b/
https://www.ses.com/networks/networks-and-platforms/o3b-meo
https://www.ses.com/networks/networks-and-platforms/o3b-meo
https://www.ses.com/newsroom/bold-vision-proven-impact
https://www.ses.com/newsroom/bold-vision-proven-impact
https://www.ses.com/press-release/ses-opens-new-era-global-connectivity-o3b-mpower
https://www.ses.com/press-release/ses-opens-new-era-global-connectivity-o3b-mpower
https://www.expertreviews.co.uk/broadband/1408993/amazon-satellite-broadband-project-kuiper-systems
https://www.expertreviews.co.uk/broadband/1408993/amazon-satellite-broadband-project-kuiper-systems


Feature-Aware Adaptive
Denoiser-Selection for Compressed Image

Reconstruction

Mengke Ma, Dongqing Li, Shaohua Wu(B), and Qinyu Zhang

Harbin Institute of Technology, Shenzhen, Guangdong, China
{mamengke, lidongqing}@stu.hit.edu.cn

{hitwush, zqy}@hit.edu.cn

Abstract. Compressed sensing (CS) has been extensively studied in
image processing; however, the ill-posed inverse problem in the decoder
is complicated, still leaving room for further improvement. Denoising-
based approximate message passing (D-AMP) is a fast CS reconstruction
algorithm that can transform the complex reconstruction problem into
a classic denoising problem. But the existing denoisers are favorable on
images with special features, so the D-AMP algorithm which has a fixed
denoiser cannot universally achieve the best reconstruction quality for
all types of images. In this paper, we propose a CS image reconstruction
framework which can adaptively select the proper denoiser, and a feature-
aware denoiser-selection method which extracts features by fast Fourier
transform (FFT). Results show that the proposed feature-aware adaptive
denoiser-selection-based CS image reconstruction method can obtain the
best reconstruction quality for different types of images.

Keywords: CS reconstruction · Adaptive denoiser-selection · Feature
extraction

1 Introduction

Compressed sensing (CS) [1,2] is a new compression method of signal sampling
which breaks through the limitation of Nyquist sampling theorem. CS reduces
the sampling complexity of the encoder by increasing the complexity of decoder.
Over the last decade, the application of CS in image processing has gained consid-
erable popularity, among which the reconstruction algorithm of decoder is very
important, which directly determines the application prospect of CS [3]. Typ-
ical CS reconstruction algorithms can be cast as iteratively estimating signals
from perturbed observations [4]. Denoising-based approximate message passing
(D-AMP) algorithm can integrate various existing denoisers in the iteration and
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transform the complex CS reconstruction problem into a classic denoising prob-
lem. The denoising performance directly affects the quality of CS reconstruction
[5]. At present, there is no denoiser that is universally applicable to all types
of images. The mainstream denoisers can be roughly divided into three cate-
gories: non-local self-similarity (NSS) prior-based, convolutional neural network
(CNN)-based and combine NSS-based and CNN-based methods. The NSS-based
methods are favorable on images with regular and repetitive patterns. Since the
priors are based on human observation and contain some parameters that have
to be tuned by users, it is difficult to find the irregular priors implied in the
images [6,7]. The CNN-based methods perform better on irregular structures.
However, the patch-based denoising is a local processing and the existing neural
network methods do not consider the NSS prior [7,8]. The combine NSS-based
and CNN-based methods show advantages for both regular and irregular priors.
Since the block matching number of the trained network structure is fixed, the
performance of the combine-based method is weaker than the NSS-based method
for strong regular feature images. In addition, the network part only simulates
the filtering process, so the performance of the combine-based method is weaker
than the CNN-based method for strong irregular feature images [7].

In this paper, aiming at the issue that the denoiser is not universal, we pro-
pose a CS image reconstruction strategy that can adaptively select the denoiser
for different types of images. We note that regular texture and irregular smooth-
ing are two features that universally exist in natural images [9]. Based on the CS
measurement image, we design a method that first uses fast Fourier transform
(FFT) to extract image features and then applies an adaptive denoiser-selection
reconstruction algorithm to different types of images. The main contributions of
this paper are summarized as follows:

• We propose a CS image reconstruction framework which can select denoisers
adaptively based on the feature extraction from CS measurement.

• We propose a feature-aware adaptively denoiser-selection method which is
based on the features extracted by FFT.

The rest of the paper is organized as follows. Section 2 introduces the com-
pressive sensing theory. In Sect. 3, we introduce the D-AMP framework and the
typical denoisers. Section 4 introduces the proposed feature-aware adaptively
denoiser-selection strategy. In Sect 5, we display the simulation results of our
research to demonstrate the effectiveness of the compressed image reconstruc-
tion method which can select denoiser adaptively by feature-aware. Conclusion
is given in the last section.
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2 System Model of CS Image Reconstruction

In this section, we briefly introduce the system model of CS image reconstruction.
In the encoder, CS theory reduces the design difficulty of acquisition equip-

ment and storage equipment, because the simple linear measurement is adopted
to combine the sampling and compression processes. In the decoder, CS theory
needs to solve the complex ill-posed inverse problem to reconstruct the original
signal which can be formulated as Eq. (1).

arg min
x

‖y − Ax‖2
2, (1)

where x is the target image, A is the measurement matrix, y is the linear mea-
surements of x, we use x̂ to denote the estimate of x and ŷ to denote the estimate
of y.

Therefore, the reconstruction problem has become the focus of the system
research. The block diagram of the image CS system is illustrated in Fig. 1.

Fig. 1. Block diagram of the image CS system.

3 Denoiser-Based CS Image Reconstruction

In this section, we first describe the framework of D-AMP algorithm briefly and
then present the three typical denoisers and their results.

3.1 The D-AMP Framework

Iterative framework is popular in CS theory for its simple iterative process
and low computation complexity. A fast iterative framework, D-AMP, cast the
CS reconstruction as iteratively estimating signals from perturbed observations.
D-AMP employs a denoiser D in the following iteration:

xt+1 = Dσ̂t(xt + A ∗ zt),

zt = y − Axt + zt−1div Dσ̂t−1 (xt−1+A∗zt−1)

m ,

(σ̂t)2 = ‖zt‖2
2

m ,

(2)
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where xt is the estimate of the true signal at iteration t and zt is an estimate
of the residual. xt + A ∗ zt can be considered as i.i.d. Gaussian noise. σ̂t is an
estimate of the standard deviation of the noise. divDσ̂t−1 denotes the divergence
of the denoiser.

Each iteration of the D-AMP algorithm can be regarded as a denoising oper-
ation, so the performance of the denoiser directly affects the final reconstruction
result.

3.2 Typical Denoiser and Their Results

The image denoising model can be expressed as the following optimization prob-
lem:

arg min
x̂

‖z − x̂‖2
2, (3)

where z is the noise image, x is the true image. The goal of the denoiser is to
find the closest estimate x̂ to x.

There are three main streams in up-to-date image denoisers, here we intro-
duce one typical denoiser for each.

(a) Peppers (b) Monarch (c) Building (d) Barbara

Fig. 2. Test images.

BM3D is a classical image denoising algorithm based on non-local self-
similarity, which can effectively remove noise and maintain regular texture fea-
tures. As is shown in Eq. (4), BM3D denoises the image by the collaborative
filtering of similar patches (z3D), which is realized by the threshold (γ) in 3D
transform (τ3D) domain. Then, we get the denoised image by inverse 3D trans-
form (τ−1

3D ).
x̂3D = τ−1

3D (γ(τ3D(z3D))). (4)

DnCNN is an image denoising algorithm based on convolutional neural net-
work, which can best use the irregular realistic signal features by learning from
the training data. As is shown in Eq. (5), DnCNN separates the noise from the
noisy image by the feedforward residual network which uses noisy images (z) as
the input and residual images as the output (φ(z; θ)). θ denotes the weights of
the network.

x̂ = z − φ(z; θ). (5)
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BMCNN is an image denoising algorithm which shows advantages in both
regular and irregular features through combining the non-local self-similarity and
neural network. As is shown in Eq. (6), BMCNN simulates the 3D collaborative
filtering process of similar patches by residual network (φ(z3D; θ)) to obtain the
estimation of the reference patch (zr).

x̂ = zr − φ(z3D; θ). (6)

Figure 2 shows four images in which the texture features are different. Addi-
tive white Gaussian noise with a standard deviation of 50 is added to them, and
three denoising algorithms are used to denoise, respectively.

The denoising results are shown in Table 1 which are evaluated by peak signal-
to-noise ratio (PSNR). As we can see, BM3D is favorable on images with regular
features, DnCNN performs better on irregular features, and BMCNN shows
advantages for both regular and irregular features but when the regular or irreg-
ular features are strong BMCNN performs worse than BM3D or DnCNN. In a
word, there have no denoiser can obtain best performance for all types of images.

Table 1. PSNR and optimal denoiser of standard images denoising.

Peppers Monarch Building Barbara

DnCNN 27.34 26.64 22.57 25.24

BMCNN 27.21 26.51 22.67 26.90

BM3D 26.77 25.73 22.13 27.15

OPTIMAL DnCNN DnCNN BMCNN BM3D

The bold indicates the best effect of applying three meth-
ods to denoise the same image

4 The Proposed Adaptive Denoiser-Selection Strategy

In this section, we proposed a strategy for adaptive-selection of denoisers that
can obtain the best reconstruction performance for different types of images.

As is shown in Fig. 3, we select the appropriate denoiser based on the features
extracted from the CS measurement and fuse it into D-AMP to obtain the best
reconstructed image.

The specific selection method is shown in Fig. 4. Firstly, the noise-robust
FFT is applied to the measurement image and the feature extraction is carried
out for two main features: regular texture (high-frequency signal) and irregular
smoothing (low-frequency signal) which universally exist in natural images. We
extract the proportions of the low-frequency components in the central region
of the transform domain image (P ) and set two thresholds. When P > Thr1,
it indicates that irregular smoothing feature is strong, and DnCNN is selected.
When P < Thr2, it indicates that regular texture feature is strong, and BM3D
is selected. Otherwise, the BMCNN is selected.
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Fig. 3. Framework of feature-aware adaptive denoiser-selection for compressed image
reconstruction.

Fast Fourier 
Transform

Measurements 

Feature Extraction (P)

< Thr1 ?

< Thr2 ?

BM3D-AMP

DnCNN-AMP

BMCNN-AMP

Yes

Yes

No

No

Fig. 4. Selection flowchart of feature-aware adaptive denoiser-selection for compressed
image reconstruction.
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(a) Original Image (b) DnCNN-AMP (c) BMCNN-AMP (d) BM3D-AMP

(e) Original Image (f) DnCNN-AMP (g) BMCNN-AMP (h) BM3D-AMP

(i) Original Image (j) DnCNN-AMP (k) BMCNN-AMP (l) BM3D-AMP

(m) Original Image (n) DnCNN-AMP (o) BMCNN-AMP (p) BM3D-AMP

Fig. 5. The reconstruction results on a sampling ratio of 0.5.

5 Results and Discussion

To evaluate the performance of the proposed method, we compared the recon-
struction quality of D-AMP algorithm combined with different denoisers. We
use four images (Peppers, Monarch, Building, Barbara) borrowed from standard
test images as in Fig. 2 and set the sampling rate to 0.5. The metric results
are shown in Table 2. Figure 5 shows the reconstruction images of D-AMP with
different denoisers in visual perception of test images in Fig. 2.

As we can see from Table 2, different types of images are beneficial from
different algorithms and can be clearly distinguished according to the features
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Table 2. PSNR and optimal method of standard images reconstruction.

50% sampling Peppers Monarch Building Barbara

DnCNN-AMP 38.83 42.32 11.40 38.71

BMCNN-AMP 37.37 37.78 23.58 36.74

BM3D-AMP 37.55 38.53 22.47 39.03

PROPORTION 2.69 2.74 1.12 0.70

OPTIMAL DnCNN-AMP DnCNN-AMP BMCNN-AMP BM3D-AMP

The bold indicates the best effect of applying three methods to reconstruct the same

image

Italic represents the proportion of smoothing information calculated after FFT trans-

formation of each image, which is the basis for selecting the best method compared

with the two thresholds

The black bold represents the method selected by the selection strategy, which is

consistent with the best method, indicating that the selection strategy is effective

extracted by FFT (low-frequency signal ratio). According to the metric (PRO-
PORTION) in Table 2, the Thr1 is set to 2, and the Thr2 is set to 1. Therefore,
the CS reconstruction algorithm that selects the appropriate denoiser based on
feature-aware can obtain the best performance in different types of images.

Here, we mainly provide a general idea of feature extraction. The selected
threshold is an empirical value and can be appropriately adjusted according to
different image sets.

6 Conclusion

In this paper, we propose a CS reconstruction framework that can adaptively
select denoisers by extract features from CS measurements. Specifically, the selec-
tion method is feature-aware where the feature is extracted by FFT. Under this
strategy, we can select the appropriate denoiser and combine it with D-AMP
algorithm to obtain the best reconstruction results for images with different
features.
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Abstract. In recent development of communication systems, increasing
amount of mobile terminals and multimedia content will require more and more
resources to satisfy the need of users. However, there is rare study about the
evaluation of large-scale complex network, from which the shortage of the
network could be discovered. In this paper, we discuss the AI-based network
evaluation method, we propose a novel discovery and ranking system using
deep learning to collect and evaluate the network influence factor, and then, the
key factors will be discovered to detect the advantages and shortages of network
elements, deployments and scale. The AI-based detection and evaluation system
is running along with the LTE-A system-level simulation platform, the accuracy
and the effectiveness are evaluated, system shortages are successfully discovered
within 100 trainings.

Keywords: AI � Complex � Wireless network � Dynamic ranking

1 Introduction

The breakthrough of fifth-generation wireless communication system has brought
significant improvement in our daily life [1–3]. More and more types of terminals are
connected to Internet providing varieties of information. One significant different
compared to previous wireless communication system is the complexity, caused by the
advanced signal processing or information fusion methods, and the huge number of
network elements and data [4, 5], where existing methods could not tackle the enor-
mous scale of the evaluation.

Performance evaluation of complex network is still a hard topic in both academic
and industry. Existing evaluations are mainly focused on some dedicated points, for
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example, in some given scenarios, the scale of the network is limited that means the
elements of the network are small, typically less than 100, so the evaluation of the
network is simple under the ability of computers and methods. In large-scale complex
networks, both academic and industry have launched some related researches to get the
precise estimation of the network. In [6], the authors provide the evaluation in WLAN
and 3G hybrid networks, to help select proper network and transmit data. In [7], the
virtualization of network is given, and the evaluation in core network is performed
under the digital modeling. In [8], the topology of the network is modeled complex
considering the wireless sensor scenario, a large number of wireless nodes with low
network requirements are modeled, but the scale and the complexity are not satisfied. In
[9], modeling of data traffic is given in hybrid network is given, and performance
evaluation based on mathematical traffic modeling is also presented. In [10], the
evaluation of multichannel using back-off method is given, but the scale is not suitable
for complex network evaluation. Then, in [11, 12], the authors provide some attempts
in evaluation of large-scale wireless networks, but the statistics methods seem complex.
In [13], SDN and RPL in wireless networks are evaluated based on the statistical
method, in [14], to tackle the problem of scale, the author provides the machine
learning way to solve the evaluation, and similarly, authors in [15–17] are trying to
evaluate the complex network using deep learning-based intelligent methods.

In this paper, to solve the problem of evaluation in large-scale networks, we pro-
pose the artificial intelligent (AI)-based method to simplify the evaluation using
parameter detection and ranking. The rest of the paper is organized as follows. In
Sect. 2, we provide the system model of complex wireless networks and the difficulties
in evaluation; in Sect. 3, we provide the methods of evaluation using deep learning, and
then, in Sect. 4, we provide the simulation and analysis. Conclusions are drawn as
summary.

2 System Model

The development of the fifth- and the sixth-generation wireless networks provides
significant improvement of network scale and the number of mobile terminals. The
evaluation of complex networks is quite difficult because the related parameters are
quite huge to compute.

In Fig. 1, one example of complex wireless networks is given. As is described
above, the scale of the network is one possible difficulty to evaluate the network
performance. It is clear in this figure that the topology is scaled into three main parts. In
cloud part, there are mainly the server and signal processing units, which will be the
content provider and the cloud signal processing. In this part, many types of data traffic
will be gathered, due to the requests from terminal users, signal processing in cloud
side will decide the optimal resource allocation and transmission paths to reduce the
waste of energy and system resource. In edge side, wireless transmission equipment
such as eNodeBs, wireless access points (WAP), wireless remote radio head (RRH) is
working in this part. In 5G and related advanced wireless networks, number of
equipment in edge side has become huge because of the development of MIMO,
network slicing, etc. In this part, main signal processing part has been transferred to
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core network, and only some infrastructure is performing the transmission. In fog side,
the number of terminals is many times compared to other two sides, and all IoT
terminals, multimedia laptops, Internet of Vehicles (IoV), etc., are connected among
each other and the eNodeBs, which will bring significant pressure to the whole
network.

From the discussion above, we can infer that the difficulties to evaluate the large-
scale complex network could be summarized as follows:

1. Number of nodes are huge, which makes the difficulty of summarizing the
parameters and decides which parameters are important [18].

2. Data transmitted through the line is also complex, and it is difficult to discover
which data is important.

3. The connection of network consists of multiple standard, and the fusion between
different types of communication will also bring delay, fault, etc. How to evaluate
the accuracy and the robust of data is still an open hard problem.

3 Generation of Deep Learning Network for Ranking

To tackle the evaluation of complex large-scale networks, we propose a novel deep
learning-based network parameter discovery and ranking scheme using the neural
network.

Content
Server

Content
Server

Wireless Server Wireless Server

Cellular IoT AP ZigBee AP BT AP

UE1 UE3 UE6 UE7

Ethernet

Content 
Server

Wireless

Core Network

X2 X2

UE2 UE4 UE5

Content
Server

Content
Server

Cloud

Edge

Fog

CellularCellular

Fig. 1. Structure of complex wireless networks. cloud–edge–fog structure is given according to
5G network.
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The novel design in this work is the five-layer deep neural network given in Fig. 2.
We establish a eight-layer with 256 by 256 blank matrix for parameter collection, all
the running parameters will be filled without order, then the sorting will be performed,
the space is compressed to eight-layer 128 by 128, the parameters and data will be
ordered by address, time and relevance, and redundant information will be deleted.
Note that the space in this step is half compared to the previous step, and if there is not
enough space, information with high relevance will be deleted. The next step is con-
volution, in this layer, the space is 24-layer 64 by 64 space, for data management, then
in frequency layer, the data is absorbed by frequency with 24-layer 16 by 16 size, the
last layer is optimization, data is optimized to a vector with the size of 1 by 256, and the
last result is a 1 by 16 vector.

For any given layer in step 1, element of matrix is defined by the following
equation:

nethi ¼
X
i;j

w1i � i1 þ bj � 1 ð1Þ

For hidden layers located in the middle, network output is defined by Eq. 2, and the
output of the given net is

netoi ¼
X
i;j

wi � outhi þ bj � 1 ð2Þ

outoi ¼ 1
1þ e�netoi

ð3Þ

And the update of hidden layer is defined using the following optimization
equation:

@Etotal

@wi
¼

X
o;i

@Eo

@outo
� @outo
@neto

� @neto
@outhi

� �
� @outhi
@nethi

� @nethi
@wi

ð4Þ

Fig. 2. Five-layer deep learning network for network parameter discovery and ranking.
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4 Simulation Analysis

In this section, we propose a large-scale complex networks containing 1,00,000 ter-
minals, and all of them are freely connected to each other if necessary. Types of the
terminals are eNodeBs, IoT devices, signal processing cloud units, etc. Assume the
traffic model is Poisson, type of terminals is five, maximum connections for each nodes
are ten, and there is no cooperation and information exchange for data fusion. In Fig. 3,
we displayed the generated neural network in this scenario.

The model of the network is established using 3GPP Rel-13, the simulation plat-
form is 3GPP LTE-R13 system-level simulation platform, and scenario is set to big
match. In Fig. 4, we provide the evaluation from four°: the connection, transmission,

Fig. 3. Generated neural network with five layers to discover and rank the importance of
parameters.
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OPS and service. For each degree, it is expanded to the second-layer parameters with
ranking summarized from the deep learning parameter discovery and ranking process.
For instance, the connection is divided into seven sub-parameters: reachable, con-
nection, coverage, response, reliable, usable, robust, and the third-level parameters
could be discovered during the process of deep learning.

From the process, we can infer that no matter how many the parameter is, the only
work we need to do is to establish the space for all candidate parameters, from the deep
neural networks, all parameters with frequency and data relations will be generated,
and the evaluations could be converged quickly to the target.

5 Conclusion

In this paper, considering the background of large-scale complex networks, we propose
one possible solution using deep learning to detect the parameters from network and
rank the most important items and provide the accurate evaluation. A layered neural
network is generated and successfully evaluated the 5G-based large-scale network
under system-level simulation platform. However, this work is a prior work to the hard
evaluation method, and there is still some unclear and ideal assumptions during the
simulation.
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Abstract. In this paper, based on annotating objects’ information and reason-
ing semantically with ontologies, the strategy of Semantic Web of Things
(SWoT) for Internet of Things’ intrinsic contradiction is extended, and machine
learning is introduced so that a novel hierarchical structure and the dynamic
relationship between entities are proposed on SWoT. Specific contributions:
(1) Establish of vertical and hierarchical framework of SWoT; (2) Definite on
composite ontologies and (3) construct computational framework of Agent-
based dynamic relationship model. And this paper proposes the essence that
SWoT should be attributed to the interoperability between its various objects,
which constructs inter-objects’ certain dynamic relationships.

Keywords: Semantic Web of Things � Interoperability � Composite ontology �
Agent � Dynamic relationships

1 Introduction

Since the concept of Semantic Web of Things (SWoT) was put forward, it has been
generally believed that SWoT is the result which semantic technology is integrated into
the Internet of Things (IoT). In other words, use ontology to annotate the information
of objects in IoT, and infer the information in the network based on ontology, in order
to achieve global semantic consistency of information.

Ruta and Sciosci [1, 2] point out that SWoT is an organic integration of IoT and
Semantic Web (SW). Use pervasive computing to achieve resource sharing in IoT [3],
and SW technology can efficiently integrate and reuse resources of IoT. Semantic
technology-embedded IoT is utilized to share existing information and generate new
information by semantically reasoning. Ontology-based technology of knowledge
fusion can be implemented to integrate and share data and information in SWoT [4]. Jia
[4] and others reckon that the combination of ontology theory and IoT technology can
meet the needs of dynamic and distributed services. Huang and Li [5, 6] deeply analyze
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the intrinsic contradictions of IoT, pointing out that the manifestation diversities of
things and the inadequate understanding of the users are the key factors, leading to
affecting the further development of IoT, and then put forward a strategy for it—SWoT.

Based on these, machine learning is introduced and combined with semantic
technology in the paper. Aiming at this research, we design the hierarchical architecture
framework of SWoT. And a more specific and rigorous SWoT structural relationship
model is constructed; the Agents are extended to the abstract substitutes of all entities,
and the interoperability mechanism of the entities is realized equivalently through the
dynamic relationships between the Agents. Herein, Agents are divided into two cate-
gories: individual-Agent and object-Agent. At the same time, combining with com-
posite ontology, dynamic relationship reasoning models of two kinds of Agents are
constructed.

2 Extension of SWoT Model

Construct a corresponding avatar (Agent) for the things (network entities, hereinafter
referred to as entities) in SWoT. In this way, SWoT can be considered from two
perspectives: (1) at the horizontal level, Agents constitute the network layer, and
physical entities constitute the physical layer; (2) at the vertical level, the same category
of hierarchy is constituted by each kind of entity and the corresponding Agents.
Human-centered construction-based IoT [7] regards serving people as the main pur-
pose, and therefore, in order to be more general, entities are divided into two categories,
including the individuals and the objects.

Although layers can be independent each other, they are also interrelated and have
loose coupling characteristics. The hierarchies constructed by individuals and corre-
sponding Agents can exist independently. Agent reasoning is used to predict human
daily activities and discover interpersonal relationships. Similar mechanisms can also
be applied to objects and corresponding agent levels. At the same time, all entities in
the real world are connected by events [8, 9], and therefore, the two levels above can
influence each other through various events between them.

So, the evolution process of the formal representation model of SWoT is as follows:
Entity Set Pattern ! Entity Network Pattern ! Agent Network Pattern.

Entity set pattern. SWoT= (X, N, E, T). X = (O, I) represents the entity set in
SWoT. Here, O stands for “object,” referring to the entity distinguished from “indi-
vidual” in SWoT; I stands for “individual;” N stands for “network,” which is the
various storage sets of entity information in SWoT; E stands for “event.” T stands for
time, which reflects the dynamic signs of SWoT.

Entity Network Pattern. SWoT = (NX, E, R, T). NX = (IoO, IoI) = IoO ⊕
IoI = NO [ NI represents the fusion network consisted of entity sets X in SWoT. IoO
(Internet of Objects) = O ⊕ N = NO, which is networks of existing objects (e.g.,
sensor networks, etc.). IoI (Internet of Individuals) = I ⊕ N = NI, which is social
networks (e.g., Wechat, QQ, Blog, etc.). Here, binary operator ⊕ represents fusion;
E = EO⊗O [ EI⊗I [ EO⊗I[ I⊗O is a set of events occurring on O [ I. EO⊗O is a set
of events between objects, EI⊗I is a set of events between individuals, and EO⊗I[ I⊗O is
a set of events between individuals and objects; R = RO⊗O [ RI⊗I [ RO⊗I[ I⊗O
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represents relationships of entity in IoO and IoI; Binary operator ⊗ indicates cartesian
product, and T represents the time set of all involving events in SWoT.

Agent Network Pattern. SWoT = (NA, E, R, T). NA = IoA = IoOA [ IoIA, and
NA is IoA (Internet of Agents) that includes avatars of IoO and IoI (IoOA and IoIA) in
SWoT. IoOA = (O, AO, EO, TO, RO), O represents the object set in the physical world,
and in the network world, AO is the avatar of O. TO and RO indicate time set and event
relational set in IoO. IoIA = (I, AI, EI, TI, RI), I represents the individual set in the
physical world, and in the network world, AI is the avatar of I. TI and RI indicate time
set and event relational set in IoI. While R and T, respectively, indicate RAO⊗AO [
RAI⊗AI [ RAO⊗AI[AI⊗AO and the time set of all involving events in SWoT.

3 Conceptual Model of SWoT

SWoT has both the essential characteristics of IoT and SW (SWoT= IoT⊕ SW). For
solving intrinsic contradiction of IoT, use the characteristic of NX to upload entity
(X = O [ I) information to the network and SW = (NOnto, KOnto) (ontology network
NOnto = OOnto [ IOnto and use K network (KOnto) of ontology alignment in NOnto) to
achieve semantic annotation and reasoning.

The environment involved in the process includes physical layer and network layer,
and the main entities involved are O and I and their information. Different entities exist
in different environments, but they depend on each other. As shown in Fig. 1, entities
of network layer are abstract representations of ones of physical layer, while instan-
tiation of network layer is physical layer. From the horizontal dimension, SWoT can be
divided into network layer and physical layer. Physical layer provides data support for
network layer, and network layer provides services for physical layer and realizes the
interoperability between physical layer and network layer.

The KOnto is relational representation of interoperability between NOnto ((N Onto,
K) = KOnto) and embodies the core content of SWoT.

At present, in SWoT, the technology of uploading entity information to the network
is relatively mature, such as a series of sensor systems or networks, radio frequency
identification devices, infrared sensors and global positioning systems. And ontology
technology is widely used to process the information in the network. In section above,
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Fig. 1. Hierarchical structure of SWoT horizontal dimension
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establish a set of Agents mapping to all entities in the network. Through the interop-
erability or communication mechanism between Agents, the dynamic relationship
between entities can be solved, and the dynamic relationship networks between entities
in SWoT can be realized, so as to solve the intrinsic contradiction of IoT.

In summary, in the physical layer of SWoT, each physical entity has a corre-
sponding Agent in the network layer, forming the hierarchical structure of the vertical
dimension, shown in Fig. 2. Object set (O) and corresponding Agent set (AO), as well
as the interaction between them, constitute an independent set of IoO, which can
independently realize the dynamic relationships between objects and the derivation of
deeper relationships. EO⊗I[ I⊗O and RO⊗I[ I⊗O are the carriers of the relationships
between IoO and IoI.

As shown in Fig. 2, the uploaded information of O and I is processed by AO and
AI, respectively, and then, the result is fed back to the underlying O and I, forming that
real-world entities provide data support for the avatar in the network layer. On the
contrary, AO and AI meet the service needs and finally form a virtuous circle. The
explanations of OtL, OtG, and OtG-S are in following section.

4 Reasoning Model of Dynamic Relationships Between
Entities

Definition 1 In dictionary, the “relationship” is defined as the state of interaction
between things (Thing1 R Thing2), which indicates the relationship R between Thing1
and Thing2. If the state of thing is independent from time, then R is a static relationship.

Definition 2 Dynamic relationship is a relationship that adds time factor to the original
one, which is Thing1 (R, T) Thing2. It means that under the influence of time
T, Thing1 and Thing2 have relationships, and the relationships will change with the
time.
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Objects
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I
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Fig. 2. Hierarchical structure of SWoT vertical dimension
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The main works of realizing dynamic relationships are (1) communication and dynamic
relationships reasoning between AI in the same location; (2) communication and
dynamic relationships reasoning between AI and AO in different locations; (3) reason-
ing between AI and AO in the same region and (4) communication and dynamic
relationships reasoning between AI and AO in different locations

In order to accomplish the main work, this paper proposes a composite ontology
CO (KOnto). As shown in Fig. 3, Agent (take AO-1–AO-5 and AI-1–AI-4 as examples)
realizes the above four situations by calling the composite ontology in two independent
network structures. The dotted line (┄) represents the dynamic relationships between
Agents, and the solid line (─) represents the call relationships between Agents and
composite ontologies in Fig. 3.

Conveniently, OtO-l denotes the local ontology corresponding to AO in region l 2 L;
OtI-l denotes the local ontology corresponding to AI in region l 2 L; OtO-g and OtI-g
denote the global ontology corresponding to AO and AI, respectively.

In Fig. 3, CO is a middleware for providing services for Agent communication and
dynamic relationship reasoning; And CO (KOnto) is a dynamic ontology (including
uncertainty handling) based on event E (illustrated in Fig. 3).

CO is an ontology network, including the local ontology OtL (OtO-l [ OtI-l) and
the global ontology OtG (OtO-g [ OtI-g), as well as the synthetical global ontology
OtG-S. In fact, it is an interoperability or invocation mechanism model between different
regional ontologies and is an ontology structure model to realize the interoperability of
Agents (AI and AO) in different regions in SWoT, which is the main theoretical means
to realize the Agent Network Pattern. At the semantic level, it improves the intrinsic
interoperability of SWoT and gives the original static semantic web dynamic nature,
resulting in better integration with IoT technology. OtL can reason independently to
provide semantic technology and data support for Agents in the same region. When in

AI-1

AI-2

AI-4

AI-3

CO=(OtL, OtG, OtG-S)

AO-2

AO-1 AO-5

AO-3 AO-4

AO

AI

Fig. 3. Framework of agent-to-agent dynamic relationship reasoning
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different regions, OtL calls OtG or OtG-S to realize interoperability of the local
ontologies and then provides semantic data support for Agent communication in dif-
ferent regions.

In summary, the five-tuple and three-tuple representations of CO are obtained:

CO ¼ OtO�l;OtI�l;OtO�g;OtI�g;OtG�S
� � ) KOnto ð1Þ

CO ¼ OtL;OtG;OtG�Sð Þ ) KOnto ð2Þ

5 Calling Mechanism of CO

When the Agent obtains the context information of the entity, it calls the local ontology
OtL to achieve context semantic analysis and then temporarily stores the parsed
semantic information in the local ontology and the global ontology OtG and global
synthesis ontology OtG-S, respectively, achieving semantic information dissemination
finally as shown in Fig. 4.

The calling mechanism of CO is that the low-level ontology supports the high-level
one with (semantic) data, while the high-level ontology feeds back the results of the
semantic relationship calculation to the low-level one. Then, OtO-l and OtI-l propagate
the semantic information inferred from the contexts to OtO-g, OtI-g and OtG-S,
respectively; Achieve the matching of the semantic information and dynamic rela-
tionships between Agents are get.

There are four situations when Agents call CO: (1) AO (AI) in the same region can
communicate or interoperate by calling the local ontology OtO-l (OtI-l); (2) If AI (AO)
comes from different regions, OtO-l (OtI-l) is invoked first, and OtO-g (OtI-g) is invoked
by the local ontology. And Agents communicate with each other through OtO-g (OtI-g);
(3) For AO and AI in the same region, OtG-S is directly invoked to complete the
semantic matching calculation and interoperability between them; (4) AO and AI in
different regions call the global ontology through the local ontology first and use the

Fig. 4. Principle framework of calling mechanism of CO
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global ontology calls the synthetically global ontology to complete semantic infor-
mation matching calculation.

In the SWoT, the dynamic relationships between entities are mainly affected by the
relative location (L) of entities, the time (T) of interaction between them and the
frequency (F) of interaction between them [10–12]. The dynamic relationship
RkðAr;AsÞ ¼ ðDL

rs;D
F
rs;D

t
rsÞ, k = 1, 2, 3, 4 (determination of k is related to L and Agent

specific category (Agent_category, denoted as Agc), such as Agc (Ar)::= (AO|AI), is
based on the dynamic relationships between Ar and As (r, s = 1, 2, i, j) at different L and
Agc (r, s = 1, 2, i, j); DL

rs, D
F
rs and Dt

rs are dynamic relationships of L, T and F between
Ar and As.

The algorithm for solving the relationship values between Agents is as following:

: L(Ai)=L(Aj)

: Match(Agc (Ai, Aj))==1 

AO-i(OtO-l(i)( F
ijD (Fij),

t

ij
D (tij))) AO-j (OtO-l(j) ( F

ij
D (Fij), 

t

ij
D (tij))) R1; 

: AI-i(OtI-l(i)( F
ijD (Fij),

t

ij
D (tij)) AI-j(OtI-l(j)( F

ijD  (Fij), 
t

ij
D (tij))) R1; 

: Match(Agc (Ai Aj))==0 

AO-i(Ot G-S( F
ijD (Fij)), 

t

ij
D (tij))) AI-j(Ot G-S ( F

ijD (Fij), 
t

ij
D (tij))) R2; 

: L(Ai) L(Aj)

: Match(Agc (Ai Aj))==1 

AO-i(OtO-l(i)(OtO-g ( F
ijD (Fi), 

t

ij
D (tij),

L

ij
D (Lij)))) AO-j(OtO-l(j)(OtO-g ( F

ijD (Fij),
t

ij
D (tij),

L

ij
D (Lij))))

R3; 

: AI-i(OtI-l(i)(OtI-g( F
ijD (Fij), 

t

ij
D (tij),

L

ij
D (Lij)))) AI-j(OtI-l(j)(OtI-g ( F

ijD (Fij),
t

ij
D (tij),

L

ij
D (Lij))))

R3; 
: Match(Agc (Ai Aj))==0 

AO-i(OtO-l(i)(OtO-g (Ot G-S ( F
ijD ), t

ij
D (tij),

L

ij
D (Lij))))) AI-j(OtI-l(j) (OtI-g (Ot G-S ( F

ijD (Fij), 

t

ij
D (tij),

L

ij
D (Lij))))) R4; 

,

,

,

Note: The binary operator ◎ represents the calculation of dynamic relationships
between the results of function calling.

6 Calculations of Inter-Agents Dynamic Relationships
in SWoT

Combining with the hierarchical relationships of CO interface invocation and the FIPA
standard, this paper presents a formula for calculating the weight of dynamic rela-
tionship between Agents in SWoT:
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Wij¼
aDF

ij þð1� aÞDt
ij;

aDL
ij þ bDF

ij þð1� a� bÞDt
ij;

aDF
rj þð1� aÞDt

rj;

aDL
ij þ bDF

ij þð1� a� bÞDt
ij;

8
>>><

>>>:

ðLðAiÞ ¼ LðAjÞÞ ^ ððAi&AjÞ . OtLÞ 1
ðLðAiÞ 6¼ LðAjÞÞ ^ ððAi&AjÞ . OtGÞ 2

ðLðAiÞ ¼ LðAjÞÞ ^ ððAi&AjÞ . OtG-SÞ 3
ðLðAiÞ 6¼ LðAjÞÞ ^ ððAi&AjÞ . OtG-SÞ 4

Herein, the operator . representation calls different ontologies depending on the
situation.

Wij is the weight between Ai and Aj; a and b are influence factors (0 < a < 1,
0 < b < 1), which are the weight of L, F and T. According to the value of the obtained
Wij, the network of dynamic relationships between entities can be constructed based on
Agents as shown in Fig. 5.

7 Conclusions

Based on the SWoT view accepted widely by scholars and the solution for the intrinsic
contradiction of IoT, this paper extends the research on SWoT. Adopt the technical idea
of Agent with CO, and the calling mechanism of CO is designed. In order to realize
Agent communication and interoperability instead of entities, the calculation formulas
of dynamic relationships between Agents are put forward based on machine learning.
Ultimately, solve the intrinsic contradiction of IoT and improve its practicability.
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Abstract. If there is a large error in the initial position of the tracking method,
the tracking performance will decrease. This paper proposes an accurate locating
algorithm for initial tracking target with fusion of object-like information, sal-
iency information, and priori information to provide accurate initial tracking
target for further tracking method. Firstly, the probability distribution of object-
like information is calculated by Edge Boxes which is used to detect the object-
like regions. Then, the probability distribution of saliency information is cal-
culated by spectral residual method. And the priori probability distribution is
calculated according to the target initial position determined by the target
detection. Finally, these three probabilities are adaptively fused to build multiple
clues fused probability distribution. The precisely located initial tracking target
area is the Edge Boxes object-like box with the highest average probability of
fusion probability distribution. Experiments show that the accurate location
method in this paper can achieve accurate relocation of the target in the case of
selection box drift and scale changes and has good real-time performance.

Keywords: Unmanned aerial vehicle � Target tracking � Target relocation �
Object-like detection � Pixel saliency

1 Introduction

In UAV target tracking, the initial target position of the tracking module is determined
by the target detection module. When the UAV quickly flies approaching the target, the
movement state changes violently, and it is difficult to accurately locate the initial
tracking target. At this time, there are a large number of errors and background noises
in the initial tracking target.

Studies have shown that if background noise and position drift are introduced in the
initial tracking target, the performance of most tracking methods will be severely
reduced. In [1], the marked target box is scaled, and the range is [0.8, 1.2]. Taking the
image in the box area as the initial tracking target, it was found that the performance of
the tracking method was significantly reduced. In [2], the initial target tracking frame is
shifted, and the offset is 10% of the length and width of the marked target tracking. The
performance of the tracking method will also be significantly reduced. Although the
tracking method [3] has certain tolerance to the initial tracking target shifting, the
tolerance performance is limited, and it can only respond to small error and noise.
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Therefore, without introducing background information, the initial tracking target of
the tracking method is hoped to contain more complete target feature information, such
as more complete edge information and color information, so as to construct a more
perfect target appearance feature to track the target more accurately.

For the problem, this paper proposes an accurate locating method for initial
tracking target with fusion of object-like information, saliency information, and priori
information to provide accurate initial tracking target for further tracking methods. The
method flowchart is shown in Fig. 1. Firstly, the probability distribution of object-like
information is calculated by Edge Boxes [4] which is used to detect the object-like
regions. Secondly, the probability distribution of saliency information is calculated by
spectral residual method. Thirdly, the priori probability distribution is calculated

Input image

Saliency probability Object-like probability
Priori probability

Fused
probability

Precise 
location result

Fig. 1. Flowchart of the precise location method
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according to the target initial position determined by the target detection. Finally, these
three probabilities are adaptively fused to build multiple clues fused probability dis-
tribution. The precisely located initial tracking target area is Edge Boxes object-like
box with the highest average probability of fusion probability distribution.

2 Object-like Detection-Based Edge Feature

The Edge Boxes method is designed to get a collection of rectangular regions in the
image that are most likely to contain objects. The method first gets edge pixel set
E through structured edge detection [5]. Each edge pixel has its corresponding edge
intensity me and direction he. Eight fields growth is performed on the edge pixels, and
the termination condition is that the angle between the edge points beyond p=2. The set
of edge points of growth is called an edge group ES.

Given a set of edge groups esi 2 ES, an affinity between each pair of neighboring
groups is computed. For a pair of groups esi and esj, the affinity is computed based on
their mean positions xi and xj and mean orientations hi and hj. Intuitively, the edge
groups have high affinity if the angle between the groups’ means is similar to the
groups’ orientations. Specifically, affinity a esi; esj

� �
is computed using

a esi; esj
� � ¼ cos hi � hij

� �
cos hj � hij
� ��� ��c: ð1Þ

where hij is the angle between xi and xj.
Given the set of edge groups ES and their affinity a, an object proposal score is

computed for any candidate bounding box b. For each edge group, compute a con-
tinuous value wb esið Þ 2 ½0; 1� that indicates whether esi is wholly contained in b,
wb esið Þ ¼ 1, or not, wb esið Þ ¼ 0. Let ESb be the set of edge groups that overlap the box
b’s boundary. For all esi 2 ESb, wb esið Þ ¼ 0 is set to 0. Similarly, wb esið Þ ¼ 0 for all
esi for which �x 62 b, since all of its pixels must be either outside of b or esi 2 ESb. For
the remaining edge groups for which �x 2 b and esi 62 ESb, wb esið Þ is computed as
follows:

wb esið Þ ¼ 1�max
Q

YjQj�1

j

a qj; qjþ 1
� �

: ð2Þ

where Q is an ordered path of edge groups with a length of Qj j that begins with some
qi 2 ESb and ends at qjo*j ¼ esi. If no such path exists, we define wb esið Þ ¼ 1. Thus,

Eq. (2) finds the path with highest affinity between the edge group esi and an edge
group that overlaps the box’s boundary. Since most pairwise affinities are zero, this can
be done efficiently.
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Using the computed values, we define our score

vb ¼
P
i
wb esið Þmi

2 Wb þHbð Þj : ð3Þ

where mi is the sum of the intensity of all edge pixels in esi. The Wb and Hb are the
box’s width and height. A value of j[ 1 is used to offset the bias of larger windows
having more edges on average.

The Edge Boxes can quickly estimate hundreds of object-like boxes b and similar
object score vb. Paper [6] shows that Edge Boxes can better detect various shapes of
objects, especially small target objects, in the existing methods for object-like detec-
tion. Figure 2 selects the aerial video from [7] and uses the Edge Boxes method to
detect 100 object-like boxes. For better visual effect, only the detection box with the
overlapped area of the target box remains. The red target in Fig. 2 is the real target
position, and the blue color is the test result of the object-like detection. It can be seen
from Fig. 2 that the box contains the desired target.

3 Initial Tracking Target Precise Location Method Based
on Multiple Information Fusion Probability Distribution

The fusion probability of the object-like information, the saliency information, and the
priori information based on the detection module is used to construct the fusion
probability. The final precise location result is determined by the fusion probability.

The precise location area Br is defined as an Edge Boxes object-like detection box
area with the highest area probability score among the fusion probability distributions.

Br ¼ argmax
bi

p bi; cð Þ i ¼ 1;N½ �: ð4Þ

where bi is represented as object-like box obtained by the Edge Boxes method and c is
a target center position determined by the target detection module.

The box probability score is expressed as the average fusion probability of pixels in
the area.

Fig. 2. Object-like detection result based on Edge Boxes
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p bi; cð Þ ¼ 1
Hbi �Wbi

X
x2bi

p xjcð Þ: ð5Þ

where x represents the pixel in the area. p(x | c) denotes the probability of the fusion
probability values of the pixel x belongs to the object-like box b, and the probability
value represents the probability of pixel belonging to target, composed of object-like
probability poðxjbi; vbiÞ, saliency probability ps xð Þ, and priori probability pm xjcð Þ.

p xjcð Þ ¼ pm xjcð Þ � ps xð Þ �
XN
i¼1

po xjbi; vbið Þ: ð6Þ

3.1 The Object-Like Probability Distribution Based Edge Feature

The Edge Boxes obtains the object-like box b of the current frame and the object-like
score vb of the object-like box b, where xb represents the center of object-like box b,
and then the probability of pixel x in box b obeys a two-dimensional Gaussian dis-
tribution, that is, the farther the pixels are from the center xb, the less contribution is
made to the object-like score of the box b.

po xjb; vbð Þ ¼ vb
2pr2o

exp � x� xbð Þ2
2r2o

 !
: ð7Þ

where ro is proportional to the size of the object-like box b.

3.2 The Saliency Probability Distribution Based on Spectral Residual

If the target position determined by the target detection module drifts too far from the
true target position, the peak of the priori probability distribution will be concentrated
in the background area. This problem will result in error in the fusion probability.
Therefore, it is necessary to reduce the proportion of background information in the
fusion probability and highlight the target area, which coincides with the concept of
image saliency. Considering the real-time requirements of the scene, the spectral
residual [8] theory with good timeliness is used to do saliency detection. The method
extracts the image spectral residuals, removes the background information with general
characteristics, and finds the parts of the image information which are different. This
part of information is defined as saliency information.

The method calculates the Fourier spectrum and the logarithmic spectrum of the
image separately. The amplitude of the Fourier spectrum is denoted as A(f), the phase
spectrum of the Fourier is denoted as P(f), and the logarithm spectral L(f) is calculated
as shown in Eq. (8). The spectrum residual R(f) is calculated as shown in Eq. (9).
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L fð Þ ¼ logðAðf ÞÞ: ð8Þ
R fð Þ ¼ Lðf Þ � hm fð Þ � Lðf Þ: ð9Þ

where hm represents the mean filtered convolution kernel, which is expressed as

hm ¼ 1
9

1 1 1
1 1 1
1 1 1

2
4

3
5: ð10Þ

In order to obtain a better visual effect, the Gaussian kernel g(x) is used to smooth
the saliency map, and the obtained image saliency score is shown in Eq. (11), where
the inverse Fourier transform is shown.

SalS xð Þ ¼ g xð Þ � F�1 exp R fð ÞþP fð Þð Þð Þ2: ð11Þ

Figure 3 compares the accuracy of the target before and after the integration of the
saliency probability distribution. The first line shows the saliency detection result of the
regional image. The response range from black to white is [0, 1]. In the second row, the
red box is the simulated detection result with error, blue is the precise location area with
no saliency probability distribution, and green is the precise location area that integrates
saliency. Table 1 shows the overlap score of the simulated detection area with error, the
location area without saliency probability distribution, and the precise location area
with saliency probability distribution. The true target represented by the black box, in
which the overlap score (OS) is defined as follows:

OS ¼ Bgt \Bt

Bgt [Bt
: ð12Þ

Fig. 3. Comparison of the precise location result with and without image saliency information
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where Bgt represents the target bounding box position in the video frame and Bt

represents the position of the exact positioning of the target. Figure 3 and Table 1 show
that fused image saliency can make precise location results more accurate.

3.3 The Priori Probability Distribution Based on Detection Result

The object-like boxes include both the true target and some interference targets. This
method uses the target position determined by the target detection as priori information
to punish the interference target. Although there is a deviation in the target position
determined by the target detection, the center position of the target determined by the
target detection is generally close to the target. The closer the object-like box is to the
target position determined by the target detection, the greater the probability that it is
the true initial tracking target. Therefore, it is considered that the priori probability of
each pixel x with the target initial position determined by the detection obeys a two-
dimensional Gaussian distribution.

pm xjcð Þ ¼ 1
2pr2m

exp � x� cð Þ2
2r2m

 !
: ð13Þ

where rm is expressed as:

rm ¼ kmzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Wb � Hb

p : ð14Þ

z is the empirical constant value, taking 1/16, c is the initial target center determined
by the target detection.

The weight km is used to determine the degree of influence of the target initial
position determined by the detection module on the fusion probability. If there are more
regions similar to the target in the current image, the object-like scores and saliency
scores of these targets will be relatively large, resulting in the fusion probability that
cannot distinguish true target from the interference target well. In this case, the priori

Table 1. Comparison of the precise location result overlap score with and without image
saliency information

Box type Detection result
with error

Precise location without
saliency

Precise location with
saliency

OS of first
column

0.060 0.307 0.609

OS of second
column

0.00 0.686 0.871

OS of third
column

0.226 0.676 0.873

OS of fourth
column

0.103 0.194 0.811
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information provided by the initial position of the target determined by the target
detection needs to be used. By decreasing the value of a to make b smaller, the
probability peak region of the two-dimensional Gaussian distribution of c is more
concentrated on the target position determined by the target detection.

Define km as a function of the average saliency score SalSmean and variance rb of all
the object-like boxes’ score vb, as shown in Eq. (15). When there are more similar
objects, the overall object-like score will be higher and tend to be consistent, and the
variance will be smaller. At the same time, if the saliency of the image is stronger and
the average saliency score will be higher, b takes the experimental optimal value 2.

km ¼ b �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

rb
SalSmean

r
: ð15Þ

rb ¼ 1
N

XN
i¼1

vbi � �vbð Þ2: ð16Þ

Figure 4 shows the comparison of the fused probability with and without the priori
information probability distribution. It shows that the priori information can make the
target more prominent and reduce the influence of the interference target.

4 Diagram of Precise Location Method for Initial Target
Based on Fused Information

Diagram of precise location method for initial target based on fused information is
shown as Fig. 5. First, the local search area A is selected based on the detection
position and the pseudo-physical property detection results based on the Edge Boxes
are performed on the local areas to construct a pixel-like probability distribution. Then
the significance of the original image was detected to obtain a pixel probability dis-
tribution. Finally, a priori probability distribution is constructed based on the target
position obtained by the detection. The fusion of the three constructs multiple clues
fused probability distribution. The object-like box with the highest average fused
probability is used as the final precise location result.

5 Experimental Results and Analysis

UAV123 UAV aerial video set [7] was selected to carry on target precise positioning
experiment. In the case that the tracking area is too large and the tracking position
drifts, verify the effectiveness and robustness of the precise location method.

The degree of drift of detection result is measured by using the center location error
(CLE), that is, the Euclidean distance between the center position of the detection result
Bs and the center of the accurately labeled target Bgt. The ratio of the lengths of
diagonals Bs and Bgt is used to measure the scale of the detection result.
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The overlap score is used as the evaluation index of the accuracy of the precise
location. The overlap score is expressed as follows, and Br shows the precise location
result.

OS ¼ Bgt \Br

Bgt [Br
: ð17Þ

Experimental parameters: The number of the object-like box is set to 100, and the
local area D is set to 100� 100. Experimental platform: 3.60 GHz, Intel i7 CPU, 64-bit
win7 operating system, 8 GB of memory. Under this experimental condition, the
frames per second (fps) of the precise location method can reach 86 frames per second,
which meets the requirement of real-time performance.

(a) Local image with
disturbed objects

(b) Fused probability
without priori probability

(c) Fused probability
with priori probability

Fig. 4. Comparison of the precise location results with and without the priori information
probability distribution
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5.1 Validity Experiment of Precise Location Method

Validity experiment is mainly to observe whether the method can location the target
accurately when the target detection result is wrong. This paper considers the method
location target effectively when overlap score between Br and Bgt exceeds 0.5. In the
experiment, 10 frames of image are selected in each video sequence. Bgt of each frame
of image is subjected to 1000 random translation and scale-up to simulate the detection
result with error. The center error range is controlled within [10, 50]. The scale error
ratio is within [1, 3] (Table 2).

Input image I
Target detection position c 

Local aera A

Calculate spectral residual 
R(f) of image

Calculate saliency score S(x)
of image

Normaliz as sailency  
probability ps(x)

Structured edge pixel set E,
edge intensity me and direction e

Edge points is growed to
edge group ES

A nity between each pair of 
neighboring groups is computed

Calculate the object-like value vb

Calculate the object-like probability
po(x|b,vb)

Calculate Correction 
coefficient m

Priori probability pm(x|c)

Multi-information fused
probability p(x|c)

Precise location br

Fig. 5. Diagram of precise location method for initial target based on fused information

Table 2. Ration of effective precise location in 1000 experiment results

Video sequence wakeboard8 car1 car16 car10

Effective ratio 0.846 0.883 0.915 0.854
Video sequence group1 group3 group3 person21

Effective ratio 0.772 0.693 0.748 0.762
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Table 2 and Fig. 6 show the effective ratios and relevant precise location results for
1000 experiments in part of the video sequence in the validity experiment. The red box
in Fig. 6 is the simulated detection with error Bs, green is the accurately labeled Bgt,
and blue is the precise location result Br.

The data in the first row of Table 2 and the first row of images in Fig. 6 indicate
that in the absence of similar disturbed targets in the surroundings, the precise location
method can effectively locate the target with the wrong detection result. The first row in
Table 2 and the second row in Fig. 6 indicate that when there are many objects with the
same characteristics around the target, the performance of the method will decrease by
about 10%. This is because the Edge Box is based on the edge characteristics. These
disturbed objects have similar edge characteristics with the target. Therefore, the
object-like box with a strong likelihood of a probabilistic object is also detected around
the disturbed target. In addition, these disturbed objects have the same saliency relative
to the background with target. At this point, the priori information provided by the
detection result is used to distinguish. When the detection result drifts to the disturbed
object, the location result will drift to other objects.

5.2 Robustness Experiment Precise Location Method

The experimental goal is to explore the effect of the target detection result’s drifting
pixel size and scale magnification on the accuracy of the overlap score between the
precise location result Br and the accurately labeled target Bgt.

Robustness experiment selects single target scenes and interference target scenes
respectively for experiments. In the experiment, the labeled target frame Bgt is trans-
lated along the horizontal and vertical directions and the scaled up to simulate the

wakeboard8 car1 car16 car10

group1 group2 group3 person21

Fig. 6. Example of validity experiment results
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detection result Bs with errors, such as shown in Fig. 7, the data in parentheses below
the picture respectively represent the number of pixels along the horizontal and vertical
directions of the target frame and the scale-up factor. The red box is the simulated
detection result Bs, green box is the accurate labeled target Bgt, and blue box is the
precise location result Br.

Figure 7 shows that the proposed method can accurately locate the target under
various degrees of displacement and scale error conditions, indicating that the method
has good robustness.

6 Conclusion

This paper proposes a precise location method for initial tracking target based on fused
information to provide a more accurate initial tracking target for tracking. This method
fuses priori information, significant information, and object-like information to gen-
erate a fused probability distribution and obtains the most likely target area to achieve
accurate positioning of the target. Experimental results show that the proposed method
can accurately locate the target in real time under the condition that the initial tracking
target has large drift and scale changes. When there are many disturbed objects around
the target, there is no priori knowledge and the difference between similar object which
is hard to be distinguished. As a result, the accuracy and robustness of the method all
decrease.
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Abstract. In recent years, with the rapid development of artificial intelligence
(AI), intelligent license plate (LP) detection which marks vehicle LP position
from the images has become one of the core technologies of intelligent trans-
portation system. The traditional license plate detection algorithm has low
accuracy in some scenes, such as rotation, snow or fog, weak light, distortion,
and blur. Therefore, this paper proposes a model based on convolutional neural
network to realize vehicle LP detection. The model reduces the number of
convolution layers in the case of ensuring accuracy, thereby reducing the
number of parameters and saving time overhead. Through experiments, our
model achieved an accuracy of 98.8%, and the training time and detection time
were much less than the compare models.

Keywords: Object detection � Convolutional neural network � License plate
detection

1 Introduction

License plate detection [1–5] is an essential part of intelligent transportation systems
and is widely used in many traffic monitoring systems. The challenges of LP detection
have still existed in many current scenes. There are more or less problems in many
actually taken LP images, which makes it difficult to extract license plate features. Such
as Fig. 1a the license plate and the body of car are covered with snow in snowy days.
Figure 1b the shooting angle is distorted. Figure 1c blurring caused by distance. Fig-
ure 1d the lack of clarity caused by low light. Figure 1e uneven illumination caused by
strong light reflection. Many LP detections have lower accuracy in such complex
scenes, which need us to further explore the license plate detection under complex
scenes.

The license plate detection algorithm can be roughly divided into traditional
methods and neural network models. Traditional LP detection methods always use rich
edge information [6–12] or background color features [13, 14]. In [10], the authors
analyzed vertical edge gradients to select real license plate position. According to [14],
the author also used a color check module to help find the license plate position. The
breakthrough development of convolutional neural networks based on recent years has
stimulated the widespread application of object detection models in LP detection
problems [3, 4, 15]. Through computer efficient data processing and rich LP image
data, CNN improves the performance of LP detection by training the correlation
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features between image data. RPnet [15] uses convolutional neural networks to gen-
erate high-quality regions for detection to detect objects more accurately and quickly.
However, in numerous challenging and complex scenes, the detection model tends to
have a sharp drop in accuracy. Moreover, the complicated of the model and the large
number of parameters lead to the long training time and the slow detection speed. We
designed a new detection model to use the convolutional neural network to complete
the license plate position detection. Based on the simpler model architecture, the
detection efficiency is improved under the premise of ensuring the detection accuracy.
This paper makes the following contributions:

– We proposed a new detection model named CMnet. The model is consisting of five
convolutional layers, and we can accurately detect the license plate at a faster speed.

– During the training, we connect the deconvolution network behind each convolu-
tional layer to visualize the extracted image features. The structure of the network
model is adjusted and optimized in this way in order to achieve higher accuracy
with a compact model.

– Through experiments, we have proved that our model is superior to other methods
in terms of accuracy and speed.

2 A Compact Model for LP Detection

The detection network is shown in Fig. 2. The entire model is a CNN with five
convolutional layers [part (a)]. Each convolution layer consists of five parts: Convo-
lution, Batch normalization, Activation, Maxpool, and Dropout [part (b)].

Fig. 1. A sample image that is difficult to detect

Fig. 2. The structural design of the model CMnet
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The convolution layer extracts different levels of features from the input image to
obtain feature maps. The model passes the output of the last convolutional layer to the
three fully connected layers, ultimately resulting in the position of the predicted
bounding box cx; cy;w; h. Where cx, cy is the center point x coordinate of the bounding
box, the center point y coordinate, w, h are the width and height, respectively.

The detection model input an image and predicts the bounding box of the LP
position in the image. The localization loss (see Eq. 2.1) is a Smooth L1 loss between
the predicted box (pb) and the ground truth box (gb). Where N is the batch size in
training, pbm is one of the four coordinates cx, cy, w, h of the predicted bounding box,
gbm is one of the four coordinates cx, cy, w, h of the ground truth bounding box. The
parameters were updated using a stochastic gradient descent (SGD) method.

Loss pb, gbð Þ ¼
X

N

X

m2 cx;cy;w;hf g
smoothL1 pbm � gbmð Þ ð2:1Þ

3 Visualization with a DeconvNet

The model CMnet uses convolution operations to extract features from the input image.
As the number of network layers deepens, the characteristic noise extracted from the
low-to-high convolution layer is gradually reduced. It is more conducive to detecting
the license plate and predicting its bounding box. We use the deconvolution operation
to visualize the feature maps. For example, as shown in Fig. 3.

Fig. 3. Deconvolution results. Layer 1-5 is a feature image obtained by deconvolution
reconstruction of the feature map obtained by Conv1-5. The final image is color enhanced
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In this paper, by using a multi-layer deconvolution network (DeconvNet) [16], the
feature image extracted by the convolution layer is mapped back to the pixel space, so
that the visualization function enables us to observe the evolution of the feature map
and diagnose potential problems during training. DeconvNet can be thought of as an
inverse sequence model using the same components (shown in Fig. 4), which does not
have any learning ability. First input the image input to the convolution layer to get the
feature maps. For this layer’s feature map, pass it as input to the DeconvNet decon-
volution of this layer to get the feature image.

4 Experiments

4.1 Training

Our model uses CCPD dataset [15], which contains 250 k sample images (720 width *
1160 heights * 3 channels). For CCPD-base the only common feature of these images
is the inclusion of a license plate. The CCPD-weather is images taken on a rainy day,
snow day, or fog day. CCPD-tilt and CCPD-rotate are images with high image hori-
zontal tilt. CCPD-db is the illumination of the LP area is dark, uneven, or very bright.
CCPD-fn is a relatively distant or close distance from the LP to the shooting location.
The CCPD-challenge is by far the most challenging image. We split the image of the
200 k CCPD-base dataset into two, one as a training dataset and one as a test dataset.
The model trained 45 epochs on the CCPD training dataset. We send each image to
resize to a size of 480 * 480. The learning rate set to 10-2 and a combined momentum
of 0.9. The Dropout rate is 0.2.

4.2 Detection

We follow the standard protocol in object detection Intersection-over-Union (IoU) [17].
And set the IoU value to 0.7. We use accuracy to measure the effect of the model. True
detection (TD) indicates the number of samples for effective prediction, and false
detection (FD) indicates the number of samples for invalid prediction.

Fig. 4. DeconvNet structure. Switches are the locations corresponding to the maximum value of
the merged region obtained by the convolutional layer Maxpool operation
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Accuracy ¼ TD
TDþ FD

ð4:1Þ

The results of the tests are shown in Table 1. We tested the accuracy on seven test
datasets from CCPD. In addition to the CCPD-Base test dataset, samples of other
datasets are challenging samples of some scenarios.

4.2.1 Accuracy Evaluation of Comparison Model
We apply the VGG16 [18] neural network model to the license plate detection, the test
results as shown in Table 1. For RPnet [15], we experimented with the model of the LP
detection part. On the CCPD-Base dataset, our model achieved the highest accuracy of
98.8%. The accuracy on the CCPD-rotate dataset is 97.9%, far exceeding the other two
models. Moreover, for several other challenging test datasets, our model accuracy has
not dropped significantly.

4.2.2 Speed Evaluation of Comparison Model
We also compared the detection time and training time of the model. The results are
shown in Table 2. There are 100 K sample images in the test dataset and training
dataset. Our model detection time is 0.6 h, and the average detection time is 0.02 s.
The training time is 1.1 h for one epoch. Whether it is the test time or the training time,
our model is much faster than other models.

4.2.3 Accuracy Evaluation of CMnet After Model Optimization
In the experiment, we made several adjustments to the model. By visualizing feature
extraction using deconvolution techniques, we found that the optimized model is better
able to extract LP features (Fig. 5). Also, the accuracy of the optimized model has been
improved. The results are shown in Table 3. We reduced the number of layers in the

Table 1. The accuracy of the model on the CCPD dataset

Accuracy
(%)

CCPD-
base

CCPD-
weather

CCPD-
tilt

CCPD-
rotate

CCPD-
fn

CCPD-
db

CCPD-
challenge

VGG16 95.3 94.1 93.8 92.0 91.9 93.5 93.3
RPnet 96.8 96.1 95.0 92.8 93.6 95.7 94.6
CMnet 98.8 98.6 98.5 97.9 96.5 97.3 96.8

Table 2. The detection efficiency of the model

Time (h) Train time Test time

VGG16 18.2 2.1
RPnet 8.0 2.2
CMnet 1.1 0.6
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network model and increased the size of the convolution kernels of the first two layers,
which significantly improved the accuracy of model detection. Samples of detection
results produced by evaluating CMnet on CCPD are shown in Fig. 6.

5 Conclusions

Overall, in this paper we propose a new neural network model for single LP detection.
Our proposed model is superior to the state-of-the-art method in terms of accuracy and
efficiency. In the future work, we will implement the bounding box calibration function
for license plate detection and implement license plate number recognition.

Acknowledgements. This work was supported by the National Natural Science Foundation of
China (No.61976032).

Fig. 5. Feature extraction visualization. a The model before optimization. b The optimized
model

Table 3. Accuracy after model optimization

Model Accuracy (%)

CMnet-7layer-5size 96.9
CMnet-5layer-3size 97.1
CMnet-7layer-5size 96.7
CMnet-5layer-7size 98.8
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Abstract. Computer-aided diagnosis (CAD) systems have been introduced for
therapeutic institutions to help radiologists to diagnose lung cancer at the early
stage. This paper works on the parallelization of preprocessing steps in the CAD
systems. We first propose a parallelization scheme based on static data grouping.
The 3D lung CT images are grouped in the form of 2D image slices, and the
grouped data is parallelized. Then, a pipeline-based parallelization scheme is
proposed. Mutually independent steps are distributed to the respective execution
units, and the preprocessing operations are performed in a parallel pipeline
manner. Finally, a bus-based parallelization scheme is proposed. Based on the
pipeline, a control unit is added to dynamically assign computing tasks to the
various execution units. We test our schemes in an existing CAD system with
data from Lung Nodule Analysis 2016 (LUNA16) dataset, and analyze the
performance of data testing.

Keywords: Lung nodule detection � Parallelization � Image processing

1 Introduction

Lung cancer is one of the most deadly cancers in the world. According to the Cancer
Research Report released by the American Cancer Research Center in 2018, there are
more than 2 million new cases of lung cancer in the world in 2018, accounting for
about 11.6% of all new cancer cases; more than 1.7 million deaths, accounting for the
total about 18.4% of cancer cases, which far exceed other cancer types [1]. Clinical
studies show that the five-year survival rate of early lung cancer patients can reach
70%, but the five-year survival rate of patients with advanced lung cancer significantly
drops to less than 15% [2]. These studies indicate that the survival rate of lung cancer is
closely related to whether they can receive early treatment.

Pulmonary nodule is one of the common lesions in the lungs, and is often seen as
early manifestations of lung cancer. The early detection of pulmonary nodules plays a
crucial role in the early treatment of lung cancer, but it is hard to identify potential lung
cancer patients who have developed pulmonary nodules under the condition of limited
medical conditions. To solve the problem, computer-aided detection systems are
introduced into the therapeutic facility. By collaborating with the CAD systems, it is
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possible to make up for the gap in the doctors’ diagnostic level and improve the
detection of early symptoms of pulmonary nodules in a wider area.

CAD system is generally composed of five main stages: acquisition of data, pre-
processing, lung segmentation, nodule detection and the reduction of false positives [2].
The first stage is responsible for obtaining the images as the input of CAD system. The
preprocessing stage includes a series of image processing to improve the quality of the
image or to compress the amount of input data to improve the result of later stage. The
lung segmentation stage separates the learning area from other organs and tissues in the
ray image to reduce the computational cost of the next stage. The nodule detection
stage determines the location of the lung nodules in the segmented image as candidates.
The reduction of false positives stage use machine-learning algorithms to eliminate
false nodules from the candidate nodules.

In this work, our purpose is to parallelize the stages before reduction of false
positives, which can accelerate the calculation speed without affecting the output
results. To achieve this purpose, we developed three concepts to deal with the existing
system [3].

1. Data concept. Because the 3D lung CT image is composed of number of 2D image
slices, we treat each 2D image slice as one processing unit. We group the 2D image
slices and process these groups at the same time.

2. Instruction concept. Preprocessing, lung segmentation and nodule detection are
mutually independent, so we spread these stages across different execution units and
perform parallel processing on multiple data in a pipelined manner.

3. Data transmission concept. We use the bus structure to optimize data transmission
and simplify the system structure.

2 Parallelization Scheme Design

When designing the parallelization scheme, we considered the differences in various
scenarios. For medical institutions with a complete data center and powerful computing
capabilities, the CAD systems can be deployed in a local environment. In this case, we
designed a parallelization scheme for the local environment. However, for medical
institutions without the capabilities, when they need to conduct remote consultation,
they have to transmit data to the remote computer cluster. In this case, we consider
about how to transmit data efficiently and reliably in computer cluster. We designed
three schemes to meet them: static grouping-based scheme, pipeline-based scheme and
bus-based parallelization scheme.

2.1 Static Grouping-Based Parallelization Scheme

The static grouping-based scheme refers to the fixed division of slices into the same
number of group as the execution unit, and each execution unit only needs to care about
the grouped slices assigned to it. There is no data transmission between the execution
units, they only need to receive input and send output to control unit. For the control
unit, its main job is to group the 2D image slices to be processed. In order to ensure that
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the order of groups is consistent with the order of execution units, the control unit
needs to keep communication with the execution unit, and divide the 3D image into 2D
image slice groups that are as uniform as possible, and then send the grouped slices to
each execution unit. In the static grouping-based scheme, each execution unit has a
complete instruction stream. Each execution unit can be regarded as a separate sub-
system, and its workflow is not affected by the outside. The control unit maintains a
correspondence between the grouped slices and the execution unit. When the processed
slices are received, the processed slices can be rearranged in the order of the original
slices by the correspondence. After all the slices have been processed, the 2D image
slices can be restored to a 3D image, which is ready to enter the reduction of false
positives stage.

2.2 Pipeline-Based Parallelization Scheme

The key problem of the static grouping-based scheme is that some information may not
be evenly distributed over the entire picture, such as edge recognition or region of
interest, which may result in different load between different execution units during
processing. To solve the problem, we introduced pipeline-based scheme. In the
pipeline-based scheme, the control unit needs to divide the input as small as possible.
In this paper, we take each 2D slice as input to the execution unit. For each execution
unit, it does not execute all the stages on each input, but only execute one specified
stage. The intermediate result will be transmitted to the next execution unit. In com-
puter cluster, the order of execution units is critical, and it is the main task of the control
unit in a pipeline-based scheme. During the startup phase, the control unit assigns the
execution unit its stage and its delivery target of intermediate result. During execution,
the control unit is only in contact with the execution unit of the first stage and the one
of the last stage, for the input and output of pipelines. The output of the pipeline-based
parallelization scheme obviously remains in the same order as the input, so the control
unit does not need to reorder the processed slices.

2.3 Bus-Based Parallelization Scheme

Pipeline-based scheme lacks flexibility because the stage for execution unit to execute
is specified before image enters the system. For better flexibility, we designed a bus-
based parallelization scheme, which transmits data with information about stage in a
bus. The control unit needs to maintain two queues to store the intermediate data and
the processed data. Whenever data is transmitted back to the control unit, the control
unit determines which queue to put it into according to the stage of the data, and sends
the intermediate data to the idle execution unit. In bus-based scheme, execution units
receive slices and the stage of the slices, then performs the corresponding processing.
The control unit in computer cluster plays the role of bus, it sends the slices with stage
information to execution units and receives processed data.

The bus-based scheme requires that each input be as small as possible. It can make
the execution unit spend as little time as possible in executing an input. If the input is
too large and takes too long time to be executed, it will cause the overall execution time
to become uncontrollable, and affects load balancing. However, in order to achieve
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load balancing, it also costs a price. The most important price is the time cost of
communication. The number of groups that need to be executed is big, and each
execution unit needs to report the result to the control unit after the execution is
completed, so a lot of communication costs are generated during the period. This
communication cost tends to be particularly expensive when communicating through
the network. Especially, when the amount of calculation of instructions is relative small
to the number of execution units, the overhead caused by such load balancing may even
exceed the benefits of parallelization.

3 Experiments

To test the gain of our scheme, we ran a CAD system in our scheme using data from the
LUNA16 dataset, and then compared the execution time between in single thread and
in our schemes.

In preprocess stage, we use OTSU method to calculate the threshold of whole
image [4], and then use the threshold to binary the image. Then, we use morphological
operations to segment the lungs [5]. We labeled various connected components and
cleared image border, then treated the two components with largest areas as lung
parenchyma. There were some other issues like blood vessels remained, so we applied
erosion operation and closure operation to remove the issue and filled the hole. With
the lung segmentation, we use region growing to generate candidate lung nodules [6]
(Fig. 1).

We use multi-thread to test our scheme in local environment, and use docker to
simulate computer cluster. Performance of our scheme in local environment and in
simulate computer cluster is show in Fig. 2. In local environment, we controlled the
number of execution units from 1 to 7, but the pipeline-based parallelization scheme
has only 1–4 execution units of data due to its poor scalability. In simulate computer
cluster, we controlled the network transmission speed from 1 to 10 MB/s.

Fig. 1. (1) Origin image; (2) image after threshold; (3) image after clear border; (4) lung mask;
(5) lung segmentation; (6) candidate lung nodules
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The static grouping-based scheme had the best performance, which is slightly
inferior to the bus-based parallelization architecture in more than five execution units;
the pipeline-based scheme is not only poor scalability but also poor performance in
execution, which took about 1.5 times time than the other two schemes; the bus-based
parallelization scheme is slightly slower than the static group-based scheme, but as the
number of execution units increases, the execution efficiency can be maintained very
stably. Therefore, the bus-based parallelization architecture is more adaptive than the
static grouping-based scheme for systems with a large number of processing units.

In simulate computer cluster, static grouping-based scheme run fastest; the
pipeline-based scheme has bottlenecks in the processing steps, so the overall speed in
the network environment is still slow, but the impact of network transmission is
gradually covered by the delay in the processing step as the network speed increases, so
it can gradually approach the execution speed in the local environment; the bus-based
scheme was most affected in simulate computer cluster, and its execution speed has
even dropped to a point slower than the pipeline-based scheme. In summary, the three
parallelization schemes are analyzed separately:

(1) Static grouping-based scheme: The static grouping-based scheme has excellent
performance in the local environment, and the data to be transmitted in the
workflow is the least, so it still shows a good speed in computer cluster. At the
same time, however, it is also very affected by the speed of the network. Increasing
the speed of the network can significantly improve its speed in computer cluster.

(2) Pipeline-based scheme: The pipeline-based parallelization scheme performs poorly
in the local environment because it is affected by the bottleneck steps in the
pipeline and affects the overall execution speed. Figure 3 shows processing time of
each stage, and it is obvious that removing the issue took over half of time of
preprocessing. This shortcoming also exists in computer cluster, and at the same
time it is affected by the time-consuming transmission. However, in pipeline-based
scheme, only the most influential bottleneck steps and transmission time are
reflected in the execution speed. Therefore, as the network speed increases, the
impact of transmission time is gradually reduced, and the impact of the bottleneck
step gradually becomes the main influencing factor of the execution speed, so the
execution speed becomes close to the execution speed in the local environment.

Fig. 2. Data processing time in a local environment and b simulate computer cluster
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(3) Bus-based scheme: The bus-based parallelization scheme is the most seriously
affected by the transmission time. As Fig. 2b shows, bus-based scheme with four
execution units in a 10 MB/s environment is not even as fast as a single process,
and overall, it is slower than a pipeline-based solution. The reasons for this include:
First, the design of the bus-based solution is based on frequent message trans-
mission for more uniform execution, so it is particularly affected by the trans-
mission speed; second, for being more precise to control the operation time, the
execution unit needs to report to the control unit after the execution of the current
processing step, and the address of the execution unit of the next step is to be
obtained from the execution unit, so that the transmission time cannot be covered
by the execution time, thereby causing the effect of transmission time is further
amplified.

4 Conclusion

Based on the existing CAD system, this paper conducts a parallelization study on the
preprocessing part of the system to find out the time-consuming parallelization that can
most effectively reduce the preprocessing time.

We propose three parallelization schemes from the aspects of data and instructions,
and tested these three schemes on an existing CAD system at the end of the paper.
Firstly, we tested the static grouping-based scheme, and a good result was obtained.
The processing time was shortened by making full use of the computing power of the
processor. The pipeline-based scheme was then tested, and the process of repairing the
lung parenchyma took too much time, causing the entire pipeline to be blocked at this
stage, resulting in poor performance. Finally, a bus-based scheme is tested. The per-
formance is similar to that of static data-based scheme. When the execution unit is
small, the processing is slightly more, but the execution efficiency can be maintained as
the execution unit increases. Compared with the three schemes, the pipeline-based
parallelization architecture cannot achieve the desired results due to the uneven time-
consuming distribution of the stages before the reduction of false positives stage in the
CAD system; the static grouping-based scheme performs best, but with the number of
execution units increasing, the execution time is affected by the unevenness of the

Fig. 3. Processing time of each stage
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groups and increases slightly; the bus-based scheme is less efficient than the static
grouping-based scheme due to the loss of data transmission, but its advantage lies in its
execution efficiency is not affected by data grouping, and execution efficiency is
maintained with the increase of execution units. In general, the static grouping-based
scheme can achieve good enough results in most cases, but when there are more
execution units and the cost of data transmission is not high, using a bus-based par-
allelization architecture can achieve better results.
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Abstract. The waypoint behavior is a method of trajectory tracking control for
unmanned surface vehicle (USV). We take the waypoint behavior as the
research object, choose speed, steering angle, capture radius, slip radius, lead
distance, lead damper as features, and establish a prediction model for trajectory
tracking control of USV based on deep neural network. The model effectively
predicts the navigation effect and provides assistance and reference for the
maneuvering decision of the USV. Test results show that the predicted results
and the reference samples have same tendency. The proposed model can
improve the performance of trajectory tracking control for the USV.

Keywords: USV � Deep learning � Waypoint behavior � Trajectory tracking
control

1 Introduction

In recent years, unmanned surface vehicle (USV) has been widely used in military and
civilian fields, playing an important role in port defense, maritime safety, marine
surveying, and mapping. For USV, autonomous control technology is a core issue. It is
the key performance that USV can execute tasks such as trajectory tracking, automatic
collision avoidance, and cooperative formation [1]. Among them, the trajectory
tracking control is a broad and important research area [2].

Many researches have used neural network inUSV’s control problem, particularly for
trajectory tracking control, instead of traditional control systems which are based on
identifying and modeling a nonlinear and complicated system. Arjun Gupta et al. adopt
deep reinforcement learning to learn autonomous behaviors without relying on explicit
models [3]. Cunhe Li et al. present an adaptive radial basis function neural network
controller for nonlinear course control of USV, which can enable the USV to track the
designed heading angle and turning rate [4]. A neural network is used to control the USV
for course tracking by Yan Wang et al., solving the uncertainty problem of ship motion
[5]. Signe Moe et al. train a neural network to mimic a feedback linearizing speed
controller for an autonomous ship, which outperforms the traditional controller in terms of
modeling errors and measurement noise [6]. A deep neural network is used to learn the
automatic maneuver features of the USV based on vision system by Xu et al. [7].
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The rapid development of artificial intelligence and deep learning provides new
ideas and new methods for unmanned autonomous navigation. Yize Chen et al. pro-
pose a data-driven control method based on deep neural networks, which greatly
improves the control efficiency and accuracy of complex systems [8]. The NVIDIA
AutoPilot team use a deep neural network to map the raw images obtained from the
front camera to the instructions for car autopilot, which achieve good results in sim-
ulators and road tests [9].

As described above, the artificial neural network is accessed to the control loop, to
control the ship motion directly. We propose a prediction model based on deep learning
and artificial neural network, which predicts the waypoint behavior effect and provides
assistance and reference for the maneuvering decision of the USV, instead of traditional
method in which the neural network is a part of ship motion control system. According
to the waypoint behavior, the deep neural network model is established, combined with
the navigation data samples of different speeds, steering angles, and other parameters of
the USV in the simulated environment of Mission-Oriented Operating Suite-Interval
Programming (MOOS-IvP). The deep learning method is used to train and solve the
problem of multi-dimensional vector space decision-making involved in the trajectory
track control process of the vehicle, making decisions for its autonomous navigation.

2 Background

2.1 The MOOS-IvP Architecture

MOOS-IvP is an open-source project aiming to provide a general autonomy archi-
tecture for autonomous system research. MOOS is a suite of software modules that
coordinate software processes running on an autonomous platform. IvP is a technique
for solving multi-objective optimization problems.

The MOOS-IvP software design is based on three architecture philosophies [10],
(a) the backseat driver paradigm, (b) publish and subscribe autonomy middleware, and
(c) behavior-based autonomy.

2.2 Waypoint Behavior

In the 1990s, Rodney Brooks proposed an inclusive structure that simplified the control
of agents into several task-based behaviors. Based on this, the autonomous control of
USV can be transformed into waypoint behavior, patrol behavior, fixed-point behavior,
and trailing behavior. Among them, the waypoint behavior is the most basic, and many
other behaviors are improved on this basis [3].

(1) Definition

The waypoint behavior means that the USV moves along a series of specified points in
the X-Y plane, controlled by trajectory tracking.

As shown in Fig. 1a, the connection between each two adjacent waypoints is the
shortest track, also known as the planned route. The USV sails autonomously
according to the waypoint behavior, that is, sailing along the planned route. With the
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waypoint, there are two concentric circles, where the inner circle is called the capture
circle and the outer circle is called the slip circle. When the USV sails into the capture
circle, it is considered that the waypoint has been reached. Due to the influence of the
wind, waves, and current on the sea, the USV may not be able to reach the capture
circle. For this reason, a slip circle is set up. In the harsh sea environment, the USV is
considered to reach the waypoint if it enters the slip circle.

(2) Guidance principle

USV’s waypoint behavior adopts the principle of forward guidance control, as shown
in Fig. 1b. The guidance algorithm involves two parameters: lead distance and lead
damper. The lead distance is the distance from the foot to the imaginary point P on the
planned route, and the point P is an imaginary point which is set on the planned route in
the direction of the next waypoint. Based on this imaginary point, the waypoint
behavior outputs the optimal steering angle. If the lead distance is greater than the
distance to the next waypoint, point P is replaced by the next waypoint. Lead damper
represents the distance from the planned route, i.e., the distance between the foot and
the position of the ship. When the USV sails outside the predefined lead damper
threshold, it turns toward the planned route to reduce the drift distance and the degree
of deviation.

(3) Evaluation criteria

The evaluation criteria for the waypoint behavior is the maximum drift distance of the
USV from the waypoint. According to the angle of the planning route, it can be divided
into three cases: acute angle, right angle, and obtuse angle. From the view of the actual
navigation, except for the special sea area, the acute angle of the planned route is barely
appeared, and the acute angle is usually converted into two obtuse angles. Therefore,
we assume that the angle of the planned route in the waypoint behavior is the right
angle or the obtuse angle.

In Fig. 2, the point W0 is the previous waypoint, the point W1 is the current
waypoint, and the point W2 is the next waypoint. W0W1 is the route before steering,
W1W2 is the route after steering, and the angle of W0W1W2 is denoted by a, which is
the supplementary angle of current steering angle.

Waypoint1

Waypoint2 Slip
circle

Capture
Circle

Waypoint3
(a)

Next
Waypoint

Previous
Waypoint

USV’s Position

Lead Distance

Imaginary P

Lead Damper

(b)

Fig. 1. USV’s waypoint behavior. a Capture circle and slip circle; b guidance principle
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When USV sails on the route of W0W1W2 and steers to the point W2, the trajectory
tracking will be in one of the three regions. The angle range of different regions and the
maximum drift distance are shown in Table 1.

In each region, the maximum drift distance of USV is denoted by di; i ¼ 1; 2; 3, and
the maximum drift distance between the USV and the waypoint is
dmax ¼ maxfdig; i 2 1; 2; 3f g.
(4) Control process

The process that USV sails along the waypoints to follow the track has four steps:

(1) Guidance: The waypoint behavior guidance algorithm outputs the speed and
steering commands, guiding the USV toward the next waypoint.

(2) Control: It converts the speed and steering commands into throttle and rudder
angle commands.

(3) the USV is affected by wind and waves during the voyage.
(4) the performance is the actual trajectory track.

x

y

d2

d1

W2

W1W0

d3

USV’s position

Fig. 2. Drift distance of waypoint behavior in different region of waypoint

Table 1. Definition of trajectory region and its waypoint drift distance

Region Range of angle Maximum drift distance

I �90�; a2
� �

The maximum length of vertical line between USV’s position
and W0W1 ðd1Þ

II a
2 ; aþ 90�
� �

The maximum length of vertical line between USV’s position
and W1W2 ðd2Þ

III aþ 90�; 270�½ Þ The maximum length between USV’s position and W1 ðd3Þ
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3 Deep Learning for Waypoint Behavior of USV

The trajectory tracking control of USV is complex. There are two main reasons: Firstly,
different engines are installed in different vehicles, making it hard to use linear model
for converting speed and steering angle into throttle and rudder angle. And secondly,
the actual track of the vehicle is mighty affected by the wind and current, which is a
nonlinear effect. Traditional methods such as Lyapunov’s methods or passivity-based
theorems can only approximate rather than solve it fundamentally.

In addition, there are many factors in the implementation of waypoint behavior,
which belongs to the multi-dimensional vector space decision problem, and the
influence of various factors cannot be given through the linear or high-dimensional
space plane division. Therefore, by using the deep learning method to establish a deep
neural network model, the relationship between the trajectory tracking control and the
behavior parameters of the waypoint can be better mined. After training, the deep
neural network model has the ability to predict the trajectory tracking effect, that is, if
multi-dimensional feature is entered, the model can export the effect level for the
maneuvering decision of the USV and improve the track following performance.

3.1 Feature Selection

By analyzing the waypoint behavior for USV, there are six features, which can be
divided into three categories, as shown in Table 2.

3.2 Dataset Generation

We use MOOS-IvP to generate the dataset of the waypoint behavior. In order to be able
to approximate the real ocean environment, we simulate the influence of wind and
current by generating periodic random external forces on the vehicle. The USV per-
forms the waypoint behavior under different steering angles and speeds. The specific
method is:

(1) Set the steering angle at the intervals of 15° and plan the route.
(2) Set the speed at the interval of 10 knots, and under the same steering angle

conditions, do the experiments at 10, 20, and 30 knots speeds, respectively.

Table 2. Features and categories of waypoint behavior for USV

Number Features Categories

1 Capture radius Relate to the definition of waypoint
2 Slip radius
3 Lead distance Relate to guidance algorithm
4 Lead damper
5 Speed Relate to navigation
6 Steering angle
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(3) Adjust the parameters related to the waypoint behavior (capture radius, slip
radius) and the relevant parameters of the guidance algorithm (lead distance, lead
damper) at a certain steering angle and a certain speed.

(4) Calculate the maximum drift distance of the waypoint for each experiment.
(5) Set the drift distance evaluation criterion and divide the effect of the waypoint into

five levels. The drift range belongs to Level I within 1 times vehicle’s length, as
shown in Fig. 3a. The drift range belongs to Level V within 5 times vehicle’s
length, as shown in Fig. 3b, and other levels are in range of them.

3.3 Fully Connected Network Architecture

The artificial neural network used in this paper is an eight-layer forward fully con-
nected neural network N6-6-7-7-8-7-6-5. The hidden layer uses the Relu function as the
activation function. This paper uses cross-entropy as a loss function to determine how
close the output vector to the expected vector is. The output layer uses the softmax
function. The neural network outputs a five-dimensional array. Each dimension in the
array corresponds to one trajectory track level.

3.4 Training

With TensorFlow, we use the optimizer of the gradient descent algorithm to train the
neural network. We set the learning rate to 0.001 and batch size to 100.

We train the model for 1800 iterations. A total of 3420 samples are randomly
selected from the sample dataset as the training set, and 730 samples are taken as the
test set. In order to prevent over-fitting, the training process outputs an accuracy result
on the verification set after every 100 iterations and saves the weight parameters of the
model. After the training, the deep neural network model with the highest accuracy on
the verification set is saved as the USV waypoint behavior model.

Fig. 3. Effect of waypoint behavior. a USV’s drift range belongs to Level I; b USV’s drift range
belongs to Level V.
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4 Results

The neural network structure with different depths and widths was used to observe the
prediction accuracy on the verification set and the test set. Experiments show that the deep
neural network with 6-6-7-7-8-7-6-5 nodes in each layer has the best performance. It
achieves a maximum accuracy of 88.2% on the verification set and 84.9% on the test set.

In the experiment, we use the trained neural network to predict the USV in the
MOOS-IvP platform, to track a waypoint route including different speeds and steering
angles. The experimental results are as follows.

Figure 4a, b shows the predicted levels with different steering angles when other
variables are fixed. Figure 4a is the reference samples from the test set, and Fig. 4b is
the predicted value.

Figure 5a, b shows the predicted levels with different speeds when other variables
are fixed. Figure 5a is the reference samples from the test set, and Fig. 5b is the
predicted value.

We can see that the predicted results and the reference samples have the same
tendency.
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Fig. 4. Drift level of steering angles. a Reference level from test set; b predicted level from
model
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Fig. 5. Drift level of speeds. a Reference level from test set; b predicted level from model
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5 Conclusions

Based on the deep learning, the waypoint behavior of USV has been taken as the
research object. The speed, steering angle, capture radius, slip radius, lead distance, and
lead damper have been selected as the features to establish the trajectory tracking
control model of the waypoint behavior. By using the experimental sample data
obtained from MOOS-IvP for training, the following conclusions have been drawn:

(1) Based on the deep learning method, we can effectively solve the complex prob-
lems brought by the environment, equipment, and algorithms faced by the USV.

(2) The prediction model can judge the influence of different feature parameters on
the waypoint behavior of the USV, and the prediction accuracy can reach 84.9%.
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Abstract. The rapid development of autonomous driving has aroused wide-
spread interest in academia and industry. Due to vehicular mobility, it is not
feasible to adopt the existing coordinated learning approach based on static
topology directly. To solve this issue, we propose a coordinated learning
approach based on dynamic graph and reinforcement learning to enable dis-
tributed learning of cooperative lane changing. The dynamic graph model is
constructed by evaluating the driving risk between each pair of vehicles. The
lane change decision making of the vehicles is guided by the global optimal
action based on the dynamic coordinated graph. Experiments verify that the
proposed approach can achieve the accuracy and safety of lane change decision
making, and with the increase in the number of vehicles, the approach has good
scalability.

Keywords: Coordination graph � Reinforcement learning � Lane change �
Autonomous driving

1 Introduction

Automated driving is one of the most important artificial intelligence applications,
which attracts a lot of interest from technology companies and research institutions [2].
Baidu Apollo Project, Google Self-Drive Car and DARPA Urban Challenge et al. show
great potential for autonomous driving. In the field of autonomous driving, lane-
changing processes have received great attention [1]. Lane change decision is con-
sidered to be essential driving behaviors that affect both traffic safety [16] and effi-
ciency [9]. However, due to the variability of road traffic conditions, even with
extensive expert experience, manual design rules to deal with all possible lane change
situations may lead to overly simple and sub-optimal decision.

The above problem can be solved using the reinforcement learning (RL) method.
A large number of studies [5, 15] have applied RL to autonomous driving. However, all
of these studies only focus on learning the driving decisions for a single vehicle, which
contradicts the fact that autonomous driving is a typical multi-agent system
(MAS) [17]. Some scholars [4, 13] have studied how to design control strategies
through vehicles communication to coordinate multiple vehicles. However, all of these
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studies just apply simple distributed RL into a multi-vehicle environment, in which it
will lead to inefficient and uncoordinated driving decisions [6].

This paper aims to solve the coordination lane change problem by using multi-
agent RL (MARL) technology. Since the main strategies of autonomous driving are car
following and lane changing for overtaking [18], we pay more attention to the study of
lane changing and car-follow decision on the road. We use the coordination graph
(CG) to achieve the cooperative decision making for multi-vehicle. However, due to
the motion characteristic of the vehicles continuously change topology, the direct
application of CG to autonomous driving is a thorny issue. In order to solve this
problem, we propose a MARL approach based on the combination of dynamic graph
and RL, which use driving risk evaluation and graph theory to model the interaction
between vehicles, then use the consistency of latent conflicts relations to achieve
effective distributed coordination learning. The experiment verifies that the proposed
approach allows the vehicles to achieve higher driving safety under cooperative
decision making. Compared with other approaches that have no coordination or rely on
some mobile models and expert driving rules, the proposed approach is more
advantageous.

2 Related Work

RL has been widely used in the field of autonomous driving. Some researchers have
used RL to learn driving strategies. For example, Wang et al. [20] use deep rein-
forcement learning with rule-based constraints to learn driving strategies. Other work
uses Deep RL to make driving decisions directly from real-world scenarios, such as
virtual to real reinforcement learning for autonomous driving [14]. All of these studies
only focus on the driving strategies of a single vehicle, without considering the
interactions and coordination between multiple vehicles.

A large number of scholars have studied lane changing before, such as Moriarty
and Langley [11] used RL to solve the lane selection problem of multiple vehicles.
Although these methods have good results in their respective applications, they either
focus on the relatively simple traffic environment or do not simulate the interaction
between multiple vehicles. Some studies [12] have proposed methods to simulate
vehicle interaction and formation using graph theory, but these methods all focus on
formation and communication. Recently, automobile safety accidents happen fre-
quently, so our work is more dedicated to driving safety issues. We realize distributed
learning in multi-vehicle through dynamic CG and RL, which can provide more safe
and accurate lane-changing decision for autonomous driving.

3 Related Theories and Approaches

Traditional coordination graph can only model closed, static problems, which does not
change during the solution process. In order to realize coordinated learning in dynamic
environments, we propose an approach to construct dynamic coordination graph and a
MARL approach to solve it.
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3.1 MDP Formalization for Autonomous Driving

The decision-making process of each vehicle can be modeled as the Markov Decision
Process (MDP) by four tuples of ðS;A;P;RÞ. The state S is mainly composed of factors
that affect the decision of the vehicles, which mainly includes the following parts: the
lane l in which the vehicle is currently located; the remaining reaction time ti of the
vehicle and the neighboring vehicles. The state of each vehicle consists of a five tuple
of l; tið Þ i ¼ 1; 2; 3; 4ð Þ that can be computed from the data illustrated in Fig. 1.

Finally, the most important safety in autonomous driving is used to evaluate the
chosen actions. We define the reward function as follows:

rs ¼
�40 if collision
minðt1; t2Þ if l ¼ 0 and d1 [ 3 and d2 [ 3
minðt3; t4Þ if l ¼ 1 and d3 [ 3 and d4 [ 3
�5 else

8>><
>>: ð1Þ

In the experiment, we will use function approximated RL based on neural network
to solve the above-mentioned MDP problem and compare it with the famous mobile
model Mobil [7] and expert method [10] to verify the validity of the MDP formulation.

3.2 Dynamic Coordination Graph for Multi-vehicle

In the dynamic environment, the dependencies between agents change rapidly as the
state changes. In order to apply the CG to the continuous domain and realize the
coordination among the agents, we propose an approach of constructing the dynamic
graph model based on evaluating the driving risk between each pairs of the vehicles.

A general highway scene is used to illustrate how to construct the coordination
relation between the two vehicles. The vehicle 1 is the lag vehicle, the vehicle 2 is the
lead vehicle, the speeds of vehicle 1 and vehicle 2 are v1 and v2, respectively, and the
following distance between the two vehicles is d. The formula [19] for evaluating the
driving risk between two vehicles is as follows:

3
V

1
V

0
V

2
V

4
V

bv

vf
1d

1d

4d

2d

Fig. 1. State of vehicle CAR0
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DR ¼ GR1R2M1M2

dk1
ð1þDr1Þð1þDr2Þ exp½�k2ðv1 � v2Þ� ð2Þ

DR is the driving risk evaluation between vehicle 1 and vehicle 2. In order to
facilitate comparison of follow-up experiment results, we assume that the vehicles have
the same attributes. Here, we chose the following set of parameters: G ¼ 0:001, k1 ¼ 1,
k2 ¼ 0:05, M1 ¼ M2 ¼ 5000 kg, Dr1 ¼ Dr2 ¼ 0:2, R1 ¼ R2 ¼ 1. For constructing an
effective dynamic CG (DCG) model without producing too complex graph structure,
DRsafe is set to 180 kN here. When DR1 [DRsafe, it is necessary to construct the
coordination relation for the two vehicles because of the great driving risk. We define
this relation, which is built by the greater risk of driving between the two vehicles, as
the latent conflict relation.

The basic analysis approach between the above pair of vehicles is extended to all
pairs of vehicles in the graph. According to the DCG we constructed, it can be clearly
seen which pairs of vehicles have latent conflict relation in driving safety as the edge of
the DCG.

3.3 Pretraining of Local Cooperative Control Model

In order to solve the problem of high complexity and consistency in DCG, we found
some aspects of latent consistency based on the above approach. According to the
above approach, there are the consistent latent conflict relation between the pairs of
vehicle as edges in the graph, that is, the same utility function can be used to calculate
the payoff between the pairs of vehicles.

We decompose the large-scale CG problem with multiple agents into multiple
homologous sub-problems with the same structure and small scale. By solving the sub-
problems and reusing them on other sub-problems, we can solve the large-scale
problems. Therefore, we decompose the large-scale global payoff function Qglobal in the
DCG into multiple local payoff functions Qij i; j 2 Eð Þ. The local payoff functions Qij

can be solved by the local cooperative control model as the source problem. The local
cooperative control model defined on the two vehicles is put into the traffic flow for
pretraining. The reuse of the local cooperative control model on other edges can
achieve the purpose of solving the payoff functions in the complete DCG.

In each time step, Eq. (2) is used to calculate whether there are the latent conflict
relation between all pairs of vehicles, and the pair of vehicle with the greatest driving
risk is controlled by the local cooperative control model. The vehicles with the small
risk of driving are controlled by the individual neural network. Generate the following
update rule:

Dxi ¼ a ri þ cmaxqiðs0i; a0i;xiÞ � qiðsi; ai;xiÞ
� ��rxi qiðsi; ai;xiÞ ð3Þ
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The vehicles with the greatest driving risk are updated by the following rules:

Dxij ¼ a rþ cmaxQijðs0; a0;xÞ � Qijðs; a;xÞ
� ��rxijQijðsij; aij;xijÞ ð4Þ

Through pretraining, the local cooperative control model can make coordinated
decisions on the basic pair of vehicles in various scenarios and thus can accurately
calculate the coordination payoff functions between pairs of vehicles with latent
conflicting relations.

3.4 The Coordinated Learning Mechanisms

Autonomous driving can be achieved by using MARL technology. Coordination graph
(CG) [8] is an effective way to solve the MARL problems. In order to reduce the
computational complexity, the global payoff function can be decomposed into
Qpðs; aÞ ¼ P

i2Vqiðsi; aiÞþ
P

ði;jÞ2EQijðsij; ai; ajÞ, where V defines the set of vertices
that is equivalent to the set of vehicles, E defines the set of edges, qiðsi; aiÞ defines the
individual payoff function of vehicle i, and Qijðsij; ai; ajÞ defines the payoff function of
neighboring vehicles i; jð Þ.

Although several coordinated RL methods have been proposed previously [3], it is
not feasible to directly apply these methods to the multi-vehicle coordination problem
because the dependencies of moving vehicles are continuously changing. Therefore,
inspired by action-based methods, we propose to use the above DCG model to guide
the driving strategy of the autonomous vehicle and realize distributed coordinated
learning between multiple vehicles. Previous work used manual definition of expert
rules to guide the action selection of agents. However, it is difficult to define accurate
expert rules to guide coordinated decision making in actual collaborative environment.
So, we guide the autonomous vehicle to make decisions through the global optimal
decision of the DCG. Our autonomous vehicles are controlled using an independent
neural network while using the local cooperative control model after pretraining to
calculate the local Qijðsij; ai; ajÞ value for each edge.

In each time step, the DCG is constructed for vehicles with latent conflicting
relations. Each vehicle uses the global payoff function argmaxja Qglobal when the agent
action is selected. The decision of the vehicles is made by maximizing the global payoff
function but using its own local payoff function to update the vehicles’ qi. It can be
explained as guiding the vehicles to explore toward the global optimal state-action
pairs. The neural network of each vehicle can be updated in the following ways:

Dwi ¼ a½ri þ cmax
ja

q0iðs0; a0ja;wÞ � qiðs; aja;wÞ�rwiqiðsi; ai;wiÞ ð5Þ

4 Experimental Evaluation

In order to verify the effectiveness of the above MDP formulation, local cooperative
control model and dynamic coordination graph, we compare the learning result of RL
method, the famous mobility model MOBIL [7] and the expert rule-based approach
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[10]. DR-DCG learning denotes the coordinated learning approach proposed by us, and
LCC denotes the local cooperative control model. We simulate the learning process at
two-lane highway.

We averaged more than 10 runs as the final result. Since individual learning of
optimal behavior may not guarantee the best group performance, the comparison with
individual learning approach shows the effectiveness of the DR-DCG approach in
decision making of cooperative lane changing. In the proposed approach, based on the
independent MDP, the two-vehicle local cooperative control model is transferred to the
edge of the DCG we constructed after pretraining and calculated all the payoff con-
tribution between the pairs of vehicle on the edges. Figure 2a shows the learning of the
average reward over five vehicles. It can be seen from the figure that the local coop-
erative control model can obtain better results than individual learning, indicating that it
can accurately calculate the coordination payoff contribution between the pairs of
vehicles that have latent conflicts relations. More obvious is that the DR-DCG
approach we proposed can achieve a higher average reward than the other approaches,
which shows the benefits of coordination between vehicles. Figure 2b–d plots the
microscopic mobility of different approaches include the minimum forward distance,
safe travel time and number of vehicles on the driving lane.
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In order to verify the scalability of the approaches, we apply the above approach to
different vehicle densities environments. The parameter settings are the same as before.
We gave the results of five vehicles, eight vehicles and 11 vehicles in turn. Figure 3
shows that as the number of vehicles increases, DR-DCG approach always obtains
higher average rewards, indicating that it has better scalability and can be extended to
more complex situations. In summary, through the analysis of vehicle motion char-
acteristics and experiments of different vehicle densities, it shows that our approach can
effectively solve the latent conflict risk between vehicles by coordination lane changing
and further verifies the effectiveness of our approach.

5 Conclusions

Autonomous driving is a typical multi-agent domain, but the application of RL to
multiple vehicles coordination problem has been a challenging task due to the changing
topology of vehicles. This paper proposes a MARL approach based on the combination
of DCG and RL. This approach contributes to the safety and coordination lane change
decision making of autonomous driving which are increasingly concerned by people.
Our work has the following specific points: (1) Propose an approach to construct DCG
for vehicles with latent conflicts based on driving risk evaluation, (2) Propose a dis-
tributed MARL approach for multi-vehicle coordination lane change decision making
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under dynamic environment. Most of the current research in MARL is still concen-
trated in static and closed environments, but our work is carried out in an open and
dynamic environment, which provides a prospective direction for future research. Our
approach is validated by lane change problems, which have better security and scal-
ability than other approaches.
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Abstract. Sea target detection is widely used in military and civilian fields.
Because of the space-time non-stationary characteristics of high resolution radar
sea clutter, traditional target detection methods have many limitations and are
limited by the use of scenarios. In recent years, with the progress of deep
learning in image classification tasks, a series of target detection methods based
on deep learning have emerged. By applying these methods to target detection in
radar sea clutter, high accuracy and good generalization can be obtained.
However, there are many new problems when these target detection methods,
mostly based on computer vision, are introduced to target detection in radar sea
clutter due to different data forms and detection standards. This paper mainly
discusses the effects of different pretreatment modes of target detection in sea
clutter using classification target detection framework on training speed and
detection accuracy.

Keywords: Deep learning � Target detection � Sea clutter � False alarm rate

1 Introduction

Effective detection of sea targets under sea clutter background is of great significance in
both military and civilian fields. In order to meet the needs of target detection, radar
needs to have high resolution in range and azimuth; high resolution sea clutter has non-
stationary characteristics, and contains a large number of sea peaks, which seriously
affects the accuracy of target detection. At the same time, traditional adaptive matched
filtering methods need clutter to meet certain model assumptions and have a small
application range [1]. Although the method based on fractal theory is simple and
efficient, it needs to accurately estimate the interval with fractal characteristics and
needs long observation time [2]. In the actual detection of sea targets, only for the
specific target type under the background of specific clutter has a good detection
accuracy. Since AlexNet [3] put forward in 2012, a large number of target detection
algorithms based on deep learning have been produced, including classification-based
detection algorithm based on convolutional neural network (CNN) and regression-
based target detection framework [4].

Deep learning target detection methods are mostly proposed for object detection in
two-dimensional images in computer field, which are often used in face recognition,
automatic driving, etc. [4]. Although radar display screen has different visualization
forms such as A-display and P-display, they are all obtained by radar echo signal
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processing. Radar echo signal is a one-dimensional discrete sequence. A radar data file
usually contains data of several distance units for a certain observation time, which
determines that there are many input forms under the conditions of translation
invariance and locality required for classification using convolutional neural network.
In order to better use the deep learning method for target detection in radar sea clutter,
several feasible input forms are introduced in this paper.

2 Pretreatment Mode

2.1 One-Dimensional Form

Common radar data sets, such as IPIX data sets [5] and CSRI data sets [6], usually store
the values of sampling points in matrix form. In the longitudinal direction, the sampling
points are determined by the pulse repetition frequency (PRF) and the observation time,
while in the transverse direction, they correspond to each distance unit. Each column of
data is a discrete one-dimensional time series, so it can input in the form of one-
dimensional time series. In addition, there are many commonly used processing
methods for time series, such as time-frequency transform, joint time-frequency
analysis, etc. [7]. These methods can be used to preprocess the data before the input
network, so as to improve the discrimination between target data and clutter data, and
then improve the accuracy.

2.1.1 Direct Input
Each range unit of radar data file usually contains thousands of sampling points (such
as CSIR data set) or tens of thousands of sampling points (such as IPIX data set). Due
to the limited amount of data, it is unrealistic to input all sampling points of a distance
unit directly. A certain echo data can be intercepted on a distance unit with a fixed
preset length as a data sample. As shown in Fig. 1, each distance unit is slipped for
interception, and after interception, it is transferred to the next distance unit for
interception until enough data samples are intercepted. When the amount of data is
insufficient, the sliding step can be smaller than the preset length; when the amount of
data is sufficient, the sliding step can be larger than the preset length. Compared with
the target detection in clutter by input radar P-display images, direct input of radar echo
sequence samples can make better use of the original information contained in the echo
sequence, but requires a higher signal-to-clutter ratio as support. At the same time,
according to the specific data set, we need to determine the value of the preset length
through a large number of experiments, which is too short to contain enough data for
classification, and too long to ensure that there are enough samples to form a training
set to achieve convergence. So it is necessary to find a balance between the amount of
information in each data sample and the amount of data in the data set. In addition, in
the process of sample interception, it is inevitable that the texture information of radar
echo data will be destroyed at some interceptions.
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In order to achieve better classification effect, besides directly inputting these data
samples into CNN for classification, some classical signal transformation methods can
be used for preprocessing and inputting.

2.1.2 Input After Pretreatment
In order to visualize the influence of preprocessing on discrimination, the time–mag-
nitude and frequency–magnitude diagrams of IPIX data sets before and after trans-
formation are drawn, respectively, as shown in Fig. 2. Figure 2a is a distance unit
without target and Fig. 2b is a distance unit with target. It can be seen that after FFT
processing, the clutter has a positive Doppler translation due to the wind direction, and
the target is more concentrated than the clutter energy distribution. Compared with the
time domain before pretreatment, the frequency domain has better distinguishing
features. The intercepted samples can be transformed by FFT of the same number of
points, and then input into CNN network for classification. Compared with the direct
input intercepted echo sequence, the classification effect has been significantly
improved. In high sea conditions, the spectrum of some small floating targets will
overlap with the clutter spectrum in varying degrees, as shown in Fig. 3. Even in the
clutter spectrum, it is difficult to get high detection accuracy by using FFT method to
preprocess. However, the target detection in sea clutter can be better achieved by using
in-depth learning method through appropriate preprocessing method, i.e. signal pro-
cessing method, to improve the quality of data samples.

Fig. 1. Direct input in one-dimensional form
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2.2 Two-Dimensional Form

Using one-dimensional input CNN for classification will greatly reduce the computa-
tional complexity of the network and have faster training speed, but it will also split the
spatial–temporal correlation and destroy certain texture information. CNN is good at
classifying two-dimensional graph structure data. Some radar image signals, such as
SAR radar data and P-display image data, can be input in the form of pictures, similar
to those in the field of face recognition, and have the same processing form, including
normalization processing and so on. In this section, we discuss the method of obtaining
suitable two-dimensional input samples from the time–distance matrix of radar echo
data.

2.2.1 Input After Direct Interception
The premise of using CNN for classification is that the data samples conform to the
hypothesis of locality and weight sharing, while the time–distance matrix of radar echo
data has temporal and spatial correlation [8], which satisfies the basis of using CNN for
classification. Similar to the interception method in Sect. 2.1.1, we use sliding

Fig. 2. Comparison of two kinds of echo sequences processed by FFT or not

Fig. 3. Two examples of overlap between target spectrum and clutter spectrum

Pretreatment Method of Deep Learning Method for Target … 611



interception with preset step size to obtain rectangular samples of the same size, as
shown in Fig. 4. Rectangular samples may not be square. Similarly, when the amount
of data is insufficient, the interception step can be smaller than the rectangular side
length, allowing overlap. Compared with one-dimensional input, two-dimensional
input can make use of temporal and spatial correlation at the same time, but it also
needs to determine the interception step and the size of data samples according to the
actual data. It is necessary to ensure that there are enough features for classification as
well as the amount of data.

2.2.2 Input After Transform to Two-Dimensional
In addition to directly intercepting the two-dimensional matrix, one-dimensional
samples can be transformed into two-dimensional forms through certain signal analysis
methods to better reflect the characteristics of samples. FFT is a commonly used signal
analysis method, which can get the characteristics of signal in frequency domain.
However, the actual signal is often non-stationary. Frequency domain can not represent
the change of signal spectrum with time. It is necessary to use the joint function of time
and frequency to represent signal, that is, time–frequency analysis of signal [9]. Time–
frequency analysis includes linear time–frequency analysis and non-linear time–fre-
quency analysis. Typical linear time–frequency analysis mainly includes STFT, WT
and Gabor expansion. Non-linear time–frequency analysis mainly includes various
quadratic representation methods, such as WVD, Cohen class and so on. According to
the number of sampling segments, time–frequency analysis is carried out on the
intercepted one-dimensional radar echo sequence samples, and the data samples whose

Fig. 4. Direct input in one-dimensional form
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size is determined by the number of sampling segments and sampling points are
obtained. After time–frequency analysis, the discrimination of the two types of data
samples has been significantly improved, among which SPWVD is the best. Also take
the IPIX data set as an example, as shown in Fig. 5.

Compared with the two kinds of samples processed by FFT in Fig. 2, the dis-
crimination of the two kinds of samples obtained by time–frequency analysis is
obviously improved. It is obvious that sea clutter gathers in the banded area with
texture characteristics near the normalized center frequency of 0.1, and the target is the
“bright strip” with pseudo-periodic characteristics. Using CNN can extract this contour
feature well and achieve high accuracy.

3 Summary

In this paper, aiming at the specific application scenario of target detection in sea
clutter, we discuss the difference between the deep learning method and the traditional
application scenario in the selection of input mode, accuracy calculation, and the
method to improve the accuracy without adjusting the CNN structure.

In terms of pretreatment mode, besides directly inputting radar SAR image or P-
display image, one-dimensional time series sample input can also be obtained by
interception, and the sample quality can be improved by certain signal processing
methods, thus obtaining higher accuracy. It can also use the temporal and spatial
correlation of sea clutter data to intercept two-dimensional sample input. Similarly, it
can use time–frequency analysis and other methods to obtain two dimensions of feature
representation and input network.

Fig. 5. Two-dimensional samples processed by SPWVD
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Abstract. Because of multiple reflection and scattering, the mixed pixels in
hyperspectral images are actually nonlinear spectral mixing. Traditional end-
member extraction algorithm is based on linear spectral mixing model, so the
extraction accuracy is not high. Aiming at the nonlinear structure of hyper-
spectral images, a novel endmember extraction method for hyperspectral images
based on Euclidean distance and nonlinear dimensionality reduction is pro-
posed. This method introduces Euclidean distance of image into the nonlinear
dimensionality reduction algorithm of local tangent space permutation to
remove redundant spatial information and spectral dimensional information in
hyperspectral data and then extracts the endmembers from the reduced data by
searching for the maximum volume of the simplex. Experiments on real
hyperspectral data show that the proposed method has a good effect on hyper-
spectral image endmember extraction, and its performance is better than that of
linear dimensionality reduction PCA and original LTSA algorithm.

Keywords: Hyperspectral image � Nonlinear dimensionality reduction �
Euclidean distance of image � Endmember extraction

1 Introduction

Due to the limitation of spatial resolution of hyperspectral imaging spectrometer and
the complexity and diversity of natural objects, some pixels of remote sensing images
often contain many types of objects, namely mixed pixels [1]. How to effectively
decompose mixed pixels has become an important direction in remote sensing research.
Decomposition of mixed pixel includes two steps: endmember extraction and abun-
dance estimation. Endmember extraction is the precondition of mixed pixel decom-
position. At present, there are many endmember extraction algorithms, including PPI,
VCA, N-FINDR [2], IEA [3], MVT, MNF [4, 5], and so on. These algorithms are
based on the linear spectral mixing model. However, due to the nonlinearity of ground
scattering, multiple scattering in a pixel, and the heterogeneity of sub-pixel compo-
nents, hyperspectral data has inherent nonlinearity [6, 7].

One of the strategies to deal with the nonlinearity of hyperspectral images is
nonlinear dimensionality reduction. In Ref. [4], isometric mapping (ISOMAP), a
classical manifold learning algorithm, is introduced into hyperspectral image pro-
cessing to replace PCA or MNF to reduce the dimensionality nonlinearly of
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hyperspectral data and achieve better classification results. Document [8] uses spectral
angle and spectral information divergence to replace Euclidean distance and combine
with geodesic distance for feature extraction. Referring to the ISOMAP algorithm, the
paper [9] proposes a maximum simplex volume decomposition algorithm based on
geodesic distance. Although the intrinsic low-dimensional structure embedded in high-
dimensional data can be obtained by using ISOMAP, these algorithms only consider
the spectral characteristics of hyperspectral images and ignore their spatial information.
Document [9] put forward an improved N-FINDR algorithm based on manifold
learning and spatial information, which adds spatial information to the nonlinear
dimensionality reduction data of local tangent space alignment (LTSA), but only the
spectral information of hyperspectral images is considered in the dimensionality
reduction process. In this paper, the LTSA algorithm is improved by using Euclidean
distance of hyperspectral images, which combines the spatial information of hyper-
spectral image. The dimension of hyperspectral image is reduced nonlinearly, and the
dimension-reduced data is extracted by referring to N-FINDR algorithm. The proposed
algorithm takes full account of the nonlinear structure of hyperspectral images and the
spatial information of images and improves the accuracy of endmember extraction.

2 Local Tangent Space Arrangement Algorithm

Local tangent space arrangement algorithm (LTSA) [10] is a classical manifold
learning algorithm proposed by Zhenyue Zhang et al. For a given data set
x1; x2; . . .; xN½ �, xi 2 Rm, m dimension, N points, the LTSA algorithm can obtain its
embedded low-dimensional manifold yi 2 Rdðd\mÞ.

The specific algorithm of LTSA is as follows:

(1) Construct neighborhoods for each point xi. In the original high-dimensional input
space, the nearest k neighbor to each point is found by Euclidean distance, so k-
nearest neighbor of xi is set as Xi ¼ xi1; xi2; � � � ; xikf g (including xi).

(2) Obtain local tangent space coordinates. The local tangent space coordinates Hi ¼
hðiÞ1 ; . . .; hðiÞk
h i

of xi are calculated by Formula (1).

min
Xk
j¼1

xij � �xþQih
ðiÞ
j

� ���� ���2
F
¼ min Xi � �x1Tk þQH

� ��� ��2
F ð1Þ

Among them �xi ¼ 1
k

Pk
j¼1 xij, Qi is the matrix composed of the left singular vectors

of the largest d singular values of the centralized matrix
Xi � �xi1Tk ¼ xi1 � �xi; . . .; xik � �xi½ �. The optimal solution of the formula is
Hi ¼ QT

i Xi � �xi1Tk
� �

.
(3) Obtain global low-dimensional embedded coordinates. Let Yi be the global coor-

dinates of the corresponding data points in Xi. Firstly, the alignment technique is
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used to align the local tangent space coordinates and the global low-dimensional
embedded coordinates by minimizing the local error shown in Formula (2).

Ei ¼ min
Li2Rd�d

Yi I � 1
k
1k1Tk

� �
� LiHi

����
����
2

F

ð2Þ

3 Models and Methods

The original LTSA algorithm uses Euclidean distance to find the nearest k neighbor to
each point. It is widely used for feature extraction and recognition of high-dimensional
data such as face and handwriting. However, for hyperspectral image data, the distri-
bution of objects in the image is continuous, and the spectrum of each endmember is
closely related to its surrounding background pixels. According to the spatial charac-
teristics of images, Wang et al. [11] proposed Euclidean distance of images in 2005.
The core idea of Euclidean distance is to introduce spatial relations into the calculation
of image block distance. The improved method [12] is applied to calculate the distance
between hyperspectral image blocks. For hyperspectral data sets X 2 RW�H�L with
horizontal width W, vertical width H, and band number L, the Euclidean distance
formula between data points xl,r 2 RL�1 and xp,q 2 RL�1 is as follows, when 3 * 3
image blocks are used:

dðxl;r; xp;qÞ

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX3
m¼1

X3
n¼1

X3
i¼1

X3
j¼1

gij;mn xl�2þ i;r�2þ j � xp�2þ i;q�2þ j
� �T

xl�2þm;r�2þ n � xp�2þm;q�2þ n
� �" #vuut

ð3Þ

The matrix G of 9 * 9 is shown in Eq. (4). Among them, t is a spatial factor, which
represents the influence degree of spatial relations. Because the image distance is not
sensitive to t, it is usually 3 * 6.

gij;mn ¼ exp � i� mj j2 þ j� nj j2
2t

 !
ð4Þ

It can be seen from Formulas (3) and (4) that the Euclidean distance of the image
gives a good distance relationship between the eight neighborhoods centered on the
observed pixels in hyperspectral images. In practical applications, when the distribution
of objects is concentrated or large, the spatial relationship between the pixels in the
image block is more significant, so the spatial factor t is smaller; on the contrary, the
larger t is needed.
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In this paper, Euclidean distance of image is used to replace Euclidean distance in
LTSA to reduce the dimension of hyperspectral data. Referring to N-FINDR end-
member extraction algorithm [13], for nonlinear dimensionality reduction data, random
selection of p pixels spectral vector A1;A2; . . .;Ap constitutes a simplex
SðA1;A2; . . .;ApÞ and calculates the volume of the simplex. Each pixel is used to replace
each currently selected spectral endmember in turn. If a substitution can obtain a larger
volume of the simplex, the substitution is retained as an effective substitution. Other-
wise, it is eliminated as an invalid substitution, and finally, P endmembers are obtained.

4 Experimental Results

In this section, actual hyperspectral data is used to test the performance of the algo-
rithm. The proposed algorithm is compared with the following two-dimensionality
reduction algorithms: PCA and LTSA. The data of dimensionality reduction is com-
bined with N-FINDR endmember extraction algorithm to extract endmembers. The
performance of these three algorithms is evaluated by the accuracy of endmember
extraction.

4.1 AVIRIS Cuprite Data

AVIRIS Cuprite data is the data of Cuprite mining area in Nevada Prefecture obtained
in July 1995. The size of the hyperspectral image data is 250 � 191, 224 bands (0.4–
2.5 um). Spatial resolution and spectral resolution are 20 m and 10 nm, respectively. In
this experiment, we intercept sub-graphs of 50 � 50. The remaining 188 bands were
used after removing the bands with low water-gas absorption and signal-to-noise ratio.
Pseudo-color image of experimental data (R: band 40, G: band 28, B: band 10) is
shown in Fig. 1.

Fig. 1. False-color image of the AVIRIS Cuprite data set
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Using NWHFC method [14] in the false alarm probability PF ¼ 10�6 or less, the
number of endpoints is calculated to be 4. According to the field survey map, the four
main mineral components in Fig. 1 are calcareous garnet, blueline, muscovite, and
banyan.

According to the distribution of real objects, spectral angle distance (SAD) and
average spectral angle distance (ESAD) are calculated using the endmember spectra
extracted by three-dimensionality reduction methods and the corresponding spectra in
the USGS spectral library, which can show accuracy of the three algorithms. Table 1
shows the SAD and the ESAD distance between the endmembers extracted by the three
algorithms and the corresponding spectrum in the USGS spectral library, where t = 3,
k = 15. As shown in Table 1, LTSA and the proposed algorithm are superior to PCA in
terms of the nonlinear structure of hyperspectral images. The proposed algorithm
combines the spatial information of the image with the nonlinear dimensionality
reduction, so its ESAD is smaller than the other algorithms, as shown in bold. That
means the extracted endmembers by proposed method is the closest ones comparing
with real endmembers.

4.2 AVIRIS Indian Pine Data

The AVIRIS Indian Pine image has a spectral resolution of 10 nm and a spectral range
of 0.4–2.5 M. It has 220 spectral bands with a spatial resolution of 17 m and an image
size of 145 � 145 [15]. After removing the water absorption bands, 202 bands are
remained for further processing. In order to reduce the computational time complexity,
a sub-image with the size of 70 � 70 is intercepted from the left corner of the original
image. Its pseudo-color image is shown in Fig. 2a, and the real value of the ground is
shown in Fig. 2b. In order to quantitatively evaluate the performance of the algorithm,
the reference spectra of each endmember are extracted artificially from the image
according to the real distribution of the objects. As shown in Fig. 2b, besides the
background, there are six endelements, Corn-Notill (3), Grass/pasture (5), Grass/trees
(6), Soy-Notill (10), Soy-Mintill (11), and Wheat (13). We extract four points at the
center of each type of pixel and use their mean as the reference spectrum of the
endmember.

Table 1. SAD-based similarity scores between spectral signatures contained in the USGS
library and their corresponding endmembers extracted in AVIRIS Cuprite data set

Mineral in USGS PCA LTSA Algorithm proposed in this paper

Calcareous garnet 0.147 0.097 0.085
Blueline 0.139 0.076 0.098
Muscovite 0.098 0.157 0.101
Banyan 0.131 0.138 0.146
ESAD 0.130 0.121 0.110
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In this experiment, t = 4, k = 15 are selected to compare the SAD values between
the real spectrum and the estimated spectrum obtained by the three algorithms as shown
in Table 2. It can be shown in Table 2 that the optimal ESAD is obtained by the
proposed algorithm, as shown in bold.

5 Conclusion

Aiming at the nonlinear characteristics of hyperspectral data, a novel endmember
extraction method of hyperspectral image based on nonlinear dimensionality reduction
of Euclidean distance is proposed. This method considers the physical characteristics of
hyperspectral data and introduces Euclidean distance into the nonlinear dimensionality
reduction algorithm of local tangent space arrangement to better remove redundant
spatial information and spectral dimensional information in hyperspectral data sets.
Experiments on real hyperspectral data show that the proposed method has a good
effect on hyperspectral image endmember extraction, and its performance is better than
that of linear dimensionality reduction PCA and original LTSA algorithm. Due to the
Euclidean distance of the image, the complexity of the algorithm increases. How to
improve the efficiency of the algorithm needs further study.

Fig. 2. 70 � 70 subset of the AVIRIS Indian Pine data set

Table 2. SAD-based similarity scores between real spectral signatures and their corresponding
endmembers extracted in AVIRIS Indian Pine

Endmembers PCA LTSA Algorithm proposed in this paper

Corn-Notill (3) 0.027 0.057 0.072
Grass/pasture (5) 0.125 0.061 0.146
Grass/trees (6) 0.374 0.209 0.132
Soy-Notill (10) 0.224 0.059 0.172
Soy-Mintill (11) 0.060 0.253 0.065
Wheat (13) 0.056 0.035 0.121
ESAD 0.188 0.141 0.124
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Abstract. Different from traditional text, short texts are characterized by high
dimensionality, sparseness, and large text size. At the same time, some existing
clustering ensemble algorithms treat each clusters equally, which will lead to the
problem that the clustering results are not good enough. To solve this problem,
this paper proposed a short text clustering ensemble algorithm based on con-
volution neural network (CNN). Firstly, the word2vec model is used to preserve
the semantic relationship between words and obtain the multi-dimensional word
vector representation; secondly, the feature is extracted from the original vector
combining with the CNN; thirdly, clustering methods are used to cluster vectors;
and then finally, Gini coefficient is used to measure the reliability of clustering,
and the final clustering ensemble is carried out.

Keywords: Short text � CNN � Clustering ensemble

1 Introduction

Text clustering has always been a classical problem in the field of text mining. It is also
the basis of natural language processing applications such as recommendation algo-
rithms. A text will be treated as the short text when its vocabulary is less than 140
words. It is different from the traditional text. The vocabulary of short text is very few,
many words even appear only once, and so it has the problem of sparsity. Traditional
short text clustering methods such as vector space model [1] cannot solve the problems
caused by high-dimensional and sparse features. Some researchers work on expanding
and enriching the context of data from Wikipedia [2] or an ontology [3]. Some
researchers have proposed short text clustering based on semantics [4, 5]. But these
algorithms have some subjective choices and judgments more or less in vector rep-
resentation, and the result is still high-dimensional word vector representation. With the
development of deep learning in recent years, convolutional neural network (CNN) is
widely used in image feature extraction, short text classification, and other fields, but it
is seldom used in short text clustering process.

Various clustering algorithms have their own advantages and disadvantages. Few
single clustering algorithms can be applied to any structured data. Compared with
clustering, clustering ensemble combines multi-base clustering to obtain better clus-
tering results, so clustering ensemble has attracted more and more people in recent
years [6–10]. However, many existing clustering ensemble methods do not consider the
reliability of each base clustering, which leads to the low quality of the final clustering
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results. Some researchers consider the reliability of basic clustering, but consider a
basic clustering as an individual without considering each cluster [9, 11, 12]. In this
paper, Gini coefficient is used to evaluate the reliability of base clustering, and hier-
archical clustering algorithm is used to integrate the final clustering.

To solve the above problems, this paper proposes a short text ensemble clustering
method based on CNN. Firstly, the high-dimensional representation of word vectors is
trained by word2vec method. Then, the feature vectors are extracted by CNN, and the
lower-dimensional representation of word vectors is obtained. Next, the feature vectors
are clustered by some traditional clustering methods. At last, the clustering ensemble
algorithm proposed in this paper is used for clustering ensemble.

2 Vectorization of Short Text

2.1 Pre-processing Short Texts

For the Chinese text, the pretreatment process mainly includes the removal of punc-
tuation marks, word segmentation, and removal of stop words. Punctuation is removed
for subsequent word segmentation of the remaining plain text where word segmenta-
tion refers to the segmentation of a continuous Chinese text into separate entries. In
Chinese texts, there are many words with high frequency but no specific meanings,
such as “的” and “在,” which are called as stop words. The purpose of eliminating stop
words is to preserve the core words as much as possible so that the subsequent gen-
erated word vectors are not affected by noise and improve the quality of word vectors.

2.2 Generating Word Vectors

The so-called word embedding refers to the technology mapping words into a new
space and expressing them in the form of vectors. Traditional word vector represen-
tations, such as one-hot, are sparse and multifarious, which can cause dimension dis-
asters and ineffective access to semantic information in practical use. Mikolov et al.
proposed word2vec model which is based on neural network [13]. Word2vec model
trains the language model through the context and context semantic relations of words
and obtains word vector as the auxiliary product in the training process.

The word2vec has two important models—CBOW model and Skip-gram model.
CBOW model uses context to predict center word, while Skip-gram model uses center
word to predict context. This paper chooses CBOW model to train to get the vector
representation of k-dimension of each word and fills all short texts according to the
maximum length N in short texts, so that all texts are presented in the matrix form of
n * K. The uniform format is also convenient for subsequent batch convolution
operations.

2.3 Extracting Feature Vectors

The structure of neural network used to process short text in this paper includes input
layer, convolution layer, max-pooling layer, and full connection layer.
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The input layer is the word vector matrix obtained in the previous step. Different
from the common input forms of images, each line in the word vector matrix represents
a word. In order to ensure that the region slipped by convolution kernel is always a
complete word, the convolution kernel is required to only slip vertically in height. Its
width is guaranteed to be consistent with the dimension of the word vector. In this
paper, we use convolution kernels of various window sizes to perform convolution
operations and obtain vector representations of different sizes. Next, the operation of
the max-pooling layer is processed; that is, the location of the maximum value in the
upper results is selected. After the max-pooling layer is processed, a scalar is obtained.
Then, the scalars processed from the same size convolution kernel are joined together
to obtain the feature vectors under the same window size. The last layer is a fully
connected layer with dropout. Dropout is mainly designed to prevent over-fitting and
improve the generalization ability of the model. The final complete feature vectors are
the representation of short text after processing by CNN and also serve as the input of
clustering algorithm.

3 Clustering Ensemble of Short Text

Clustering is to discover the potential relationships between data structures and obtain
more useful information. However, there is no single clustering algorithm that is able to
deal with all types of data structures. Each clustering algorithm has its special advan-
tages as well as weakness. Given the same data set, different clustering algorithms and
even different parameters of the same algorithm will lead to different clustering results,
but it is difficult to directly select any clustering results without prior knowledge.
Clustering ensemble algorithm combines various clustering algorithms to obtain a more
accurate clustering result. Clustering ensemble has shown advantages in finding bizarre
clusters and dealing with noise [10]. In clustering ensemble, each clustering as input is
called base clustering, and the final result is called consensus clustering.

3.1 Selecting Base Clustering

In this paper, several different types of classical clustering algorithms are selected as the
base clustering. They are K-means algorithm based on partition, AGNES algorithm
which is a typically hierarchical clustering algorithm, and DBSCAN algorithm which is
based on density.

K-means algorithm is a traditional partition-based clustering algorithm. The main
idea of the algorithm is roughly as follows: K samples are randomly selected from the
sample set as clustering centers, and the distance between all samples and the K clus-
tering centers is calculated. For each sample, it is divided into the clustering centers
nearest to the center, and the new clustering centers of each cluster are calculated for
the new clustering.

AGENS is a hierarchical clustering algorithm based on bottom-up clustering
strategy. It considers each sample in the data set as an initial clustering and then
combines the two nearest clusters at each step of the algorithm. The process repeats
until the number of preset clusters is reached.
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DBSCAN algorithm is one of the most typical representative algorithms in this
kind of methods. Its core idea is to find the points with higher density first, then connect
the similar high-density points step by step, and then generate various clustering.

3.2 Clustering Ensemble

In the process of ensembling, the result is easy to be affected by low-quality clustering.
In order to solve this problem, this paper proposes to evaluate the reliability of each
base cluster based on Gini coefficient and consider the internal structure of the cluster,
instead of simply treating each cluster as an indivisible individual, so as to give them
weight to achieve the goal of improving the credibility of consistent clustering. Finally,
a consistent result is obtained by combining the hierarchical clustering method.

3.2.1 Gini Coefficient
Gini coefficient reflects the probability that two samples are randomly sampled from the
sample set. It is a kind of index that can be used to show the purity of data. The smaller
the Gini coefficient is, the purer the representative data is, that is to say, the higher the
certainty of classification. It is defined as:

GiniðpÞ ¼
XK
k¼1

pkð1� pkÞ ¼ 1�
XK
k¼1

p2k ð1Þ

where K denotes the number of classification, the probability of object belongs to the
kth category is pk .

3.2.2 Formulation of the Ensemble Clustering Problem
In this section, we introduce the formulation of the clustering ensemble problem. Let
D ¼ fd1; d2; . . .; dNg be the dataset, where di is the ith data and N is the number of
data. For the dataset D, there are M partitions, each of which is treated as a base
clustering and consists of a certain number of clusters. It can be defined as:

P ¼ fp1; p2; . . .; pMg ð2Þ

where

pm ¼ fCm
1 ; . . .;C

m
k g ð3Þ

denotes the mth base clustering in P;Cm
i and denotes the ith cluster in pm. Obviously,

the union of all clusters in the same base clustering covers the entire data set. Let
FmðdiÞ denote the cluster in pm that object di belongs to. That is, if di belongs to the kth
cluster in pm, i.e., di 2 Cm

k , then we have FmðdiÞ ¼ Cm
k . For convenience, we present

the set of all clusters in the ensemble P as r ¼ fC1; . . .;Cng.

3.2.3 Reliability of Clusters
As introduced in Sect. 3.2.1, Gini coefficient is a measure of uncertainty associated
with a random variable. Each cluster is a set of data objects. Given a cluster Ci does not
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belong to pm, then it is possible that the objects in Ci belong to more than one cluster in
pm. The uncertainty of Ci with respect to pm can be computed by considering how the
objects in Ci are clustered in pm.

GinimðCiÞ ¼
Xnm
j¼1

pðCi;C
m
j Þ 1� pðci; cmj Þ
h i

¼ 1�
Xnm
j¼1

p2ðCi;C
m
j Þ ð4Þ

with

pðCi;C
m
j Þ ¼

Ci \Cm
j

��� ���
Cij j ð5Þ

where nm is the number of clusters in pm;Cm
j and is the jth cluster in pm. Given the

ensemble P, the uncertainty of cluster Ci with the respect to the entire ensemble P is
computed as:

GiniPðCiÞ ¼
XM
m¼1

GinimðCiÞ ð6Þ

where M is the number of base clusterings in P. After defining the uncertainty of
cluster, an index to measure the reliability of clustering through considering the
uncertainty of clustering for the whole partition to measure the credibility is proposed
which is called ROC. It can be defined as:

ROCðCiÞ ¼ e�
GiniPðCiÞ

h�M ð7Þ

where h[ 0 is a parameter to adjust the influence of the cluster uncertainty over the
index. Obviously, smaller uncertainty of a cluster leads to a greater ROC value.

3.2.4 Consensus Functions
The CA matrix [8] reflects how many times two objects are grouped into the same
cluster in the ensemble. It is widely used for dealing with the ensemble clustering
problem [6, 7]. But traditional CA matrix treats the clusters equally without considering
their weight. Huang [9] exploited the NCAI index to weighted CA matrix, which only
considers the reliability of base clusters, but does not consider the local diversity of
clusters. In this paper, a new CA matrix is redefined based on the clustering reliability
proposed in the previous section which is named ROC-CA matrix. It is defined as:

A ¼ aij
� �

N�N ð8Þ

with

aij ¼ 1
M

�
XM
m¼1

xm
i � nmij ð9Þ

xm
i ¼ ROCðFmðdiÞÞ ð10Þ
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nmij ¼
1; FmðdiÞ ¼ FmðdjÞ
0; FmðdiÞ 6¼ FmðdjÞ

�
ð11Þ

In the base clusters, each cluster can be treated as a local region, so the reliability of
clusters should be considered, while weighting term xm

i is incorporated to assign
weights to clusters via the ROC measure. So the ROC-CA matrix not only considers the
reliability of base clusters but also considers the locally diversity.

The final consistency method adopted in this paper is a hierarchical clustering
algorithm combined with ROC-CA matrix. Hierarchical agglomerative clustering is a
typically used clustering method, which always takes a similarity matrix as input and
performs region merging iteratively to achieve a dendrogram, i.e., a hierarchical rep-
resentation of clusterings. The input is ROC-CA matrix, which can denote as:

Qð0Þ ¼ fQð0Þ
ij gN�N , where Qð0Þ

ij ¼ aij. The N original data are treated as the N regions,

denoted as: Rð0Þ ¼ fRð0Þ
1 ; . . .;Rð0Þ

N g. According to the given initial region and similarity
matrix, the region merging iteration begins, and two regions with the highest similarity
are selected for merging each time. The region in the tth is denoted as:

RðtÞ ¼ fRðtÞ
1 ; . . .;RðtÞ

RðtÞj jg, the similarity matrix is denoted as: QðtÞ ¼ fQðtÞ
ij g RðtÞj j� RðtÞj j,

where QðtÞ
ij ¼ 1

RðtÞ
ij j� RðtÞ

jj j
P

dk2RðtÞ
i ;dl2RðtÞ

j
akl.

Algorithm 4: Locally Weighted Consensus Function
Input: P: Ensemble of base clusterings; k: number of clusters;
Method:

1: C_{i} in P;
2: compute the ROC measure of the clusters in P;
3: formulate the ROC-CA matrix;
4: initialize the set of regions Rð0Þ and the similarity matrix Qð0Þ;
5: construct the dendrogram iteratively:

for t = 1, 2, …, N−1
merge the two most similar regions in Rðt�1Þ

obtain the new set of regions RðtÞ

obtain the new similarity matrix QðtÞ

end for

6: obtain the clustering with k clusters in the dendrogram

Output: the consensus clustering p�
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4 Conclusion

To overcome the weakness of short text such as its sparsity and a single clustering
algorithm may not be adapted to any type of data structure, this paper proposed a
clustering ensemble algorithm based on CNN for short text. The short text vectors
generated by word2vec are further extracted by CNN to obtain low-dimensional feature
vectors. Then combining with Gini coefficient an index to evaluate the reliability of
clustering is proposed which is called ROC. The CA matrix is redefined on the basis of
considering the reliability of clustering and the diversity within clustering. The ROC-
CA matrix proposed in this paper is used as the input of the final hierarchical clustering
function, and the final consistency result is obtained. The above contents are the
research results so far. The experiment in this paper is in progress, so no specific data
charts are shown for the time being. In the future work, detailed experiments will be
carried out to obtain sufficient data to support the method in this paper.
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Abstract. With the widespread application of the global positioning service
(LBS) technology in the road network environment, the k-nearest neighbor
query problem of moving objects in the road network has become a research hot
spot for many scholars. This paper introduces the research status of k-nearest
neighbor query of moving objects in the road network, analyzes and summarizes
the research results of scholars at home and abroad, and finally analyzes the
challenges of k-nearest neighbor queries for moving objects on the road network
in the future.

Keywords: Road network environment � Moving object � k-nearest neighbor
query

1 Introduction

With the rapid development of mobile communication and spatial positioning tech-
nology, the location-based services (LBS) have been promoted. The research of
k-nearest neighbor query technology for moving objects in road networks has very
important social price and commercial value [1, 2]. The k-nearest neighbor query is one
of the common queries in the location service, which refers to finding the k target points
of interest (PoI) of the nearest location to the query requester, for example, finding the
nearest k taxis or gas stations from the query requester.

In practical applications, such as sharing the renter, according to the query results of
the k satisfying conditions returned by the query requester according to the request, the
system determines whether the different query requesters have the same riding route,
thereby determining whether to give them a carpool. Aiming at the demand of more
and more users, the k-nearest neighbor trajectory query processing method of moving
objects in the road network needs to be solved urgently, which has important practical
significance.
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2 Problem Description

The road network can be expressed as an undirected graph with weights G = (V, E),
where V = (v1, v2, …, vn) represents the set of nodes in the road network, and E rep-
resents the set of edges which connects two nodes. Each edge e can be represented as e
(vi, vj, w), where vi and vj represent the start node and the end node of the edge,
respectively, and w is represented as the distance or transit time between the two nodes.

Figure 1 shows the road network of the section of the Dalian city section, and
Fig. 2 shows the road network structure of the network section of the area. In Fig. 2,
①, ②…, respectively, represent the corresponding nodes V1, V2…. In Fig. 3, 1 , 2 …
respectively, represent the moving objects m1, m2… on the road network; in this
example, taxis, q1, q2, q3 and q4 are at the query point, and the query requester sends a
taxi request at the place. This type of query is an NN query. At this time, the query
result of q1 is R = {m11}. If you want to query the nearest three taxis, it is a kNN query.
k = 3, the query result is R = {m11, m12, m13}.

Fig. 1. Regional road network of Dalian
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The nearest neighbor query is an important query type based on location service. It
was proposed by Knuth in 1973 [3]. After a lot of scholars’ unremitting research, it has
enriched its theoretical knowledge and also broadened the application field of nearest

Fig. 2. Road network modeling

Fig. 3. kNN query
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neighbor query. Neighbor queries play a pivotal role in location-based services.
A neighbor query is a data object that returns the closest distance from the query point
q in a given data set D. For example, a taxi on a traffic road looks for a gas station
closest to your own k. The nearest neighbor query has been developed to date,
including nearest neighbor (NN) [4, 5], reverse nearest neighbor (RNN) [6], continuous
nearest neighbor (CNN) [7] and aggregate nearest neighbor (ANN) [8].

The environmental characteristics and object characteristics of the mobile network
object query determine the two main issues in the query process: (1) road network
environment representation; (2) mobile object processing. Road network environment,
the existing research, mainly adopts data structure in figure [9] to simulate the actual
road network G = (V, E), where V is the point set in the figure to represent the
connection between the road segments, and E is the edge set in the figure to represent
the road segment. In the section, store some additional information (segment cost,
waiting time, etc. [10]).

3 Existing Solutions and Existing Problems

At present, many universities and research institutes have conducted in-depth research
on NN queries in the road network environment, the research on NN query technology
in the road network environment has obtained many valuable research results, literature
in [11], and the nearest neighbor query technology in the road network environment is
analyzed and compared. There are some typical nearest neighbor query methods: INE
[12], incremental Euclidean restriction (IER) [12], algorithms for processing, as well as
Voronoi-based network nearest Neighbor (VN3) [13] were proposed by Kolahdouzan
et al. in 2004, DisBrw [14] was proposed by Samet et al. in 2008, ROAD [15] was
proposed by Tian et al. in 2010, calculating the shortest path of each subgraph using the
junction points of the two subgraphs. Figure 4 is the ROAD framework structure.
G-tree (graph tree) [16] was proposed by Li et al. in 2015.

Fig. 4. Road framework structure [15]
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The INE algorithm is based on the idea of the Dijkstra algorithm, which accesses
the network nodes based on their increasing distance from the source of the query. It
takes the distance from the traversed node to the query point into the priority queue,
and each time the node with the smallest distance is selected to expand its neighbor.
The IER algorithm first finds the nearest query object of k Euclidean distance [17] and
then uses the shortest path algorithm to calculate the distance of the road network from
the query point one by one. The k query objects form the initial candidate set and then
continue to find the next neighbor according to the Euclidean distance, calculate the
distance of the road network from the query point with the shortest path algorithm and
then update the candidate set. When the Euclidean distance of the query object is
greater than or equal to the current candidate set distance, the calculation is stopped,
and the distance is the Kth largest value. At the end of the search, the k query objects in
the candidate set are the k-nearest neighbors we are looking for. The shortest path
algorithm here is optional A* algorithm [18]. The VN3 algorithm uses the geometric
properties of spatial objects to divide a large road network into multiple small Voronoi
regions and pre-calculate the distance between them. The G-tree algorithm proposes an
index of a balanced search tree called G-tree (graph tree) [16], which is a graph tree. Its
index structure is very similar to the index structure of the R-tree, which is constructed
by recursively dividing the road map into smaller subgraphs. Each node in the G tree
corresponds to a sub-network. Similarly, it pre-calculates the minimum road distance
between some sub-networks. Then searching for the query object in the corresponding
sub-networks on the G-tree.

Existing research focuses on kNN search for static objects [19–24] or continuous
kNN search and Euclidean distance constraints [25–34]. The former does not support
dynamic updates of moving objects because updating indexes is quite expensive. The
latter cannot effectively calculate the distance on the road network. Therefore, they
cannot effectively solve this problem.

The moving object in the road network is a special kind of moving object. Com-
pared with the moving object in free space, the moving object of the road network has
the following characteristics.

a. The motion trajectory of the moving object can only be moved within the road
network by the limitation of the road network.

b. The movement process of the moving object is subject to traffic regulations. For
example, in certain road sections, it must be moved in accordance with the specified
direction, and the control of traffic lights must be observed.

c. Both the query object and the object being queried are located in the road network,
so the distance in the query process no longer only represents the Euclidean dis-
tance, but the distance of the road network needs to be calculated.

Another important issue is that k-nearest neighbors (kNN) search for moving
objects with road network constraints, and in the case of moving objects and queries on
a given road network, find k objects that are closest to the query location. Existing
research has focused on kNN searches for static objects or continuous kNN searches
with Euclidean distance constraints. The former does not support dynamic updates of
moving objects, while the latter does not support road networks. Since objects move
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dynamically on the road network, there are two main challenges. The first is how to
express moving objects on the road network, and the second is how to find the k-nearest
moving objects.

Given a set of query points Q = (q1, q2, …, qn) and a set of spatial object points
O(o1, o2,…, on) to be queried, find k objects that are closest to any point inQ. That is, the
query returns a set of k pairs of points (k different points o) consisting of point pairs (qi, oj),
such that for any (q, o) 2 D, qʹ 2 Q, oʹ 2 O/D, both have dist. (q, o) � dist. (qʹ, oʹ).

For example, in Fig. 1c, given a set of queries Q = (q1, q2, q3, q4), K = (k1, k2, k3,
k4) neighboring objects from corresponding points in Q are, respectively, queried.

The most intuitive and simple method is to find the road network distance of all the
points in Q to all the points in O and then return the pair of points with the smallest
distance value of k road networks. However, if there are many object points, then the
number of pairs of points will be large, and because of the many nodes on the road
network, the cost of calculating the distance between each point and the network is
high, so this method is very inefficient.

In fact, in the above simple method, most of the distance calculation between points
is useless. The k objects closest to the query point set must belong to the kNN of
several points in the query point set. Therefore, we only need to find the kNN of each
query point one by one, and we can get the kNN of the query point set. There are many
ways to find kNN. The most common ones are Dijkstra-based algorithms and IER-
based algorithms.

4 Outlook

(1) Road network dynamic update. Road network data is dynamically changed: First,
the nodes, road segments and points of interest in the road network are dynam-
ically changed; secondly, the weight of the road in the road network is dynami-
cally changed; in addition, both the query point and the query object may be
dynamically changed. Under the above circumstances, how to adapt to the
dynamic update of the road network data and efficiently complete the nearest
neighbor query processing is a major challenge for the nearest neighbor query
technology in the road network environment.

(2) Consider the user’s personalized query. With the wide application of location-
based services, users often have a lot of personalized location query requirements,
most of which are based on nearest neighbor queries, such as with time constraints
or A nearest neighbor query problem with keywords.

(3) Consider the road semantics. With the application of smart sensors, users can
combine the road semantic information provided by smart devices to perform
fuzzy query. For example, the background detects the road semantics through the
smartphone in real time, so that the fuzzy query of the user can obtain more
accurate results.
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(4) Scalability. Different road networks have different scales and different object
distribution densities, and the scale and object distribution density of the same
regional road network are also increasing. The scalability of the query method is
very important. Currently, recently neighboring technology scalability needs to be
further improved.
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Abstract. As an unprecedented technological innovation, the Internet
of Things has its inherent contradictions. The Semantic Web of Things
is the solution to the internal contradiction of the Internet of Things. As
an Intelligent Internet of Things, the Semantic Web of Things transforms
grammar matching into semantic matching, which enhances the essence
of the Internet of Things. This paper introduces the background and
research significance of the Semantic Web of Things and introduces the
branch of the current Intelligent Internet of Things. The related defini-
tion is given and the semantic relational structured network model of the
Semantic Web of Things is proposed. This paper provides a theoretical
basis and research basis for further research on Semantic Web of Things.

Keywords: Internet of Things · Intelligent Internet of Things ·
Semantic Web of Things

1 The Inherent Contradiction of the Internet of Things
and Its Countermeasures

In 1999, the Internet of Things was first proposed by Ashton. As an unprece-
dented technological innovation, the Internet of Things provides us with ubiqui-
tous connectivity, computing, and communication [1]. In the past ten years, in
order to promote the development of the Internet of Things and transform it from
an academic concept to a practical application, academic research teams, service
providers, and network operators around the world have been making unremit-
ting efforts. Among them, the focus of attention is mostly on how to realize the
connection, communication, and calculation of the Internet of Things, that is,
how to obtain information from the environment and share information [1].

The Internet of Things should not only have limbs with low levels of per-
ception such as sight, smell, hearing, and touch, but also high-level intelligent
services that can be understood, thought, and learned. This requires expanding

c© Springer Nature Singapore Pte Ltd. 2020
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Fig. 1. A causal path diagram of SWoT

the Internet of Things into a smart network and an intelligent open network that
supports smart sharing and intelligent services.

In recent years, many scholars have explored how to attach semantics to the
Internet of Things to resolve their inherent contradictions. The introduction of
semantic annotation and ontology can transform grammar matching (i.e., key-
word matching) into semantic matching (i.e., meaning matching), which can
improve the ability of the using subject to understand and further reason to
obtain related information, so as to enhance the function of the Internet of
Things. This paper refers to this Intelligent Internet of Things, which is improved
in essence, as the Semantic Web of Things (SWoT). Figure 1 illustrates interre-
lationships between the Internet of Things and the Semantic Web of Things and
their respective characteristics and reveals the causal logic of the Semantic Web
of Things.

2 Research Trends of Intelligent Internet of Things

It is estimated that by 2020, the number of all networked devices, including
networked computers and connected mobile phones, will reach 500–100 billion
[2]. And the global sensor market is expected to increase to 123.5 billion. In the
“Internet of Things in 2020” analysis report, the European research institute
EPOSS pointed out that the development of the Internet of Things will go
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through four phases: the closed-loop industrial application phase before 2010; the
object-interconnection phase in 2010–2015; the semi-intelligent phase in 2015–
2020; and the fully intelligent phase after 2020, that is, the Intelligent Internet
of Things phase. Searching for “Semantic Web of Things” by “Google Scholar”
with “full sentence” and “full text” gets results: by 2018, there are more than 400
results, including about 282 results from 2010 to 2015. Searching for “Cognitive
Internet of Things” by “Google Scholar” with “full sentence” and “full text” gets
results: By 2018, there are nearly 200 results, including about 90 results from
2010 to 2015. Searching for “Wisdom Web of Things” by “Google Scholar” with
“full sentence” and “full text” gets results: There are about 200 results were
included in 2018, including about 81 results from 2010 to 2015.

This shows that the international academic research on “Intelligent Internet
of Things” is on the rise. It can be seen that although the “Intelligent Internet of
Things” is still a developing concept and the related technologies of the Internet
of Things are still at the initial stage of development, but linking everything into
the Internet is an inevitable trend of information development. The emergence of
“Intelligent Internet of Things” is inevitable, and it will have a profound impact
on economic development and social life.

3 Various Branches of the Intelligent Internet of Things

Unlike the Internet of Things, which focuses on connectivity and communication,
with the development of IoT-related disciplines such as the information field,
researchers in various fields are based on different “smart” thinking starting
points, respectively, study the “Intelligent Internet of Things” from different
perspectives. At present, compared with the traditional Internet of Things, the
research on Intelligent Internet of Things is mainly based on foreign literature,
mainly including the following three branches.

(1) Cognitive branch
The term cognitive refers to the process of information extraction and infor-
mation processing of external things acting on human sensory organs through
activities such as perception, feeling, representation, memory, thinking, imagi-
nation, and speech [3]. Wu et al. [4] discussed a Cognitive Internet of Things,
referred to the definition of Cognitive Internet of Things based on the opera-
tional mechanism of human brain proposed by Haykin [3], proposed a cogni-
tive operation framework, and then proposed several basic cognitive tasks that
may be involved in the development and research of the Cognitive Internet of
Things. Foteinos Vassilis and Vlacheas Panagiotis et al. proposed a cognitive
management framework based on the Internet of Things to better support the
sustainable development of smart cities [5].

(2) Semantic branch
In the study of Semantic Web of Things, semantics refers to the introduction
of semantic annotation and ontology. Kotis et al. [6] pointed out that in order
to achieve seamless integration of information in the Internet of Things, Seman-
tic Web technology needs to be integrated into the Internet of Things. They
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proposed the ontology merging method in the Internet of Things environment.
Ali et al. [7] pointed out that the massiveness, heterogeneity, and dynamics
of data information on the Internet of Things are the main factors hindering
interoperability of the Internet of Things. Jara et al. [8] proposed the Seman-
tic Web of Things based on the Semantic Web and the Internet of Things to
realize the semantic interoperability of heterogeneous resources, devices, objects,
and systems in the Internet of Things and analyzed the integration of heteroge-
neous devices, device abstraction, and semantic inter-operability issues at differ-
ent levels in a bottom-up manner. Zhuge [9] believes that through the network
can create a global ecological environment management service system, pro-
posed a multi-dimensional complex space Cyber-Physical Society, and proposed
a Semantic Space Model [10].

(3) Wisdom branch
Zhong [11] believes that wisdom refers to that all things in the Internet of Things
are self-aware and mutually sensible to provide the right services for the right
people at the right time and context, the foundation of the Wisdom Web of
Things is data. He proposed the data loop “object-data-information-knowledge-
wisdom-service-human-object”, data circulation system, and data conversion
mechanism. Eguchi et al. [12] explore and exemplify how to integrate WI, BI,
UI, and CI technologies and effectively use technology to form the data cycle.
Gao et al. [13] believe that as a next-generation network, Wisdom Web of Things
should be able to provide ubiquitous smart services in this ubiquitous network.
In order to realize it, they proposed the adaptive definition and adaptive support
framework of the Wisdom Web of Things.

(4) Summary and comparison of the three branches
The summary and comparison of the branches of the Intelligent Internet of
Things are shown in Table 1. It can be seen from the above analysis that although
the starting point and the form of expression are different, the research hot spots
of the three branches focus on: open (ubiquitous), interoperability (collabora-
tion), adaptive (self-management), and intelligent reasoning.

Table 1. Branches of Intelligent Internet of Things

Branch Research
results

Characteristics

Cognitive [3–5] This branch can realize the intelligent service of the Inter-
net of Things through cognitive, self-management, and
cooperation mechanisms

Semantic [6–10] This branch can solve heterogeneous information interop-
erability issues on the Internet of Things based on Seman-
tic Web technologies

Wisdom [11–13] The branch can provide intelligent services that adapt to
the user’s dynamic needs, changing data, dynamic com-
puting resources, and security requirements
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4 Semantic Web of Things—Intelligent Reasoning
and Smart Service Networking

The Internet of Things is the first step toward a ubiquitous network, so the Intel-
ligent Internet of Things should first be a ubiquitous network. And the release
and use of the same information requires the support of the semantic context
of the relevant knowledge in order to facilitate the correct and comprehensive
understanding of the information. For example, the intelligent cognition of Cog-
nitive Internet of Things requires semantic driving as the basis [9], and the top
10 problems that need to be solved in the network intelligence (WI) mentioned
in the Wisdom Web of Things include semantic processing problems [13].

Intelligent Internet of Things should be dynamic and adaptive. ZhongNing
et al. proposed that the wisdom of the Internet of Things should be reflected
in the timely provision of appropriate services for an object in the correspond-
ing context. In other words, the individual objects in the Intelligent Internet of
Things must have the ability to perceive and adapt to their own and surround-
ing dynamic environments and have the ability to adapt to their own dynamic
changes and dynamic changes in their surrounding environment.

The main task of the Intelligent Internet of Things is to provide extensive
semantic interoperability, as well as the sharing and reuse of various resources
and services. It needs to be built in the mode of pervasive computing and also
needs to be built in the environment of multi-agent systems. At the bottom
level, semantic interoperability is to achieve information exchange and infor-
mation sharing at the semantic level. At the top level, the ultimate goal is to
achieve interoperability of services or service collaboration. Therefore, the seman-
tic collaboration and semantic inter-operability of smart services should firstly
realize the synergy and interoperability of sensing data information, in order
to provide users with the required services in real time and dynamically in the
Intelligent Internet of Things environment. Therefore, for the sensory data from
aware devices, the preprocessing and data analysis operations must be performed
first; then, the obtained information should be represented and constructed in a
semantic form, and the related information should be combined and processed to
finally realize the selection and management of data-as-a-service, information-as-
a-service, and knowledge-as-a-service. Then, the “data information chain” of the
Intelligent Internet of Things should be composed of data, information, knowl-
edge, and services. Since the source data object composed of the perceptual data
is at the bottom of the data chain, the adaptability of sensing as a service is the
basis of the adaptability of the Internet of Things. Perception information as a
service is the foundation of everything as a service.

Based on the above analysis, it can be seen that both cognitive networks and
intelligent networks are inseparable from the support of semantic technology,
and both can be regarded as a feasible solution for semantic networks, so this
paper will use the Semantic Web of Things as the synonymous with the Intelli-
gent Internet of Things. It is believed that the Semantic Web of Things should
be a ubiquitous and intelligent service system, should be based on pervasive
computing and multi-agent, and should have the ability of intelligent reasoning,
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Fig. 2. Semantic relationship structured network model

adaptive, should realize object coordination and provide wisdom services based
on sensing as a service and semantic collaboration.

Based on the existing literatures and the above analysis, and the semantic
chain network model [9–11], etc., design an ontology-based multi-level semantic
relationship structured network, as shown in Fig. 2. In Fig. 2, nodes represent
object nodes at each level, and directed arcs between nodes represent seman-
tic associations between objects, and semantic associations are used to complete
reasoning and prediction. The semantic relationship structured network model is
divided into three layers: the perceptual element layer, the semantic object layer,
and the semantic service event layer. The model relies on perceptual elements
to obtain data, uses intelligent objects to aggregate data information, interprets
information based on events, uses event class libraries (ontology) to store and
reason event information and knowledge, and provides intelligent services based
on data, information, and knowledge. The three layers of the model all adopt
an extended semantic link network model. Subsequent research will explore and
analyze the semantic model and semantic inference rules of the perceptual ele-
ment layer, the semantic object layer, and the semantic service event layer in
detail.
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5 Conclusion

Starting from the inherent contradiction of the Internet of Things, this paper con-
siders that Semantic Web of Things is the solution to the inherent contradiction
of the Internet of Things. Ontology-based semantic support and semantic reason-
ing are the key to realize the Semantic Web of Things and also the key to solving
the contradiction of the Internet of Things. This paper discusses the research
background and significance of the Intelligent Internet of Things through data
analysis and literature citation, introduces the branches of the current Intelligent
Internet of Things, gives the definition, and proposes the semantic relationship
structured network model.

In the follow-up, will further analyze and study the existing semantic infor-
mation organization model and semantic information system model, strive to
implement a formal analysis and formal representation of the semantic rela-
tionship structured network supported by the ontology from the perspective
of abstraction and granulation, and solve the semantic linking and reasoning
between semantic objects based on ontology support.
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Abstract. Facial expression recognition is an important application in
computer vision. Generally, features which are used for facial expres-
sion recognition are mostly based on geometric and appearance features
of image. This paper presents a novel method to identify facial expres-
sions which exploring eye movements data labels as auxiliary labels to
construct classifier, a Strengthened Deep Belief Network (SDBN) in a
united cycle framework is constructed. This framework is formed as
strong classifier by multi-weak classifiers voted. Experiments on Cohn-
Kanade database showed that the proposed method achieved a better
improvement in the task of facial expression recognition.

Keywords: Facial expression recognition · Eye movement
information · Deep belief network

1 Introduction

Facial expression is a variety of emotional states through the eye muscles, facial
muscles, and mouth muscles. It is the most powerful, natural, and direct way to
emotional communication in daily social interaction [1]. In the past few decades,
automated facial expression analysis has become a popular and challenging topic
in computer vision and pattern recognition fields, such as security, human–
computer interaction, and multimedia [2,3]. Though this process has been made
much progress, high accuracy in facial expression recognition is still very different
due to the complexity, variability, and subtlety in facial expressions.

Recently, some studies use eye-tracking technology to study the facial expres-
sion recognition. They use eye-tracking device obtained eye movements data and
then use eye movements data for further analysis. Facial features have been found
in some regions, including eyes, eyebrows, mouth, and nose, these areas provide
key clues in the recognition of facial expressions [4], and this is consistent with
psychological findings [5]. Researchers divided these areas into Region Of Interest

c© Springer Nature Singapore Pte Ltd. 2020
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(ROI) in order to better recognize facial expressions. Since studies have shown
that facial expression recognition features mainly concentrated in a few large
pieces, determining which areas of the face focused the most important features
can help us to understand the implicit mechanism of non-verbal communication.

In this paper, we propose a united cycle Strengthened Deep Belief Network
(SDBN) framework, which uses eye movements data as auxiliary label to improve
the accuracy of recognition of facial expression. The contributions of this study
are (1) use eye tracking data as an expression labels to study facial expression
recognition; (2) fusion eye movements data labels and facial expression labels in
a unite feature learning, feature selection, and classifier construction framework;
(3) the initial input is based on the patch of images, which is very suitable for
the analysis of facial expressions, rather than the traditional use of the whole
face region as the input, the framework is made of a plurality of DBNs by voting
formed a strong classifier. Experiments on the extended Cohn-Kanade (CK+) [6]
database show that the proposed method achieved a better performance in facial
expression recognition. Besides, as the iteration goes, some important features
were selected, the final strong classifier just uses a small number of features, and
it also proved that using SDBN framework can improve the characteristics of a
learning process.

2 Methodology

In this section, we firstly introduce the overview of the proposed framework.
Secondly, eye movements data labels preprocessing is presented. Furthermore,
we introduce the top-down fine-tuning process.

2.1 Brief in SDBN Framework

As shown in Fig. 1, the framework contains a group of DBNs structures. Given
the training set in the same location of image patches, each DBN learns a hier-
archy feature representation. These DBNs are joined together by a strengthened
classifier. The proposed SDBN framework includes two major learning processes:
the feature representations is firstly learned based on the bottom-up unsuper-
vised feature learning process. Then, the eye movement data labels and the
expression labels are fused together, which is explored to fine-tune the weights
based on the top-down supervised strengthen process.

2.2 The Construction of the SDBN Framework

As shown in Fig. 1, each DBN consists of one visual layer (the lowest layer) and
five hidden layers, which is similar as traditional DBN in [7]. The input of the
lowest layer is the same patch location of training data.
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ny1y ny1y

Fig. 1. The proposed SDBN framework. This framework contains multiple DBNs. Each
DBN has multiple layers, layer by layer through learning feature representation at a
specific location of image patches, only the DBNs surrounded in the red rectangular
are selected by strengthening will be fine-tuning jointly

Each layer of DBN has conditional dependences, there is a connection
between the layers, but inter-cell layer connection does not exist, except for
the top two layers. For L + 1 layer DBN, the relationship between visual layer
and the upper L hidden layer is given as follows:

P (h0,h1,h2, ...,hL) = P (h0|h1)P (h1|h2)...P (hL−2|hL−1)P (hL−1|hL) (1)

h0 is the visual layer, and h0,h1,h2, ...,hL are hidden layers. The value of the
hidden nodes can be calculated as Eq. (2) by the known visual nodes.

P (Hl+1) =
1

1 + exp(−bl+1
h − (Wl,l+1)THl)

(2)

The highest layer of DBN which can be calculated as

HL = WL−1,LHL−1 (3)

where WL−1,L represents the weight matrix of the highest two layers. The initial
parameters of bl

v , bl+1
h ,Wl,l+1 can be computed using an unsupervised bottom-

up learning strategies [9].
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2.3 Eye Movements Data Labels

The eye movements data is collected by Tobii eye tracking. We divided the facial
image into nine areas of interest (AOI) in order to better analysis of regional
data, and these AOIs covered most of AUs in Facial Action Coding System
(FACS) [8]. Eye movements data is associated with AUs; AUs are related with
facial expressions, so we make an assumption that using eye movements data as
a label might enhance the facial expression recognition rate.

We defined fi as the duration of AOIj on i, i is the sequence number of the
participants’ fixation, j is AOI number, w1 denotes the order to distinguish the
importance factor, w1 value is in [1, 2], the first fixation factor value is 2, after
fixation factor in turn reduce the i/p, p is the number of all the fixation point
of participant, and so according to the order of fixation, we can get each AOI
fixation time for T1.

T1 = fi (2 − i/p) (4)

The AOI’s weight is (T1 + T2)/total, and total is the sum of all the fixation
and regression time of AOI. By (1) and (2) using the literature [8], obtain each
AOI’s Weightj .

Weightj =
∑i=p

i=0 fi (2 − i/p) (1 + ci/20)
total

(5)

Weightj is the weight in AOIj which ranges [0, 1]; Weights’ value is closer to 1,
indicating that the AOI is more important in facial expression recognition.

2.4 Top-Down Supervised Fine-Tuning Process

The fine-tuning process in a top-down way by first updating weight matrix
WL−1,L . For a set of MI samples of the image set, the overall prediction error is

εoverall =
MI∑

i=1

αi

[
1

1 + exp(−∑N
j=1 βjsgn(WL−1,L

j HL−1
i,j − Rj))

− Ti

]2

(6)

where Ti is the fusion label of ith image, β and R are the N selected weak
classifiers of the Adaboost classifier of weights and thresholds, WL−1,L

j HL−1
i,j =

HL
i,j is the DBN output of jth selected image patch in ith image. αi is an

adjustment factor of positive and negative samples, as the number of negative
samples is much more than the number of positive samples. sgn(·) is a symbolic
function as:

sgn(WL−1,L
j HL−1

i,j − Rj) =
{

1 when WL−1,L
j HL−1

i,j ≥ Rj

−1 otherwise
(7)
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3 Experiments

Experiments are conducted on the extended Cohn-Kanade (CK+) database,
which is widely used to assess facial recognition systems.

Eye movements data is obtained by Tobii X2-30 eye tracker, forty college
students participated in the experiment, they sat in front of the computer about
60 cm, and each image was showed 10 s. All the selected images scaled the dataset
to 167 ∗ 137 pixels. Then, we divided the image into patches of the size 24 ∗ 24.
For each DBN, the lowest visual node is 576 (24 ∗ 24), which consists of the
number of the LBP features, the hidden layer nodes from the lowest to highest
are 500, 500, 1000, 1000, and 1, respectively.

In our experiment, through iterations, the patches were selected by the final
strong classifiers which are marketed by the black boxes in Fig. 2, we show only
the selected more frequency (the feature was selected more than 5 times in all 8
runs) patches in 8 runs. We can find out most of the patches that were selected
concentrated in the eyes, eyebrows, mouth, and the nose, which is consistent
with psychological research [8].

Fig. 2. Recognition accuracy with eight times run of two SDBN modes

We evaluated the relationship between the common patches and the recogni-
tion performance. Figure 3 shows the expression recognition with different num-
ber of patches. We find that the recognition rate increased rapidly in the first few
patches, and when it reaches around the number of 80, almost all have reached
the highest recognition rate. When too many patches are divided, the recognition
performance might be slightly lower or become fluctuates.

Then, we executed a bottom-up feature learning. We used both bottom-up
and top-down feature learning in each DBN (with the fine-tuning in SDBN).
Figure 4 shows the recognition accuracy with eight times run of two SDBN
modes. Table 1 shows the average performance of these two experimental results.

In order to verify that the use of eye movements data labels and expression
labels information may get better results, we use only eye movements data labels
and expression labels to do the experiment, respectively. Figure 5 shows the
average recognition rate of six expressions of the three different labels.

As shown in Fig. 5, if we only use the expression labels, fear and sadness are
better; if we only use eye movements data labels, anger and disgust expression
recognition rates are better. Specially, the recognition rates of both happy and
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Fig. 3. Expression recognition with different number of patches
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Fig. 4. Recognition accuracy with eight times run of two SDBN mode

Table 1. Average recognition rates (%) of methods

Methods Accuracy

SDBN (Only bottom-up feature learning) 88.2

SDBN (Both bottom-up and top-down feature learning) 97.1
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Fig. 5. Average recognition rate of six expressions of the three different labels

surprise expression are almost the same. The recognition rates of all expres-
sions is significantly improved by exploring the fusion labels, but except the
sad expression. However, the experiment still proves that the eye movements
data labels can facilitate to improve the recognition rates of expression, which
is consistent with our hypothesis.

4 Conclusion

In this paper, we use the SDBN framework for facial expression recognition
with eye movements information, different from the existing method, and we
add the eye movements data labels in supervised process. Experiment proved
using eye movements information labels and the use of facial expression labels
obtained facial expression recognition rate are almost the same, which explained
use eye movements information and facial expression information to identify
facial expression exist differences, there are also exist commonalities mode. At
the same time, it also proved the fusion of eye movements data labels and expres-
sion labels outperform than only using expression labels or eye movements data
labels. Only using expression labels, the recognition of sad and fear expression
is better, only using eye movements data labels the recognition of anger and
disgust expression is better. For happy and surprise expression, the recognition
rate of the three methods is almost the same. Meanwhile, we proved that using
eye movements information as an auxiliary label can improve the recognition
rate of expression.
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Abstract. Aiming at the characteristics of color prediction and color matching
in color appearance model, a vision local adaptation mechanism based on
Sigmoid function of artificial neural network is introduced on the basis of iCAM
color appearance model, and a real image reproduction algorithm based on
Sigmoid-iCAM color appearance model is proposed. Compared with the real
image reproduction algorithm based on CIECAM02 and iCAM color model,
this algorithm can effectively improve the image contrast and local details while
restoring the color of tone-distorted image.

Keywords: Real image reproduction � Color model � Visual adaptation �
Sigmoid function

1 Introduction

Color appearance model (CAM) arises with the development of colorimetry. Its
original intention is to solve the problem of true color reproduction of different devices,
and it has been gradually used in color image quality evaluation. In recent years, more
and more scholars combine color matching and prediction model with image tone
mapping algorithm to achieve real image reproduction of cross-media images under
different observation conditions.

The early color appearance models include Hunt color appearance model [1],
Nayatani color appearance model [2], RLAB color appearance model [3] and LLAB
color appearance model [4]. On the basis of the above models, CIE successively
introduced CIECAM97s [5] color model, CIECAM02 color model [6] and image color
model iCAM [7].

In 2002, Akyuz [6] first applied CIECAM02 color model to HDR display. In 2003,
Fairchild [7] proposed the image color appearance model (iCAM), which attempts to
simulate the complex visual response of the human eye, providing color prediction,
color difference measurement and other functions. In 2007, Kuang proposed iCAM06
model [8] based on iCAM color model, which uses bilateral filtering technology to
achieve high dynamic range compression while effectively retaining image details.

In 2009, Kunkel [9] combined color adaptation transformation with nonlinear
compression, and improved the response of CIECAM02 nonlinear cone cells based on
psychological experimental data, making the semi-saturation constant dependent on
environmental light and fitness factors.
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In China, Wan [10] of Wuhan University proposed a new method for calculating
the color adaptation factor, which has a certain degree of detail preservation and color
invariance.

The purpose of this paper is to study the real image reproduction technology of
color image from the perspective of chromaticity. Aiming at the shortcomings of
blurred image and low contrast in color model, a real image reproduction algorithm
based on Sigmoid-iCAM color model is proposed by introducing visual local adap-
tation mechanism on the basis of iCAM color model, in order to improve the contrast
and local details of the image while restoring the color of tone-distorted image.

2 Models and Methods

CAM is a complex nonlinear transformation system. It quantitatively calculates the
color appearance attributes by observing the changes of white spots, brightness and
surrounding environment. An ideal color model should take into account the changes
of observation conditions, spatial and temporal characteristics of the image to predict
the color attributes and quality changes of the image. Real image reproduction based on
color appearance model is similar to the principle used in cross-media color repro-
duction. Firstly, RGB value of distorted image is converted to tristimulus value X,
Y and Z in CIE-XYZ space. Then, ideal image is obtained by steps of color appearance
transformation, gamut mapping, inverse color appearance transformation and space
inverse transformation.

iCAM is a complex mathematical model with many parameters and nonlinear
transformation. Structurally, it can be divided into two parts: positive transformation
and inverse transformation. When iCAM is used in real image reconstruction, its
positive transformation includes three parts: calculation of observation condition
parameters, linear color adaptation transformation and nonlinear hyperbolic response
compression.

Physiological studies have shown that visual adaptation is S-shaped and nonlinear.
So, Naka and Rushton [11] based on electrophysiological models simulated the S-
shaped response equation of rod and cone cells in the process of brightness adaptation
and presented a brightness perception model at any level of adaptation, as shown in
Eq. (1):

RðIÞ ¼ In

In þ rn
ð1Þ

R is the cell response. I is the input brightness. r is the semi-saturated parameter
when the response reaches half of the system, and n is the sensitivity constant. Different
r represents different levels of adaptation.

In addition, the visual system can produce different brightness adaptation responses
to different illumination conditions in the same scene. Local adaptation [12] refers to
the change of brightness adaptation level in an image. In this paper, the Sigmoid
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function, a nonlinear function of artificial neural network, is introduced on the basis of
brightness adaptation model, as shown in Eq. (2):

f ðxÞ ¼ 1
1þ exp �n x� gð Þ½ � ð2Þ

The function n, g can be scaled and shifted to a certain extent according to the
requirements of different applications.

Discarding the power exponential compression function of iCAM model, com-
bining CIECAM02 nonlinear compression function (Formula 8) with Sigmoid func-
tion, introducing color adaptation factor D and semi-saturated parameter control factor
a, b, a nonlinear local adaptation model based on Sigmoid is obtained. The calculation
is as follows:

L
0 ¼ 400 FLLD=100ð Þn

FLLD=100ð Þn þ La exp �a logðLÞ � bð Þð Þ½ �n

S
0 ¼ 400 FLS=100ð Þn

FLS=100ð Þn þ Sa exp �a logðSÞ � bð Þð Þ½ �n

M
0 ¼ 400 FLM=100ð Þn

FLM=100ð Þn þ Ma exp �a logðMÞ � bð Þð Þ½ �n

ð3Þ

La, Ma and Sa are the local illumination intensity of the image, respectively. The
input intensity is obtained by Gauss low-pass filtering. n, a and b are the control
factors, which can generate compression curves of different shapes according to the
local adaptation level of each region of the image.

The color model of Sigmoid-iCAM can be obtained by adjusting the local contrast
of image by Formula (3). After testing a large number of images, it is found that the
parameters of n, a and b are different for different content and tone images. The
statistical rules are as follows: n ¼ 0:9� �S�150

200

�
�

�
�, a, b are constant, usually 0.3, 0.6, 1,

1.5, 2, 2.5, 3, etc.

3 Experimental Results

Figure 1 shows the processing results of different algorithms for tone distortion images.
(a) Standard image taken under D65 light source. (b) Distorted images obtained with
green filter paper. (c) In order to equalize the histogram of distorted image, the
influence of light source is removed to some extent, but compared with the standard
image; the tone is bluer, such as the area shown in the red circle of the original image.
(d) For the CRMSR processing results obtained by PhotoFlair software, the brightness
and details of the image are improved, but the tone distortion is not removed well.
(e) For the result of CIECAM02 model processing, the tone distortion of the image is
improved to a certain extent, but the image is blurred, and the contrast and image
details are low. (f) In order to improve the hue distortion, the image contrast and details

Real Image Reproduction Algorithm Based … 655



are well preserved. (g) As a result of Sigmoid-iCAM processing in this paper, the tone
distortion is the smallest, and the detail is rich, and the image is the clearest.

Six parameters, �I, standard deviation SD, entropy H, average gradient G, DE�
ab and

DE00 are used to evaluate the image processed by various algorithms. �I reflects the
overall brightness of the image. The average brightness of the image with better visual
effect should be between 120 and 150. Standard deviation SD, entropy H and average
gradient G are the evaluation indexes of image contrast, information and image details,
respectively. The larger the value, the better the image quality is. According to the
formula given by CIEDE2000, we can calculate the color difference DE�

ab and DE00

[13]. By calculating the color difference between the output image and the input image,
we can evaluate the comprehensive distortion of the brightness and color of the image
and the standard image. The smaller the value, the smallest the color distortion of the
image is.

The objective evaluation results of Fig. 1 are shown in Table 1. It can be seen that
DE�

ab and DE00 of the original image are the largest, that is, the image distortion is
serious. DE�

ab and DE00 of histogram equalization algorithm are small, and SD is the
largest, which shows that the algorithm can improve the overall tone of the image and
has better contrast ratio. The reconstruction method based on CIECAM02 and iCAM
color model also improves the overall tone of the image, but the image value �I is too
high and the SD and G values are low, which indicates that the image is too bright, and
the contrast and details are not improved. The SD, H and G values of the image
processed by this algorithm are the highest, that is, the contrast, information and details
of the image are the best. DE�

ab and DE00 are the smallest, that is, the image tone
distortion is the smallest.

Figures 2 and 3 show the processing effect of other commonly used color distortion
images. Generally speaking, the image reproduction algorithm based on Sigmoid-
iCAM color model can better reproduce the true color of tone-distorted image.

(a) Standard image        (b) Original image         (c) NASA′s Retinex

（d）CIECAM02 algorithm  （e）iCAM algorithm （f）Our method Sigmoid-iCAM

Fig. 1. Comparisons of toy standard diagram algorithms

656 D. Xiao and X. Tang



Table 1. Objective evaluation results

Evaluation algorithm �I SD H G DEab
* DE00

Original image 121.2223 65.8646 7.6693 5.6494 101.8264 62.9329
RGB histogram equalization 146.7192 66.5011 7.3195 6.2391 51.5210 42.3950
NASA’s retinex 122.9594 57.4037 7.6588 7.1803 90.7774 53.6448
CIECAM02 algorithm 181.8675 49.6454 7.2931 4.3072 67.9677 33.5983
iCAM algorithm 172.7423 59.1945 7.4771 5.1545 68.0334 33.5307
Our Sigmoid-iCAM algorithm 146.0339 66.7513 7.6715 9.0170 50.6383 22.9777

(a) Standard image      (b) Original image        (c) NASA′s Retinex

（d）CIECAM02 algorithm  （e）iCAM algorithm （f）Our method Sigmoid-iCAM

Fig. 2. Comparisons of flower standard diagram algorithms

(a) Standard image (b) Original image (c) NASA′s Retinex

（d）CIECAM02 algorithm  （e）iCAM algorithm （f）Our method Sigmoid-iCAM

Fig. 3. Comparisons of sector standard graph algorithms
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4 Conclusion

In order to take account of both the color restoration performance of the color model
and the local adaptability of the visual system, this paper introduces the nonlinear
Sigmoid function of the artificial neural network on the basis of the iCAM color model,
proposes a real image reproduction algorithm based on the Sigmoid-iCAM color model
and gives the statistical rules of the control parameters of the model for processing
different types of images. Compared with histogram equalization, NASA’s Retinex,
CIECAM02 color model and iCAM color model-based image reproduction algorithm,
the standard deviation, entropy and average gradient of the image processed by this
algorithm are the highest, while the color difference based on CIIELAB and CIED2000
is the lowest, which shows that the contrast, information quantity and detail infor-
mation of the image are the highest, and the color difference between the image and the
standard image is the smallest. The color restoration of color image with tone distortion
is achieved, and the color invariance of vision system is well realized.
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Abstract. The accurate classification of network game traffic is the
technical basis for the campus network resources and the refined man-
agement of student learning behavior. This article first uses DNS reverse
resolution to capture the domain name characteristics of the captured
network game traffic, uses the domain name feature to mark the game
traffic, and builds the network game feature data set. Then, the net-
work game data set is used to train the decision tree CART to optimize
the classification model parameters. Finally, the optimized classification
model is tested with Moore standard data set and this data set, respec-
tively. The results show that the accuracy of network game traffic clas-
sification based on DNS domain name resolution can reach 94%, and its
classification performance is better than Moore data set.

Keywords: Game traffic classification · Moore data set · CART
decision tree · DNS reverse resolution

1 Introduction

Network traffic classification refers to classifying mixed traffic of various appli-
cations according to application protocols. Network traffic classification is not
only the basis of high-performance network protocol design, but also the basis of
network operation management and network development planning, and also an
important means of network attack and malicious code detection [1]. At present,
some students in colleges and universities are addicted to network games. Playing
games and occupying campus network resources also affect students’ learning.
Fine management needs to adjust the proportion of resources occupied by net-
work games and the impact on students’ learning. To this end, it is necessary
to classify the campus network traffic data, accurately obtain the bandwidth
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status of various campus network application traffic, the time spent by students
playing games, etc., and then adjust the campus network resources in a targeted
manner, alert students who play games. Although the current research on net-
work traffic classification has produced a lot of results, the rapid growth of game
size and game traffic has not attracted the attention of traditional academia and
industry. The research focus in the field of network traffic classification is video
traffic, P2P traffic, and abnormal traffic, and the research results of network
game traffic classification are very few.

Although network game traffic is a type of network traffic, it is quite different
from other network applications’ traffic. Some network game traffic adopts tunnel
encapsulation technology, which is concealed, and it has a small proportion in
the public traffic data set. The existing network traffic classification technology
cannot achieve accurate and comprehensive classification. Secondly, the existing
network traffic standard data set, Moore [2], includes only 8 game traffic data,
which results in low accuracy of network game traffic classification and fails to
meet the requirements of the application.

2 Related Work

Along with the phenomenon that college students are obsessed with the net-
work, the fine management of the campus network requires higher requirements
for the school network management. In addition, the university student manage-
ment department needs to understand the students’ learning and entertainment
status and prevent students from indulging in the adverse consequences of hang-
ing games and repeating grades caused by online games. The premise of the
above tasks requires an accurate understanding of the online behavior of stu-
dents on campus networks, whether the allocation of campus network resources
is reasonable, and whether students’ online behavior is healthy. To this end, it
is necessary to analyze the behavior of campus online games and the traffic of
campus network games. The identification provides a data foundation for the
use of campus network resources and student online behavior analysis.

2.1 Network Traffic Classification

Currently, network traffic classification methods mainly include port-based, deep
packet inspection, and machine learning. In the early days, TCP-based ports
were mainly used for classification. However, with the emergence of P2P traffic
and the widespread use of dynamic port numbers, the method of classifying
traffic using port numbers is no longer effective [3].

Subsequently, a deep packet inspection (DPI) technology was proposed,
which has a very high accuracy by detecting load characteristics and classi-
fying traffic. Therefore, the traffic classification tools currently in large use are
products based on DPI technology, such as PACE [4], OpenDPI [5], NDPI [6],
L7-filter, Libprotoident [7], and so on. However, the deep packet inspection needs
to satisfy two conditions: Firstly, part of the content of the data packet must
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be visible; secondly, the DPI classifies the specific application by matching the
payload code of the network data packet and requires that the payload code of
the network data packet is known. The network game traffic cannot meet the
above conditions and is not suitable for classification by deep packet parsing.

The network traffic classification hotspot technology is machine learning. The
effective features and statistical information of the network flow are extracted
by preprocessing the network traffic, the extracted feature information is dis-
covered through machine learning to discover its regularity, and the common
features of each type of traffic are counted. Based on the design of the classifier,
the network stream is effectively classified and identified. The traffic classification
algorithm based on machine learning is not affected by factors such as dynamic
port, encryption, and incomplete packet characteristics. The accuracy and relia-
bility of classification are greatly improved compared with port-based and deep
packet detection methods. The traffic classification algorithm for machine learn-
ing is divided into supervised and unsupervised [8]. For supervised algorithms, a
training set is first needed, the training model is used to train the classification
model, and then the classification model is used to test the classification perfor-
mance of the traffic. The accuracy of the supervised algorithm depends on the
selection of the feature vector and the construction of the standard data set. The
unsupervised algorithm directly mines the data samples to achieve clustering,
but cannot accurately determine the type of traffic application.

2.2 Network Game Traffic

The game is mainly divided into three types: platform PC network game, non-
platform PC stand-alone game, and browser-based Web game. The traffic of
non-platform PC stand-alone games is not transmitted from the network and
is not included in this study. Browser-based Web games can use deep packet
inspection to achieve accurate classification. This article studies the difficulty
in the classification of game traffic, which is the classification of platform PC
network game traffic.

Machine learning algorithm overcomes the shortcomings of standard port
matching and deep packet detection methods in traditional traffic classification,
and the classification based on the network traffic statistics feature does not
involve the payload information of the message, effectively avoiding the legal
problems caused by user privacy violations [9]. To this end, this article uses
machine learning algorithms to classify network game traffic.

3 Game Traffic Classification Based on DNS Domain
Name Resolution

The machine learning traffic classification algorithm firstly extracts the features
of each piece of data from a large amount of data through feature engineering
to form a labeled data set. Then, the machine learning algorithm is used to
build the model, and the feature data is trained and learned to form a classifier.
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Finally, the test data is classified using a classifier model. The performance of
the traffic classifier implemented by machine learning depends on a good tag
data set, and to build an excellent classifier, there must be a data set that
is sufficiently accurately labeled for training. The difficulty with current game
traffic classification is the lack of tagged network game data sets. To this end, the
first problem solved in this article is how to construct a good tag data set, and
on this basis, the parameter training and optimization of the machine learning
classifier use the optimized classifier to accurately classify the network game
traffic. Through reverse domain name resolution of game traffic, we can find
that the real-time traffic generated by the anti-cheat mechanism of platform PC
network games has very distinct domain name characteristics. So we speculate
that the traffic generated by the platform PC network game also has very obvious
domain name characteristics. It can be used to mark the network game traffic
training data set to solve the network game traffic data set annotation and
construct a network game traffic data set for training.

3.1 Network Game Traffic Data Set Construction
Based on DNS Domain Name Resolution

The statistical results of the platform PC network game rankings and related
questionnaires show that the mainstream PC game platforms in domestic uni-
versities include Steam, WeGame, and NetEase games. This article selects four
mainstream games such as League of Legends, CrossFire, CSGO, Hearthstone
to collect information and build a network game traffic data set.

This article first uses Wireshark software to capture network game traffic
distributedly and uses tshark tool to segment and filter traffic packets, leaving
only data streams such as TCP, UDP, TLS, and DNS and extracting information
features of data packets through tshark command. The command is as follows:

tshark−rinput.pcap−Tfields−eip.src−eip.dst−etcp.srcport−etcp.dstport−
eudp.srcport−eudp.dstport−eip.hdrlen−eip.len−eip.proto−eip.ttl−edata.data−
eframe.timedelta−eframe.len−etcp.flags.fin−etcp.flags.syn−etcp.flags.reset
−etcp.flags.ack−etcp.flags.push−eip.version−Eheader = y−Eseparator =
/t− Equote = d− Eoccurrence = f > output.csv

After the captured network traffic data is processed, it only contains the
feature data set in the traffic and has not been marked by the traffic type, so it
cannot be used for classifier training. Among the features of game traffic, only
source IP and destination IP can represent the type of traffic, but because the
game traffic has high concealment, the IP address in the traffic does not contain
the distinctive platform game features, so the network game traffic data set
cannot be marked by IP address. To this end, this article extracts the source IP
and destination IP of all traffic data, the DNS reverse domain name resolution is
performed according to the extracted IP list, and the platform domain name with
obvious feature of the game platform anti-cheat mechanism is selected from the
domain name address. On this basis, use the domain name of the game’s official
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Web site to mark game traffic. Finally, the non-game traffic data set is marked
to construct a network traffic data set.

3.2 Classifier

This article mainly solves the problem of accurately dividing network traffic into
“game traffic” and “non-game traffic.” It is essentially a two-category problem.
According to the result of the algorithm, it is “0” or “1” to determine “yes” or
“no.” In the machine learning algorithm, the C4.5 and ID3 algorithms are based
on the information theory entropy model, which uses the information gain ratio
selection feature; these classifiers involve a large number of logarithmic oper-
ations and a large amount of computation. But the CART classification tree
algorithm uses the Gini coefficient instead of the information gain ratio to sim-
plify the model without losing the advantages of the entropy model. This article
chooses the CART algorithm as the classification algorithm of game traffic. The
Gini coefficient in the CART classification tree indicates the impureness of the
model. The smaller the Gini coefficient, the lower the impurity, the better the
characteristics, and the better the classification performance.

The CART algorithm assumes that the decision tree is a binary tree, equiva-
lent to recursively dividing each feature, and can divide the input feature space
into finite units and determine the predicted probability distribution, i.e., Gini
coefficient, on these units.

In the CART algorithm, assuming K categories, the probability of the kth
category is pk, and then, the Gini coefficient is calculated as shown in Eq. (1):

Gini(p) =
K∑

k=1

pk(1 − pk) = 1 −
K∑

k=1

p2k (1)

where the K value is 2, the probability that the sample data belongs to the first
type of sample is p, and the Gini coefficient is calculated as shown in Eq. (2):

Gini(p) = 2p(1 − p) (2)

The algorithm consists of two steps. Firstly, the decision tree is generated based
on the training data set. Secondly, the generated tree is pruned and the optimal
subtree is selected by the verification data set. The minimum loss function is
used as the standard of pruning [10]. The generation of a CART decision tree
is the process of constructing a binary tree recursively. CART uses the Gini
coefficient minimization criterion for feature selection to generate a binary tree.
The CART spanning tree algorithm is as follows:

Input: Training data set D, the conditions for stopping the calculation
Output: CART decision tree.
Step 1: Calculate the Gini coefficient of the existing feature pair data set D.
Step 2: Among all possible features A and all their possible segmentation

points a, select the feature with the smallest Gini coefficient and its correspond-
ing segmentation point as the optimal feature and the optimal segmentation
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point [11]. According to the optimal feature and the optimal segmentation point,
two child nodes are generated from the node, and the training data set is allo-
cated to the two child nodes according to the feature.

Step 3: Recursively call Step 1–Step 2 on the two child nodes until the stop
condition is met.

Step 4: Generate a CART decision tree.

3.3 Classifier Training

The constructed network traffic data set is preprocessed and divided into a
training set and a test set according to a ratio of 8:2. In the classifier training, in
order to prevent over-fitting of the decision tree, this article limits the minimum
Gini coefficient of node division from 0 to 0.2, increments by 0.002, and classifies
the minimum Gini coefficient of different nodes. The training and, at the same
time, the training data set are subjected to a fivefold cross-validation process,
and the maximum cross-validation value is used to determine the optimal hyper-
parameter of the node partition.

The experimental data of the parameter adjustment process is shown in
Fig. 1. The abscissa is the minimum Gini coefficient of the increasing segmenta-
tion point, and the ordinate is the cross-validation value of the classifier under the
Gini coefficient. According to the trend of the parameters, it can be found that
when the Gini coefficient is selected as 0.00202 and the cross-validation value is
the largest, it is 0.8504. According to the principle of the CART algorithm, the
optimal super-parameter is determined to be 0.00202.

Fig. 1. Trend of cross-validation value with minimum Gini coefficient of segmentation
point

4 Experimental Results and Analysis

In order to verify the data set availability and classifier feasibility of this article,
the optimized classification model is tested with Moore standard data set and
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the data set constructed in this article, respectively. In view of the small number
of network game traffic samples in Moore standard data, this article firstly adds
game traffic data from all entries of Moore standard data to the sixth entry
traffic data set for the Moore standard data set as a Moore test set, and the
corresponding feature is extracted to form a test data set suitable for the classifier
constructed in this paper and then classified and tested with the network game
traffic test data set constructed in this article. Finally, compare the results of
the two.

4.1 Experimental Results

The test data is sent to the trained classifier, and then the precision, accuracy,
recall rate, F1 score, and the number of sample of the network game traffic
classification test result of the Moore data set and the data set constructed in
the article are extracted. As shown in Table 1.

Table 1. Comparison results

Moore test set Data set constructed in this article

Precision 0.83 0.94

Accuracy 0 0.89

Recall 1 0.85

F1-Score 0.01 0.87

Number of test set samples 18415 170955

Number of game traffic samples 8 35260

4.2 Analysis of Results

It can be clearly seen from the results in Table 1 that in the classification test
results, the data set based on DNS domain name resolution in both precision,
accuracy, and F1 score is superior to the Moore test set. In Table 1, although
the accuracy of Moore test set is 0 and recall rate of it is 1, it can correctly
classify non-game traffic data sets. The reason is that the lack of tagged game
traffic data in the Moore data set affects the training of the trainer, making it
less effective in game traffic classification. This article better solves the problem
of marked network game traffic, greatly expands the game traffic of the training
set mark, and thus realizes the training and optimization of the classifier. The
classification test result is much higher than the Moore standard data set. It
is verified from the results of Table 1 that it is effective to construct a training
data set based on DNS reverse domain name resolution for recognition of game
traffic.



666 X. Xu et al.

5 Conclusion

At present, the commonly used Moore standard data set lacks the data of net-
work game traffic, and its accuracy for game traffic classification is very low
and has no practical value. This article performs network game traffic marking
based on DNS reverse domain name resolution and completes the construction of
online game traffic annotation data set. Using the labeled network game traffic
data and training of the classifier, the classifier model is optimized. From the
test results, it can be found that the accuracy of the network game traffic classi-
fication can reach 94%. The construction technology of the network game traffic
tag data set provided by this article is low in difficulty; the classifier training
and testing are easy to implement and have certain use value.

The performance of the accurate classification algorithm for network game
traffic needs to be further improved. The next step will be to study in depth in
the following aspects:

1. Combine the marking method of network game DNS domain name resolu-
tion with the semi-supervised clustering marking method to improve the stability
of the model.

2. Add the statistical characteristics of the network data stream to the model
building to improve the applicability of the model.

3. Optimize the feature selection scheme, and filter the redundant features
to improve the operational efficiency of the model.
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