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Foreword

The distribution and use of electrical energy is fundamental to the functioning of
modern society. From the discovery of electromagnetic energy around 200 years
ago to the present, devices based on converting energy between electromagnetic,
mechanical and thermal forms have become so prevalent that they are hardly given
a second thought and yet every one of those devices from large industrial
machinery; through land, air and sea transportation to domestic devices ranging
from washing machines to stoves, has to be designed, manufactured and tested. In
addition, a generation and distribution system for electrical energy which is reliable,
robust and efficient, has to be constructed. In 2017, about 26,000 TWh of electrical
energy was generated, distributed and used globally. To minimize the losses in the
transmission and distribution system and reduce the costs of the infrastructure,
electrical energy is usually transmitted at a very high voltage, while it is generated
and used at significantly lower levels. This implies the need for devices capable of
changing voltages, i.e. transformers. It is interesting to consider that every Wh of
electrical energy delivered through the distribution system and subsequently used
has passed through at least two and probably nearer to ten, transformers.

From the very beginning of the electromagnetic era, the need for design tools has
been paramount. Building physical prototypes is prohibitively expensive both in the
cost of each prototype and in the time taken to realize a final device. Simple design
tools based more on experience than theory evolved relatively quickly in the
nineteenth century and the development of electromagnetic field theory provided
the explanation of the physics underlying the operation of such devices. In effect,
designers from the start have been using whatever tools and representations they
can to create a virtual model of the device to determine the probable performance
and explore the design space. With the advent of digital computers, the possibility
of solving the field equations to simulate the actual performance of a device moved
from a concept to reality. Over the past half century, both the computing hardware
and the numerical methods necessary for solving the partial differential equations
together with advanced representations of material properties, etc., have developed
to a point where the simulations may now be considered accurate “digital twins”
of the physical device allowing, in many cases, more detailed explorations of device
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performance than is possible on the physical system. These twins not only enable
the total elapsed time from specification to full design to be decreased dramatically
(along with a substantial reduction in costs) but also allow for manufacturing
questions to be answered during the construction process and for performance
monitoring during the operation of the physical device to identify developing faults
before they become critical. This is a fundamental component of the concepts
involved in moving to an “Industry 4.0” based world.

However, there are many requirements placed on the digital twin. First, it must
represent the performance of the real device to the level of accuracy needed by the
designer. This can vary through the design process and, typically, follows the well
known “V-cycle”, i.e. in the initial phases of a design, a system level representation
of the device is needed—sometimes referred to as a Reduced Order Model-—which
incorporates as much of the multi-physics operation of the device as possible while
allowing a fast exploration of the design space. This is sometimes referred to as
“Front-Loading” the design process. As the design progresses, the simulation needs
to become more detailed to answer questions such as the distribution of local losses
in the device, the temperature rise in various components due to the losses, the
forces on various components, etc. However, while it is tempting to just build
extremely large models involving millions or tens of millions of degrees of free-
dom, the time taken to generate the performance of the twin and to explore the
design space is critical. To be competitive, it is important that the overall design
time is reduced as much as possible.

From the above discussion, the digital twin of an electromagnetic device should
involve an appropriate numerical representation of the electromagnetic field. Since
the behaviour of the field is controlled by the magnetic, electric, thermal and
structural performance of the materials used to construct the device, it is crucial that
any simulation system models the properties effectively. In addition, because all the
areas of physics—magnetics, thermal, structural—are linked through the materials,
a valid simulation must include a full multi-physics representation and, because the
losses impact the thermal performance, the most important is an effective
magnetic-thermal representation of the device. However, the behavior of the field
also impacts the construction. For example, reducing losses in ferromagnetic
components leads to a need to laminate the cores carrying the magnetic fluxes.
These laminations are usually sub-millimeter in thickness while the dimensions
of the entire device may often be measured in meters. The issues of scale can lead to
huge numerical systems if all the details of the device are modeled accurately. This,
in turn, can lead to extremely long simulation times. However, by representing
some of the smaller components of the device with compact models, the problem
sizes can be reduced significantly with no real loss in accuracy but with a massive
gain in simulation speed allowing the digital twin to run on significantly smaller
hardware systems.

This book provides an overview of the state-of-the-art for many of the issues
described earlier. It has been created by authors who have significant experience in
each of the areas critical to constructing and verifying the validity of a digital twin.
They are recognized international authorities in each of their areas and several have
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been involved in organizations such as the International Compumag Society, the
IEEE and standards organizations. They have made fundamental contributions to
the representation and solution of electromagnetic field problems, the accurate
modeling of materials, the measurement of material properties under the actual
operating conditions experienced within a device, the construction of simulation
systems, the development of verification and validation models for software and the
development of optimization processes for an effective search of the design space.
The book has been edited by three internationally recognized experts in the field:
Dr. Zhiguang Cheng who has decades of experience in electromagnetic analysis,
the validation of modeling and simulation tools, the measurement and prediction of
material properties and, together with a large research and development team, has
been involved in developing some of the world’s largest transformers (with
Baobian Electric, China); Prof. Norio Takahashi (from Okayama University,
Japan), who received the Nikola Tesla award from the IEEE in 2013 for his work in
modeling and design of electrical machines and was one of the leading developers
of numerical formulations of electromagnetic field problems as well as having
considerable expertise in material modeling; and Mr. Behzad Forghani who has
been involved in the development of industrial software tools for electromagnetics
design since the early 1980’s (with Infolytica, Canada—now Mentor-Infolytica, A
Siemens Business) and has been a member of the International Compumag Society
Board for more than two decades. The resulting text represents man-centuries of
experience in efficient modeling, numerical simulation and experimental verifica-
tion of the complex engineering problems encountered in real electromagnetic
devices and explains and identifies the issues that are crucial to anyone developing
or using digital twin representations of such systems.

Although the contents have been created with the transformer designer in mind,
much applies to almost any low frequency electromagnetic device. The initial
chapters in the first part discuss the most often used approaches taken to developing
a numerical representation of the magnetic field. The issues and advantages of each
approach are discussed, and the reader is provided both with the theoretical
development and with computational experiments which demonstrate the effec-
tiveness of the approaches in terms of the problem sizes and typical solution times.
While the representations deal with the basic field equations, constructing an
effective system requires the introduction of knowledge and understanding to
minimize the problem sizes without sacrificing accuracy. Thus, the next sections
deal with issues which are of engineering importance, including optimization
processes for exploring the design space. The theme here is very much “how can we
develop an effective design tool?”. This highlights the needs of the practicing
designer of both speed of simulation and accuracy of solution. However, the
importance of linking the thermal and magnetic field calculations is stressed and, in
many devices, it is the thermal impact of the magnetic field that causes some of the
most severe design issues and leads to many of the engineering problems which
must be solved. The culmination of these discussions is demonstrated by the
simulation system, “Simcenter™ MAGNET™”. This is an example of a com-
mercial tool that implements many of the concepts discussed previously. However,
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no tool can provide for every possibility that a designer wants so the ability to
develop customizations, or shells, shows how the power of the digital twin can be
leveraged for specific performance requirements. Finally, recognizing that the
transient performance of devices is becoming ever more important, an approach for
accelerating these computations is discussed.

Possibly the most interesting component of this book is the detailed review of
material properties and their modeling. Material properties dominate in the solution
of field problems and an understanding of the issues involved, from the behaviour
under non-sinusoidal conditions, in the presence of dc bias and with rotational
fluxes, to the impact of temperature on the behavior is critical in developing an
effective and accurate simulation. An understanding of the properties and their
variances can also help an engineer to understand what levels of accuracy it makes
sense to request from the system. This section of the book draws on expertise in
material property and measurement which is second to none in the world. The work
of Prof. Norio Takahashi (Okayama, Japan) and Prof. Johannes Sievert
(Braunshweig, Germany) is internationally recognized. In addition, the practical
information on making measurements, the effect of core structures on properties
and the design of experimental facilities, based on industrial experience, is extre-
mely valuable in understanding what can realistically be done. This work is very
timely—it deals with issues that are arising because of geomagnetically induced
currents (a problem that all transformers must now be designed to survive),
renewable energy systems, such as wind generation, that create huge time varying
effects and high voltage dc (HVDC) transmission systems. If for no other reason,
this book stands out in the way it discusses the issues with material performance in
a real device.

Notwithstanding the above, no digital twin is acceptable unless its performance
has been validated and verified. The authors of this book have been involved, for
about two decades, with the development of a series of variations of an interna-
tionally accepted test model for software performance validation. The model,
TEAM problem 21, includes many of the basic features found in a large power
transformer and the experimental version of the problem has been built, and its
performance modeled and measured, as co-research projects, jointly organized by
Zhiguang Cheng, Norio Takahashi and Behzad Forghani.

While much of the information provided in the book is of general use to anyone
working on the design of low frequency electromagnetic devices, the last part deals
specifically with issues encountered in large modern power transformers expected
to operate within the new grid architectures that are being proposed. The experience
and knowledge embedded here is likely to be immensely valuable to anyone
involved in transformer design to meet current operational requirements and
international standards.

Overall, this work is an extremely comprehensive review of issues encountered
in the design process for electromagnetic devices. It is a book which is targeted at
both the research engineer and the practicing designer who want to understand the
basis and capabilities of modern simulation systems for electromagnetics. The book
contains knowledge and information from experts in the field developed over
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decades of both research work and practical experience. With over 450 references,
the book contains one of the most comprehensive lists available of the key publi-
cations in the area of electromagnetic-thermal modeling and provides the reader
with the opportunity to dig deeper into each of the areas covered.

David A. Lowther

Ph.D., AK.C.,, C.Eng.(UK), P.Eng. (Ont), F1E.T., F.C.A.E.,, F1E.E.E.
Professor of Electrical Engineering

Department of Electrical and Computer Engineering

McGill University

Montreal, QC, Canada

e-mail: david.lowther@mcgill.ca


mailto:david.lowther@mcgill.ca

Preface

The co-research of the authors of this book, mainly involving 3-D electromagnetic
and thermal modeling and simulation, measurement and prediction of material
properties under standard and non-standard operating conditions, engineering-
oriented benchmarking, based on well-established and collaborative research plat-
forms, and transformer-related industrial applications, goes back to 30 years ago.
This co-publication is based on its former version published in 2009, but is con-
siderably extended, including the authors’ major recent co-research works.

Motivation

The unprecedented high voltage and high capacity of today’s electrical equipment,
the economic pressures, as well as considerations, such as, the environmental
protection, and high reliability within the life cycle, increasingly impose new and
stringent requirements for the efficient and accurate analysis and design techniques,
in particular with regards to the simulation of electromagnetic and thermal behavior,
in large electromagnetic devices.

Modeling and prediction of the electromagnetic and thermal field behavior of
large electrical equipment, especially in the UHV transmission and transformation
engineering, lay the foundation for the in-depth study of topics, such as, vibration
and noise, heating and cooling effects, under actual operating conditions. It involves
material property modeling, large-scale multi-physics, multi-scale numerical anal-
ysis under complex conditions, and validation based on benchmark models,
product-level models, and/or experiments with actual products.

This book aims to report the research works related to the above key projects,
including many valuable measurement and simulation results, to motivate research
teams to promote and participate in cooperation and exchanges in these fields, and
to stimulate the exploration and discussion on future challenging topics.

xi
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Outline of This Book

This book focuses on the engineering electromagnetic and thermal field modeling
and the related applications, taking large power transformers as its industrial
background, and consists of the following five main parts:

(1) An overview of the electromagnetic and thermal field problems in electro-
magnetic devices, the new challenges posed by the UHV transformer engi-
neering, the key research projects, and the foundation of the finite element
method;

(2) The key technologies in solving the electromagnetic and thermal field prob-
lems, the effective solution of coupled electromagnetic and thermal fields, the
API-based customized scripts, and the efficient harmonic balance finite element
method;

(3) The foundation of the material property modeling, the improvement of classical
magnetic measurement methods, the experimental study on magnetic aniso-
tropy of grain-oriented silicon steel, the electromagnetic properties modeling
based on product-level core models, the measurement and modeling of rotating
magnetic properties, and the magnetic measurements of materials and com-
ponents under complex conditions;

(4) The establishment and development of the engineering-oriented Benchmark
Family (P21), the research on the additional core loss, caused by 3-D leakage
magnetic flux, and the validation of engineering effectiveness of its analysis
method and software;

(5) The engineering-oriented application research, including the modeling and
simulation of product-based magnetic-thermal coupling, the transformer DC
bias, and the heating and cooling behavior.

Co-authorship and Edition

This book is the result of long-term collaboration of an international R&D team
composed of members from the Institute of Power Transmission and
Transformation Technology, Baobian Electric, China; State Key Laboratory of
Reliability and Intelligence of Electrical Equipment, Hebei University of
Technology, China; Department of Electrical Engineering, North China Electric
Power University, China; Department of Electrical and Electronic Engineering,
Okayama University, Japan; Mentor-Infolytica, a Siemens Business, Montreal,
Canada; and Physikalisch-Technische Bundesanstalt, IEC Technical Committee,
Magnetic Alloys and Steels, Germany.

The Co-authorship

Herein, the co-authors of all 16 Chapters are: Chap. 1: Zhiguang Cheng; Chap. 2:
Zhiguang Cheng and Norio Takahashi; Chap. 3: Norio Takahashi; Chap. 4:
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Behzad Forghani; Chap. 5: Junjie Zhang; Chap. 6: Xiaojun Zhao; Chap. 7: Norio
Takahashi; Chap. 8: Zhiguang Cheng, Lianbin Shi, and Johannes Sievert; Chap. 9:
Tao Liu; Chap. 10: Yongjian Li; Chap. 11: Zhenbin Du, Meilin Lu, and Fulai Che;
Chap. 12: Zhiguang Cheng, Norio Takahashi, Behzad Forghani, and Lanrong Liu;
Chap. 13: Zhiguang Cheng, Chen Chang, and Dongjie Wang; Chap. 14: Lanrong
Liu, Jie Li, and Fulai Che; Chap. 15: Mansheng Guo; Chap. 16: Weige Wu and
Gang Liu.

Edition and Review

A number of illustrated figures and tables of the book were compiled and updated
by Chen Chang and Lianbin Shi. Dongjie Wang organized the English edition. The
English text for the illustrations in Chaps. 3 and 7 was edited by Meilin Lu.
Sajid Hussain and Dexin Xie were invited to review the manuscripts. All the
authors contributed to the review process and the editorial work.
The final compilation, review, and edits of all the manuscripts of the book were
performed by Zhiguang Cheng, Behzad Forghani, Yongjian Li, and Xiaojun Zhao.

The Authors’ Expectations

This book is intended to be helpful to engineers, researchers, and postgraduate
students majoring in electrical engineering, with an emphasis on efficient
electromagnetic-thermal analysis methods, accurate material properties modeling,
rigorous validation of the effectiveness of numerical modeling and simulation, and
thorough considerations and discussions on the future research projects, e.g., the
modeling and simulation of coupled electromagnetic-thermal-fluid fields, and
coupled electromagnetic-vibration-noise fields. The authors are grateful for all the
comments, suggestions, and discussions on this book, which will be very helpful
for further co-research.

Baoding, China Zhiguang Cheng
Montreal, Canada Behzad Forghani
June 2019
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Field Problems and FEM Fundamentals



Chapter 1 )
General Survey of Engineering e
Electromagnetic and Thermal Field

Problems

Zhiguang Cheng

Abstract A number of key problems in the modeling and application of engi-
neering electromagnetic and thermal fields, involving the advanced material
property modeling under complex working conditions, the efficient analysis method
and simulation software, and the rigorous examination of the effectiveness and
usefulness of large-scale modeling and simulation, are briefly outlined. Based on
the industrial background in large power transformers, considering the rapid
development of modern transmission and transformation technology and equip-
ment, the major and very challenging research projects, mainly concerned with the
modeling and prediction of transformer core loss and stray-field loss, and the
multi-physics simulation requirements, for addressing the heating and cooling
issues, are highlighted. This chapter provides a short overview of the evolution of
modeling and simulation worldwide and stresses that today the simulation of the
electromagnetic and thermal fields can be performed with considerable accuracy,
even though there are still some important studies that need to continue. Finally, the
overall composition of this book is introduced.
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1.1 Overview of Engineering Electromagnetic
and Thermal Field Modeling

The analysis, design, manufacture, and operation of electromagnetic devices
involve a large number of coupled multi-physics simulations. Engineering elec-
tromagnetic field analysis is the basis for studying the problems of loss, heating and
cooling, electromagnetic force, vibration and noise, and so on. These performance
parameters are closely related to reliable, safe, economical and environmentally
friendly operation of electromagnetic devices throughout their life cycle.

It is difficult to analyze the large-scale engineering electromagnetic and thermal
fields precisely for reasons including but not limited to the complex mathematical
description and the numerical implementation of the coupled multi-physics prob-
lems; the modeling and simulation of very large electromagnetic devices, which
become quite challenging, because of the existence of many types of multi-scale (or
space multi-scale) problems brought about by factors such as the coexistence of
large and complex geometric entities (e.g., more than 10 m level) and lamination
structures (e.g., silicon steel sheet thickness usually not greater than 0.3 mm), and
shallow field penetration depth (e.g., less than 1 mm); the lack of geometric or
physical symmetry in the strict sense in the structure of large electromagnetic
devices; the measurement and prediction of the characteristics of various materials
and components in the solved region varying with external conditions such as
excitation (e.g., multiple harmonics, DC bias), stress and temperature.

Looking back on the history of engineering electromagnetic and thermal field
research, and its industrial application, in the past it was necessary to make sig-
nificant simplifications, due to the limitations in the computing resources, when
solving these problems. In the early stages of the industrial applications, simula-
tions were performed using the 2D static field [1] solver, and later, the simulations
gradually developed into 3D transient nonlinear field solutions. The problems more
concerned about in electromagnetic design can be solved by decoupling the actual
coupled fields or by implementing the so-called “weak coupling”.

Much of this book is devoted to the problems related to the computation of
low-frequency engineering electromagnetic and thermal fields. Based on large
power transformers [2, 3], the engineering science problems and the key and
generic technologies related to the modeling and application of engineering elec-
tromagnetic and thermal problems are deeply investigated herein and mainly
include:

(1) The study of engineering-oriented material property modeling, involving the
vector electromagnetic properties of magnetic materials [4, 5] and their stan-
dardization, and the working properties of materials accounting for the practical
operating conditions; and then the establishment of a platform and database for
material property measurement and prediction under “standard” and various
“non-standard” conditions.
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(2) Compelling requirements for research and development of effective analysis
methods, with stable convergence, and software for large-scale electromagnetic
and thermal field problems that supports deep saturation, strong nonlinearity,
anisotropy and time asymmetry (including time multi-scale), the development
of efficient and parallel solutions for super-large algebraic equations [6-9], and
the improvement of the efficiency of large-scale product-level modeling and
simulation [10].

(3) Verification of the effectiveness and usefulness of the electromagnetic and
thermal analysis and corresponding computation software, i.e., these methods
and software are supposed to provide sufficient, stable, and acceptable accuracy
for the solutions to various complex problems and provide stable convergence
in large-scale calculations, which needs to be validated with benchmark
models, rigorously investigated and tested based on product-level models and
actual products, and incorporated into industrial processes [11].

(4) Systematic study of the solutions to the problems related to engineering elec-
tromagnetic and thermal fields, in combination with the knowledge and expe-
rience of the experts in design, application, and manufacturing, is needed to
establish a mature expert system by combining the material modeling,
high-performance computation, and effective validation [10, 11].

As well known, it is not easy to make all problems very clear before product
design, manufacturing, and even later product renewal. In other words, there will
always be some problems to be further completely solved, whether or not the
product is already made. Understandably, designers may rely more on the long-term
accumulation of design, manufacture, test, and operation aspects when the problems
they face are still at the research stage or without adequate technical support; that is,
they may rely on “experience” to decide some new schemes and/or conduct costly
“destructive” tests of products. In any case, we must always try to overcome those
“bottlenecks,” although it needs time and great perseverance.

1.2 New Challenges Posed by UHV Transformer
Engineering

The rapidly growing demand of the global power industry and the pressure to save
energy, protect the environment, improve the quality of power supply, among
others, have challenged the traditional transformer design and manufacture. In the
face of the emerging problems, it is essential to strengthen applied basic research
and not stick to convention. In the field of modern transformer engineering, a
number of new problems related to engineering science and technology need to be
solved by promoting in-depth exchanges of ideas in the field, through the academia.

In this respect, J. Turowski took the lead in initiating the advanced research
workshop on transformers and held international workshops (in Spain) in 2004 and
2007. The purpose was to provide a forum for scholars from industrial engineering
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and scientific research communities, all over the world, to exchange ideas on the
development of modern transformers, the difficulties and the problems to be solved,
and to further discuss issues of common interest, including transformer technology,
high-voltage insulation materials, heating and cooling, coupled multi-physics
analysis, fault diagnosis, stray loss control [12, 13], and energy saving and relia-
bility of large transformers. J. Turowski’s systematic research on the stray-field loss
problems and the simplified and fast calculation of the stray losses over the years
has attracted the attention of the researchers and designers. Based on years of
research findings and accumulation of industrial application experience, he led the
development of a 3D reluctance network method (RNM-3D), which has been
verified by applying it to industrial problems, as a fast and effective expert
approach. A series of improvements have been made through fundamental research
and development to the electromagnetic computation program, which has been
applied by transformer companies in several countries [14—19].

Since 2009, a series of International Colloquiums “Transformer Research and
Asset Management” have been organized and held in Croatia by Z. Stih et al. So
far, four (in 2009, 2012, 2014, and 2017, respectively) colloquiums have been held.
Representatives from well-known transformer manufacturers, scientific research
institutions, and universities have attended the conferences. Three aspects, materials
and components, numerical modeling, and transformer life management, were the
focus as main topics.

All the international workshops on transformers held in Europe have been
actively supported by the CIGRE (International Council on Large Electric Systems)
and have also attracted close attention from transformer manufacturers and experts
in the field of transformer design, manufacturing technology, and advanced
research. Z. Cheng of Baobian Electric (the author of this chapter) participated in
the international workshops on transformer research held in Croatia in 2009 and
2012 [20, 21].

The continuous progress of power transformation technology and industry has
been witnessed and driven by all of this. It has been a long course since the world’s
first closed core-type transformer came into being (in 1884, as shown in Fig. 1.1)
[3], and so many milestones have been achieved in the voltage classes and single
unit’s capacity of the power transformers. With the tremendous progress of the
global transformer manufacturing industry, the transformer manufacturing industry
in China has shown sound development momentum. Having been tested through
technological development and system operation over the time, all the key tech-
nologies of power transformers with voltage levels of 500 kV and above, including
the design, manufacture, test and installation, operation, and maintenance, have
matured and have accumulated much experience. Moreover, the domestic trans-
former design and manufacturing experience have been enriched through cooper-
ation with overseas partners. A series of flagship products created by transformer
manufacturers in China have broken one record after another.

The ODFPS-1000MVA/1000 kV UHV (ultra-high voltage) AC transformer
with the world’s highest voltage level and maximum capacity of a single unit was
developed in Baobian Electric., China (in July 2008), and successfully passed all
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Fig. 1.1 First closed core
transformer (1884, Ganz)

specified tests. It was also developed for the world’s first commercial UHV project,
the 1000 kV Jindongnan-Nanyang-Jingmen UHV AC Test and Demonstration
Project, as shown in Fig. 1.2a. The UHV transformer mainly includes an auto-
transformer body, a voltage regulator, and a low-voltage compensator, with
advanced technology and rational structure. The transformer has excellent electri-
cal, mechanical and thermal performances, and its key indicators such as insulation
tolerance, partial discharge, temperature rise and noise, all reach the level of
excellence at the international level for transformer products, making it the flagship
product of UHV transformers. Compared with 500 kV transmission lines, UHV
lines have the advantages of high transmission power, low power loss, small floor
area, and low comprehensive cost. With the development of UHV grid in China,
problems such as insufficient transmission capacity of existing 500 kV grid can be
solved, the transmission efficiency can be improved, and the investment cost and
environmental pressure can be reduced.

The major transformer manufacturers in China have all kinds of excellent pro-
duction and test facilities at the international level, as well as the design, manu-
facture, and test technologies for the AC transformers with a voltage of up to
1000 kV and a single capacity of 1000 MVA, the converter transformers and
reactors with DC % 800 kV (as shown in Fig. 1.2b) and above, and technologies
for nuclear power transformers, large shell-type transformers, various special
transformers, dry-type transformers, amorphous alloy transformers and distribution
transformers, among others. This is recognized worldwide.

It should be noted that even if the milestone products such as 1000 kV/
1000 MVA AC and &+ 800 kV DC (even up to & 1100 kV DC) transformers
have been produced and put into operation, some deep-seated engineering science
and key technical issues still remain and need to be further studied and face a series
of new challenges from the UHV transformer engineering, including stricter
requirements for energy saving and consumption reduction, economic, and
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Fig. 1.2 UHVAC/DC transformers (Baobian Electric., Baoding)
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environmentally friendly operation, and improvement in reliability, among other
important projects. A forward-looking transformer manufacturer would see itself
clearly, paying close attention to the progress of transformer research in the world,
actively invest in manpower and R & D resources, and focus on core technology
issues and work on a down-to-earth basis.

1.3 Some Key Research Projects

It is believed that under the new situation where the power system is highly
developed, the key projects related to electromagnetic and thermal modeling of
power transformers that need to be further studied mainly include, but are not
limited to, the followings.

1.3.1 Accurate Analysis of Total Core Loss

The analysis of the electromagnetic and thermal fields in the transformer core is
very complicated, in which the nonlinearity, anisotropy, 3D non-uniform distri-
bution of alternating and rotating flux, over-excitation, harmonic and DC bias
effects may be involved.

(1) The alternating flux in the transformer core limb and yoke, and the losses
caused thereby, wherein problems related to the 3D large multi-scale and
non-uniform electromagnetic and thermal fields are involved;

(2) The rotating flux at the T-joint of the iron core and the resulting loss density

concentration caused thereby. It is reported that in large transformers, huge
economic losses have been brought about by overheating caused by the
excessive loss density at the joints of the core, which leads to the return of large
products to the factory for processing. The complex flux distribution at the joint
of the iron core, coupled with the 3D distribution of flux passing through the air
gap in the joint, has brought difficulties to material modeling and accurate
analysis of the electromagnetic field.
In addition, the determination of the exciting power at the joint of different core
materials and joint types of lamination, and at the limb and yoke, as well as the
separation of the total exciting power at different positions is also complex and
worthy of attention.

(3) Additional core loss caused by the leakage magnetic flux of transformer
windings, entering the core (particularly the component of leakage flux per-
pendicular to the core lamination). The iron core of the power transformer is
formed by a stack of laminated sheets of different widths in a given inscribed
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circle. The lamination with the smallest width (in multi-stage laminated core) is
called the “outermost core lamination” in transformer engineering. The eddy
current losses induced in the outermost core lamination, due to the perpen-
dicular component of the leakage flux, cannot be ignored. Moreover, such loss
is different from the “standard” iron loss measured by the standard method and
can be called additional iron loss, which probably results in excessive con-
centration of loss density. Notice that this loss is also called “surprising loss” in
reference [12]. As an effective response in transformer design, such core
lamination is divided into “narrow strips” in the longitudinal direction to reduce
eddy current loss. See Chap. 13 of this book for more detail.

A custom software tool for the design and calculation of the outermost core
lamination (other layers closely adjacent thereto may also be considered) and
the core tie-plate adjacent thereto needs to be developed to calculate the loss
and the temperature rise of the components [22, 23]. The precise analysis of the
rotational power loss caused by the rotating flux at the T-joint is a tough job and
requires extensive experience in product design and testing. Designers are
required to be experienced in dealing with rotational power losses for different
capacities, core structures and joint types (e.g., multi-step lap joint). The core
loss is often multiplied by a “loss factor” (or building factor) in design and
calculation to give an overall consideration.

Experience in design and manufacture indicates that the advantage of
high-quality silicon steel sheet is actually weakened when the ratio of the zone
affected by rotating flux of core to the total volume of the total magnetic circuit
is relatively large.

In the construction process of UHV AC and DC power transmission project,
multi-harmonic, DC bias, no-load and load over-excitation are found in large
transformers. Therefore, manufacturers are required, by the power system, to
promise that their products could withstand the specified level of
over-excitation and DC bias. Therefore, the accurate measurement and pre-
diction of electromagnetic properties of iron core under complex operating
conditions (e.g., harmonic and DC bias excitation), including core loss, exciting
power, magnetization, magnetostriction, etc., are required to further investigate
the electromagnetic, thermal, mechanical and acoustic (vibration and noise)
behaviors of the device under the above conditions, so as to formulate the
corresponding standards for tolerance. Chapter 15 of this book shows the
DC-biased transformer modeling in some detail.

On the other hand, it should be noted that significant progress has been made in
silicon steel manufacturing technology and very low loss, very high magnetic
induction, and low noise products. This also puts forward higher requirements
for the design, modeling, and simulation of major equipment and the property
modeling and selection of new materials.
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1.3.2 Efficient Solution of Transformer Winding Loss

The total loss of transformer windings, as usually considered in electromagnetic
design, includes several loss components: (1) the resistive loss, and it is the major
part of the total winding loss and even the load loss; (2) the eddy current loss in
conducting wires of the windings, caused by 3D leakage flux, and it is dependent on
both the wire’s size and the electromagnetic field distribution; (3) the circulating
current loss generated in parallel wires of transformer winding, due to the
non-uniform leakage flux linked with closed parallel wires of the windings,
although the transposition technology for such parallel wire structure has been
widely applied in transformer winding design and manufacture.

In order to model and predict the winding’s losses, probably taking account of
the effect of the heavy current leads, some specialized calculation method and
design-oriented programs have been developed by designers and application
engineers based on long-term design and application experience. Refer to Chap. 5
of this book for a script used for winding’s performance analysis.

However, it is still challenging to accurately compute the total loss of trans-
former winding in the cases of very complex windings’ structure and/or
non-sinusoidal excitation conditions (e.g., including harmonic and/or DC bias).
Moreover, in the related modeling and simulation of coupled electromagnetic and
thermal fields, the effect of the non-uniform temperature on electromagnetic
properties (e.g., conductivity or permeability) of all the related material and com-
ponents should be taken into account.

1.3.3 Modeling and Control of Stray-Field Loss
in Structural Parts

In addition to the losses in the windings, the stray-field losses in structural parts,
mainly distributed in the transformer oil tank and various solid and laminated
components (using magnetic or non-magnetic materials), including core tie-plates,
clamps, and different kinds of shields, etc., are a problem that needs special
attention and an in-depth study. The study of stray-field loss is of great significance
to energy conservation and consumption reduction, avoidance of possible haz-
ardous local overheating, and the improvement of operational reliability [11, 12].
To reduce the loss, first of all, the distribution of the loss, the key factors
affecting the loss distribution and the effective measures to control the loss, should
be ascertained. Some of the structural designs adopted in the project have gone
through a lot of twists and turns from being conceived, tested, and improved to
being optimized into a mature design and are not so easy to be quantitatively
analyzed and evaluated, involving the large-scale complicated structures, the
working properties of materials and components, the 3D multi-scale modeling and
simulation, and the effective prediction of electromagnetic and thermal behavior.



12 Z. Cheng

In order to reduce the stray-field loss in structural components, for instance, the
designers’ efforts include as follows: 1. Non-magnetic steel is locally used in the oil
tank of ordinary magnetic steel, i.e., to form a hybrid steel structure, to reduce loss,
and to avoid hazardous local overheating; a natural question would be under what
circumstances does non-magnetic steel need to be used and how can it be deter-
mined, and how to correctly evaluate the general effect of the hybrid structure
composed of magnetic and non-magnetic steels; 2. the principle of material
(magnetic steel and non-magnetic steel) selection and the structural design of the
transformer core components (including core tie-plates and clamps) is determined;
3. the optimized design of magnetic and electromagnetic shields, the stray-field loss
control, and the related application research on various effective measures for
reducing the total loss and the local loss density must be carried out.

Note that the testing electromagnetic analysis methods (TEAM) benchmark
problem 21 (3D stray-field loss model: Benchmark Family, available at www.
compumag.org/team) has been well-established by the authors to study and validate
the modeling and simulation available of the stray-field losses in transformer
components. See the Chap. 12 of this book for more detail.

1.3.4 Numerical Prediction and Measurement
of Electromagnetic and Thermal Fields

The heating and cooling in transformer engineering is a complex coupled
multi-physics problem, involving 3D electromagnetic, thermal and oil flow fields,
even considering the forced oil flow in large oil-immersed type transformers. The
temperature distribution and local overheating, particularly the hot-point tempera-
ture rise, are still common concerns for manufacturers and the power system. It is
considered a knotty issue in both experimental study and design calculation, as so
many factors could affect the accuracy of the result, such as the deviation of 3D
multi-field coupled modeling, the inaccuracy and incompleteness of the integrated
performance parameters of materials, and the empirical formulae adopted, which
often cannot meet the design requirements.

As mentioned above, the solution to the above problems is closely related to
material property modeling. Establishing a property database for materials (and
components consisting of such materials) operating under standard or possible
working conditions to meet the needs of industrial applications is, therefore, a key
topic.

In addition to these key projects that must be studied in-depth, the following
practical problems or needs that may arise should be fully taken into account, such
as: The post-processing of the general commercial software cannot meet the special
but important needs of users; the software is not adapted to complete property data
support provided by advanced material modeling; computational efficiency is not
satisfactory, or application engineers cannot develop “customized scripts”
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according to certain necessary requirements based on the field calculation results of
some commercial software (see Chap. 5 of this book for the development of script
in some detail). The dilemma of high computational cost needs to be solved, and
both the convergence and stability in large-scale calculation should be improved.

Note that Chap. 14 of this book demonstrates the electromagnetic and thermal
modeling based on large power transformers, and furthermore, a typical heating and
cooling model used for transformer engineering is well-established by the authors
in Chap. 16 of this book, to facilitate the study of effective modeling and simulation
for transformer heating and cooling.

1.4 Realization of Accurate Modeling and Simulation
of Electromagnetic and Thermal Performance

The comprehensive performance analysis of the electromagnetic device has come a
long way since the very beginning. Looking back, in the early days of computer
application (more than 40 years ago), the author of this chapter and his colleagues
did not have their own computers and rented computers from other units. Moreover,
limited to the 1O technology back then, the program input required paper tape; i.e.,
the program and the data had to be “punched” on the paper tape in advance, and the
source program tape had to be manually modified. Figure 1.3 shows the punch
machine used by the author in the 1970s and the manual tool used to modify the

(a) Puncher for making paper-tape program  (b) Hand tool for modifying paper-tape program

Fig. 1.3 Old tools used for making and modifying paper tape program (the 1970s)
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Fig. 1.4 3D finite element calculation model of typical transformer (by Simcenter MAGNET)

program (can be called as punch board). It must be hard to imagine the difficulty of
manually modifying a program statement. Over time, the round holes in the steel
punch board had been polished into oval shape. It was a witness of hard work of the
application engineers in the “primitive days” of the computational electromagnetics
(CEM). These pictures, like the first closed core transformer in 1884 to today’s
UHV transformers, hopefully, will inspire future generations to stay forward in the
research and development process.

Fortunately, with the rapid development of power transmission and transfor-
mation systems and related manufacturing industries, it has become increasingly
necessary to solve the problems using large-scale 3D coupled multi-physics sim-
ulation systems. As the theoretical basis for solving the thermal, mechanical and
acoustic (vibration and noise) problems of electromagnetic devices, the research
and industrial applications of international computational electromagnetics have
made great progress [24]. Today, the 3D finite element model established in
Fig. 1.4 (using Simcenter MAGNET) along with the corresponding electromag-
netic and thermal modeling and simulation has become an ordinary application
example.

As the two top international conferences held alternately, Compumag and
IEEE CEFC have played an irreplaceable leading role in the sustainable develop-
ment of computational electromagnetics. It is noted that the plenary speech (title:
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Some Key Developments in Computational Electromagnetics and their Attribution)
given by C. W. Trowbridge and J. K. Sykulski at the Compumag 2005, China, can
be regarded as a historical overview on international computational electromag-
netics. In the speech, the milestones in the field up to the turn of the century were
reviewed, and the remarkable contributions of many pioneers were cited [25]; those
outstanding achievements include:

Delaunay meshing

Kelvin transformation

Automatic “cutting” of multiply connected regions
Incomplete Cholesky conjugate gradient method (ICCG)
‘Edge elements’ and differential forms

Dual energy methods

Material modeling

Forces

Motion

Fast multipole

Transmission-line matrix (TLM) method
Finite-difference time-domain method (FD-TD)
Finite integration.

As well known, the analysis and design of electromagnetic devices are the two
key links. The purpose of analysis is to model and predict the comprehensive
performance of electromagnetic devices and key structures. Only the hot-spot
temperature rise prediction [11, 17] in large transformers, which endangers the
product safety and reliability service, is taken as an example here. It is still a
problem to be solved for both numerical modeling and experimental study and
involves the engineering effectiveness and feasibility of correctly handling the
coupling of multiple electromagnetic fields, temperature fields, and fluid fields. It
also involves reasonable simplification of practical engineering electromagnetic and
thermal field problems, material property modeling under operating conditions, 3D
finite element mesh generation, efficient solutions [26], improving the calculation
efficiency and accuracy of large and complex engineering electromagnetic and
thermal field problems [10], and scripting for special engineering needs.

In order to effectively reduce the computation cost of large and complex elec-
tromagnetic and thermal field problems, a series of efficient algorithms have been
proposed and implemented, such as the homogenization models of the laminated
core [6, 7, 26-28], the sub-region perturbation finite element method [29], the
domain decomposition method [30], and the element by element parallel finite
element method [31-34], which significantly improve the efficiency in solving large
multi-scale complex problems.

By now, the accurate modeling and prediction of the comprehensive perfor-
mance of large electromagnetic devices are no longer a dream, thanks to the rapid
improvement of computer technology and high-performance computing capability,
the construction of virtual numerical laboratory, the development of cloud
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computing, the multi-physical field coupling technology, and the maturing com-
mercial software. As David Lowther pointed out that, in his plenary speech entitled
“The Design of Electromagnetic Devices: From Simulation to Reality” at
Compumag 2017, Korea, the simulation of the physics system can now be per-
formed with considerable accuracy, the performance predicted often deviates from
that measured on the actual physical device. This is due to the uncertainties
involved in the input data to the system such as the material properties, the physical
dimensions, the operating conditions.

The accurate modeling and prediction of the performance of electromagnetic
devices, as “digital twins” of the physical devices, can be fully realized, so as to
finally reach the design target. Certainly, it is needed to further study and solve the
key problems that lead to the deviations encountered in modeling and simulation, in
order to confidently construct and verify the validity of the digital twin.

1.5 Overall Composition of the Book

This book is primarily written to study the engineering electromagnetic and thermal
modeling and related issues in the industrial application. Based on the large power
transformers, the book brings together the major engineering scientific research
achievements made through the long-term cooperation among the R&D teams of
researchers from China, Japan, Canada, and Germany (Hebei Key Laboratory of
Electromagnetic and Structural Performance of Power Transmission and
Transformation Equipment, Baobian Electric; State Key Laboratory of Reliability
and Intelligence of Electrical Equipment, Hebei University of Technology; North
China Electric Power University, China; Okayama University, Japan; Mentor
Infolytica, a Siemens Business, Canada; IEC Tech Committee (Magnetic Alloys
and Steels), Germany), including the recent important contributions created by the
joint team in material modeling [35-38], electromagnetic calculation methods [39—
43], benchmarking-based validation [44—47], and industrial application [48-51].
It consists of five parts. The main contents of each part are as follows: (1) An
overview of engineering electromagnetic and thermal field modeling, the new
challenges arising from UHV transformer engineering with the rapid development
of manufacturing industry, the modeling and simulation under complex operating
conditions, and the foundation of finite element method; (2) a number of key
problems in modeling and simulation of engineering electromagnetic and thermal
fields, including the engineering-oriented coupled electromagnetic and thermal field
solutions, customized API-based script development, and the harmonic balance
finite element method (HBFEM) and its application; (3) the foundation of the
magnetic materials’ property modeling, the experimental study on the anisotropy of
silicon steel sheet and the performance of square and ring iron cores of product
level for engineering-oriented requirements, the measurement and modeling of
rotational magnetic properties, and the magnetic measurement and prediction of
materials and components under complex operating conditions; (4) the
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establishment and development of the Benchmark Family (P21), the determination
of the additional core loss caused by 3D leakage flux in the GO silicon steel
laminations, the validation of engineering effectiveness of analysis method; (5) in-
dustrial application, including electromagnetic and thermal modeling based on large
power transformers, the engineering-oriented investigation of DC-biased trans-
former, and modeling and validation of thermal fluid field of transformer winding
based on a well-designed heating and cooling model.

In this book, the close combination of advanced and efficient numerical analysis
methods with reliable and accurate material’s working property modeling and the
rigorous validation of effectiveness of modeling and simulation is strongly
emphasized in response to the growing demand of engineering science research and
industry development.

In addition, the basic formulation and numerical implementation based on dif-
ferent potential sets, the well-established magnetic measurement and benchmarking
system, the application research based on product-level model or large power
transformer, and the valuable experimental and computational results are presented
in detail and in a way that is easy to understand.
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Low-Frequency Electromagnetic Fields gt
and Finite Element Method
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Abstract Electromagnetic field analysis is the basis for solving the engineering
coupled electromagnetic and thermal field problems. Based on the low-frequency
Maxwell’s equations, some key problems concerning the formulations and
numerical implementations of typical 3-D eddy current analysis methods, using
different potential sets, such as A-V-A (or employing a reduced vector magnetic
potential A, to convert to A,-V-A,) and T-¥-Y, are briefly explained. Furthermore,
the numerical solvers based on different potential sets have been developed by the
author’s group and verified in the Testing Electromagnetic Analysis Methods
(TEAM) benchmarking practices. In this chapter, the Galerkin weighted residual
method, a key technique in numerical implementation, is elaborated, and the
effectiveness of edge element, for example, in effectively reducing computational
cost in industrial applications is discussed. Strengthening the theoretical basis of
finite element analysis of electromagnetic fields and correctly understanding the
significance of the combination of advanced numerical computation with accurate
material property modeling will be more helpful in improving the effectiveness of
modeling and simulation and further promoting the use of simulation in industrial
applications.
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2.1 Introduction

The related problems involved in engineering electromagnetic and thermal fields
are often highly complex. For example, in power transmission and transformation
engineering, the critical heating and cooling issues of large power transformers are
closely linked to the coupling of electromagnetic field, temperature field and the oil
flow field of forced movement. In addition, the influence of temperature, and even
stress, must also be considered in electromagnetic property modeling of materials
and components, such as nonlinearity, anisotropy and hysteresis of various mate-
rials that are inherently complex. However, people do not leave themselves help-
less, always trying to solve complex problems, step by step. Moreover, in order to
solve the thermal field problem, the power loss, that is the heating source, must be
accurately determined first, so electromagnetic field analysis is the basis for solving
the problems related to coupled electromagnetic and thermal fields.

There are many classical literatures and monographs on the numerical compu-
tation of engineering electromagnetic fields [1-27]. The governing equations of the
commonly used eddy current calculations, which can all be derived from Maxwell’s
equations, and appropriate boundary conditions, gauge and information of field
source configuration are introduced to form a definite solution problem. The state
variables used may be the field quantities to be solved, such as electric field
intensity E and magnetic field intensity H, or the vector potential and scalar
potential, as well as potential sets thereof.

The finite element method (FEM) is a mature numerical method in industrial
applications and is also the main numerical calculation method used in this book.
Finite element, as a specialized term, first appeared in 1960 [3]. The usability of
finite element was first demonstrated by O. C. Zienkiewicz in the late 1960s and
was quickly extended to many application fields in the 1970s.

As far as electrical engineering is concerned, although A. M. Winslow adopted
the complete concept of finite element as early as 1967 [6], the finite element
method in its present form was applied and popularized by P. P. Silvester and his
colleagues two years later [7]. At that time, the element type was mainly nodal
element (or node-based element), the edge element (or edge-based element) was
first proposed by Fraeijs de Veubeke [4], with its variable defined differently from
nodal element, and the constraint of normal continuity of variables along the edge
of the element was removed. Raviart and Thomas solved the two-dimensional
problem by using the edge element method in 1977, and J. C. Nedelec established a
3-D mixed element model including edge elements and nodal elements by using
tetrahedron and hexahedron elements in 1980 [8]. Since the early 1980s, the rapid
development of edge element has attracted extensive attention from the interna-
tional computational electromagnetics community, particularly in theory, numerical
implementation and application [26-53]. Moreover, in some applications, the edge
element shows its irreplaceable advantages. At the Compumag-1997, in Brazil, a
specially arranged discussion meeting on edge element was held. A. Bossavit,
Z. Cendes, T. V. Yioultsis, J. P. Webb and G. Mur shared their views in the
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discussions, which basically reflected the international computational electromag-
netics community’s understanding of all aspects of edge element. The theory and
practice of edge element have been quite mature, promising a broad prospect of its
academic and industrial application.

Edge element and nodal element are two main members of the finite element
family and have achieved success in applications. As pointed out by the researchers,
they do not replace each other and tend to develop in parallel. It is also shown in
research and application that the combination of the two may be more promising,
i.e., vector potentials are represented by edge elements, and scalar potentials are
represented by nodal elements.

After a very brief review of the FEM as the foundation of electromagnetic and
thermal field modeling, this chapter follows the low-frequency Maxwell’s equa-
tions, introduces several eddy current analysis methods based on various potential
sets [24, 25], deduces the basic formulation and numerical implementation and
explores the internal relations among various algorithms. The edge element is also
briefly discussed and compared with the nodal element, based on the discrete data
for the same problem (e.g., total degrees of freedom, number of nonzero entries in
the coefficient matrix, etc.). Moreover, based on a typical A-V-A method, the main
derivation process is demonstrated.

Finally, it should be emphasized that the solid theoretical basis for the finite
element analysis of electromagnetic fields, the efficient methods of computation, the
accurate modeling of material properties and the tight link between them are most
important in improving the effectiveness of modeling and simulation and further
promoting the use of simulation in industrial applications.

2.2 Maxwell’s Equations

The Maxwell’s equations created by J. C. Maxwell (1831-1879) consist of the
following four basic equations:

oD
VXH—J'FE (2.1)
V-B=0 (2.2)

OB
VXE__E (2.3)

V - D = p (whenignoring the effect of accumulated charge in the conductor p = 0)
(2.4)
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The fifth equation can be obtained from the above equations, that is, taking
divergence to the first equation and using the result of the fourth equation, it is
derived that

ap

V-J=- o (2.5)
which satisfies the following constitutive equations:
B =uH (2.6)
D =¢E (2.7)
J=0cE (2.8)

The low-frequency electromagnetic and thermal field are the main research
project in this book. %—? in (2.1) can be omitted under the condition of low fre-

quency, considering constitutive relation (2.8), and (2.1) can be rewritten as
V xH =cE (2.9)
In general, the phasor form of Eq. (2.1) is
V x H = (¢ +jew)E (2.10)

In the case of low frequency, the second right-hand term of (2.10) can be
ignored.

The basic equations related to the complete low-frequency electromagnetic field
include the field differential equation and the constitutive equations. Nowadays,
with the development of international computational electromagnetics and its
application, a series of electromagnetic field analysis methods, based on various
“potential sets”, have been highly developed and very mature. However, the
electromagnetic properties of all the materials involved in the constitutive equations
of the basic equations have become the focus of attention.

The material property parameters, o, ¢ and u, relate the basic field quantities J,
D, E, B and H. Because of the urgent need of scientific research and industrial
application, modern material modeling technology endows “g-¢-u” with more
connotation, such as nonlinearity, time asymmetry, anisotropy and so on. The
modeling of electrical, magnetic and thermal properties of electrical engineering
materials under standard and non-standard conditions is the basic guarantee for
performing effective electromagnetic and thermal analysis. Therefore, both,
advanced methods of computation and advanced material models are required.

The material modeling under complex conditions, the implementation and val-
idation of efficient algorithms are interdependent. It is very complicated to model
the electromagnetic and other properties of materials under the actual conditions.
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The real working conditions of component materials are usually different from the
artificially imposed “standard” conditions for testing the properties of materials. In
addition, the properties of materials often depend on external conditions such as
temperature, frequency and stress, and the real excitation conditions are much more
complicated than the imposed “standard” excitation conditions. The natural ques-
tion is how to properly evaluate the engineering effectiveness of the standard
property data and how to correctly handle the calculation results based on the
standard property data. The author does not believe that the more complex the
problem being studied, the better; however, the measurement and prediction of the
“working characteristics” of materials and components under complex conditions is
critical to ensuring the effectiveness of modeling and simulation. See Chaps. 7-11
of this book for further details on material modeling.

2.3 Governing Equations for Analysis of Low-Frequency
Eddy Current Problems

In the 1980s, the methods of calculating 3-D eddy currents based on various
potential sets were fully discussed. The A-V-A and T-y-y are two basic eddy
current analysis methods, in which A and T are magnetic vector potential and
current vector potential, and V and ¥ are electric scalar potential and magnetic
scalar potential, respectively [24, 25].

A-V-A can easily solve general complex problems, such as nonlinearity, multiply
connected regions, multi-subdomains and non-uniform conductivity in conducting
regions, which are often encountered in electrical engineering. In the implemen-
tation of Galerkin, the interface conditions are naturally met. However, it still has
the following disadvantages: It uses vector potentials in the eddy current-free
regions, requiring a large amount of memory and a long CPU time. Further research
suggests that while A-V-A based on nodal element uses magnetic vector potential
A in the entire domain, when the Coulomb gauge condition is implemented by
inserting penalty function term in the governing equation and there is a great
difference in the magnetic permeability between the conducting region and the
non-conducting region, the continuity of A and the discontinuity of permeability u
at the interface will force V - A at the interface to jump, which will lead to the
decrease of accuracy at the interface. For this reason, O. Biro and others proposed
to make the normal component A,, of A discontinuous at the interface to solve this
difficulty [27].

T-y-y is another effective method for eddy current analysis. However, despite
the many advantages the traditional T-y/-y has, such as fewer unknowns and simple
numerical implementation, it generally cannot solve the problems of multiply
connected regions. There have been some remedies, for example, filling holes in the
multiply connected domain with extremely low-conductivity materials, artificially
transforming the multiply connected problems into simply connected ones.
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Table 2.1 Dual relations of equations of A-V-A and T-y-y in conducting regions

Methods A-V-A T-v-¥
Definition of B=V xA J=VXxT
vector potential
i 1 1
Governing H=-VxA E=-VxT
equations in u o
conducting o VxH=VxT
; E=—— A
region V x 8t(v>< ) Vx(H-T)=0
VX(E+%—A):0 H-T=-Ve¢
M g H=T-Vy
E+—=-VV
+ ot
0A
E=——-VV
ot

VxiVxA+a(f +VV)=0

VxIvxT+2(uT-Vy)=0

For nodal elements, Coulomb
gauge is adopted and penalty
function term is introduced

~viv.a
u
1 1
Vx-VxA-— (V—(V-A))
It It

+a(8—A +vv/> =0
ot

it is derived that from V- J =0

For nodal elements, Coulomb gauge
is adopted and penalty function term
is introduced

1
-V-V.T
g
1 1
VX7V><T—<V7(V~T)>
a g

0
o (T = V) =0
it is derived that from V - B =0

V- (u(T = Vi) =0

V- (—o(@ +VV)) =0

There are also handling means such as so-called cutting surface or auxiliary coils
arranged around the holes (see Sect. 4.4 of Chap. 4 of this book) to solve the
problem of “multiply connected” in the traditional 7-¥-¥. The systematic evalu-
ation, comparison and discussion of various eddy current analysis methods and
element types have been found in many references, which are of great significance
for in-depth understanding of the advantages and disadvantages of various methods
and correct selection of analysis methods.

The derivation of governing equations for A-V-A and T-¥-YV is of typical sig-
nificance, and the derivation of governing equations for the corresponding con-
ducting regions is shown in Table 2.1.

The dual relationship between A-V-A and T-/-y can be clearly seen from
Table 2.1, and even the derivation steps are completely coherent. The derivation
process of A-V-A based on nodal element using Galerkin weighted residual tech-
nique is shown in Appendix.

It should be pointed out that in order to simplify the finite element
pre-processing of complex excitation sources and improve the calculation accuracy,
relevant reduced potentials are often used in the development of eddy current
analysis software based on T-¥-¥ and A-V-A potential sets. For instance, in A-V-A,
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a reduced magnetic vector potential, A,, is adopted, i.e., converting it to A,-V-4,; in
the implementation of T-V-¥, a reduced magnetic scalar potential ¢ is adopted,
ie., T-p-¢ [24, 25].

24 A,-V-A,-Based Method

A,-V-A, [25] can simplify the 3-D grid meshing of complex excitation source
structure and eliminate the error caused by inaccurate excitation conditions due to
the difference between the grid and the source structure entity, reducing the amount
of grid and the computing cost. The numerical solver based on A,-V-A, potential set
has been developed by the author and applied to the calculation of loss, magnetic
flux density at designated position and interlinkage flux in the conducting com-
ponent of the Testing Electromagnetic Analysis Methods (TEAM) Problem 21
benchmark models (the updated version of Problem 21 Family is posted at www.
compumag.org/team), which has been validated through repeated comparisons of
calculation and measurement results. Refer to the results of Chap. 12 of this book.

There is no substantial difference in the numerical implementation between A,-
V-A, and A-V-A. Where the total magnetic vector potential A is divided into two
parts, i.e., the total magnetic vector potential A at any point in the field is syn-
thesized by the contribution A of the excitation source and all contributions A,
other than the contribution of source

A=A, +A, (2.11)

where A is defined as being generated only by the excitation source in free space,
which can be derived by Biot Savart Law, while A, is a contribution other than the
contribution of excitation source, which is an unknown variable to be solved and is
called the reduced magnetic vector potential. A; can be derived from (2.12)

o [ idl

= 2.12
ST 4n r ( )

Based on the magnetic field intensity H, generated by the excitation source, it
can be calculated by Eq. (2.13) that is

1 dl xr
ST Ag r3

(2.13)

Problems needing attention in the numerical implementation and application of
A,-V-A, are as follows:

(1) When establishing the tangential continuity condition H X n of magnetic field
intensity based on nodal elements, attention should be paid to the relationship
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of A = A, + Ay, that is, the total magnetic vector potential is composed of two
components;

(2) Similarly, based on the far field boundary (or magnetic symmetry plane) of
nodal element, B,, = 0 is expressed as

(A, +A) xn=0 (2.14)
Far field boundary H; = 0 is expressed as
(A, +A) - n=0 (2.15)
At infinitely far points
A +A;=0 (2.16)

(3) The application practice shows that it is very important to calculate Ag and H,
correctly. In order to confirm the accuracy of the calculation, A and H; can be
calculated according to Egs. (2.12) and (2.13), respectively, and By can be
calculated based on Ay and Hj, respectively, i.e.,

By = 1oH, (2.17)
Bo =V x A, (2.18)

Then compare the results of By obtained according to Eqgs. (2.17) and (2.18).

2.5 Scalar and Vector Galerkin Weight Function

Galerkin weighted residual method is one of the weighted residual techniques, and
it is one of the key techniques in the numerical implementation of 3-D eddy current
analysis method based on various potential sets (combination of vector potentials
and scalar potentials).

After the Galerkin method was put forward in 1915, the weighted residual
technique has gone through more than 40 years of development. The Galerkin
method, integral method, subdomain method, least square method, moment method
and other processing techniques were successively put forward and were collec-
tively summarized as the weighted residual method by S. H. Crandall in 1956 [15].

As well known, the finite element method is an approximation of the actual
continuous physical field. Taking the nodal element as an example, let the number
of nodes be N,,, and the state variable ¢ can be expressed by the variable value ¢;
and the shape function N; (or experimental function) of the node as
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Nn

o= N, (2.19)

i=1

As an approximate solution, it is impossible to accurately satisfy the governing
equation, and the resulting error is called the residual R(¢). It is necessary to find a
weight function, for example, W, to force the inner product of the residual and the
weight function to be zero, i.e.,

(R(p),W;) =0, i=12,...,N, (2.20)

This means that the residual is equal to O in the sense of weighted average. When
the weight function W; is consistent with the shape function N; used, it is known as
the Galerkin weighted residual method.

In the references on 3-D eddy current analysis, the weighted residual technique
is widely used in numerical implementations. Galerkin method is used to deal with
the vector eddy current equation, sometimes the scalar weight function W; is used,
and more often the vector weight function N; is used. The formula derivation of
nodal element based on scalar weight function and vector weight function shows
that they present only differences in forms because the results obtained are com-
pletely consistent. The vector weight function makes the expression simple, and the
scalar weight function has the advantages of clear hierarchy and easy deduction.

For the detailed deduction of Galerkin process based on edge element, it is
suggested to refer to the related references [17]. Section 2.7 of this chapter only
gives a comparison between the nodal element and the edge element with respect to
Galerkin’s residual.

2.6 Discussion on Edge Elements

A. Bossavit has made the following penetrating elaboration: In short, the finite
element shall not be viewed in isolation; the finite element is expected to be used to
approximately all the potentials and fields involved in Maxwell’s equations, such as
edge elements, nodal elements, facet elements and volume elements, which can be
regarded as a consistent expression system, called the family of cell elements.

The edge element is closely related to the corresponding nodal elements. The
difference between edge element and nodal element in discretization is a shape
function. It can be said that if the analysis software based on edge element (nodal
element) has been developed separately, it is not difficult to develop the software of
new nodal element (edge element).

The application of edge element in electromagnetic field was pioneered by the
French research group represented by A. Bossavit. Since the 1980s, edge element
has been widely used in the field of electromagnetic fields. When it comes to the
starting point of the development of edge elements, it is necessary to trace back the
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history of the development of H-ys. In H-}, the magnetic field intensity H is
directly used as the state variable in the eddy current region, instead of the tradi-
tional use of a certain potential, e.g., magnetic vector potential A, and magnetic
scalar potential i is used in the non-eddy current region. Since the magnetic field
intensity H is used as the state variable, the required field quantity can be directly
obtained, and it also has the advantages of easy handling of nonlinear problems (the
permeability reflecting the nonlinearity of the material is not embedded in the
differential operator). If the magnetic vector potential A is used as the state variable,
the problem is that the coupling of A-y generates a coefficient matrix that is either
asymmetric or indefinite. However, if H-jy of nodal element is adopted, it will be
difficult to deal with the tangential continuity of the coupling between eddy current
region (H) and non-eddy current region (1). It is in such a background that the edge
element enters the field of computational electromagnetics.

The appearance of the edge element has attracted great attention in the field of
computational electromagnetics and a great deal of research in theory, numerical
implementation and gauge condition. Based on typical examples and very specific
cases, a comprehensive and in-depth comparison is made between the edge element
and the nodal element, and the advantages and disadvantages of edge element are
discussed [28, 48]. It should be noted that Z. Ren and K. Shao et al. proposed
hybrid FEM-BIM formulation and edge—nodal coupled model in 1990s, as well as
related application [37, 51-53].

This chapter has made a systematic comparison of the two kinds of finite ele-
ments in another monograph [54] and pointed out that the role of nodal elements
and edge elements should be correctly evaluated. Although the edge element has
advantages over the nodal element in dealing with the problem of uniform or
non-uniform regions (especially the latter), however, it is exaggerated to think that
the edge element can surpass the nodal element in solving any difficulties
encountered in electromagnetic field analysis, and that the accurate solution can be
obtained only by using edge elements. It depends on what problems are being
solved and what state variables are being used. We should consider the advantages
of the edge element, as well as its disadvantages in some occasions or limitations in
application. As G. Mur said, the point here is that when the right solution is derived,
and it should be attributed to the applied finite element method, not to the edge
element [28].

In edge element, when the magnetic vector potential A is a state variable, the
normal continuity of magnetic flux density and current density (B and J) is strictly
guaranteed because the tangential component of A at the element interface is
continuous, while the tangential continuity of magnetic field intensity and electric
field intensity (H and E) can only be weakly satisfied. When the magnetic field
intensity H is a state variable, the continuity condition of the magnetic field
intensity is strictly guaranteed because the tangential component of H at the element
interface is continuous, while the normal continuity of the magnetic flux density
(B) also can only be weakly satisfied.
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Besides, further research shows that if the continuity condition of the excitation
current density cannot be strictly guaranteed, the convergence of the solution cannot
be achieved through general ICCG methods when the edge element is used [30, 44].

It is hoped that these discussions will contribute to a better understanding of
edge elements.

2.7 Comparison of Basic Equations and Galerkin
Residuals of Nodal Elements and Edge Elements

When solving a problem related to low-frequency electromagnetic field, the basic
equations in the conducting region may be different due to the different types of
elements used. For example, the A-V based on nodal elements uses magnetic vector
potential A and electric scalar potential V in the conducting region, wherein each
node contains four unknowns which requires four equations, and the basic equation
consists of a vector equation and a scalar equation. However, based on the basic
equation of the edge element, as shown in Table 2.2, when no electric scalar
potential V is introduced, only the magnetic vector potential A is used. Therefore,
there is only one vector equation and no scalar equation corresponding to the nodal
element.

In addition, the gradient term of the electric scalar potential V in the expression
G, of Galerkin residual of the corresponding edge element will not appear, which is
different from the expression G, of Galerkin residual of the nodal element.
Naturally, for the edge element, there is no expression G, of Galerkin residual
corresponding to the nodal element, as shown in Table 2.2.

It should be pointed out that (1) For nodal elements, using scalar weight function
N; and vector weight function N; will get the same results in Galerkin weighted
residual processing [54]; (2) Although the weight functions N; in the nodal element
residual G, (when vector weight function is used) and the edge element residual G,
are written using the same vector symbol, as shown in Table 2.2, their contents are
completely different. Appendix shows the formulation of A-V-A and Galerkin
weighted residual processing.

2.8 Comparison of Nonzero Entries and Total Unknowns
in Coefficient Matrix

The total unknowns and the number of nonzero entries in the coefficient matrix vary
with the calculation method, the type of finite element (e.g., nodal element or edge
element) and the ratio o of the number of elements in the conducting region to the
number of elements in the entire solved domain, which directly affects the computer
memory requirement and CPU time.
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This section proposes a method to estimate the total number of both the
unknowns and the nonzero entries in the coefficient matrix for the same problem but
using either edge elements or nodal elements and examines the effectiveness of
edge elements by comparing the estimated results [49].

Only the A-V-A (also known as A-¢) based on the brick element is taken as an
example in the following analysis and comparison. It is assumed that the number of
elements in the solved domain is so large that the reduction of unknowns due to the
processing of boundary conditions can be ignored, and the use of gauge condition is
not considered.

2.8.1 Unknowns and Number of Nonzero Entries in Matrix

2.8.1.1 Nodal Element

For a regular hexahedron (brick), the node number of an element is 8, and a node
belongs to 8 elements, as shown in Fig. 2.1a. When the number of elements is very
large, the average node number per element is 1 (=8/8). Therefore, the total number
of elements ne and the total number of nodes nt have the following relationship:

nt = ne (2.21)

In the nodal element-based A-V-A, each node in the conducting region Rj has
four unknowns, i.e., the electric scalar potential V and three components of
magnetic vector potential A, while in the air region Ro, each node has three
unknowns, namely three components of A. Therefore, the total unknowns nu can be
expressed as

(a) Nodal element (b) Edge element

Fig. 2.1 Nodal element and edge element
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nu(nodal,A—V—A) = dont +3 (1 — a)nt (2.22)

= (o +3)ne
where o represents the percentage of the number of elements in the conducting
region Rj to the total number of elements in the solution region (Rj + Ro). It is
noted that the relation of nt = ne under the condition that a large number of brick
elements are introduced in Eq. (2.22). Since the node number associated with a
node i is 27, as shown in Fig. 2.1a, the unknowns associated with node i in the
conducting region are 27 x4, while the unknowns associated with a node i in the air
region are 27x3. In the case of nodal element, the number nz (nodal, A-V-A) of
nonzero entries in the coefficient matrix can be expressed as

nz(nodal,A—V—A) = dont x 27 x 4 +3(1 — o)nt x 27 x 3

=27(70+ 9)ne (2.23)

2.8.1.2 Edge Element

The number of edges in a brick element is 12, and the number of elements sharing
one edge is 4, as shown in Fig. 2.1b. When the number of elements is very large,
the average number of edges per element is 3 (=12/4). Therefore, the total number
of elements ne and the total number of edges nh have the following relationship:

nh = 3ne (2.24)

In A-V-A using edge element, V can be set to zero [29]. Only one component of
the magnetic vector potential A is defined on one edge. For example, only the
y component Ayi is defined on the i-th edge, as shown in Fig. 2.1b. Therefore, the
total unknowns nu (edge, A-V-A) can be expressed as

nu(edge,A—V—A) = nh+ ant = 3ne + ont

2.25

= (a+3)ne (2.25)

Here, the total number of edges associated with the i-th edge is 33, while the

number of nodes associated with this edge is 18, as shown in Fig. 2.1b. Therefore,
the total number of nonzero entries nz (edge, A-V-A) is

nz(edge,A—V—A) = 3ne x 33+ ant x 18 = (99 + 18a)ne (2.26)

where the meanings of ne, « and nt are the same as before.
According to the same approach, the number of unknowns in 7-¥-¥ (also
known as T-Q) and the number of nonzero entries in the matrix can be estimated.
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2.8.2 Comparison of Nonzero Entries and Total Unknowns
in Matrix

Equations (2.22) and (2.25) show that the total unknowns of the
regular-hexahedron nodal element and the regular-hexahedron edge element are
equal under the condition that the influence of the treatment of boundary conditions
(possibly leading to a decrease in the unknowns) is not taken into account.

However, Egs. (2.23) and (2.26) indicate that the numbers of nonzero entries in
the element matrices are far from being equal.

The estimation method proposed in this section is verified by a 3-D eddy current
verification model [50] proposed by IEEJ (IEE of Japan). IEEJ eddy current model
is a section of square core surrounded and excited by a coil with a race track-shaped
cross section. The core and the exciting coil are equal in height, and a square
aluminum plate is symmetrically placed above and below the core and the exciting
coil; the aluminum plate can be either with hole or without hole. See Fig. 2.2 for the
structure and size, material property parameters and excitation ampere turns of the
model of the aluminum plate with hole.

The model is calculated by A-V-A and T-V-¥ and two types of elements (nodal
element and edge element), respectively. See Table 2.3 for numerical computation
data and CPU time.

The comparison of computation data of the same problem, two types of elements
and two analysis methods shown in Table 2.3 can be summarized as follows:

(1) The total unknowns of A-V-A and T-¥-¥ are nearly equal, the number of
unknowns of the nodal elements is slightly larger than that of the edge ele-
ments, and the increment is about 2—-5%.

(2) The difference in the number of nonzero entries in the coefficient matrix is
larger. The number of nonzero entries in the matrix of nodal elements in A-V-
A is about 2.7 times that of edge elements, while the number of nonzero entries
in the matrix of nodal elements in 7-¥-¥ is about 1.5 times that of edge

elements.
) ) aluminum plate »
ferrite core (0=3.215%10"S/m) |
(14,=3000) \
25 \ 150 25 e 300/ -l
) I - hole -
. 2| ) lII:"im S ey N —
coll = [ —— =0 1201 (O L P =
1000At rms S \/ S| i . 7| &
( ms) m - S r 2 H ol ] I e
1 ==
" \_spas 1
4+~ FR2S v 1
1 ZE VRS — T

Fig. 2.2 Verification model (IEEJ)
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(3) The difference in the memory requirement of the computer is larger. The
memory requirement of the nodal element in A-V-A is about 2.5 times that of
the edge elements, while the memory requirement ratio in 7-¥-¥ is more than
1.5 times.

(4) The CPU time of the nodal element in A-V-A is 5.5-6.5 times that of the edge
element, while the ratio of the CPU times in T-¥-¥ is 1.8-4.5 times or above.

Memory requirements, depending on the total unknowns of the problem to be
solved and the number of nonzero entries in the finite element coefficient matrix,
may become a “bottleneck” when using simulation in industrial applications. The
above discussion is based on brick element. It is easy to understand that the number
of nonzero entries in the coefficient matrix is related to the number of elements
associated with nodes and edges. One of the hexahedron nodal elements is asso-
ciated with eight brick elements, while one edge of the hexahedron edge element is
associated with only four brick elements. Therefore, the “density” of nonzero
entries in the coefficient matrix of edge elements is smaller than that of nodal
elements.

2.9 Concluding Remarks

In this chapter, based on the fundamental equations of low-frequency electro-
magnetic fields, the dual relation between A-V-A and T-y-ys, as the basic eddy
current analysis methods, is discussed, and the numerical implementation process of
the Galerkin weighted residual method is deduced. The two most important
members of the finite element family, nodal element and edge element are com-
pared in multi-aspects, revealing their differences and internal relations. All the
deductions of the formulation and the numerical implementation based on typical
potential sets, in an easy to understand way, and the related discussions on the
development and progress of the finite element method are of help for finite element
investigation and application.

Taking the brick element used in large-scale finite element analysis as an
example, when the edge element and the nodal element have the same mesh, the
number of unknowns is similar between the two; however, the number of nonzero
entries in the coefficient matrix of the edge element is significantly smaller than that
of the nodal element. Therefore, the CPU time required in general is less, indicating
that the edge element can effectively reduce the computing cost.

Furthermore, the combination of advanced numerical computation and accurate
material property modeling is emphasized in order to improve the effectiveness of
modeling and simulation and to promote the large-scale industrial application.

Acknowledgements This work was supported in part by the Natural Science Foundation of
China (no. 59277296 and no. 59924035). In particular, the author appreciates the support of the
leaders concerned and thanks all the colleagues for joint development of 3-D eddy current field
solvers for years.
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Appendix: Formulation of A-V-A and Galerkin Weighted
Residual Processing

The Galerkin’s weighted residual processing is demonstrated based on the potential
set of A-V-A using nodal element. Although the model shown in Fig. 2.3 looks
simple, but it does not lose generality. For the more general case, there is no
substantial difference or difficulty in the derivation process here. This is helpful for
knowing basic derivation process.

Basic Model of A-V-A

In the A-V-A model, A (magnetic vector potential) and V (electric scalar potential)
are used in the conductor—eddy current region, and only the magnetic vector
potential A is used outside the conducting region.

Where ¢ and p are the conductivity and permeability of the conducting material,
respectively, and the magnetic anisotropy and nonlinearity needed to be considered.
In the non-conducting region, the conductivity ¢ is zero, and the relative perme-
ability u, is equal to 1.

The symbols in Fig. 2.3 are given the following meanings:

Fig. 2.3 A-V-A model
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o non-eddy current region, Q: eddy current region

S interface between eddy current region and non-eddy current region

n  exterior normal unit vector of conductor surface in eddy current region

n’  internal normal unit vector of conductor surface in eddy current region, where

n'=-n (2.27)

I': The outer boundary of the whole solution domain, including generally the
following two types:

I:Hxn=0 (2.28)
Iy:B-n=0 (2.29)

A magnetic vector potential (Wb/m)
V  integral quantity of electric scalar potential V' to time (Vs)

V= / V'de (2.30)

permeability of conductor (H/m)
o Conductor conductivity (S/m), where the material is set to electric linear and ¢ is
constant

=

Considering that the permeability of the material in the eddy current region of
conductor is treated as anisotropic in any direction, its general tensor form is

Moy Ry Hyg
N R (2.31)
Hox /“Lzy Hez

The reluctivity of the material should, therefore, be expressed as follows:

v=[a"

It should be pointed out that only for the sake of simplicity of deduction, the
anisotropic permeability in the following formula is simply written as u, and the
anisotropic reluctivity is simply written as %

Definition: B =V x A.
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Governing Equation of A-V-A

The governing equations of A-V-A are as follows:

Eddy Current Region

1 1 A  _ oV
VXV xA—[V—V-A]—&-a(E-i-VE)—O (2.32)

c

In square brackets of Eq. (2.32) is a penalty function term to enforce the zero
divergence condition, the same below, where p. needs to be isotropic to ensure the
symmetry of the coefficient matrix. p. can be determined by the permeability of
neighboring elements and updated during iteration.

0A 21

Non-Eddy Current Region

1 1
VXx—VxA-V—V-A=0 (2.34)
Ho Ho

where py: permeability in air.

Galerkin Weighted Residual Processing
Galerkin Residuals

The Galerkin weighted residual technique is applied to (2.32)—(2.34), and the
continuity condition of the boundary field quantity (B, H) is considered.

(Bl —Bz) -n=0 (235)
(H —Hy) xn=0 (2.36)

The discretization equation is derived. The subscripts 1 and 2 indicate both sides
of the interface.
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The Galerkin residuals corresponding to (2.32) and (2.33), using scalar weight
function, are, respectively, as follows:

R1:/ (VX “VXxA-V— VA+0(8—A+V8V)>dv (2.37)
Q

U ot ot
Ry = /N,V : a<—%“: - v%‘;)dv (2.38)
o

where N; is a scalar weight function. For ease of derivation, R, is rewritten sepa-
rately as three terms

1
Ry = /NiV X VA (2.39)

1
Rp = —/N,V—v Ady (2.40)

Ris = /Na( %‘:)d (2.41)

Residuals Processing

Eddy Current Region

For (2.39), the vector formulation is
1 1 1
VX |N—-—VXA|=VN; x—-VxA+NV x-VXxA (2.42)
u u u
(2.42) is sorted out to:
1 1 1
NV Xx-VXxA=VXx|[N-VxA]—-VN x-VxA (2.43)
H H K
Substituting (2.43) into (2.39)

1 1
R :/vx <NiV xA)dv—/VNi x =V x Ady (2.44)
u u
Q
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The vector formulation is

/andv:j{nxads
Q

s

(2.44) can be rewritten as follows:

1 1
Rll:7?{Ninx—VxAds—/VN,»x—VxAdv (2.45)
u I

s

Apparently, n X iV x A = n x H is the tangential component of the magnetic

field intensity at the interface. According to the continuity condition of the tan-
gential component of the magnetic field intensity at the interface, the surface
integral in (2.45) will be canceled from each other with the corresponding surface
integral in the non-eddy current region o derived from (2.34), and then (2.45)
contains only the volume integral term, i.e.,

Rllz—/VNinv x A dv (246)
u
Q

The vector formulation is

'k (2.47)
74

1 1 (0A, OA 1 (0A, OA 1 (0A, OA
S U A (P Oy, L (0 OA\ . 1 (O04y  Ods 24
,uvx ,ux(ay BZ)H_M),(BZ 8x>1+uz<8x 8y>k (2.48)

With the result of (2.47) and (2.48),

1
R11 :—/VN[X—V x Adv
u
Q

. / 10ON; (0A, 0Ac\ 10N; (0A. OA, davli
B u, 0y \ 0x 0Oy By 9z \ 0z Ox Y

Q |
- - (2.49)

B /l@Ni GAZ_% _l@Ni %_QAX vl
u, 0z \ 0y 0Oz p, Ox \ Ox Oy I

LQ i

(e onony oo _on), |,
fy Ox \ 0z Ox w0y \ 0y 0Oz

LQ
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For (2.40), the vector formulation is
V(ed) = dVe+cVd
which leads to

V<NiiV-A> ZVNiiV'A‘i‘NiV(iV'A) (2.50)

(& Cc c

(2.50) is sorted out to:

1 1 1
N,~V<M—V~A> V(Niu—V-A>VN,-—V-A (2.51)

He

Substituting (2.51) into (2.40):

c

1 1
Ri :_/V<N,-—V-A)dv+ /VNi#—V-Adv (2.52)
Q Q ¢

The vector formulation is
/ Vedy = ]{ cnds
Q s

The following form can be derived from (2.40):

1 1
RIZ:—%Ni<—V-A)ndS+/VNi'M—V'AdV (253)
. o (4

He
s

The continuity at the interface (%V -A) becomes a natural interface condition.
The surface integral of (2.53) will be canceled with the surface integral of (2.34), so
only the volume integral term of

1
Q ¢

The vector formulation is

1 1 (0A, OA 0A
VA= — Rl AT 2.55
ucv uc<8x+8y+BZ> (2.55)
ON; ON;. ON;
=ty - 2.
VN, o i+ ay_] + BE (2.56)
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Substituting (2.55) and (2.56) into (2.54):

1
R12 = /VNI—V -Adv

0A, 8A) + 0A,
5}6

(2.57)

LON; (DA, DA, | DAL
Ox ady 0z Y

iaN,' O0A, 4 %A (9A 0A, dvk
Ox Oy 0z

For (2.41), we get
v [om (% 2 (%))
B= e Tax\ar )
Q
0A, O (0V ,
o (G5 (5))Jo e
Q
0A, 0 [0V
+/UN<& ‘o (&))dk
Q

Three components of the Galerkin residual of (2.32) can be obtained by syn-
thesizing (2.49), (2.57) and (2.58):

pe (L (2 00y on on,_0n)),
e u, Oy \ Ox Oy py 0z \ 0z Ox
o)

+/i8Ni 3Ax+8Ay+8AZ d
U, Ox \ Ox ady 0z Y (2.59)
Q

8A o (oV
Q
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R __/ L ONi (04, 0A)\ 1 ONi (04, 0AN
o u. 0z \dy 0z w, Ox \ Ox Oy
Q
_A'_/iaNi an+%+% d
U, Oy \ Ox Jdy 0z Y (2.60)
Q
0A o [0V
N; Y+ — (=) ])d
+/“ <8t +8y<8t>) !
Q
ho e (L o) Lo o _ony),
“ u, Ox \ 0z  Ox w0y \dy 0z
o )

n /i@Ni O0A, n 0A, v 0A, dv
U, Oz \ Ox dy 0z (2.61)
Q

BA o [0V
Q
To deduce R, the vector formulation is
0A 9% 0A ov
o[ o)

0A ov
5 (o5 -5(5)))
(2.62) is sorted out to:

o o)) - (<)

0A ov
— VN, . O'(—E— V<§>)
Substituting (2.63) into (2.38)

e [ () f o)
_ ]{N(_%‘_v(g_f)) -nds—!VN,»-a(—%—?—V(%—Y))dv

(2.64)

(2.62)

(2.63)
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According to the conductor surface condition of J, = 0, the surface integral term
of (2.64) is zero, i.e.,

ROZ—/VN,"O'<—%—?—V(88—‘:>>(1V (265)
Q

Upon a simple vector operation, (2.65) can be rewritten as
R—/a ON; 8Ax+28_v dv+/a ON; BAy+28_V dv
0 ox \ ot ox\ ot gy \ ot oy \ ot
Q Q
n / ON; (0A, . 9 (oV d
oz \or Ta\or)))™
Q

(2.66)

Non-Eddy Current Region

In non-eddy current region w, conductivity ¢ = 0; the third term in (2.59), (2.60)
and (2.61) will disappear, and u = po, based on the above deduction, the corre-
sponding Galerkin residuals of (2.34) are as

R,__/ 10N (94, OA\ _ LON (9A, 9A)\
x Uy Oy \ Ox Oy Uy 0z \ 0z  Ox

[0

+ /iaNi A | 04y | 0A, >4
Uy Ox \ Ox Ay 0z
R (L0 (2 0n) Lom o8, on),
v to 0z \ 9y 0z o Ox \ Ox 9y Y
¢ 2.
P (o o ok, 269
o Oy \ Ox Jy 0z
o (L0 (00 ony Low o on,
T Uy Ox \ 0z  Ox U Oy \ 9y 0Oz
¢ (2.69)

+/iaNi an+%+% dv
Uo Oz \ Ox ~ Oy 0z

w
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On the treatment of complicated material properties in the formulation and
numerical implementation based on the potential sets, and the measurement and
prediction of the corresponding material properties, can be found in the related
chapters of this book or other related literatures.
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Chapter 3 M)
Some Key Techniques ki
in Electromagnetic and Thermal Field
Modeling

Norio Takahashi

Abstract Some key techniques in electromagnetic and thermal field modeling,
such as special elements, voltage-driven analysis, optimal design methods, and
magneto-thermal coupled analysis, are discussed. Key points are as follows:

)
©))

A3)

“

For example, if a gap is narrow, the CPU time and the memory requirements
can be reduced by using a special element.

If an electrical machine is excited by voltage sources and the current is
unknown, the “FEM” considering voltage sources should be used in order to
accurately analyze the performance.

If one uses the conventional optimization methods where the design variables
are specified, only results which are foreseen in advance can be obtained. On
the other hand, there is a possibility that a completely new result may be
obtained by using the topology optimization method.

For the accurate estimation of the temperature rise in an electromagnetic device,
the precise magneto-thermal analysis is necessary considering not only the
temperature dependence of material’s thermal properties, such as thermal
conductivity, but also the B—H curves at various temperatures.

Keywords Electromagnetic and thermal coupled modeling - Temperature effect -
Special element - Voltage-driven analysis - Optimal design

3.1 Introduction

In the analysis of actual magnetic devices, such as transformers and motors, the
following various kinds of techniques of the finite element method are necessary for
the practical and accurate calculation:
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(1) Narrow gaps (very short gap length) in a magnetic circuit of transformers,
motors, etc., should not be sometimes negligible. If such a narrow gap is
subdivided into finite elements, the number of elements near the gap is con-
siderably increased. When the shielding plate is very thin, a similar problem
occurs.

(2) Magnetic devices, such as motors, are usually operated by a constant voltage
source. In this case, the amplitude of voltage is known, but the current is
unknown. Then, the ordinary finite element method cannot be applicable,
because the current is unknown.

(3) Various kinds of optimization methods combined with electromagnetic field
analysis are proposed. The practical optimization methods applicable to actual
electromagnetic devices should be examined.

(4) For the accurate estimation of temperature rise in an electromagnetic device, the
precise magneto-thermal analysis is necessary, considering not only the tem-
perature dependence of material constant, such as thermal conductivity, but also
the B—H curves at various temperatures.

In this section, several techniques, such as, “special element” called as “gap
element” and “shielding element” treating narrow gaps, and thin shielding plate,
“method of analysis considering voltage source”, which can analyze magnetic
devices connected to a voltage source, various optimal design methods combined
with electromagnetic field analysis, and magneto-thermal coupled analysis, are
explained.

3.2 Special Elements

3.2.1 What Is Special Element?

In this section, 3-D special elements called the “gap element” [1] and “shielding
element” [2] for discretizing narrow gaps in an iron core and thin shielding plates
are discussed.

When the gap length D in a magnetic core is very short, it can be assumed that
the flux is perpendicular to the gap between high-permeability materials as shown
in Fig. 3.1a. Such a region V; can be subdivided by, for example, 2-D quadrilateral
elements as shown in Fig. 3.1c instead of conventional 3-D elements such as
hexahedral elements. The conducting plate with a small thickness D (Fig. 3.1b) can
also be represented by quadrilateral elements (Fig. 3.1c). Such additional 2-D
elements are referred to as the “gap element,” and the “shielding element,”
respectively. The “special element” is a general name for these elements. The
special element has no volume, but has nearly the same energy as the gap and
conducting plate shown in Fig. 3.1a, b.
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The special element has the following advantages:

(1) As the special element has no volume, it is easy to place new gaps or con-
ducting plates in desired position in the mesh or to remove them.

(2) As the modification of the length D is also easy, the influence of D on the
magnetic characteristics can be examined easily by using the special element.

(3) When the special element is used, the ill-conditioning of the coefficient matrix
due to narrow gaps and thin conducting plates can be avoided. Therefore, the
CPU time using the special element can be reduced when compared with that
using the flat conventional element, because the number of iterations of the
ICCG method [3] is decreased.

3.2.2 Distribution of Potentials in Special Elements
The x- and y-components of the flux density B are given by the following equations [4]:
B, = 0A,/0y — 0A,/0z (3.1)

B, = 0A,/0z — 0A./Ox (3.2)
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where A,, A, and A are the x-component, y-component, and z-component of the
magnetic vector potential A.

As the vector potential A in the regions V shown in Fig. 3.1a, b is constant in
the z-direction, the following equation can be obtained:

OA Dz =0 (3.3)

As the x- and y-components B, and B, are both equal to zero, the following
equation can be obtained from Egs. (3.1) to (3.3):

DA, /Ox = OA,|dy = 0 (3.4)

From Egs. (3.3) and (3.4), A, is constant in the region V;. Thus, A, is assumed to
be zero as follows:

A, =0 (3.5)

A, the shielding element is to be used in the eddy current analysis, the distri-
bution of the electric scalar potential ¢ as well as the vector potential A should be
investigated. The z-component J., of the eddy current density J, can be given by [4]

Jeo = —0(0A,) 0t + 0/ 02) (3.6)

where ¢ is the conductivity. As the shielding plate is very thin, the scalar potential
¢ can be assumed to be constant in the z-direction as follows:

)0z =0 (3.7)

From Egs. (3.3) and (3.7), the following relationships between each component
of the vector potential A and the scalar potential ¢ at the nodes 1-4 and 1'—4’ in
Fig. 3.1a, b can be assumed:

Aj=Ay, =y (3.8)
(i=x,y,2j=1, .. 4j=1, .. 4.

Equations (3.5) and (3.8) eliminate the vector potentials A ;, A, A
scalar potential ¢, from the unknowns.

yj's Azjf and the
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3.2.3 Finite Element Formulation

Assuming that the potentials are constant along the flux line as shown in Eq. (3.8),
the weighted residuals Goi" and Gei” of Galerkin’s method for the special elements
are given by

Goi* = —D// rotNy - (vrotA)dS
Ss

+D// Ny - a(a—A +grad¢>)dS
Su ot

Gei* = D// gradN; - (85: + grad(ﬁ) ds (3.10)
SSC

where S is the region where the gap elements are defined. In the case of the gap
element, the reluctivity v is changed to vy (the reluctivity of air). S is for the
shielding element. As the magnetizing current does not flow in the special element,
Jo is removed from Eq. (3.9). Equations (3.9) and (3.10) show that a 3-D problem
can be reduced to a 2-D problem by applying the special element. The gaps and
shielding plates can easily be discretized by adding Egs. (3.9) and (3.10) to the
usual linear equations for the 3-D finite element method.

When the gap element is applied, both sets of nodes 1, 2, 3,4 and 1', 2/, 3', 4’ are
moved symmetrically to the centerline, between them, as shown in Fig. 3.1c.
Therefore, the length of the iron part has to be increased by D. The energy of the
increased iron part, however, can be neglected because the permeability of the iron
part is very high compared with that of the gap part and the gap length D is short.

3.2.4 Some Examples

In order to verify the usefulness of the special elements, a few analyses are carried
out. In the region where the special element is not applied, the ordinary first-order
brick element is used.

1. Gap Element

The accuracy of the gap element is investigated by using the model with a gap as
shown in Fig. 3.2 [2]. The current in the winding is DC. The 3-D magnetic field is
analyzed neglecting the saturation. As the model is symmetric, only 1/4 region
(—40 < x < 40,0 <y <60, 0 < z< 120 mm) need to be analyzed. The numbers of
elements, etc., is shown in Table 3.1.

Figure 3.3 shows the effect of the gap length D on the error ¢g in the flux
density. eg is defined by
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Fig. 3.2 Analyzed model with gap element
Table 3.1 Discrete data and CPU time
Item Gap element | Conventional element
Number of elements Out of conductor region | 4928 5150

Conductor region 150 450
Number of nodes 6072 6864
CPU time (s) (D = 0.3 mm) |ICCG 299 1445

Total time 332 1482

Computer: NEC supercomputer SX-IE (maximum computing speed: 285MFLOPS)

Error & /o4

0.025 0.050
Gap length D/L

Fig. 3.3 Effect of the gap length on the error in the flux density
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where B, is the average flux density on the plane a—b—c—d—a in Fig. 3.2, calculated
using the gap element. By, is calculated using a conventional mesh subdivided into
brick elements. L is the width of the gap (=20 mm). If the permissible error is less
than 1%, the gap element can be used in practice under the condition that the ratio
D/L is smaller than about 0.04, as shown in Fig. 3.3.

Figure 3.4 shows the comparison of the CPU time. The CPU time is not affected
by the gap length D when the gap element is used. The CPU time using only
conventional elements is significantly increased as D is decreased, because the
coefficient matrix becomes ill-conditioned as D decreases.

2. Shielding Element

The effects of an aluminum shield on flux and eddy current distribution are
investigated using the model shown in Fig. 3.5 [2]. The fields are produced by the
exciting current at 50 and 200 Hz. The ampere-turns of the coil are set to 3000 AT
(peak value). The conductivities of aluminum and steel are 3.56 X 107 and 7.51 x
10° S/m, respectively, and the relative permeability of the steel is assumed to be
1000. A quarter model (0 < x < 500, 0 <y < 500, —150 < z < 500 mm) is ana-
lyzed. The numbers of elements, etc., are shown in Table 3.2. The CPU time using
the shielding elements is reduced compared with that using only conventional brick
elements. This tendency is similar to the case of the gap element.

Figure 3.6 shows the comparison of the z-component B, of the flux density along
the line a—b (y = 12.5, z = 10 mm) shown in Fig. 3.5. The thickness D of the plate
is equal to 1 mm. The flux density is measured using a small search coil (diameter:
3 mm, height: 0.6 mm, 20 turns). The effect of the shielding plate on the flux
density at 200 Hz is more remarkable than at 50 Hz.

Figure 3.7 shows the effect of the thickness D of the shielding plate on the error
&y of the eddy current density. ¢ is the skin depth. The definition of the error ¢; is the
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Fig. 3.5 Analyzed model with shielding plate

Table 3.2 Discrete data and CPU time

Item Shielding element | Conventional element
Number of elements | Out of conductor region | 2057 2115
Conductor region 63 63
Number of nodes 2592 2736
CPU time (s) ICCG 805 1142
(D =1mm, 200 Hz) | Total time 821 1161

Computer: NEC supercomputer SX-IE (maximum computing speed: 285MFLOPS)

same as Eq. (3.11). The eddy current density is examined at the point p (x = 12.5,
y = 110, z = 1 mm) in the shielding plate. If the permissible error is less than 1%,
the shielding element can be used when D/d < 0.11.
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3.3 Voltage-Driven Analysis
3.3.1 FEM Considering Voltage Source

When magnetic circuits are analyzed using Poisson’s equation, the magnetizing
current densities must be given. Electrical machines are usually excited from
voltage sources as shown in Fig. 3.8, and the magnetizing current densities are
unknown. Therefore, it is difficult to analyze magnetic fields in such machines using
the conventional finite element method. If the loop equations obtained from
Kirchhoff’s second law are combined with Maxwell’s equations for the magnetic
field analysis, both magnetic fields and currents can be directly calculated. This
method is called “FEM considering voltage source” [5, 6].

Although the magnetizing current density Jo has only one component in 2-D
analysis, Jo has three components Jo,, Jo,, and Jo, in 3-D analysis, and these
components change with the position in the exciting winding. If these three
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Fig. 3.8 FEM considering
voltage source

components are treated as unknown variables, the number of unknown variables is
increased above that of equations [1] which are obtained from loop equations
derived from Kichhoff’s second law and Maxwell’s equations. Because each ele-
ment in the winding has different values of Jy,, Jo, and Jy,, this is the cause for the
difficulty in 3-D analysis. In many cases, however, the magnetizing current in the
winding flows uniformly; therefore, if the magnetizing current densities, of which
the amplitudes can be assumed to be all the same everywhere in a winding, are
denoted by one unknown variable, the analysis becomes possible, because the
number of unknown variables is equal to that of equations.

For easy understanding, using a simple model of the winding shown in Fig. 3.9,
the method for reducing the number of unknown variables of J, is explained in
more detail. It is assumed that the magnetizing current flows in the x—y plane and
the z-component of the current can be neglected. If the sign of current flowing

Jy

=

=~ =

]\/“-

(a) bird’s-eye view (b) plane view

Fig. 3.9 Winding
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anti-clockwise around the z-axis is positive, the magnetizing current density Jy is
represented as follows:

Jo = Jo(i cosh +j sind) (3.12)

where 0 is the angle from the x-axis. i and j are the x- and y-directional unit vectors,
respectively. The amplitude I, of the magnetizing current is represented as follows:

S

ne

Iy (3.13)

where S, and n, are the cross-sectional area and the number of turns of the winding
shown in Fig. 3.9, respectively.
From Eqgs. (3.12) and (3.13), the third term Gvi becomes as follows:

—n

Gvi = S C// N Ih(i cosO0+j sin0)dV (3.14)
c Q.

In Eq. (3.14), the unknown variable is only the amplitude [, of the magnetizing
current.

Figure 3.10 shows an equivalent circuit of the machine excited from a voltage
source. The finite element region which is enclosed by the broken line in Fig. 3.10
corresponds to the winding shown in Fig. 3.9. R, is the DC resistance of the
winding. Ry and L are the resistance and the inductance which cannot be included
in the finite element region. The following equation can be obtained from
Kirchhoft’s second law:

4 dly
n—Vg—E—(Ro-i-Rc)[o—l@E—O (3.15)

where ¥ is the interlinkage flux of the winding. By using the magnetic vector
potential A, ¥ can be rewritten as follows:

Fig. 3.10 Equivalent circuit | Finite
element
region

Vo



64 N. Takahashi

'P:Z—Z//S(/Ads)ds (3.16)

where s is the unit tangent vector along the winding shown in Fig. 3.9. S is the
cross section of the winding.

¥ can be determined from the x-component and y-component, A, and A, of A in
the winding as follows:

w_ Z_/// (A, cos 0+ A, sin 0)dV (3.17)
c Qc

In the nonlinear analysis, using the Newton—Raphson iteration technique, the
increments of the unknown variables 0A,;, dA,;, 0A;, 0¥; and Ol at the instant
t are obtained from the following equation [1]:

() |

{@}@ - (3.18)
8uj 810 510

-n
((,j=12, ..., m)

where n, is the number of unknown nodes at which the potentials are unknown.
{G;} and {u;} are denoted as follows:

{Gz} - {Goxiv Goyi7 Goziv Gdi}

3.19
{w} = {Ay, Ay, Ay, W5} 19

3.3.2 An Example

The currents in the primary and the secondary windings of a loaded transformer
shown in Fig. 3.11 are analyzed [6]. The chained lines denote the analyzed region.
The effective voltage and the frequency of the power source are 100 V and 50 Hz,
respectively. The numbers of turns of the primary and the secondary windings are
both equal to 30. The DC resistances R, of the primary and the secondary windings
are both equal to 1 Q. The load is a pure resistance, and its value R, is equal to 0 Q
or 9 Q. The magnetic characteristic of the core is assumed to be linear, and its
relative permeability is 5000. The eddy current in the core is not taken into account.

Figure 3.12 shows the current waveforms obtained by transient analysis using
the step-by-step method of which the time interval Az is 1 ms. The solid and the
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broken lines show the currents in the primary and the secondary windings,
respectively. Figure 3.12 suggests that if the resistance Ry is decreased, the current
reaches steady state rapidly.

34

3.4.1 Various Optimization Methods

Optimal Design Method

The magnetic field analysis is widely used in the design of magnetic devices. If the
design is carried out by changing shapes and dimensions of cores until the desired
performance of the machine is obtained, a large number of calculations would be
necessary. As a result, the CPU time would increase significantly, and such a
parameter examination or cut-and-try procedure would not be practical. Hence, the
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optimal design method which combines the magnetic field analysis and an opti-
mization method is used.

The optimization methods are classified into several kinds of methods, such as
deterministic, stochastic, and hybrid techniques, heuristic approaches, design of
experiment, topology optimization, and multi-objective optimization. In the
experimental design method (EDM) which utilizes a statistical data analysis, a trend
of optimal value can be obtained using a small number of calculations specified by
an orthogonal array [5]. In the deterministic method, such as the steepest descent
method and Newton method, the direction for smaller objective function is searched
by using the derivative of an objective function in terms of design parameter. In this
case, usually only a local minimum result can be obtained. In the stochastic method,
such as the genetic algorithm (GA), simulated annealing method (SAM) [4, 7], and
evolution strategy (ES) [8, 9], the probability is used for searching the global
optimum. Rosenbrock’s method [10] is one of the stochastic methods. In the
topology optimization, such as the ON/OFF method [11, 12], the shape of core can
be automatically determined judging the existence of magnetic material (ON) or not
(OFF). As the imagination of optimal shape of the core is not necessary by the
designer, in the case of ON/OFF method, we may obtain a new product which the
designer could not imagine beforehand.

In this section, the experimental design method, Rosenbrock’s method, the
evolution strategy, and ON/OFF method are discussed.

3.4.2 Experimental Design Method (EDM)

The experimental design method is often used in the quality improvement process
in the production and can give guidelines of the design of experiments that avoid
unnecessarily complicated, inefficient, and sometimes ineffective ones by intro-
ducing the statistical data analysis. This method is called “Taguchi’s method” [3].

Let us explain the method by using an example of increasing a torque of braking
motor (retarder), of which the design variables are lengths L;, L, and angles 01, 0,
shown in Fig. 3.13. In this method, the torque which has nine patterns is calculated
from an orthogonal array shown in Table 3.3.

Fig. 3.13 Permanent magnet y Rotor (S15C) ¢
type of retarder (thickness: Pole piece (S15C)
16 mm) Magnet (Sm2Co17)
Yoke (S150) \ X X
8 NS ‘ 1000
30° - /rpm
| 1
2 1d & )
0 40 L[ LY L; | !
58 ==0:3
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Table 3.3 Orthogonal array Ttem Design variables

L, L, 0, 0,
1 1 1 1 1
2 1 2 2 2
3 1 3 3 3
4 2 1 3 2
5 2 2 1 3
6 2 3 2 1
7 3 1 2 3
8 3 2 3 1
9 3 3 1 2

This is called as Lo orthogonal array—a table of integers whose column elements
(1, 2, and 3) represent the low (1), medium (2), and high (3) levels of the column
factors. Each row of the orthogonal array represents a run, that is, a specific set of
factor levels to be tested. The Ly orthogonal array will accommodate four factors at
three levels each in nine runs.

As the models No. 1-3 have a level 1 of L, the effective value of level 1 is the
average value of models No. 1-3. The effective values of levels 2 and 3 are also the
average values of models No. 4-6 and 7-9, respectively. The better value of design
variable can be determined by considering the effect of each design variable on the
torque shown in Fig. 3.14. These are the marginal means of each factor. The better
values are determined as follows:

Search area can be reduced by comparing the torque of each level. If the level 1
is the largest and level 2 is smaller and level 3 is the smallest as shown in case 2 in
Fig. 3.14, it is regarded that better value is less than level 2. In the same way, the
better value for case 3 is regarded as larger than level 1 and less than level 3. If
design variables are with less sensitivity, such as case 1, search area of the optimal
value cannot be reduced.

The level of design variable where the braking torque becomes a maximum can
be adopted as a candidate of optimal value. Or the combination of levels of design
variables for maximum torque can be chosen.

Fig. 3.14 Effect of design i CASEI
variables .

Effect

ICASE_‘.

CASE4

o
3
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3.4.3 Rosenbrock’s Method (RBM)

If the optimal design method which is the combination of the finite element method
and the direct search method, such as the Rosenbrock’s method [10], is used, the
nonlinearity of core can be easily considered and the CPU time required is not
increased so much compared with other optimization methods, such as the simu-
lated annealing method [4, 7].

Rosenbrock’s method is explained by an example shown in Fig. 3.15. This is a
2-D model for determining an optimal dimensions of L, and L, of the core which
produces the maximum y-directional electromagnetic force F, of the conductor of
which the current is equal to 1. The optimal dimensions of L, and L, can be obtained
by maximizing the objective function W = F. Figure 3.16 shows contour lines of
equi-objective function W.

Rosenbrock’s method is an iterative method for obtaining the optimal values of
dimensions (L; and L) so that the objective function W will be either maximized or
minimized. The method can easily be combined with the finite element method,

Fig. 3.15 Model with Fy A
unknown dimension |
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because the gradient of the objective function W is not necessary [1]. In executing
the method, the optimal dimensions which maximize W are searched changing L,
and L, with different step lengths AL; and AL,, respectively. The initial values
AL(IO) and ALgO) of respective step lengths are chosen as 1/10 of the respective
dimensions of the initial shape. When the search succeeds (W becomes larger), the

(k + 1) th length ALY (j = 1, 2) is changed as follows:

(k+1) _ (k)
AL; =a-AL (3.20)
When the search is not successful (W becomes smaller), AL](-k+ Vs changed as
follows:
(k+1) (k)
AL; =—p-AL (3.21)

where o and f8 are coefficients for the adjustment of AL; and are chosen as 2 and 0.5,
respectively. If AL; becomes sufficiently small, the search is terminated, yielding
the optimal shape.

Figure 3.17 shows the flowchart. The optimization process using Rosenbrock’s
method and the finite element method is as follows:

(1) Calculation of magnetic field for initial dimensions using the finite element
method,

(2) Calculation of objective function W (electromagnetic force),

(3) Judgment whether W is increased or not,

Fig. 3.17 Flowchart
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Initial dimensions
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Calculation of objective
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method
N(,
Yes
STOPpP

Change of dimensions
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(4) Change of dimensions using Rosenbrock’s method taking into account
constraints.

The process of calculation of (3.2)—(3.4) is repeated until the optimal dimensions
are obtained.

3.4.4 Evolution Strategy (ES)

(1 + 1)-evolution strategy (ES) is the method that generates one child vector from
one parent vector comparing two objective functions of each vector as shown in
Fig. 3.18 [8, 9, 13]. The vector with a good objective function is treated as a parent
vector of next generation.

The child vector is defined by the following equation (mutation):

0 =+ + N, (0, 6%(j)) (3.22)

where xl(,k> is a parent vector of the kth generation and x£k> is a child vector. N, (0,

02(]')) is a normal random vector (02(/')): standard deviation, j: number of times that

Rechenberg’s 1/5 success law is carried out, and n: number of design variables.
The parent vector of next generation is determined as follows by comparing the

objective function W, of the parent vector and W, of the child vector (selection):

Lk { x£k>(Wc <W)

P xék) (WC > Wp)

(3.23)

Equation (3.23) denotes that if the objective function W, of the child vector xgk)
(k) (k)

is smaller than W, of the parent vector x;,’, the child vector x; " is adopted as parent
vector xf,” 2 at the (k + 1)th generation. If W, of the child vector xgk) is larger than

. Parent vector of next
Parent vector Child vector generation

000(1@ @

‘\M..@ ©

Mutation Selection

Fig. 3.18 (1 + 1)-Evolution strategy (ES)



3 Some Key Techniques in Electromagnetic ... 71

Fig. 3.19 Normalized
distribution of probability
density

Probability density p

e

15 =L =05 0 05 1 1.5

Normalized random vector Na

W, of the parent vector xl()k>, the child vector x£k> is not chosen as the parent vector

xé,“ Y at the (k + 1Dth generation.

But the evolution is not good if optimized using only the mutation and selection
operations. Then, Rechenberg’s 1/5 success law, which changes the standard
deviation at every several iterations, is used. The standard deviation o(j + 1) is
decided by the following equation, according to the value of the probability P that
the objective function gets smaller in, for example, 20(=10 x (number of design
variables)) generations:

O'(]) - Cd P‘
a(i+1) =1 a(j) Py =1 (3.24)
o(j)/ca (P

where ¢y is a constant less than unity (0.817 < ¢4 < 1.0).

Figure 3.19 shows the normalized distribution of probability density at o = 0.5,
1.0, and 3.0. If an initial value of a design variable is chosen as a middle value of its
constraint (range of the amplitude of design variables), the normalized constraint N,
is within 0.5 from the initial value. If the initial value g, is equal to 0.5, the
probability of searching a solution is higher (probability density p is nearly equal to
0.8) near the parent vector and lower (p is nearly equal to 0.5) at the boundary of the
constraint (normalized coordinate N,= £0.5). In the case of gp= 3.0, p is almost
uniform within the constraint. Therefore, the solution can be searched in the entire
range of constraint, when o= 3.0.

3.4.5 ON/OFF Method

1. Method of Analysis

In the usual optimization method, the dimensions, etc., of magnetic circuit are
chosen as design variables. This means that the designer who wants to use the
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Fig. 3.20 ON/OFF method

. ON (Iron)

OFF (Air)

optimization method must imagine the shape of the optimal design and its
dimensions, etc. As long as we follow such a process, we cannot get a new
(epoch-making) product which the designer could not imagine beforehand.

In the ON/OFF method, the design domain is discretized by the finite elements,
then the existence of material (e.g., magnetic material) in each element is deter-
mined according to the principle that the objective function tends toward the
optimal one or not [12]. For example, ON means that there exists a magnetic
material and OFF means the air as shown in Fig. 3.20. By using such an ON/OFF
method, we may get a new construction of magnetic circuits of electrical machines,
etc.

The sensitivity is accurately calculated by using the adjoint variable method
[8, 9]. The equation for FEM is given as

HA =G (3.25)

where H is the coefficient matrix, A is the column vector of magnetic vector
potential, and G is the right-hand side vector. Taking the derivative of Eq. (3.25)
with design variable p; in an element &,

OH ,  0A _0G

— — = 3.26
Opr Opx  Opx ( )
Equation (3.26) can be rewritten as follows:
0A 0G OH -
H1<A> 3.27
Opk Opr Opx (3.27)

where A is the value obtained by solving Eq. (3.25). If the objective function is
expressed as the function W(py, A) of the permeability in the design domain and the
magnetic vector potential, the sensitivity is given by:
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dW OW  OW'0A

——=-—+ 7 3.28
dpi~ Op T OA Opy 628)
Substituting Eq. (3.27) into Eq. (3.28), Eq. (3.29) can be obtained.
T H ~
ﬂza_w+8_w H—1<8_G_8_A> (3.29)
dpi apk 0A ka apk

In order to avoid the calculation of the inverse of H, an adjoint vector A is
introduced [8]. The adjoint equation is given by

T —_
H'i="5 (3.30)

A is obtained by solving Eq. (3.30), and dW /dpy is calculated by substituting A
into Eq. (3.31).

dW_aWHT(aG 8HA> (331)

dpc  Op " \Opi Opi

Equation (3.31) suggests that only one extra solution for the adjoint vector is
sufficient to determine the sensitivity to all parameters, rather than obtaining each
value per parameter, providing a computationally fast method for deriving the
gradients.

2. Process of Calculation
The flowchart of the ON/OFF method is shown in Fig. 3.21.

Step 1: decision of initial topology

The initial topology in the design domain is decided by the material arrangement in
each element.

Step 2 and Step 7: FEM — W

The objective function W of the design domain is obtained from the calculated
value using FEM.

Step 3: adjoint variable method

Solving the adjoint equation (Eq. (3.30)), the sensitivity is calculated by using
Eq. (3.31).

Step 4: sorting of elements in order of sensitivity

Each element is ranked in order of the absolute value of sensitivity.

Step 5: set up of changeable elements

If the sensitivity dW/du,, with respect to permeability u,, in element k is negative,
the permeability in the element k should be increased. Then, the magnetic material
is located in the element k. On the other hand, if the sensitivity dW/dp,, is positive,
the permeability in the element k should be decreased. Then, the air is allocated in
the element k. In this step, the element, of which the state is changeable, is selected.
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Fig. 3.21 Flowchart of ON/ .
START
OFF method

| Decision of mitial
Stepl Iupu]i‘ug\.f

Step2

Step3 Adjoint variable |
metho

Stepd Sorting of all elements
in order of sensitivity

Steps |Scl up_?i'clmllgczlblcl

clements

|
No Change of topology| Step6

Step 6: change of topology

The topology is modified following the information obtained in Step 5.

Step 8: WD <« w®

If the objective function W&V i smaller than W®, return to Step 3, otherwise go
to Step 9.

Step 9: annealing

If the objective function is not improved at all, the changeable elements N,, is
decreased using the following equation:

Na =7 Nnn (3.32)

where 7 is the annealing factor, which is chosen as 0.9. Repeat Steps 6-9 until some
improvement of the objective function is detected.

Step 10: N, =0

If the number of changeable elements N, becomes zero, the computation is ter-
minated. Otherwise, return to Step 6.
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Using this algorithm mentioned above, a fast convergence characteristic and a good
topology can be obtained.

3.4.6 Example of Application

1. Optimal Design of Transformer Tank Shield Model using EDM and RBM

Figure 3.22 shows the transformer tank shield model [14]. The iron plate is made of
steel, and eddy currents are taken into account (conductivity: 0.75 x 107 S/m). The
shielding plate is made of grain-oriented silicon steel (grade (JIS): 30G140) in
which it is assumed that eddy current flows. The rolling direction of steel is the y-
direction. The ampere-turns of the coil are 5484AT (max) (12A (max), 457 turns,
60 Hz). As the steel is not saturated, the phasor method (so-called jo method) is
applied in 3-D eddy current analysis by assuming that the magnetic characteristic of
magnetic material is linear. The relative permeability of iron plate is assumed as
1000, and those in rolling and transverse directions of silicon steel are assumed as
3000 and 30, respectively. The dimension of analyzed region is 1000 mm X
1000 mm x 1000 mm.

The following model having design variables in x-direction, y-direction, and z-
direction are optimized by using Rosenbrock’s method (RBM). No local heating
occurs on the transformer tank at the same time:

L,—Ly: unknown variables; V: shielding volume

V = (LiL¢ + LoL7 + L3Ls + LsLo)Ls (m’) (3.33)

This model is optimized so that the objective function W shown in Eq. (3.34)
becomes minimum, and the maximum value of eddy current density J.,, in the iron
plate should be less than the specified value Jop,, (= 0.25 X 10° A/m?) in order to
avoid the local heating:

Shielding plate 1Ir ate Y, Iron plate(with eddy current)
y \ P i phk _~ Shielding plaie
A I - (without cddy current)
\ B o7 — .—Ls
- ™~ N 23 15023 !\\ I
=7 1 SNV ELL W P L Lo
Ly, — 3 p— ‘\\’, L L
~d <t LSy
- " - (] % L
Coil Lo | 2 = oy
\\\\ .|" 3 | § g :‘
2 \E““ =] YN .
= 1 O oi
Al [C
| x
75 125 10 3 300 .[ M
1 t | | | z |
(a) x-y view (b) 3-D view

Fig. 3.22 Transformer tank shield model
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W=V4+P (3.34)

where P is the penalty function which is defined by

P:{ 0 (Jem<Jem0)} (3.35)

Jem (Jem zJemo)

Jem 18 given by

Jem = \/l‘]e)“2 + |J€}"|2 + |Jez|2 (3.36)

where J,, etc., are the complex numbers.
As Jom (A/m?) is of the order of 10° and V (m?) is of the order of 107, Eq. (3.34)
can be approximated as follows:

_ V) (Jem <Jemo)
W= {Jem (AM?)  (Jem > Jemo) } (3.37)

The constraint of L;—Lg is given by

0<L1,L2,L3,L4 <0.01 (m)
0.1<Ls<0.2 (m) (3.38)
0<Lg,Lq,Lg,Ly<0.05 (m)

The constraints are divided into three levels as shown in Table 3.4. The
objective function W which has 27 patterns is calculated from the orthogonal array
(Nos. 1-27) as shown in Table 3.5. As J., in all cases is larger than J.q,
(=0.25 x 10° A/m?), the objective function W is equal to Jop,. Jer, of model No. 3 is
the smallest in Table 3.5. Then, the design variables of model No. 3 are chosen as
initial values.

Table 3.6 shows the obtained result using the combined method of EDM and
RBM. The results of 4 and 6 design variables are also denoted [14]. The initial
values in Table 3.6 are obtained using EDM. If the change of design variables L;—
Lg becomes less than 0.1 mm in the process of direct search of RBM, it is judged

Table 3.4 Three-level Design variables (10> m) Levels
constraints
1 2 3
Ly, L, Ly, Ly 25 5 75
Ls 125 150 175
Le, L7, Lg, Lo 12.5 25 37.5
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Table 3.5 Orthogonal array

Item |Design variables VA0 m®) | Jan (10° A/m?)
Ly |L, |Ly |Ls |Ls |Le |L7 |Lg |Lo
1 r [t [t |1 |1 |t |t |t |1 o156 2333
2 1 |1 |1 |1t |2 |2 |2 |2 |2 0375 0.814
3 1 1 |1 |t [3 |3 [3 |3 |3 0656 0.365
4 1 [2 (2 |2 |1 |t |t |2 |2 0430 1.337
5 12 (3 |1 |2 |2 |2 |3 |3 |0844 0.455
6 1 (3 |1 |2 [3 |3 [3 |1 |1 |0820 0.730
7 1 1 3 |2 |1 |1 |1 |3 |3 0664 0.728
8 1 |2 [t (3 |2 |2 |2 |1 |1 0469 1.204
9 1 (3 |2 |1 [3 |3 [3 |2 |2 |0984 0.394
10 2 |1 (2 |3 |1 |2 |3 |1 |2 0586 0.732
11 2 (1 |2 |3 |2 (3 |1 |2 [3 0938 0.536
12 2 (1 |2 |3 |3 |1 |2 (3 |1 |o711 0.910
13 2 |2 [3 |1 |1 |2 |3 |2 |3 0742 0.540
14 2 |2 [3 |1 |2 |3 |1 [3 |1 0844 0.815
15 2 (2 13 |1 |3 |1 |2 |1 |2 0602 1.396
16 2 |3 (1 |2 |1 |2 |3 [3 |1 |0703 0.637
17 2 |3 (1 |2 |2 |3 |1 |1 |1 0656 1.024
18 2 |3 (1 |2 [3 |1 |2 |2 |3 0875 0.758
19 3 (1 13 |2 |1t |3 |2 |1 [3 |0781 0.611
20 3 01 (3 |2 |2 |1 |3 |2 |1 0656 0.949
21 3 01 (3 |2 (3 |2 |1 [3 |2 |1.094 0.731
22 3 12 1 |3 |1 [3 |2 |2 |1 |0703 0.784
23 3 (2 /1 |13 |2 |1 |3 |3 [2 |0844 0.555
24 3 (2 /1 |13 |3 |2 |t |1 |3 [0984 0.924
25 3 13 |2 |1 |1 [3 |2 [3 |2 |0.898 0.546
26 3 (3 12 |1 |2 |1 |3 |1 [3 0797 0.859
27 3 (3 |2 |1 |3 |2 |t |2 |1 o766 1.399

that the final (optimal) result is obtained. The convergence criterion of ICCG
method is 5 x 107,

Figures 3.23, 3.24, and 3.25 show the shapes, flux and eddy current distribu-
tions, and contour lines of eddy current density at the initial and final shapes.
Figure 3.24 is the distribution on the surface of the iron plate which is observed
from the coil side. Figures 3.23 and 3.25 and Table 3.6 show that the volume V of
shielding plate is reduced by using the optimization method, and the eddy current
density can be limited within the specified value by the shielding plate. The volume
V can be reduced by approximately 35%.

Table 3.7 shows the obtained results using only RBM. The initial values are
chosen as the middle value of each constraint of design variable. The volumes V of
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Table 3.6 Result using the combined method
Initial Optimal
Number of variables 6 9 4 6 9
Design variables (1073 m) L, 2.5 4.25 4.01 4.38
L, 2.5 2.00 2.38 2.13
Ly 2.5 1.00 2.38 1.00
Ly 2.5 0.50 2.50 1.50
Ls 175 - 124.4 130.0
Le 37.5 - 44.7 46.9
L, 37.5 - 44.7 47.5
Lg 37.5 - 44.7 31.9
Loy 37.5 - 44.7 374
V (10~* m?) 0.66 0.78 0.63 0.51
J (10° A/m?) 0.365 0.238 0.249 0.247
Number of iterations - 26 75 90
CPU time (h) - 8.6 254 27.8
Computer application: VT-AlphaS33 (SPECf{p95: 22.5)
Convergence criterion of RBM: 0.3 mm
Convergence criterion of ICCG method: 5 x 10~*
v y
200 200
Torn plate Iron plate
Coil Coil Shieldin:
\ Shielding plate \ plite
50 X 50 iy
0 75100~110 0 75100~110

y q

(a) initial

(¥

(b) optimal

Fig. 3.23 Initial and optimal shapes (wt = 0°, 9 design variables)
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Fig. 3.24 Eddy current on surface of iron plate (wt = 0°, 9 design variables)

200 200

T0.04 X 10° ~0.05% 10°

./,
0.24 X 10°
N\

0.24x 10°

200 0 200
(a) initial (b) optimal

Fig. 3.25 Contour lines of eddy current density on surface of iron plate (wt = 0° 9 design
variables)

obtained (optimal) results are increased compared with those at initial values. This
suggests that the obtained result without EDM has reached to a local minimum. But
Jem can be within the specified value Jey,, (=0.25 X 10° A/m?). The number of
iterations of optimization was also increased considerably. This suggests that the
combination of EDM and RBM is especially effective for such a 3-D optimization.

2. Optimal Design of Induction Heating Model using ES

Figure 3.26 shows the induction heating model [15]. The current of the main coil
flows in the x—y plane, and its ampere-turns are 200 kAT(1.2 kHz). The current of
the auxiliary coil flows in the z-direction. The steel is heated by the Joule loss due to
the eddy current. The relative permeability of steel is assumed as unity. By using

79



80

Table 3.7 Results using only RBM

N. Takahashi

Initial Optimal

Number of variables 6 9 4 6 9

Design variables (1073 m) L, 5 4.23 4.81 6.03
L, 5 2 7.84 5.09
Ly 5 0.83 6.22 7.88
Ly 5 1.18 7.18 6.34
Ls 150 - 142.7 176.8
Lg 25 - 40.5 36.5
L, 25 - 40.5 35.7
Lg 25 - 40.5 40.4
Lo 25 - 40.5 38.1

V (10~* m?) 0.75 0.83 1.5 1.7

J (10° A/m?) 0.805 0.241 0.247 0.249

Number of iterations - 29 130 129

CPU time (h) - 8.8 51.7 492

Computer application: VT-AlphaS33 (SPECf{p95: 22.5)

Convergence criterion of RBM: 0.3 mm

Convergence criterion of ICCG method: 5 x 107*

Fig. 3.26 Induction heating
model
172

150

Search in area of left-upper point P
on auxiliary coil
@©~@: Investigated points
Main coil
(200 kAt 1.2kHz)

\ = Auxiliary coil
A (ALS)

}=

65

150 172

the evolution strategy (ES), x-coordinate and y-coordinate of the left-upper point
P of the auxiliary coil, the maximum ampere-turns AT and the frequency f of the
auxiliary coil are optimized so that the distribution of eddy current density at eleven
points on the surface of steel shown in Fig. 3.26 becomes uniform. The objective

function is defined as follows:
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Table :.,"8 Initia} Values and Design variables Constraint Initial values
constraint of design variables
Case 1 Case 2
x (mm) 90 < x < 110 100 109.9
y (mm) 75 <y <110 85 75.1
AT (kAt) 3<AT <9 6 8.99
f (kHz) 12 <f <36 2.4 1.21
W = max{J,;} — min{J,;} (3.39)

where J,; is the maximum value of eddy current density at the investigated point 7.
Table 3.8 shows the initial values and the constraint of each design variable. Two
kinds of initial values of design variables, the middle value of constraint (case 1,
x =100 mm, y =85 mm, AT =6 kAt, f =2.4 kHz) and the value near the
boundary (case 2, x = 109.9 mm, y = 75.1 mm, AT = 8.99 kAt, f= 1.21 kHz) are
chosen.

The hexahedral edge elements having only one layer in the z-direction are used
in the analysis. The number of elements is about 1400. The mesh is automatically
produced at each iteration.As this is linear model, first, the flux distribution is

main

calculated when only main coil (J(')?j‘i“, o

) is excited, and that only auxiliary coil

(JS;"‘) is excited. JM" and J(‘)‘;“in denote the x-component and y-component of the
exciting current of main coil. Ji* is the z-component of the exciting current of
auxiliary coil. Second, both flux distributions are superposed. By superposing 2-D
results, the CPU time can be considerably reduced compared with 3-D analysis.

Even if the frequency of the x-component and y-component J™m" J;“v“i“ of eddy

current induced by the main coil is different from the z-component JE};X of eddy
current induced by the auxiliary coil, the maximum effective value J,max of eddy

current can be obtained by the following equation:

2 12 2
Jemax = |Je| = \/‘jglcam‘ + ‘Jéﬁam + |‘]§?x|

(3.40)

where J,, main, etc., are the complex numbers.

Figure 3.27a, b shows the eddy current distributions when only main coil or
auxiliary coil is excited. These figures clearly illustrate the role of each coil.

The effects of the initial value of standard deviation and initial value of design
variable on the convergence are examined. o is chosen as 0.01, 0.05, 0.1, 0.5, 1.0,
and 3.0. Tables 3.9 and 3.10 show the effects of initial values of standard deviation
on obtained value and CPU time, and so on. When the child vector is out of the
constraint of design variables, it is not counted in the number of iterations, because
the finite element analysis is skipped in such a case.

Tables 3.9 and 3.10 show that the smaller the initial value o of standard
deviation, the faster the convergence. However, the solutions of smaller standard
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(a) main coil

Fig. 3.27 Eddy current distribution

Table 3.9 Optimal value (case 1)

(b) auxiliary coil

N. Takahashi

Item Initial values | 0.01 0.05 0.1 0.5 1.0 3.0
x (mm) 100 100.2  99.3 101.8  [99.1 98.0 97.5
y (mm) 85 89.7 94.4 95.0 94.5 92.2 93.9
AT (kAt) 6 5.91 5.80 6.06 5.78 5.60 5.59
f (kHz) 24 3.46 3.59 3.60 3.58 3.59 3.59
W (10° A/m? 4.59 1.08 .05 [1.06 105 [1.04 |1.04
Number of iterations - 424 487 362 633 587 623
CPU time (s) - 1988 2286 1742 2913 2704 | 2842
Computer: HP735 (45SMFLOPS)
Table 3.10 Optimal value (case 2)

Item Initial 0.01 0.05 0.1 0.5 1.0 3.0

values

x (mm) 109.9 109.7 108.7 |96.5 1034 | 97.1 98.4
y (mm) 75.1 80.7 88.4 87.4 89.7 924 92.7
AT (kAt) 8.99 7.99 7.39 5.33 6.14 5.49 5.71
f (kHz) 1.21 2.94 3.15 3.60 3.60 3.60 3.54
W (10° A/m?) 8.23 1.27 1.17 1.05 1.08 1.04 1.05
Number of - 490 546 561 583 636 717
iterations

CPU time (s) - 2234 2552 2614 | 2676 2859 | 3252

deviations are not good. The solutions at go= 0.01, 0.05, 0.1, and 0.5 fall into local
minima. This suggests that the solution using ES converges to the global optimum
in spite of the selection of initial values of design variables (case 2) if an initial
value of the standard deviation is selected as larger than 1.0. Here, g is chosen as
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Fig. 3.29 Eddy current density of investigated point (case 1)

3.0, because the solution can be searched in the whole range and the number of
iterations is not so much increased compared with the case of less than ay= 0.5.

Figure 3.28 shows the contour lines of eddy current density in the steel at the
initial and optimal shapes (case 1) at gy = 3.0 and that without auxiliary coil.
Figure 3.29 shows the effective eddy current densities at the investigated points.
Fairly uniform eddy current is induced in the case of optimized coil.

3. Topology Optimization of Recording Head using ON/OFF Method

A practical 3-D topology optimization technique combined with the edge-based
finite element method called the ON/OFF method is applied to improve the design
of a recording head [12]. The optimization of cusp field (CF) SPT head having
magnetic shield is performed by using the topology optimization technique, so that
the recording field becomes maximum and the leakage flux in the adjacent bit and
adjacent track can be reduced.

Figure 3.30 shows the analyzed model of CF-SPT head. The ampere-turn of one
coil is 0.1 AT. FeCoAlO (saturated magnetization: 2.4 T) is adopted as the mag-
netic material of the return yoke, the underlayer, a part of main pole, and the design
domain corresponding to the yoke.



84 N. Takahashi

Coil, Shield 2 o
. L g - ol e
20 150 - Adjacent track Coil
Design domain Design domain, I
80 Target region 2 ) ‘ i
* s M s
" = F N % = = )
é : [ t
T =t ! B
=1l AE =1 I =
v =4 | =+l i i
4 = i ah 1 =1, v = >
= < (=] I =
= ’I..j’:!...g Target region 2 3 B a B i
B AT M -, B :
= = | o
H oy 1 ™
e 3000\ | - 20 p 40
Target region 1 Soft underlayer Target region 1 SHCEM ston Recording track
(a) x-y plane (b) x-z plane

Fig. 3.30 Analyzed model of CF-SPT head

The medium is treated as air. The target region 1, on which a bit should be
written, is set under the main pole. The target region 2, on which a bit should not be
written is set on both the adjacent track and the adjacent bit in the recording track,

The design goal of SPT head is to maximize the flux density (recording flux) in
the target region 1 and to minimize the flux density (leakage flux) in the target
region 2, in the medium. The functions W; and W, in the target regions 1 and 2 to

be minimized are given as:
W = /// 1/B;dv (3.41)
Vi

Wy = ///V (B§+B§+B§>dv (3.42)

where V and V, are the volumes of target regions 1 and 2, and B,, B,, and B, are the
x-component, y-component, and z-component of flux density. The objective func-
tion W is the linear combination of W; and W, given as:

WZkW1—|-(1 —k)Wz (343)

where k (0 = k = 1) is the weighting coefficient.

Figure 3.31 shows the optimal topology obtained using the ON/OFF method.
The obtained shape is changed by the distance D. The detailed dimension is shown
in Fig. 3.32. Figure 3.33 shows the absolute value of the y-component of flux
density in down-track direction. The figure denotes that the recording field is
increased when the distance D between the target regions 1 and 2 is increased. In
the case of D = 40 nm, the recording field of 1.75 T is obtained, which is more than
the required values for 600 Gb/in? recording.



3 Some Key Techniques in Electromagnetic ... 85

Fig. 3.31 Optimal topology
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3.5 Magneto-Thermal Coupled Analysis
3.5.1 Thermal Analysis

In the thermal analysis, the following heat conduction equation is used [16]:

T
div(A gradT) 4+ Q0 = pca

o (3.44)

where T is the temperature, / is the thermal conductivity, Q is the rate of internal
heat generation, p is the material density, c is the specific heat, and ¢ is the time.

Equation (3.44) can be rewritten in the x-coordinate, y-coordinate, and z-coor-
dinate as follows:

8 aT 0 oT 0 oT oT

The boundary condition of the heat conduction is given by the following
equation:

or Je 0 07 [%n,
q=—]=— o =—[A@n-VI)=—=| 0 A, 0 ||%n, (3.46)
0 0 Jo||%n,

where g is the heat flow and n is the outgoing normal vector on the boundary.
The governing equation of heat conduction is discretized using
three-dimensional nodal elements. The Galerkin equation is given by

[ s
{2 () )
T ( i >}dV{T} -] ey

where {N} is the interpolation function.

The temperature distribution is affected by the heat transfer due to the convection
on the boundary between the core or coil and the surrounding air shown in
Fig. 3.34. The heat transfer is taken into account by introducing the heat flux g, on
the surface which is given by the following equation:

(3.47)
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Fig. 3.34 Convection on the
boundary T TC
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qc = h(T —T¢) (3.48)

where 4 is the heat transfer coefficient, T, is the ambient temperature.
The equation of heat emission on the boundary is given by

q=nT-T.) (3.49)

h=eoF (T+T)(T*+T7) (3.50)

where ¢ is the thermal emissivity, ¢ is the Stefan—Boltzmann coefficient, F* is the
radiation configuration factor, and % is the coefficient of heat emission.

The finite element (FE) equation of the heat conduction problem which includes
the heat emission is given by

Ky + (e} = 1) 3:51)

where [K] is the heat conduction matrix, [C] is the heat capacity matrix, and {F} is
the heat flux vector. These are given by

/// {a{N} ( 8{N}T> O{N} (z a{N}T>
o Jdy Oy
+ 82’ } (izza{g } )}dVJr / / R{N}{NYTdS

)= /// pe[NHNYTdV (3.53)

(3.52)
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{F} = // VQ{N}TdV+ / / ShTuu,{N}TdS (3.54)

where T,,, is the environment temperature.

3.5.2 Magneto-Thermal Analysis

1. Calculation Procedure

The magneto-thermal coupled analysis considering the heat emission, heat con-
duction, and temperature dependence of magnetic characteristics can be carried out
by the following procedure:

As a first step, the magnetic field and eddy current are analyzed using 3-D FEM.
The basic equation is given by

rot(vrotd) = Jy — a(aa—f: —&—gradq’)) (3.55)
where A is the magnetic vector potential, ¢ is the electric scalar potential, ¢ is the
conductivity, v is the reluctivity, and Jj is the current density of coil.

Next, the thermal analysis given by Eq. (3.51) is carried out. The eddy current
loss obtained by the magnetic field analysis is used as the heat source.

The magnetic field analysis is carried out again by using the renewed material
constants corresponding to the obtained temperature. Repeating these two kinds of
analyses, the change of the temperature distribution with time is calculated.

2. Example of Analysis of Billet Heater

Figure 3.35 shows an example of billet heater [17]. The material of the billet is
S45C (carbon steel). The insulating material is rolled out of the fire-resistant
material. The Curie temperature of the billet is 760 °C.

3-D FEM using edge elements is used for the magnetic field analysis, and 3-D FEM
using nodal elements is used for the thermal field analysis. Figure 3.36 shows the cross
section of the examined model. The initial temperature of each material is 25 °C. The
boundaries of analyzed region in Fig. 3.36 are assumed as the adiabatic boundaries.

The material constants of the billet, air, fire-resistant material, and insulating
material at 25 °C are shown in Table 3.11. Figures 3.37, 3.38, 3.39, and 3.40 show
the temperature dependence of material constants of the billet. The B—H curves are
guessed from the B—H curve at 25 °C. The radiation configuration factors F'* of the
billet and fire-resistant material of Eq. (3.50) are both assumed as unity.

Figure 3.41 shows the change of temperature at the center (» = 0 mm) and on
the surface of billet (r = 27.5 mm) with time. The temperature is measured using
thermocouples. The calculated results are in good agreement with the measured
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Fig. 3.35 Billet heater
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Table 3.11 Material constants at 25 °C
Material o (S/m) CJ/kg-K) |A(W/(m-K) |p (kg/m3) €
Billet (S45C) 4.17 x 10° |444.1 51.9 7860 0.85
Fire-resistant material | — 1360 2.5 3160 0.7
Insulating material - 1360 0.110 160 -
Air - 1005 002 230 -

ones. The reason why the rate of increase of temperature is reduced at around 20 s
is that the temperature of billet reaches near to the Curie temperature at this instant,
and the specific heat rises rapidly.

Figure 3.42 shows the change of flux density in the billet with time. Figure 3.42
shows that the flux is invaded inside the billet and its amplitude is decreased with
time. Then, the generation of power moves inside of the billet and its value is
decreased.
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3.5.3 Magneto-Thermal-Fluid Analysis

1. Method of Analysis

In the magneto-thermal field analysis, in which the heat transfer coefficient is given
on the surface of machine, the heat transfer coefficient is sometimes affected by the
convection around the machine. In this case, the convection should also be taken
into account in order to calculate the temperature rise accurately.

In this section, the magneto-thermal-fluid analysis method taking account of
natural convection is discussed [18]. The semi-Lagrange (moving) coordinate
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system, in which the velocity of fluid is defined by the Euler (fixed) coordinate
system and the time derivative term is calculated using the Lagrange coordinate
system. The Lagrange coordinate system has some advantages compared with the
Euler coordinate system in the eddy current analysis in the moving conductor [19].

In the fluid analysis of natural convection, the following Navier—Stokes equation
[20] with penalty function is used:

d
0o d_: = agrad(divw) + 7V + pogB(T — T) (3.56)

where v is the velocity vector and g is the gravity acceleration vector (=9.8 m/s?). 5
and f are the viscosity and the coefficient of volume expansion, respectively. « is
the penalty number. d/df denotes the time derivative using the Lagrange coordinate
system. In the first term on the right-hand side (penalty term), the reduced inte-
gration technique is applied.

The Lagrange coordinate system is applied to the time differential term in
Eq. (3.56). For example, the time derivative dT;*A’ /dT at the point p at the instant

(t + A1) can be discretized using the backward difference method as follows:

t+ At t+Ar _ ot
dTp _ Tp Tq

3.57
dt At ( )

where At is the time interval. ¢ means the position where the point p at the instant
(t + A1) existed at the instant 7. The position of point ¢g; in the fluid shown in
Fig. 3.43 (case 1) is obtained by deducting u' At from the position of point p,. If the
position of point g, is in the solid (case 2) or the position of point g3 is out of the
analyzed region (case 3) as shown in Fig. 3.43, the points ¢, and g3 are moved to
the positions of intersections ¢> and g3.

The flowchart for magneto-thermal-fluid coupled analysis is shown in Fig. 3.44,
and it is explained as follows:
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e The distribution of heat source due to eddy current loss in a conducting body
(solid) is obtained from the magnetic field analysis. The ac steady-state magnetic

field analysis is carried out because the time constant is very small compared
with that of thermal analysis.
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Fig. 3.45 Verification model

e The time interval At is calculated by the velocity of fluid considering the
maximum movement during A¢.

e The temperature distribution in and around the conducting body is calculated by
thermal analysis.

e The material constant for thermal and fluid analysis, such as #, modified by the
temperature rise obtained from thermal analysis.

e The velocity of fluid due to natural convection around the conducting body is
calculated by fluid analysis.

e The thermal and fluid analyses are iterated until the material constant for
magnetic field analysis, such as ¢, is modified due to the temperature rise.

2. Analysis of Verification Model

The developed code is verified by comparing the calculated result with measured
one. A simple induction heating model composed of a coil and a steel plate (SS400)
set in a box made of the heat insulating material (foam polystyrene) shown in
Fig. 3.45 is chosen as a verification model [18]. The temperature in the steel plate
rises due to the eddy current loss in the steel plate and joule loss in the coil when the
coil is excited by ac current (max 155 AT, 1 kHz). The material constants at 20 °C
are shown in Table 3.12. The relative permeability of the steel plate is set to 2000.
This value is obtained from the measured average flux density (0.144 T) of the steel
at z = 0. The transient analysis is carried out until # = 600 s from the initial tem-
perature 20 °C.

3-D linear ac steady magnetic field analysis using the finite element is carried
out. 1/8 of the entire region is subdivided into 15,912 first-order nodal brick ele-
ments. The flux and eddy current distributions and the contour lines of eddy current
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Table 3.12 Material constants at 20 °C

Material Steel plate Coil Inner frame Air

(SS400) (copper) (paper)
Relative permeability V; 1/2000 Non magnetic material
Electrical conductivity o (S/ | 7.5 x 10° No eddy current
m)
Mass density po (kg/m®) 7850 8880 900 1.18
Heat capacity C (J/(kg - K)) |465 386 1300 1007
Thermal conductivity 4 43 398 0.06 0.0261
(W/(m - K))
Viscosity # (Pa - S) Solid 18.62 x 107°
Volume expansion 332 x 107
coefficient

Fig. 3.46 Flux distribution
(t = 0, current = maximum)

ta

max:2.2T

loss are shown in Figs. 3.46, 3.47, and 3.48. These figures denote that the skin
effect in the steel plate is very large.

In the thermal and fluid analyses, 2-D analyses in x—z plane using the finite
element method are carried out, because many time iterations are required. 1/2 of
whole region is subdivided into 690 first-order nodal rectangular elements. The time
interval Az is decided so that v,,x At becomes 20 mm (v,,: maximum velocity)
and the maximum A7 is 1 s. The penalty number /. is chosen as 10’

Figures 3.49 and 3.50 show the temperature distribution and the natural con-
vection at the instants ¢ = 50, 300, and 600 s. It is shown that the temperature in the
upper part is higher than that in the lower part, due to the natural convection.
Figure 3.51 shows the effect of the natural convection on the temperature
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Fig. 3.49 Temperature distribution at the instants
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Fig. 3.50 Natural convection at the instants

distribution along the surface s — ¢ of steel plate. The figure denotes that the natural

convection should be considered.
The experimental model is shown in Fig. 3.52. The temperature at the points a, b,

and ¢ shown in Fig. 3.53 is measured using the thermocouple (copper—constantan).
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Fig. 3.51 Test model
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Fig. 3.52 Test model

Figure 3.53 shows the comparison of temperature rise obtained by measurement and
calculation taking account of natural convection. Although there is a difference
between calculation and measurement, the tendency is almost the same. The reason
for the discrepancy seems to be due to the linear analysis of magnetic field and 2-D
thermal and fluid analyses.



3 Some Key Techniques in Electromagnetic ... 99
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3.6 Summary

In order to deal with the special and key modeling and simulation in electrical
engineering, some practicable application technologies to be used in electromag-
netic and thermal FE analysis have been discussed. It can be summarized as
follows:

(1) The use of the special finite element in a special problem with narrow air gap
can reduce the computing CPU time and the requirement of computer storage;

(2) In order to accurately analyze the overall characteristics of electrical device in
the case when exciting currents are unknown, the voltage source excitation
method should be used;

(3) Even though the usual optimization design method for the specified design
parameters can get an expected result, the topology optimization method can
obtain a new and much better result;

(4) The effects of the material temperature property on the electromagnetic and
thermal analysis results are investigated and experimentally validated.
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Chapter 4 M)
Solution of Coupled Electromagnetic e
and Thermal Fields

Behzad Forghani

Abstract The objective of this chapter is to discuss the electromagnetic and
thermal simulation requirements when designing large power transformers; in
particular, the focus will be on the study of overheat problems in the transformer
tank due to the leakage flux and the induced eddy currents. There are a number of
requirements for the model specification, the field solution, and the evaluation of
the results, related to the electromagnetic performance, as there are a number of
requirements for the model specification, the field solution and the evaluation of
results, related to the thermal performance, of a power transformer. The model
specification covers the geometric description, material properties of the compo-
nents used in the device, current and voltage sources, as well as the numerical
parameters, such as those related to the finite element method (FEM) (Silvester and
Ferrari in finite elements for electrical engineers, Cambridge University Press, 1996
[1]). The coupled electromagnetic—thermal simulation requires the solution of two
sets of equations. Since, in the overwhelming majority of cases, the time constants
between the electromagnetic and thermal response are very different, the two sets of
field equations can be solved separately; in other words, they are loosely coupled.
The electromagnetic field equations may require a static, time-harmonic, or tran-
sient field solver, whereas the thermal field equations may require a static
(steady-state) or transient field solver. The coupled electromagnetic—thermal sim-
ulation addresses both aspects of physics, i.e., electromagnetic and thermal, and the
way the effect of one on the other is taken into account, by considering the tem-
perature rise due to electromagnetic losses, and the effect on the material properties
due to the change in temperature. Material property modeling plays a key role in the
accurate simulation of the device. Since the magnetic properties of steel are non-
linear and hysteretic, and anisotropic for the grain-oriented steel used in trans-
formers, advanced material models are needed for an accurate representation of the
material, under the different operating conditions of a transformer. Simcenter™
MAGNET™ software is a general-purpose simulation tool on which the content of
this chapter is based. This tool can be used for the design and analysis of many
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devices. More in-depth information on its general capabilities can be found at
(Simcenter MAGNET knowledge base articles [2]).

Keywords Leakage flux - Overheat problems - Coupled simulation -
Electromagnetic—thermal - Material properties

4.1 Simulation as a Design and Analysis Tool

The demand for electrical power has been increasing globally, and as a result,
power transformers, which are one of the important components in a power gen-
eration and transformation network, are regularly re-designed in order to meet this
demand. Building power transformers is quite costly, both in terms of the material
and the labor cost. The time it takes to build one unit of 500 or 1000 kV transformer
is of the order of 6—10 months (or more for UHV DC converter transformer, up to
1 year), because of the high standard manufacturing and testing procedures that
should be followed, as usual. For this reason, it is not practical to build prototypes
or make any mistakes in the design, making the simulation and the accurate
computation of the performance parameters critical steps in the design process.

Additionally, there are safety issues which are of utmost importance to avoid and
prevent potential failures. The reliability in life cycle of the operation of a trans-
former is key since the downtime of a transformer could have serious economic
consequences. There are also regulations that are concerned with the efficiency of
the operation of transformers and the reduction of losses, such as the minimum
energy performance standard (MEPS), which pose challenging requirements on the
design, and the accuracy and capability of the design software tools.

There are several types of simulations that a designer of a large power trans-
former would be interested in. The forces experienced on the windings of a
transformer, the reactance and the impedance of the windings, the losses in the core,
in the windings and in the tank, and a number of other design parameters could be
the result of computations performed in a simulation tool. The study of the potential
overheat in key transformer components is, however, a class on its own and
deserves its own treatment. Simcenter MAGNET simulates the electromagnetic
behavior of a device by solving the static, time-harmonic, or transient electro-
magnetic field due to either permanent magnets, current distribution sources, or
both. Additionally, it simulates the temperature distribution of specified heat
sources in the presence of thermally conducting materials and convective/radiative
boundary losses. Full integration between the electromagnetic and thermal solvers
provides accurate results for coupled electromagnetic—thermal analysis needs.
Two-way coupling helps to simulate the heating effects due to eddy current and
hysteretic losses in the magnetic system. For the majority of cases, a time-harmonic
electromagnetic field solution which is coupled to a steady-state thermal field
solution is adequate for the analysis of stray-field losses and the resulting overheat
problem. In this type of simulation, it is required to determine the leakage flux
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distribution in a 3D model and the resulting loss density inside various magnetic
and non-magnetic components. From the loss density, the thermal profile can be
determined. The leakage flux and the eddy current losses are determined from a
time-harmonic magnetic solver, and the temperature profile is determined from a
steady-state thermal solver.

Simcenter MAGNET can be used to simulate the transformer in operation and to
determine its behavior using a virtual laboratory, rather than a physical one. The
ability to construct a model in a CAD system and simulate the design is the only
way to make sure that all design failures are caught before an expensive unit is
built. The design cost is reduced significantly since building a large transformer
requires a significant investment in material and labor. Since it is possible to study
what-if scenarios quickly in a design system, the design time can be significantly
reduced. The accuracy that can be achieved in the fields and other quantities of
interest in the design can be very high with a simulation system that is based on the
finite element method (FEM). Using FEM, the electromagnetic and thermal field
equations can be solved for quite accurately and very complex structures with
complicated material characteristics can be modeled.

Using a simulation tool based on FEM, it is possible to determine the current
distributions through the windings and the bus bars, no matter how complex the
geometry and the arrangements. It is also possible to obtain the impedance/
reactance of complex bus bar arrangements. Given the distribution of the fluxes and
the currents throughout the tank and other areas in the model, the losses can be
obtained. It is then possible to change the geometry and introduce shields to reduce
such losses. From the losses, the temperature profile can be determined and
examined throughout the model.

One of the requirements for a simulation is the ability to perform the same tests
in the virtual laboratory that the designer would normally perform in the real
laboratory. These tests are meant to validate the design under operating conditions.
For this purpose, electrical circuits can be defined in which the windings or the bus
bar terminals are connected to sources or loads. The circuit components can take
complex topologies when connected in parallel and in series.

Simcenter MAGNET has an advanced geometric and material modeling capa-
bility, including the support for temperature-dependent material properties. The
parameterization capabilities allow for “what-if”” analysis. The programmability and
customization support make it possible to use the system in an established design
flow environment of an organization.

4.2 Modeling

The models for the magnetic and thermal solutions of large power transformers are
truly 3D and require 3D field equation solvers. The magnetic model consists of
several components, and each component may be built with much of its geometric
detail. The components are typically the core, the low-voltage (LV) and
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high-voltage (HV) windings, the tank, and the bus bar structure. The tank itself is
built with the tank details such as the walls, the cover, and flanges.

The thermal model has fewer components and consists of only those components
where power is dissipated and where heat is transferred to, through the conduction
mechanism. The surrounding air or the oil are not included in the thermal model,
but the transfer of heat, through either convection or radiation, to the surrounding
environment is modeled by specifying coefficients of heat transfer for convection
and radiation on the surfaces of the objects.

In this type of application, the heat is normally generated due to the local power
losses in a component, such as the tank, which then travels through that component
and to other touching components, through the mechanism of conduction or is
transferred to the environment through convection. The environment could be the
surrounding air or the oil.

4.2.1 Geometry

The complex 3D geometry of the transformer, with all the details, can be created
either in Simcenter MAGNET or imported from third-party CAD systems.

If built-in Simcenter MAGNET, the geometric model of a device is based on
familiar component-by-component building concepts; i.e., a geometric model is
formed from one or more components. A component is created by drawing the
cross section and then sweeping that cross section in an arbitrary direction to form a
3D object. The 2D drawings can also be imported as a DXF file. When importing a
2D or 3D geometry, the system helps in detecting potential modeling errors that are
inconsequential as a CAD drawing but cause errors when doing a numerical
solution. The cause of these errors could be tolerance issues with the coordinates of
vertices where edges do not meet exactly, ending up in either a gap or an overlap.

The imported 3D components from other CAD systems are usually in standard
formats. In a model in Simcenter MAGNET, some components may be imported
from other CAD packages and some may be built inside Simcenter MAGNET.
There are several Boolean operations, such as union, subtract, and intersect, that let
the user further modify the geometry. The operations of scale, rotate, mirror, and
shift can be used on a component or a set of components in order to transform and
possibly duplicate the components making the construction of a repetitive structure
fast and easy.

Figure 4.1 shows a portion of the model with all the geometric detail necessary
for performing an accurate electromagnetic and thermal simulation of a transformer.

Figure 4.2 shows several conducting parts that are connected to form the
complex structure of the bus bars.
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Fig. 4.1 Outside section of the tank (Figure, courtesy of Baobian Electric)

Fig. 4.2 Three bus bars inside of the tank (Figure, courtesy of Baobian Electric)

4.2.2 Coils and Sources

Coils are conducting components with attributes, such as stranded or solid, and the
number of turns, when stranded. The windings around the limbs of a transformer
are specified to be stranded coils. In this case, the individual turns are not modeled
and it is assumed that the cross-sectional current density is uniform; this is an
acceptable simplification and reduces the computational cost significantly. The
correct copper cross-sectional area can be determined, if the strand area or wire
gauge is known, which helps with the correct calculation of the winding resistance,
affecting other computed parameters. The terminals of the coils are face or faces
that become the connecting points to an electrical circuit.

The bus bar structure is specified to be a solid coil. When a coil is defined as
solid, the system solves for the current density throughout the conductors and the
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current redistributes according to Maxwell’s equations. The bus bars have a com-
plex geometric structure. In Simcenter MAGNET, they are modeled as
multi-terminal coils since current may enter and exit at a number of terminals,
where a terminal is a face or a collection of faces of a conducting body. The system
computes the current paths among the terminals automatically.

Sources are circuit components that are connected to coils either directly or through
other circuit components. They are responsible for the excitation of the electromag-
netic system. In Simcenter MAGNET, the sources could be current supplies or voltage
supplies. They could be DC, AC, or arbitrary waveforms that are defined as a function
of time, such as sinusoidal, exponential, or pulse. Arbitrary waveforms may be
specified by providing a series of current or voltage values over time.

4.2.3 Circuits

In Simcenter MAGNET, there is a circuit editor for connecting electrical circuit
components to the coils. There is no restriction with regard to the complexity of the
circuit connections. The circuit components supported are current source, voltage
source, resistor, capacitor, inductor, switch, and diode. Figure 4.3 shows a circuit
with a number of parallel and series connections.

Fig. 4.3 An example of a (f i

circuit in V| Circuit 1 | = " & I@
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Fig. 4.4 Three-phase current source connected to a bus bar

Figure 4.4 shows the circuit that is used to set up a typical simulation where the
three-phase current sources are connected to the six terminals of the bus bars in a
transformer.

The solution of the electromagnetic field and electrical circuit equations can be
obtained in a number of ways. One of which is a fully coupled system of equations
where all the unknowns, i.e., the electromagnetic field unknowns over the dis-
cretized space, and the branch currents or the node voltages of the electrical circuit,
are all solved for, at the same time. The case shown in the above figure is one such
condition where it is possible to solve for the entire system of equations in one pass.
In this case, the electromagnetic and the electrical circuit equations are said to be
tightly coupled.

There may be other applications where there are much more complex electrical
circuits involved and it may be more practical to decouple the two systems of
equations and solve them separately and link them through either a response sur-
face model [3] or by running two time-domain solution systems in parallel,
otherwise known as co-simulation.

The ability to use the full circuit capability with the time-harmonic analysis, in
Simcenter MAGNET, enables the user to have phase-shifting circuits, without
having to use the transient analysis, saving significant solution time, since the AC
analysis is a single-step solution while the transient analysis requires many steps.

4.2.4 Material Properties

The material properties are needed when solving for the electromagnetic and
thermal fields. The electromagnetic equations require the permeability and the
conductivity of all the materials in the problem domain. The materials used in the
core are electrical grade laminated steel. The grain-oriented steel, normally used in
the core, exhibits an anisotropy in its permeability such that the properties are not
the same in the rolling and transverse directions. The material used in the tank is
usually a mild steel. Some materials may be nonlinear; e.g., the permeability of the
laminated steels is nonlinear and is provided by the manufacturer as a series of
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B—H values. The thermal equations require the thermal conductivity, specific heat
capacity, and the mass density for each material.

The material properties could change as a function of temperature. Therefore,
each property can be specified at a number of temperatures and interpolation can be
used to derive values at other temperatures in-between.

The material manufacturer makes measurements of the iron losses in the lami-
nation steels, at different induction levels and source frequencies. The core loss can
be calculated directly from these measurements, at the post-processing stage, or
through advanced material models that simulate the magnetic hysteresis.

4.2.5 Material Modeling

The accuracy of the solution is only as good as the input data and the accuracy of
the material properties play a significant role in the accuracy of the results.
Simcenter MAGNET uses a material editor, for entering the material data. The
following is a list of the primary material properties for the simulation of electro-
magnetic and thermal fields:

Magnetic permeability
Core loss data
Electric conductivity
Thermal conductivity
Specific heat capacity
Mass density.

All the above material properties are associated with a temperature. Therefore,
the user can enter many values representing the change in the property as tem-
perature changes. Depending on the type of analysis, one or more of the properties
are used during the solution process.

4.2.5.1 Permeability

Figure 4.5 shows the dialog box for entering the properties of a nonlinear isotropic
permeability for a material. For each temperature that the user has data, a set of B—
H values are entered and a smooth nonlinear curve is automatically constructed.

The material editor can also be used to enter the nonlinear anisotropic B—
H properties of laminated steel. Figure 4.6 shows the nonlinear B—H properties in
different directions.

When assigning a nonlinear anisotropic material to a component, the user can
orient the material direction to match the position and orientation of the component.
For example, in the case of an anisotropic laminated sheet, the user would identify
the rolling and transverse directions to the system by setting the orientations.
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Fig. 4.5 Dialog box for entering the nonlinear isotropic permeability data

4.2.5.2 Core Loss

In general, the winding losses and the eddy current losses in the conductors are the
dominant losses in a device. However, the core which is made of thin insulated steel
laminations also experiences a loss, when subjected to time-varying fields. Since
this loss is usually small, it is not included as part of the electromagnetic field
solution, but rather, it is estimated at the post-processing stage, by looking up the
measured loss data, based on the induction level and the frequency. The mea-
surements are usually made for sinusoidally varying fields, at certain frequencies
and at several induction levels, using the Epstein frame. This simple model is
basically a lookup table, and the variation of the loss with the induction level can be
represented by a simple curve which satisfies the Steinmetz equation [4], having a
term that represents the lamination eddy current loss and a term that represents the
lamination hysteresis loss. This is an empirical approach; it is quick to compute and
is most often used in simulations.
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Figure 4.7 shows the dialog box in the material editor that can be used to enter
the loss data either in pairs of loss and peak flux density values or the Steinmetz
equation coefficients.
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Fig. 4.7 Dialog box in material editor for entering core loss data
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However, using empirical approaches, one cannot accurately compute the core
loss if the external fields are non-sinusoidal. When the accuracy of the core losses
becomes significant, more advanced material models that simulate the hysteretic
behavior of the material are required [5]. These models carry a much higher
computational cost; however, they are general purpose. The other option, for a
better estimation of losses, would be through a series of very carefully designed
benchmark problems that represent the operating conditions of a transformer, with a
series of measurements on the benchmark models [6-16].

The ability to compute core losses accurately is quite significant since the losses
affect the efficiency of the device and determine the thermal management required
for a safe operation. There is a wide range of approaches that are used for predicting
the core loss. Very often, single-valued B—H curves are adopted for describing the
material’s magnetic behavior, as described above. In doing so, the irreversible
behavior of the material is neglected. Moreover, iron loss is calculated at the
post-processing stage and is not included in the field solutions, so their effects on
the global quantities such as current, voltage, forces, and flux linkage, are not
directly taken into account [17]. The incorporation of the B—H loops (as experi-
enced in ferromagnetic materials, under varying magnetic field) in computer sim-
ulations will overcome these issues.

There are a number of phenomenological models that describe the hysteretic
behavior of a magnetic material. The Jiles—Atherton (JA) model proposed by Jiles
and Atherton in 1986 [18] is one such model, which is based on the physics of
ferromagnetism and explains the hysteresis phenomenon inside ferromagnetic
materials. The data representing the JA model can be entered in
Simcenter MAGNET, using a number of methods. See Fig. 4.8, showing the
material editor and the data describing the JA model.

Using advanced material models, with access to material data, representing the
magnetic hysteresis, and more efficient and advanced numerical techniques that
avoid numerical stability issues, when handling the hysteretic nonlinearities in the
finite element solver, it is possible to include hysteretic effects in the field solutions.

Benchmark Test for Hysteresis Models

Testing electromagnetic analysis methods (TEAM) benchmark problem 32 [19] is a
benchmark test that was designed for testing the accuracy of numerical models,
representing the hysteresis effects. The simulation model of the TEAM problem in
Simcenter MAGNET software is shown in Fig. 4.9b which ran for 125 ms using
both the single-valued (SV) and the vector JA hysteresis (Hys) models.

The shaded plots for computed B fields at t = 75 ms using both models are
shown in Fig. 4.9c and d, respectively [19].

The voltages of both coils using both material models are shown in Fig. 4.10a.
The phase difference in the Hys case is because of the phase lag between B and
H fields. In Fig. 4.10b, the results for the computed and measured magnetic flux
densities at point P of Fig. 4.9a are shown [19].
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Fig. 4.8 Dialog box in material editor for entering JA model data

4.2.5.3 Electric Conductivity, Thermal Conductivity, Specific Heat
Capacity, and Mass Density

Electric conductivity is usually isotropic and linear, i.e., the relationship between
the electric field E and the current density J; however, it changes with temperature,
and therefore, it can be specified at different temperature values. If the conductivity
is anisotropic, then a tensor may be specified for each temperature. Although it is
not common, the relationship between E and J could be nonlinear. There are similar
options in the material editor for entering the data for other material properties.

4.2.6 Boundary Conditions

Wherever possible, boundary conditions should be used to take advantage of the
symmetry and reduce the problem size. In the magnetic problem, there are two
boundary conditions that are used routinely. One is the field normal and as sug-
gested by the name, this boundary condition imposes the tangential component of
the field to be zero. The other is the field tangential boundary condition which does
the opposite; i.e., it imposes the normal component of the field to the boundary to
be zero. In addition to these two boundary conditions, the tank wall can be modeled
by applying the surface impedance boundary condition to its faces. This will help
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avoid modeling the tank wall volume and as a result reduces the problem size
significantly, and hence, the time-harmonic simulation solution time is reduced by
as much as a couple of orders of magnitude.

The flux tangential boundary condition is applied by default to all outer surfaces
of the model that are not assigned any other boundary conditions. Thus, for each
outer surface on which the current flow is normal (entering or exiting) and the fields
tangential, no boundary condition needs to be explicitly specified.

The boundary conditions in the thermal problem are the perfect insulator, pre-
scribed temperature, and the environmental condition. With the perfect insulator,
no heat is permitted to flow through the boundary. With the prescribed temperature,
the temperature on the boundary is fixed to a value defined by the user. With the
environmental conditions, defined by the convection heat transfer coefficient, the
radiation heat transfer coefficient, and the temperature of the surrounding envi-
ronment, the user specifies to the system how the heat flows through the boundary.

Of the thermal boundary conditions mentioned, the one that is mainly used in the
transformer application is the environmental boundary condition in which the user
specifies the temperature of the environment, the convective heat transfer coeffi-
cient, and the radiation heat transfer coefficient. Since, in this application, the main
mechanism for the heat flow through the boundary condition is convection, the
radiation heat transfer coefficient is set to zero.

Additionally, Simcenter MAGNET supports a mechanism for defining a heat
transfer between two components through some other medium in air. This mech-
anism is called the convective link which implements convection between different
boundaries. This boundary condition is not normally used for power transformer
applications.

As an example of the boundary conditions in Simcenter MAGNET that are
normally used for the transformer application and the way they are applied,
Figs. 4.11 and 4.12 illustrate the case of a three-phase transformer model.

There is a front-rear symmetry, and additionally, a top—bottom symmetry,
depending on where the air gap is situated, in which case a field normal boundary
condition must be explicitly specified on the symmetry plane, as shown in
Fig. 4.12.

4.2.7 Accuracy Considerations

The accuracy of the field and the quantities that are derived from them depends, to a
large extent, on the finite element mesh and the convergence tolerances used in the
solution system. The following sections describe the tools in the simulation system
that may be used in order to improve the accuracy of the results. These tools include
the mesh controls, adaption, polynomial order, time step refinement, solution tol-
erances, and solver options.
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Fig. 4.11 Three-phase transformer: full geometry

Fig. 412 Three-phase transformer: quarter model, exploiting rear—front, and top—bottom
symmetries
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4.2.7.1 Mesh Controls

Maximum Element Size

One of the commonly used mesh controls is the maximum element size which can
be applied at different levels to specify the mesh density. By setting this parameter,
the mesh density can be increased or decreased based on a criterion which relates to
the element average edge length. This control can be applied at the component,
surface, edge, and vertex levels.

Boundary Layer Mesh

There are situations, such as skin depth modeling, Figs. 4.13 and 4.14, when there
is a requirement to model sharp field variations, taking place near a component
surface. In this case, a maximum element size specified on the component surface
itself might be adequate. However, this might produce a prohibitively large number
of elements in directions parallel to the surface, which might not be optimal if the
fields in these directions do not vary nearly as they do toward the interior of the
component. One solution is to use larger elements, e.g., by increasing the maximum
element size, and to specify mesh layer on the component surface, which will result
in a smaller, more regular and anisotropic mesh. The anisotropic mesh technique
can also be used for modeling air gap, across which the fields often vary rapidly.

The mesh layer, used in the block, in Fig. 4.14, shows four layers of a structured
mesh, starting from the top face of the block. This mesh control is useful for

Fig. 4.13 Mesh resulting from the use of maximum element size on the top surface of the block
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Fig. 4.14 Mesh resulting from the use of mesh layers starting from the top surface of the block

modeling skin depth or thin air gap regions where multiple layers of long, thin
elements will suffice. With this control, the elements are used where they are needed
the most, and the finer mesh does not propagate to other regions where they are not
required. Mesh layers may be assigned to a component or a component face, and if
assigned on component faces, they can propagate toward the inside, outside, or in
both directions.

Mesh Edge Subdivisions

Mesh edge subdivisions can be specified on edges and have a very localized effect
on a 3D mesh, as they affect the mesh only in close proximity of the edge.

4.2.7.2 Adaption

The mesh can be automatically modified during the solving stage through adaption.
Adaption is an iterative process [20] that stops when the relative variation of global
stored magnetic energy between solver runs is smaller than a prescribed tolerance,
as shown in Fig. 4.15.

Adaption works based on the error in the local field values, usually determined
according to the discontinuity of the field at the element boundaries. The error
would be largest where the field is changing rapidly and there is not enough
discretization in the region, to support the sharp variation of the field. During each
adaption step, errors in the field are computed over all the elements, and those with
the largest error are automatically refined.
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In order to determine whether additional adaption steps are required, the change
in some global quantity, usually the energy in the system, is monitored, and if the
change is greater than a specified tolerance, the adaption step takes place. Following
the refinement of the elements, the field problem is resolved, and this process
continues until the change in the energy is below the specified tolerance.

When elements are refined, by subdividing them into smaller elements, the
process is called h-adaption. Following the refinement, the Delaunay algorithm is
applied to the mesh, in order to produce optimum aspect ratio elements in the
vicinity of the subdivided element.

When the solution is refined by raising the polynomial order in an element, the
process is called p-adaption. Increasing the polynomial order results in greater
accuracy, because additional degrees of freedom are inserted to support a greater
variation of the field.

h-adaption and p-adaption can be combined in order to benefit from the
advantages of the two schemes. In Simcenter MAGNET, h-adaption can be applied
in 2D field solutions, whereas in 3D field solutions, it is possible to use both
h-adaption and p-adaption.

4.2.7.3 Polynomial Order

In the finite element method, the polynomial order is a measure of the accuracy of
the shape functions that are used to represent the field. A higher polynomial order is
equivalent to a more accurate field representation. In Simcenter MAGNET, the user
can use polynomial orders one to four for 2D field solutions and polynomial orders
one to three for 3D field solutions.

In addition, Simcenter MAGNET supports mixed order elements in 3D. In a
mixed order mesh, some elements may be first order, some second order, and some
third. To take advantage of a mixed order mesh, the user sets the polynomial order
for each component in the model.

It should be noted that higher polynomial orders give better accuracy, but the
solutions times are also longer, since there are more degrees of freedom in a
higher-order mesh. Roughly, the change from polynomial order one (1) to two
(2) generates eight (8) times the number of degrees of freedom and a matrix that has
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fourteen (14) times the number of nonzeros. A change from polynomial order one
(1) to three (3) generates twenty-seven (27) times the number of degrees of freedom
and a matrix that has seventy-four (74) times the number of nonzeros.

Where solution time and memory usage are of concern, which is the case for a
large 3D problem such as a transformer, the polynomial order should be increased
only for individual components where the solution accuracy is critical, instead of
setting it globally.

Hierarchal Elements

When elements of different polynomial order are used in the same mesh, the ele-
ments are said to be hierarchal [21]. Using hierarchal elements, the polynomial
order can be raised where accuracy is needed the most. In areas, where the magnetic
field is not changing rapidly or the field is weak and the accuracy is not of any
concern, a polynomial order of one (1) can be used. However, if there are areas
where the field is changing rapidly and the accuracy of the results depends on the
accurate representation of the field in those areas, then polynomial orders of two
(2) or three (3) can be used. Having this flexibility in 3D problems is very important
since very accurate solutions can be obtained with reasonable number of degrees of
freedom and matrix sizes. In problems where there are large volumes of conducting
material and the eddy current effects are significant, the solution may not be
practical without a hierarchal mesh. Elements in a conducting material require a
much larger number of degrees of freedom. As will be described later, the con-
ducting material of the tank will use a surface impedance boundary condition to
represent the field inside, and hence, there are huge savings in the solution size.
However, the 3D model of the transformer with the tank still includes a significant
amount of detail and there is a large contrast in the dimensions of the components
resulting in very large meshes.

There are situations where high-order field accuracy is needed, not only in a
component, but also in the immediate elements surrounding that component. This
situation arises in the conducting tank of large power transformers. The conducting
tank is where the eddy currents circulate and where the hot spots are. In this case, it
is found that the correct solution of the power loss in the tank depends on an
accurate field computation in the surrounding elements as well as the tank itself.

The transformer tank itself is modeled with the surface impedance boundary
condition, and this is made possible because of the very small depth of penetration
of the fields inside of the tank. Nevertheless, a high polynomial order in the tank
components, even with the surface impedance boundary condition, helps with the
accuracy of the computed power losses. To achieve even better accuracy, it is found
that the surrounding elements in the air or in the oil, whatever the case may be,
would also require high field accuracy. In this case, it is recommended that the tank
components use high polynomial order and the surrounding elements to use the
same high polynomial order. It is found that with a reasonable mesh, the polyno-
mial order of two (2) is usually adequate for the tank components and the sur-
rounding elements. Polynomial order one (1) is adequate in the remainder of the
elements, in the air, or in the oil.
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The way hierarchal elements work is that the layer of elements between elements
of differing orders is an order in-between. For example, if the tank is set to be
polynomial order 2 and the surrounding oil is set to be polynomial order one (1), the
layer of elements joining the mesh of the two different polynomial orders is neither
a second-order element nor is it a first-order element. This layer of elements has a
polynomial order with shape functions that change from order two (2) to order one
(1) over the volume of the layer. Let us call this polynomial order 2—1, when
polynomial order two (2) is used on one side and polynomial order one (1) is used
on the other side. Similarly, one could have an element that could be order 3—1 or
3-2, depending on the polynomial orders on the two sides of the layer of elements.
In this layer of elements, the shape functions have an order that matches both sides
and is hence somewhere in-between. Now in the transformer tank example, one
choice is for the system to set the polynomial order of the boundary elements of the
tank to full second order and the first layer of elements in the oil or in the air to be
the 2—1 order. The other option would be for the system to choose the boundary
elements of the tank to be the 2—1 order. It is useful if one is able to control in which
mesh layer the transition takes place, i.e., one layer away from the tank, two layers
away from the tank, and so on. This level of control provides the user with a
flexibility to achieve very high accuracy, at the lowest possible computational cost,
when using hierarchal elements.

Benchmark Test to Demonstrate Accuracy Versus Computational Resources

The Bath Plate benchmark model (TEAM 3) [22] can be used to demonstrate the
use of hierarchal elements and to examine the accuracy versus computational
resources. Intentionally, the specified mesh discretization has been set to be very
coarse, which is not adequate to capture the re-distribution of the current in the
conducting ladder, and the rapid change in the field, in the surrounding air region
(Fig. 4.16).

Here, the benchmark results, i.e., the flux density along a line over the ladder, at
the source frequency of 50 Hz [22], are used to demonstrate the accuracy. The
following are the cases that are compared:

e When all the components, i.e., the ladder, the coil, and the air, are set to
polynomial order one (1), the size of the problem is 1577 degrees of freedom.

e When all the components, i.e., the ladder, the coil, and the air, are set to
polynomial order three (3), the size of the problem is 35,682 degrees of freedom,
i.e., nearly 22.6 times larger, in terms of problem size.

e VWith a combination of first- and third-order elements, i.e., third order in the
ladder and the immediate surrounding air, and first order in the coil and the
remaining air region, the size of the problem is 11,301 degrees of freedom, i.e.,
nearly 7 times larger, in terms of problem size. This is a much smaller problem
size and achieves the same level of accuracy, as shown in Fig. 4.17.
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Fig. 416 TEAM model 3, with a very coarse discretization in Simcenter MAGNET (Figure,
courtesy of Mentor Infolytica, a Siemens Business)
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Fig. 4.17 Flux density along a line above the ladder [22], when using polynomial order one
(1) for all components, polynomial order three (3) for all the components and a combination of
polynomial orders’ one (1) and three (3) (Figure, courtesy of Mentor Infolytica, a Siemens
Business)
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4.2.7.4 Time Steps

For solutions in the time domain, the time step must be sufficiently short so as to
properly discretize the time variation of the fields and excitations. The approach to
time discretization should be the same as the one for space discretization, namely
proceeding through a series of successive refinements, until the solution does not
vary appreciably from one time step length to the other. In Simcenter MAGNET,
there are three time stepping methods that the user can choose from: adaptive, fixed
interval, and user defined.

For the coupled electromagnetic—thermal simulations, the number of time steps
and the step size depends on a number of parameters. Ordinarily, the electromag-
netic time constants are on the order of milliseconds (e.g., 60 Hz excitation with
1 ms time step) and thermal time constants are on the order of minutes or hours.
Therefore, there are many orders of magnitude difference in the time scale between
the electromagnetic and the thermal time constants. As a result, the thermal time
steps are set very differently and the magnetic field should be updated only after
there has been sufficient changes in the material properties.

4.2.77.5 Solver Options

The solver options have an impact on the accuracy of the results. For example,
when choosing the time-harmonic solver, the material nonlinearity is not treated as
exactly as the transient solver. However, it is adequate for most transformer sim-
ulations with AC sources, in particular when the sources are current-driven, and the
solution can be obtained much quicker than using the time-domain solver. To
obtain a much better accuracy, e.g., for the flux density waveforms, the B—
H properties of the nonlinear materials can be transformed [23], so that a better fit is
achieved between the outcome of a time-harmonic simulation and one obtained
using the time-domain simulation.

Figure 4.18 shows the outcome when a nonlinear material is saturated with a
perfectly sinusoidal H waveform. The time-harmonic solver returns a sinusoidal
B waveform, whereas the time-domain solver would return a truncated B waveform.

Simcenter MAGNET provides a number of transformation options in the way
the B—H properties of the steel are to be interpreted, in order to obtain the best fit,
depending on whether the sources that are producing the electromagnetic field are
current-driven or voltage-driven.

In nonlinear models, an outer iteration loop is initiated during the solution
process in order to linearize the system of equations to be solved. The Newton
tolerance and Max Newton iterations options are used to specify when this process
terminates. The smaller the Newton tolerance, the more accurate is the solution.

The CG tolerance is used to determine when the iterative matrix system solution
should be considered to have converged to the solution of the linearized matrix
system resulting from the discretization of the model. The lower the CG tolerance,
the more accurate and uniform is the solution of the linearized matrix system.



4 Solution of Coupled Electromagnetic and Thermal Fields 123

Fig. 4.18 Nonlinear B—H curve (black), sinusoidal H waveform (blue), sinusoidal B waveform
(red), true nonlinear B waveform (orange) (Figure, courtesy of Mentor Infolytica, a Siemens
Business)

4.3 Result Evaluation

Once the electromagnetic and thermal models are created and the field problem has
been solved, it is possible to query the system for results through a set of
post-processing tools. The goal of post-processing is to obtain results that the
designer would ordinarily measure in the laboratory through a set of experiments.
What comes out of a solution system is a set of raw data, usually in terms of
potential values at the nodes of the finite elements. In a numerical simulation system
like Simcenter MAGNET, there are a number of tools that let the user obtain useful
results from the raw potential field obtained from the solver. These tools give the
user the ability to mathematically manipulate the fields and display them in different
ways.

It could be said that all quantities of interest can be derived from the potential
field. In Simcenter MAGNET, the fields that the majority of users are interested in
are readily available in the user interface. If a particular field is not available in the
user interface, there are mathematical operations available that let the user derive
that field from the other fields available.

Simcenter MAGNET provides the user with a number of global quantities.
These are not fields, but are quantities that are derived from the fields, usually
through integration. They are usually single numbers and correspond to what can be
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measured at the terminals of a device. Impedances, currents, voltages, and other
similar quantities are examples of global quantities.

4.3.1 Fields

The following is a description of some of the fields that are readily available in the
user interface. It should be noted that certain fields depend on the type of solution
that the user has requested. In Simcenter MAGNET, there are three types of solvers
for electromagnetic field simulation and these are static, time-harmonic, and tran-
sient. And, there are two types of solvers for the thermal field simulation and these
are steady state and transient. The static solver produces a single potential value at
each node (or for each degree of freedom). The time-harmonic solver produces a
complex potential value, i.e., two numbers, at each node. The transient (or
time-domain) solver produces a series of values for the potential at each node
representing the change that takes place over time.

There are some fields that are useful for viewing; e.g., the flux function in 2D
models, either with Cartesian or axisymmetric geometries, visually gives the user
ample information about the way the device works since the user can examine the
flux path through the magnetic circuit.

Some of the field quantities that are of immediate interest to a user when solving
a magnetic problem are the magnetic flux density B, the magnetic field H, and the
current density J. Equivalently, the field quantities that are of immediate interest to
a user when solving a thermal problem are the temperature field 7, the heat flow,
and the loss density. The system obtains these fields from the potential by simple
mathematical operations of gradient and curl. The potential field obtained from the
thermal solver is the temperature, and hence, there is no need to use any mathe-
matical operation to derive it.

The system computes other fields that may be of interest to the user. These are
fields such as the force density, ohmic loss density, and the iron loss density.

Error field: This field represents the errors in each element that the system
computes when adaption is enabled. By displaying this field, the user can visually
inspect where in the mesh, the system could use some refinement, in order to
improve the accuracy of the results.

User-defined fields: Any other field that the user derives by performing math-
ematical operations on the existing fields is a user-defined field. The same way as
the standard fields in the system that are listed above, the user-defined fields can be
probed for values and displayed.

The form of the results can vary depending on the analysis type. As was
mentioned before, the static and transient solvers solve for potentials that are
expressed in real numbers, whereas the time-harmonic solvers solve for potentials
that are expressed in complex numbers. For all the fields mentioned above, the user
may ask for the magnitude, spatial components of x, y, or z and the time-averaged
values. In the time-harmonic context, the magnitude |A| = (A - A)” is replaced by
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the root-mean-squared magnitude |A|.,s and phasors are used to represent the time
dependence and to take into account the phase effects.

4.3.2 Global Quantities

Global quantities, such as energy, force, torque, flux linkage, are related to the type
of analysis performed (e.g., static, time-harmonic, or transient).

The stored magnetic energy W, is the integral over the entire volume of the
solution domain of the magnetic energy density wy,:

Wi = /wde (4.1)

This is related to the area under the H versus B curve.

The (net) force vector F calculated for a solid body results from the integration
of the electromagnetic force density vector field over that body. The effect of the
force density vector field on the body is equivalent to F acting on the center of mass
of the solid body, plus a torque vector with respect to the same point and which can
be obtained provided the center of mass coordinates are known.

Three different methods can be used to obtain the electromagnetic net forces on
bodies or components:

e Lorentz: when the materials are conducting and not permeable

e Maxwell stress: for all bodies, regardless of the material

e Virtual work: can be obtained from the difference in energy when a small
displacement of the object takes place.

The flux linkage is automatically calculated and reported for each coil. For the
stranded coil, this corresponds to the fotal flux; i.e., it includes the number of turns:

A=Né¢ (4.2)

Since the flux linkage is related to the voltage through V = d¢/dz, the flux
linkage for coils connected in series and parallel obeys the same rules as the
voltage.

The ohmic loss P (in W or J/s) is related to the finite resistivity p of the material:

P:/pJ-Jdv: J%dv (4.3)

where ¢ = 1/p is the conductivity. In the time-harmonic context, the time-averaged
ohmic loss is calculated as
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=114 / 170”“3('7" 0rms g (4.4)

g

where J is the phasor associated with J.

If a component is modeled with the surface impedance boundary approximation,
the surface loss density ps (in W/m?) is computed from the surface impedance,
using:

Ps = Rs‘-]s‘z (45)

where Js is the surface current density.
The voltage across a coil is obtained by differentiating the flux through the coil
with respect to time and then adding the resistive component.

4.3.3 Scripting

Scripting can be used to automate repetitive tasks, to execute a set of operations in
the software as a batch process, and to customize the system, based on the user
requirements.

Customizing the system would mean that the general interface is replaced with
an interface which is more specific to the application in hand. For example, routine
transformer calculations can be programmed up and made available to the user
through the user interface menu or the toolbar system. Chapter 5 covers the
scripting concepts and demonstrates the implementation of a customized interface
for the calculation of transformer winding parameters.

Simcenter MAGNET can communicate with many other tools, and its applica-
tion programming interface (API) can be called within programs written in several
programming languages [24]. This interoperability allows Simcenter MAGNET to
work within a design flow environment where it becomes one component of a much
larger set of software components that are used within an organization to keep track,
analyze, and design all or parts of a large power transformer.

4.4 Electromagnetic Field Computation

4.4.1 Solving the Electromagnetic Field Problem

The 3D formulation in Simcenter MAGNET is based on the 7-Q method [21],
where the magnetic field is represented as the sum of two parts: the gradient of a
scalar potential and, in conductors, an additional vector field represented with
vector edge elements. As a result, the solution vector consists of the magnetic scalar
potential at nodes plus edge degrees of freedom associated with current flow in solid
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conductors. This approach is memory efficient because the non-conducting regions
can be solved with a scalar potential. The 7-Q method does not run into the
convergence and instability issues that other formulations run into. In addition, the
formulation uses a number of trial function spaces which are hierarchically con-
structed, therefore allowing different polynomial orders to be mixed in the same
mesh. The formulation supports hierarchical elements based on polynomial orders’
one (1) to three (3).
The following constitutive tensor relations are used:

B=yu-H (4.6)
E=p-J (4.7)

where p is the permeability and p is the resistivity of the material.

4.4.1.1 Conducting Components

In conducting components, like the tank and the bus bar structure, the following
equation is solved for in the time-domain solver:

H
Vx[p-VxH]—f—u-aa—t:O (4.8)

4.4.1.2 Non-conducting Components and Stranded Coil Regions

In non-conducting components, like the core or the stranded coil regions, like the
windings wound around the core limbs where current density is assumed to be
uniform, the following equation holds.

V xH =], (4.9)

where J, is the current density in the stranded coil (J; = O everywhere else). To
compute an accurate magnetic field, the current density J; needs to be solenoidal
[25].

The magnetic field H can be written as

H=-V¢+H; (4.10)
where H; is any source field that satisfies

V x H,=J, (4.11)
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and ¢ is a scalar potential such that

V-B=V-[u (~Vo+H,)] =0 (4.12)

4.4.1.3 Conductors with Holes

Conducting objects with a hole in them require that the system impose a condition
where there is current flowing around the hole [26]. In some formulations, the user
is responsible for these topological holes and imposing the condition manually. In
Simcenter MAGNET, holes in a conductor are found and a zero-volt voltage-driven
coil is implicitly constructed around the hole, automatically, to indicate that there
might be a nonzero net current flow around the hole.

4.4.2 Boundary Conditions

Field normal and flux tangential boundary conditions set a zero reference point for
the scalar potential ¢» on the corresponding boundaries.

4.4.3 Problem Size

In the 3D formulation used, conducting regions are modeled using vector edge
elements, which add significantly more degrees of freedom to the system matrix
than when the same region is filled with a non-conducting material, causing in turn
a substantial increase in problem size and solving time. In some situations, the
surface impedance boundary condition can be used in order to reduce the problem
size.

The size of the matrix representing the electromagnetic field problem could
become very large, in particular, in applications where there are large volumes that
are conducting and the eddy current modeling is of significance. In these applica-
tions, it is crucial to control the problem size efficiently, in order to end up with a
matrix whose size is manageable. The typical sizes of the problems involved in
simulating the power transformer operation require millions of degrees of freedom
and the sparse matrices have tens of millions of nonzeros.
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4.4.4 Surface Impedance Modeling

In three dimensions, solid conductors increase significantly the computer resources
that are required to solve the field problem. Because of the additional degrees of
freedom introduced by the shape functions representing the conducting domain, the
problem size grows rapidly, and as a result, more memory is required during the
solving process. The solution times could also become prohibitive if the problem
size grows too large. For this reason, any way that a simplification can be made to
reduce the problem size, as long as it is not at the sacrifice of accuracy, should be
considered. Fortunately, there is a simplification that can be made with this regard
in some classes of applications including the power loss calculation in a transformer
tank.

In order to assess whether it is necessary to model the conductors, one should
calculate the skin depth which is a function of the frequency of the sources and the
material properties of permeability and conductivity of the conductor. The skin
depth is the distance that it takes the electromagnetic field to drop to 1/e of its initial
value when penetrating a conductor. It is defined as:

1
o= 4.13
T (4.13)

where fis the frequency, u is the permeability, and ¢ is the conductivity.

There are two limiting cases. One limiting case is when the skin depth is much
larger than the conductor thickness. In this case, it is not necessary to model the
volume as conducting, and while the problem size is significantly reduced by this
assumption, the results are not affected. The other limiting case is when the skin
depth is much smaller than the thickness of the solid conductor. In this case, there
are no fields that penetrate the conductor and the component can be assumed to be a
perfect electric conductor. In practical cases like the power loss calculation in a
transformer tank, however, the skin depth is small, but the limiting case of the
perfect electric conductor does not apply. In such a situation, the model can still be
simplified and the problem size can still be greatly reduced if the impedance over
the surfaces of the conductors is known and the surfaces of the conducting com-
ponent are specified to be the boundary of the computational domain.

In Simcenter MAGNET, when the boundary surfaces of a conductor are
assigned to be the surface impedance boundary condition, the volume of the con-
ducting region is not meshed, since in this case, there is no need to compute the
field inside of the conducting volume. Given that there would normally be a large
number of degrees of freedom for the solution of the field inside a conductor, using
the surface impedance boundary condition reduces the problem size significantly.

In the power transformer studies, the surface impedance boundary condition is
mainly used for the tank components.
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The surface impedance of a conductor is defined as

=i

Z =1 +J’)\/@ (4.15)

This can be written in terms of the skin depth ¢ as

Z, (4.14)

It can be shown that

L4y

Z=— (4.16)

Given the equation above, one can see that the limiting cases discussed above
are when Z; approaches either zero or infinity. Any value for Z represents an
impedance that is seen at the boundary of the conductor which is based on its
material properties and the source frequency.

It can be shown that the condition above is exact for an infinite plane. For the
transformer case, the tank walls are very large compared to the skin depth and this
assumption holds very well. In cases where the infinite plane assumption is not
valid or where there are effects near the corners that should be accounted for,
Simcenter MAGNET allows the user to specify a value for the impedance so that
the memory and time-saving benefits of the surface impedance boundary condition
can still apply.

It should be noted that the surface impedance boundary condition is used in the
context of a time-harmonic solution which is also what is used when dealing with
power loss computation inside of transformer tanks.

Even though the fields inside of a component that uses the surface impedance
boundary condition are not calculated, quantities such as the power loss are cal-
culated. Therefore, in the case of the power loss inside of a transformer tank, the
power loss in the tank is calculated and is used inside of the Simcenter MAGNET
system to determine the temperature rise in the tank.

To investigate the usefulness of the surface impedance boundary condition,
consider a typical transformer wall. Typically, the width and the height of the wall
are a few meters long, but the thickness is around a couple of centimeters. Given the
material properties of mild steel and a source frequency which is either 50 or 60 Hz,
the skin depth is around a few tenths of a millimeter. Considering the contrast in the
dimensions of width or height and the thickness, it is evident that any mesh that is
created in this volume ends up with elements with very large aspect ratios unless the
number of elements increases to a prohibitively large size. Given the typical
thickness and the skin depth dimensions, it is evident that creating a mesh that is
accurate enough to model the eddy currents also becomes too large to handle.
Therefore, not only does the surface impedance boundary condition eliminate the
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requirement for this very difficult mesh generation, it makes it possible to obtain
accurate results for the power loss in the tank.

A nonlinear model for the surface impedance is required, in order to obtain
accurate, and yet very efficient, in terms of computing resources, stray losses in the
mild steel used for the tank. Using a nonlinear surface impedance, the solution can
be reduced from hours, even days, to minutes.

4.4.5 Skin Depth Modeling

In other large solid conductors, e.g., the copper bars where the skin depth may be
too large to use the surface impedance boundary condition, the skin depth region
must be modeled in such a way as to properly capture its field variations. This is
accomplished by first estimating the skin depth based on the equations above and
then using adequate mesh refinements over a thickness of about two to three skin
depths.

Since the field decays rapidly with increasing depth into the conductor, the mesh
layer feature can be used to construct a mesh that supports large variation of the
field into the conductor and hardly any variation in the other directions. In such a
case, one can construct two or three mesh layers of second polynomial order, or one
mesh layer of third order, over a total height of two skin depths.

4.5 Temperature Field Computation

4.5.1 Solving the Thermal Field Problem

The thermal module in Simcenter MAGNET can be used to solve for the
steady-state and time-varying temperature distributions caused by time-varying heat
sources, in the presence of thermally conducting materials and convective/radiative
boundary losses. It handles heat transfer through conduction, convection, and
radiation.

The equations to be solved are as follows:

T
V- kVT = —Q+pcaa—t (4.17)

where k is the thermal conductivity; Q is a given source density; p is the mass
density; ¢ is the specific heat. All the material properties are a function of
temperature.
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Boundary conditions are specified temperature T or specified heat flux:
—(kVT) -n =q+4qc+q: (4.18)

where ¢ is a prescribed outward heat flux (W m™2), g, is the heat flux due to
convection, and ¢, is the heat flux due to radiation:

gc = he(T)(T — Te) (4.19)
g = h(T)(T* - T}) (4.20)

where &, and A, are user-specified convection and radiation heat transfer coefficients
(functions of temperature) and T, is the user-specified temperature of the sur-
rounding environment.

4.5.2 Problem Sizes

When solving for the thermal fields, the problem sizes are usually much smaller.
Not only, the problem domain in this case contains fewer components, but also the
scalar field that is used to solve for the temperature distributions lends itself to a
much smaller matrix.

4.6 Mechanism of Coupling Electromagnetic and Thermal
Field Solutions

4.6.1 Sources of Heat Generation

The sources of heat generation in an electromagnetic—thermal problem are the
ohmic and iron losses. Once, the electromagnetic field is solved for, the electro-
magnetic losses are computed and automatically fed to the thermal module in
Simcenter MAGNET, as input, to solve for the temperature distribution. There is a
possibility for the user to augment the electromagnetic losses by some value in each
component; in case, there are other physical or chemical phenomena contributing to
the loss.

Core losses are an area of growing interest in fields such as advanced electric
machines and transformers. Traditionally, losses have been specified and calculated
using empirical loss curves provided by manufacturers, which specify the power
loss per unit mass at a given frequency as a function of the maximum magnetic flux
density B. However, in some cases, there often exist regions of high magnetic
saturation that remain relatively constant with time. In this case, the core loss model
has to take into account the minor loops. Simcenter MAGNET uses a method that
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takes into account minor loops as well as changes in the orientation of B. Loss due
to changing orientation occurs, e.g., if B is constant in magnitude but changing in
direction. The more accurate core loss calculations are available for a time-domain
magnetic field equation solution since the changes in the flux density over time can
be tracked.

As discussed earlier, advanced material models can be used to model the full
hysteretic effects, which results in a more accurate core loss computation.

4.6.2 Solving the Coupled Electromagnetic—-Thermal
Problem

Full integration of Simcenter MAGNET provides accurate results for coupled
electromagnetic—thermal analysis needs when there are eddy current and hysteretic
losses in the magnetic system. In addition to the ohmic and hysteretic losses, it is
possible to specify another source for the amount of power that is dissipated in each
component in the form of density. This additional power density may represent
other physical or chemical phenomena that the user may be interested to incorporate
in the simulation.

Electromagnetic losses affect the temperature distribution, and the temperature
changes affect the material properties which in return change the power losses. To
account for the coupling effect between the electromagnetic and thermal solutions,
an iterative scheme can be used. An iterative coupling to magnetic static or
time-harmonic solution will help to predict the temperature distribution caused by
the core and the eddy current losses. The corresponding temperature effects on
electrical conductivity and magnetic material properties can be taken into account
for the next iteration. Due to the different time constants in the electromagnetic
response and thermal response, it is desirable to control how frequently the mag-
netic analysis is repeated.

In a coupled simulation context, the static thermal solver simulates the
steady-state temperature distribution due to conduction, convection, and radiation
once the power losses are computed from an electromagnetic field solution. The
temperature distribution in this case is the one that is achieved after the sources
have been turned on and some time has elapsed for the temperature to rise to its
final steady-state value.

In a coupled simulation context, the transient thermal solver simulates the
time-varying temperature distribution due to conduction, convection, and radiation
once the power losses are computed from an electromagnetic field solution. The
temperature distribution in this case keeps on changing with time, and the user is
interested in the way temperature rises in different parts of a device. The transient
solvers begin by finding a static solution, that is, the fields that would exist in the
device assuming the conditions at the start time had been held unchanged for all
earlier times. The transient solution develops in time from this starting condition.
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Coupling thermal with electromagnetic fields takes into account the effect of
ohmic power and core losses over time. The static thermal solver or the transient
thermal solver can be coupled to any of the electromagnetic solvers of magneto-
static, time-harmonic magnetic or transient magnetic.

The bidirectional link and the temperature-dependent material properties
involved in the coupled thermal—electromagnetic solvers ensure that the losses and
temperature are updated at every step of the iterative solution process.

A key feature when using a model for a coupled analysis is the enable and
disable options. Depending on the type of analysis, it may be sometimes necessary
to ignore a feature, which is essential in the magnetic or thermal solution, but not
essential in the other. In other words, modeling a feature in one aspect of physics
may be important, while in some other aspects, unnecessary. The enable/disable
options allow users to optionally enable or disable any component during the
analysis. For example, in transformers, the modeling of the core, the windings, the
tank and the bus bar structure and the air is necessary for the electromagnetic
analysis, but only the heated components in the tank and perhaps the bus bar
structure are required for the thermal analysis.

4.6.3 Coupled Solution Controls

When performing coupled simulations, a number of controls are required in order to
guide the system as to the different solution that is of interest.

For the case of coupled static thermal solutions solver, the following controls are
available:

e Specify which problem (magnetic or thermal) should be solved first
e Maximum number of iterations
e Convergence tolerance for the coupled solutions.

For the case of coupled transient thermal solutions, the solver controls allow for
specifying the number of times to solve the electromagnetic problem:

e Solve at every step of the thermal transient
e Solve at the beginning
e Solve at every user-specified interval.

As an example, Fig. 4.19 shows the thermal simulation results for the temper-
ature in the tank and the measured temperature at the specified points. The user can
display the shaded plot of the loss density, temperature profile, and probe for the
temperature values at different points in the tank.
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Fig. 4.19 Thermal simulation and test results for the temperature in the tank (Figure, courtesy of
Baobian Electric) (ambient temperature: 32.5 °C top oil temperature 68.0 °C)

4.6.4 Coupled Electromagnetic—Thermal-Flow Simulation

The coupled electromagnetic—thermal simulation described above uses empirical
values for the convective heat transfer coefficient in order to model the flow, e.g., in
the case of oil which is used as the cooling medium, and as can be seen in Fig. 4.19,
the results for the temperature are predicted with reasonable accuracy, when
comparing the computed with measured values of the temperature in the tank. See
Chap. 3 for cases when using the empirical values for the convective heat transfer
coefficient may not be accurate. In such cases, the convective heat transfer coeffi-
cient values should be either re-calibrated, based on measurement, or a flow sim-
ulation, or a coupled -electromagnetic—thermal-flow simulation should be
performed by coupling with tools such as Simcenter'™ FLOEFD™.,

4.7 Concluding Remarks

In this chapter, the requirements for an efficient and accurate simulation of the
electromagnetic and thermal behavior of a power transformer were outlined. It was
shown that the material data and its modeling play a significant role for an accurate
simulation. In cases, when the irreversible behavior of the material should be taken
into account, in order to compute the correct flux and the resulting losses, e.g., in
the case of a rotating flux at a joint, then a hysteresis model is required because a
single-valued B—H curve is no longer adequate for solving for the magnetic field
accurately and the empirical approach is no longer accurate for estimating the loss.
For more detail, see Chap. 7.
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It was demonstrated that using a time-harmonic solver, when there are nonlinear
B-H properties, as is in the case of the transformer core, and in the presence of AC
voltage sources, would require a transformation to the B—H properties, in order to
achieve a better fit between the outcome of a time-harmonic simulation and one
obtained using the time-domain simulation.

It was also shown that, in order to reduce computational cost and, yet, obtain
accurate solutions, it is necessary to deal with the multi-scale nature of a device,
such as the power transformer, in which there are either very large, but yet very thin
components, or when there are eddy currents which flow in very thin regions of the
conductors, by using special elements (see Chap. 3), such as thin insulators, or
special boundaries, such as the nonlinear surface impedance condition.

The efficiency of the solution system also plays a very important role, in
obtaining field solutions in a reasonable time. For example, in non-conducting
regions, the potential can be scalar which reduces the size of the matrix, and
therefore, a mixed formulation, such as the 7-Q method [21], in particular, with the
use of hierarchal elements, can significantly reduce the size of the matrix and yet
deliver very accurate field solutions. See Chap. 2 for more information on different
formulations.

It is also very important to be able to simulate the real operating conditions of a
device by driving it using an electrical circuit, even in time-harmonic simulations,
or to simulate dynamic conditions, such as faults, in the time-domain simulations.
See Chap. 3 for more information on the use of voltage sources.
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Chapter 5 )
Development of Customized Scripts ki

Junjie Zhang

Abstract Well-established and fully validated computer-aided engineering
(CAE) software is essential for the analysis and design of electrical equipment.
However, general-purpose commercial software may not meet specific require-
ments from designers and application engineers, and it may be necessary to cus-
tomize the software by developing an application-specific script which uses the
application programming interface (API) technology. This chapter introduces the
basic preparation and the implementation of a script mainly based on the Simcenter
MAGNET™ API. An example of the script which is used to calculate the
parameters of the transformer winding is presented.

Keywords Script - Syntax - Application programming interface (API) - Power
transformer - Magnetic field - Winding

5.1 Introduction

For large-scale commercial CAE software, its universality should be considered, the
main objective being the accurate computation of the key parameters of electrical
equipment. For users in different fields, however, special analysis and design may
be required for a certain type of product, and in many cases, such analysis is beyond
the capability of general-purpose software. Here are a few cases often encountered
in engineering:

e The human—machine interactive operation of the software is suitable, intuitive,
and convenient for the initial analysis of a product. However, during the routine
design and optimization phase, calculations for products with similar structures
require a large number of repetitive tasks, such as in modeling, setting of
properties and mesh parameters, extracting calculation results, and so on.
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In particular, for the modeling and calculation of electric machines with com-
plex cogging structures, it will take more time for designers if experienced
manual intervention is required for each step of the operation. Users want the
complex, repetitive, and dynamic calculations to be performed automatically.

e For problems, such as the transient electromagnetic simulation of a short-circuit
fault of a single phase to ground, in a three-phase transformer, or the transient
simulation of a short circuit in a three-phase electric machine, the electromag-
netic field simulation software is required to exchange data with other com-
mercial software tools, such as MATLAB®, SimuLink® and PSIMLink®, or
Microsoft Word or Microsoft Excel. Users are interested in customizing the
analysis flow between different simulation tools, in order to meet user
requirements independently and be able to control the entire process, during
which, the electromagnetic simulation data and the data calculated in other
commercial software can flow between two or more software tools.

e For certain equipment, some specialized calculation and analysis may be needed
to extract post-processing information based on the field results, such as
obtaining the magnitude or waveform of magnetic flux density, so as to calculate
the loss using different algorithms. Another example is the calculation of the
short-circuit force and the eddy current loss in a winding caused by the leakage
magnetic field [1]. Since, in this case, the cross-sectional dimensions of the
wires are relatively small, it is difficult to obtain the eddy current loss directly,
using the field solution, whereas an approximate solution may be obtained based
on the leakage flux distribution, using the theoretical equations (to be described
in detail in Sect. 5.4 under this Chapter).

e Not only does the script provide the user with the opportunity of secondary
development, it also successfully builds a bridge between the commercial CAE
software, the user, and other third-party applications, surmounting the obstacles
among the three. The batch-driven, complex, and repetitive tasks, such as
parameter-driven modeling, automatic finite element solution, subsequent sec-
ondary calculations, and interactive simulation can be realized through exe-
cutable script command files, forms containing scripts, and event handling
scripts.

Some of the large commercial CAE software tools, such as the
Simcenter MAGNET suite provide a set of APIs that allow scripts to run in-process.
In this chapter, starting from the basic knowledge of script programming and taking
the typical scripts in the development environment of Simcenter MAGNET, and an
actual development process as an example, the basic-to-advanced implementation
of scripts is described.
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5.2 Basics of the Script

5.2.1 Definition and Role of the Script

A script is a set of instructions composed of executable statements, written in a
programming language that can be interpreted and run by the scripting engine in an
application program [2].

Scripts are industry standard tools for implementing extensibility. By using
script:

(1) Complex and repetitive tasks, including preprocessing and post-processing, can
be completed automatically, e.g., parametric modeling, parametric solution,
subsequent calculation of the macroscopic quantity with the post-processing
information (such as calculation of impedance with energy and calculation of
loss with magnetic flux density waveforms), auto screenshot for figures, and
analysis of data.

(2) A customized application menu may be provided to meet the user requirements.

(3) Direct calls to and from other ActiveX interface compliant software
(interoperability).

The extension and customization of the software and the co-simulation and
invocation with other software can be implemented through the powerful, yet
convenient scripting, such as the establishment of batch processing calculation,
automatic preprocessing, secondary development using various results, and the
solution of some physical quantities using certain specialized equations. Users may
customize and expand CAE processes according to the needs of their respective
products and integrate CAE as a technical product with self-relied intellectual

property.

5.2.2 (Classification of the Script

1. Internal Script

The internal script is implemented by OLE Automation, a branch of ActiveX, as a
bridge connecting various software components.

Some of the large commercial CAE applications are provided with API inter-
faces that allow scripts to run in-process, among which Simcenter MAGNET and
other series can run script command files, forms containing scripts, and event
handling scripts. The form provides a basic graphical user interface (GUI) and is
programmed with a window suitable for users, while the event handling script can
respond to run a specific script program according to an event, such as “opening a
file” or “during the solution phase of a model.”
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Generally, internal scripts are not used to call one application inside another,
although that can be achieved, but internal scripts are normally used for unidirec-
tional functions such as exporting data to Excel®.

Internal scripting languages include Visual Basic Script (also called VBScript or
VBS), Java Script (also called JScript), etc. Many application software products
commonly use the VBScript.

2. External Script

Scripts can also be run using scripting engines other than the one in the proprietary
application, such as Windows Script Host, Excel®, and MatLab®. External scripts
are usually used to invoke and establish communication between different
applications.

The external scripting languages can be any of the programming languages.
They can be internal script languages (VBS, JScript, Perl Script), Visual Basic for
Applications (also called VBA, which can be found in Excel®, Word® , etc.) and
Visual Basic (VB), etc. This chapter focuses on VBScript.

5.2.3 Concise Basic Syntax of VBScript

5.2.3.1 Basic Format

The VBScript language cannot be used on its own. It must be executed in con-
junction with the application. The code of VBScript is plain text and can be written
using any text editor, such as Notepad, WordPad, or Word®. Its basic syntax is
similar to Visual Basic, both of which are object-based programming
(OBP) languages, not object-oriented programming (OOP) languages, and can be
programmed following object properties, methods, and events. If one knows VB,
one is also able to program in VBScript very easily. For example:

Call getDocument.setMaxElement3ize ("Component#l”, 0.5)

I | | |

call statement command argument

Except for strings, VBScript code is case-insensitive, but one should still try to
keep it tidy in order to make the code legible. One should make sure to use English
punctuation marks in the code; otherwise, the code will not run.

5.2.3.2 Special Symbols

When writing VBScript programs, it should be noted that some symbols have
special uses in statements.
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1. “.”: Dependent symbol

The objects can have their own properties, methods, or events. To read or change
the property of an object, to use a method, or to respond to an event in a program,
one can simply insert a dependent symbol “.” between the object name and its
method name or the property name or the event name to indicate a subordinate
relationship. To set the name of a button to “Start,” one can write:

Commandl. value = “Start”

2. “()”: Parentheses

Generally, the parameters can be enclosed within the parentheses behind the
function, method, or event handler names to input and output. For example:

CStr (123456) ‘“The CStr function converts the expression enclosed within the
parentheses into a string and returns.

3. “_”: Multiple Line Symbol

[T L)

When a long statement is to be written using multiple lines, an underscore “_” can
be added at the end of each line to implement continuation. The following two lines
of statements will be treated as one line when the program is executed. The con-
tinuation symbol can be used to improve readability by not making a line of

statement to exceed the window width or print span. For example:

a=(1+2+3)*_
1+2+3)

4. “:”: Line Combination Symbol

If multiple lines of statements in a program are very short, the statements can be
written on one line and separated by colon “:”, which not only increases readability
but also shortens the length of the program. The statements will be executed one by

one when the program runs. Following is an example of two short statements:
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nl =3
n2 =12

These two lines can be combined into:

nl =32 =12

5. “": Comment Symbol

[73EE)

Any comment may be added following a single quote “”’, generally as a brief
explanation of the code. When the program is executed, the text following the
comment symbol is ignored and the following line of statement will be executed
directly. Comments are often placed before the statement that is to be described or
on the same line following the statement, as shown below:

'"This program calculates the addition of two numbers.
Sub add()
N1=3:n2=12 'Two lines of statements are combined into one.
Write nl+n2
End Sub
6. “*”: String Symbol

The string value must be enclosed in double quotes. Such as the following three strings:

'"Welcome to Beijing!™, "abc,™ "123™

7. “#”: Date Symbol

The value for a variable of data type should be enclosed within hash symbol “#”,
such as:

Writeday = #22/9/2008 08:28:23 AM#

8. “=": Assignment Symbol
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5.2.3.3 Data Type of VBScript

There is only one data type in VBScript, called Variant. It is also the data type
returned by all functions in VBScript. The data type stored in the variables of
variant is called the subtype of data.

Variable=2008 'treated as an integer by VBScript
Variable="2008" 'treated as a string by VBScript
Variable="Beijing" 'treated as a string by VBScript
Variable=2008.01  'treated as a decimal by VBScript

The common subtypes are string, number, date and logical type, as shown in
Table 5.1.

5.2.3.4 VBScript Constants

A constant contains a numeric value with a certain name. Constants can represent
strings, numbers, dates, or other constants. Once a constant is declared, its value can
no longer be changed. Many predefined intrinsic constants are provided in
VBScript. It is not necessary to explicitly declare such symbolic constants before
use, and they can be used anywhere in the code. For example, vbCrLf represents a
combination of carriage return and line feed, and vbGreen represents a green value.

Table 5.1 Data subtypes of variant

Subtype Description

Character | String Contains a variable-length string, and the maximum length can be 2 billion
characters

Numeric | Byte Contains an integer in the range 0-255

Integer Contains an integer in the range —32,768 to 32,767

Long Contains an integer in the range —2,147,483,648 to 2,147,483,647

Single Contains a single-precision, floating-point numbers in the range
—3.402823E38 to —1.401298E—45 for negative values; 1.401298E—45 to
3.402823E38 for positive values

Double Contains a double-precision, floating-point number in the range
—1.79769313486232E308 to —4.94065645841247E—324 for negative values;
4.94065645841247E-324 to 1.79769313486232E308 for positive values

Date Date Contains a number that represents a date between January 1, 100 A.D. to
(time) December 31, 9999 A.D.
Logic Boolean | Contains either True or False. When other data types are converted to logical

data, nonzero is converted to True and O is converted to False
Currency | Currency |—922,337,203,685,477.5808 to 922,337,203,685,477.5808

Object Object Objects are included, such as obtaining a mesh:
set mesh = get Document().get Solution().get Mesh(prob_id)

Error Error Contains an error number
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Users can declare constants, such as:

Const PI=3.1415926 'It represents a numeric constant.
Const MyString = "This is a string. " 'It represents a string constant.
Const ConstString1="100" 'It represents a string constant.
Const ConstDate=#2008-08-08# 'It represents a date constant.

5.2.3.5 VBScript Variables

Variables refer to the name of the address storing the data in memory.
1. Naming Rules

To name a variable, one must follow the naming rules of VBScript:

The first character of the name must be an alphabet; inserted period “.”” cannot be
contained; the name cannot exceed 255 characters and must be unique in the
declared context; it cannot be the same as the VBScript’s keywords or intrinsic
keywords in the application.

2. Declaring and Scope of Variables

Dim, Public, and Private statements are generally used to explicitly declare vari-
ables and allocate storage space in VBScript. The syntax format is:

{Dim|Private|Public} <variable namel> [,<variable name2>] [,<variable
name3>]...[,<variable name>]

Description:

(1) The variables declared in the procedure with the Dim statement are called
procedure-level variables, and those declared outside the procedure are called
script-level variables; the former can only be applied within a procedure, while
the latter can be applied to all procedures in the script;

(2) The variables declared with the Public statement can be used for all procedures
in the associated script;

(3) The variables declared with the Private statement have scope only within that
script in which they are declared;

(4) Multiple variables to be declared should be separated by commas, e.g.,

Dim a, b, c, d.



5 Development of Customized Scripts 147

The variable name can be used directly without declaring the variable in
VBScript, which is a simple implicit declaration. However, this is not a good
practice generally, as it can sometimes lead to unexpected results when the script is
run due to misspelled variable name. Therefore, it is best to use the Option Explicit
statement to require explicit declaration of all variables, and it shall be the first
statement in the script:

Option Explicit

3. Lifetime of Variables

The time during which a variable exists is called the lifetime of the variable. The
lifetime of a script-level variable extends from the time it is declared until the time
the script has finished running, while the lifetime of procedure-level variable is only
the running duration of the procedure, i.e., the variable extinguishes as soon as the
procedure is exited. Local variables are ideal as temporary storage space when a
procedure is executing. Local variables with the same name can be used in different
procedures because each local variable is only recognized in the procedure in which
it is declared.

5.2.3.6 VBScript Array Variables

In most cases, only one variable value needs to be assigned to the variable to be
declared. Variables that contain only one value are called scalar variables. In some
cases, it is more convenient to assign a plurality of correlative values to a variable,
whereby a variable containing a series of values can be created, called an array
variable. The declaration of an array variable and a scalar variable is basically the
same, except that the name of the array variable is followed by parentheses
enclosing numbers that specify the number of elements of the array. For example:

Dim myArray(10) ‘An array variable of 11 elements is declared.

All arrays are zero-based, so myArray(10) actually contains 11 elements.

An array is not limited to one dimension, and its dimension can be as large as 60.
When a multidimensional array is to be declared, commas should be used to sep-
arate each number in parentheses that represents the size of the array.
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Dim MyTable(5, 9) ‘A 2D array consisting of 6 rows and 10 columns is
declared.

A dynamic array, i.e., an array whose size changes when the script is running,
can also be declared. The Dim or ReDim statement is used for the initial declaration
of the dynamic array, and numbers cannot be included in parentheses. For example:

Dim MyArray()
ReDim AnotherArray()

To use a dynamic array, the number of dimensions and size of each dimension
must subsequently be determined using ReDim. In the following example, ReDim
is used to set the initial size of the dynamic array to 25, while the following ReDim
statement resizes the array to 30, and the Preserve keyword is used to preserve the
contents of the array when resizing.

ReDim MyArray(25)

ReDim Preserve MyArray(30)

Although there is no limit to the number of times a dynamic array can be resized,
it should be noted that data in the eliminated elements will be lost when the array is
reduced in size.

5.2.3.7 Operators of VBScript

VBScript inherits all kinds of operators from Visual Basic, including arithmetic
operators, comparison operators, logical operators, and concatenation operators.
1. Arithmetic Operator

The names and expressions of arithmetic operators are shown in Table 5.2.

2. Comparison Operator

The comparison operator is used to compare two data, which must be of the same
type, and the result returned is usually a Boolean value. The comparison operators
or the expression formed by them are often applied to conditional statements, as
shown in Table 5.3.
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Table 5.2 Arithmetic operator

Operator | Name Expression Operator | Name Expression

A Exponentiation a’b * Multiplication | a*b

/ Floating-point a/b \ Integer a\b
division division

+ Addition a+b - Subtraction a—b

Mod Modulus arithmetic a Mod b - Negation —c

3. Logical Operator
The names, examples, and descriptions of logical operators are shown in Table 5.4.
4. Concatenation Operator

To concatenate two strings or values into one string, simply insert a string con-
catenation operator “&” between the two strings or values:

"Welcome to"&" Beijing!" ' ="Welcome to Beijing!"
3&5 1 ="35"
"No." & "3" "= "No. 3"

Sometimes “+” can also be used to concatenate strings, but if the two expres-
sions are numbers, it will be the addition operator, for instance:

3+5 =8

5. Precedence of Operators

When a plurality of operators are included in an expression, the precedence of
operators should be noted. It is executed from the inside to the outside of the
parentheses, and the standard precedence of operator should still be followed inside
the parentheses; operators with the same precedence should be calculated from left
to right; during calculation, the order of arithmetic operator—concatenation oper-
ator—comparison operator—Ilogical operator should be followed, as shown in
Table 5.5.

5.2.3.8 Control Statements

There are two types of control statements in VBScript: conditional (decisional)
control statements and looping control statements. The conditional statements are
usually used to control the commutation under conditionals and selection problems
of program process, including selection statements (If...Then...Else) and switch
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Table 5.4 Logical operator
Operator | Name Example Description
And Logical (4 >5) and (3 <4) | The result is True only if the values of both
conjunction expressions are True
Or Logical (4 >5)or (3<4) |Aslong as one of the two expressions is True,
disjunction the result is True. Only if the values of both
expressions are False, the result is False
Not Logical not (1 > 0) The negation is carried out from True to False
negation or from False to True
Xor Logical 10 >8 xor 8§ > 6 If the values of both expressions are True or
exclusion False, the entire expression is True; otherwise,
it is False
Eqv Logical (3 —1)eqv (4 —2) | The value is true only if the two expressions
equivalence |(3 > 1) eqv (4 > 2) | have the same value. A bit-by-bit comparison
can also be performed on the same bits in two
numeric expressions
Imp Logical (3> 1)imp (2 < 4) | The value is False only if the first expression is
implication True and the second expression is False.
A bit-by-bit comparison can also be performed
on the same bits in two numeric expressions

Table 5.5 Precedence of operator

Precedence

Operator type

Operator

Arithmetic operator

A (exponentiation)

— (negation)

*_ /(multiplication and division)

\ (integer division)
Mod (modulus)
+, —(addition and subtraction)

Concatenation operator

& (concatenation)

Comparison operator

= <<, >, <=, >, 18

N=RE-CRIEN BN N RV, I I R ROV SR

— | =
— o

—_
[\S)

—
W

—
~

Logical operator

Not
And
Or

Xor
Eqv

Imp

statements (Select...Case). The looping control statements are used to write loop
flow under specific conditions in the program, including For (For...Next), Do
(Do...Loop) and While (While...Wend) looping statements, as shown in Table 5.6.
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Table 5.6 Control statement

J. Zhang

Name of Syntax format Functional description
statement

If... Then... If <Conditional Expression 1> Then A set of statements is

Else <Statement Body 1> conditionally executed based
(conditional [Else Statement 2] on the value of the
statement) [Else If <Conditional Expression 2> Then expression

End If

Select Case...
(switch
statement)

Select Case test expression
[Case Expression list 1
[Statement Body 1]]
[Case Expression list 2
[Statement Body 2]]

[Case Else
[Statement Body n]]

End Select

One of several sets of
statements is executed
according to the value of the
expression

For...Next For

For counter = start To end [Step step]For

A set of statements that is

Each...Next [Statement Body 1] executed specified times
(For looping [Exit For]
statement) [Statement Body 2]
Next [counter]
For Each Element In group A set of statements is
repeatedly executed for each
[Statement body1] element in an array or group
[Exit For]
[Statement Body2]
Next [element]
Do...Loop (Do Do [{While | Until} condition] While: Repeat execution of a
looping [Statement body1] statement body when it is
statement) [Exit Do] True
[Statement Body 2] Until: Repeat execution of a
Loop [{While | Until} condition] statement body until it
becomes True
While...Wend While (loop condition) A series of statements are
(While looping [Statement body] executed when the specified
statement) Wend condition is True. This is an
old syntax structure and a Do
Loop statement is
recommended
Set Assign an object reference to

Set objectvar = {object expression | New class

name | Nothing}

Set object.event name = Get Ref(procname)

a variable or attribute, or
associate a procedure
reference with an event
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5.2.3.9 VBScript Procedures

When a script is written where the same set of statements is to be executed in
multiple places, the procedures are often used to make the program reusable and to
keep it simple. VBScript is provided with two kinds of procedures, one is Sub
procedure and the other is Function procedure.

1. Sub Procedure

The Sub procedure is a procedure without a return value. Sub procedures can take
arguments such as constants, variables, or expressions. A Sub procedure without
parameters must contain a pair of empty parentheses. The general format is as
follows:

[Private | Public]Sub Procedure Name ([Parameter 1, Parameter 2, ...])
[Statement Body]

[Exit Sub]
[Statement Body]

End Sub

2. Function Procedure

Function is similar to Sub, except that a function can return a value. Function
procedures can take arguments such as constants, variables, or expressions. For a
Function procedure without argument, its Function statement must also contain a
pair of empty parentheses. The function returns a value by assigning a value to the
function name in one or more statements of the procedure. The general format is as
follows:

[Private | Public] Function Procedure Name ([Parameter 1, Parameter 2, ...])
[Statement Body]
Function Procedure Name = Expression

[Exit Function]
[Statement Body]

End Function

3. Using Sub and Function Procedures

When a Sub or Function procedure is called from another procedure, the procedure
can be called with a Call statement, and any argument must be enclosed in
parentheses, even if the procedure takes no argument. The syntax is as follows:
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Call Sub | Function Procedure Name ([Parameter 1, Parameter 2,...])

In addition to calling a procedure with a Call statement, a Sub procedure may be
provided as a single statement by simply typing the procedure name and any
arguments required, or just the procedure name if the procedure takes no argument.

Sub Procedure Name [Parameter 1, Parameter 2,...]

Where the return value of the Function procedure is not taken into account, the
Function procedure can be called like the Sub procedure, as shown in the following
example.

MsgBox “Task Completed!”, 0, “Task Box™

Including parenthesis in the example above will give rise to a syntax error.

To use the value returned form a Function procedure, the Function procedure
name must be assigned to the variable, and the parameters should be enclosed in
parentheses, as shown in the following example:

Answer3 = MsgBox (“Are you happy with your salary?”, 4, “Question 3”)

Functions can be involved in operations like variables, just as internal functions
are used. For example:

sum = sum + int (Myinput (“Please enter a transaction amount”))
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5.3 Script Development in Simcenter MAGNET

5.3.1 Automatic Modeling

5.3.1.1 Script File

The Simcenter MAGNET scripting toolbar is shown in Fig. 5.1.
The script can be run by clicking on the order of Tools menu/Scripting/Run

Script...or by clicking (Run Script) button on the scripting toolbar [3].

The following is an example of the automatic building of a cubic model,
illustrating the implementation of automatic modeling by the script file.

(1) Create a new plain text file (.txt) with notepad, change its file name to
SquareComponent.vbs, open it with notepad and enter the following contents
and save it.

Call newDocument() 'Create a new document.

Call getDocument().getView().showGrid(True) 'Display construction grid.

Call getDocument().beginUndoGroup("Set Default Units", true)

Call getDocument().setDefaultLengthUnit("Millimeters") 'Change the default length unit to mm.

Call getDocument().endUndoGroup()

Call getDocument().getView().newLine(-5, -5, -5, 5) 'Draw a construction line.

Call getDocument().getView().newLine(-5, 5, 5, 5)

Call getDocument().getView().newLine(5, 5, 5, -5)

Call getDocument().getView().newLine(5, -5, -5, -5)

Call getDocument().getView().selectAt(-0.0402161553502083, -0.160793229937553, infoSetSelection,
Array(infoSliceSurface)) 'Select the construction surface.

Call getDocument().getView().selectAt(-0.0402161553502083, -0.160793229937553, infoSetSelection,
Array(infoSliceSurface))

REDIM ArrayOfValues(0)

ArrayOfValues(0)= "Component#1"

Call getDocument().getView().makeComponentInALine(1, ArrayOfValues, "Name=CR10: Cold rolled
1010 steel", True) 'Stretch the construction surface to generate a cube.

Call getDocument().save("C:\Windows\Temp\SquareComponent.mn") 'Save file.

In the above script commands, a lot of API functions which are internally
integrated in Simcenter MAGNET are widely adopted.

(2) Open the Simcenter MAGNET module and create a new document.
(3) Click on the order of Tools/Scripting/Run Script...or click (Run Script)
button on the scripting toolbar.

Fig. 5.1 Scripting toolbar x|
o0 *e'eLE &l
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Fig. 5.2 A cube model built
automatically by script file

INFGTYTICA
1091.109
Research Edition

(4) Select SquareComponent.vbs file, and click Open to execute the script, then a
cube can be generated automatically, as shown in Fig. 5.2.

5.3.1.2 Script Form

A script form can also be created by the user to accept user’s input and to control
the process of the program in stages.

The following example demonstrates how to use the Simcenter MAGNET script
form to automatically create a cube model whose side length is specified by the
user.

(1) Start the Simcenter MAGNET module.

(2) Click on the order of Tools/Scripting/New Script Form...or click &| (New
Script Form) button on the scripting toolbar to open a new form. Click File/
Save as ...to save it as a SquareComponent.frm file.

(3) Click =| (Command) button to add a command button on the opened form, and
then click Al (Label) button and abl| (TextBox) button to add a label and text
input, as shown in Fig. 5.3.

(4) Right-click on the Command button to select the “Properties,” change the “ID”
value to “GoButton” and the “Caption” value to “Make Square Component,” as
shown in Fig. 5.4.

(5) Also, right-click on the Label and select “Properties,” and change the value of
“Caption” to “Side.” Change the “Text” value of TextBox to “20” and the “ID”
value to “Inputbox.” In addition, the user can customize other properties on the
property page, such as the text font. The adjusted form is shown in Fig. 5.5.
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Fig. 5.3 A label and text input are added to the form
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Accelerator
AutoSize
BackColor
BackStyle
Caption
Enabled
Font
ForeColor
ID
Locked
Mouselcon
MousePainter
Picture
PicturePosition
TabStop
T akeFocusOnClick
‘\Wordwrap

1-True

0-False
00c8d0d4

1 - Opaque
Make Square Component
1-Te

MS Sans Serif
00000000
GoButton
0-False

[None]

0 - Default
(None)

7 - AboveCenter
1-True
1-Te
0-False

Fig. 5.4 “Properties” page for command buttons in the script form
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Fig. 5.5 User script form interface

ﬂUntitled Script Form 1 [Design] - ||:||)_(_|

(0

Object: [GoButton ~]  Events: [Cick =~

GoButton Click
‘add your event handler here...
End Sub

Fig. 5.6 Script code input interface

(6) Click @l (Object View/Script View) button at the top of the script form to open
the script code input interface. Select “GoButton” from the Object list and
“Click” from the Events list, and then the code will appear in the code input
interface automatically, as shown in Fig. 5.6.

Enter the following code in the script code input interface:
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Sub GoButton_Click

Call newDocument()

DIM Side

Side = CDbl(Inputbox.text) ' obtain user data from the TextBox.

Call getDocument().getView().showGrid(True)

Call getDocument().beginUndoGroup(“Set Default Units”, true)

Call getDocument().setDefaultLengthUnit(“Millimeters™)

Call getDocument().endUndoGroup()

Call getDocument().getView().newLine(-Side/2, -Side/2, -Side/2, Side/2)

Call getDocument().getView().newLine(-Side/2, Side/2, Side/2, Side/2)

Call getDocument().getView().newLine(Side/2, Side/2, Side/2, -Side/2)

Call getDocument().getView().newLine(Side/2, -Side/2, -Side/2, -Side/2)

Call getDocument().getView().selectAt(0, 0, infoSetSelection, Array(infoSliceSurface))

REDIM ArrayOfValues(0)

ArrayOfValues(0)= “Component#1”

Call getDocument().getView().makeComponentInALine(Side, ArrayOfValues, “Name=CR10: Cold
rolled 1010 steel”, True)

Call getDocument().save(*“C:\Windows\Temp\SquareComponent.mn”)

End Sub

(7) Click (Run Script) button at the top of the script form to start the cus-

tomized script form that was just created. The side length of the cube can be
modified in the TextBox, and then click “Make Square Component” button, to
view the change of the cube model.

5.3.2 Recording Script File

In software such as the Simcenter MAGNET suite, the user is allowed to record any
operation in the software as a script file, and such an operation can be reproduced
by running the recorded script file. This can be achieved by using ﬁ (Record User

Script) button, LE\ (Pause) button, El (Resume Recording) button and ﬁl (Stop
Recording) button.

5.3.3 Interoperability

Direct interoperability between electromagnetic simulation software and other
ActiveX-compliant software can be achieved using a script, which is very important
for users. For example, the following can be realized:

e Data can be exchanged between electromagnetic simulation software and Excel
spreadsheet. The data can be imported and exported from one to the other, and
some calculations can be made by VBA program in spreadsheet [4].
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e The resulting data from an electromagnetic simulation being queried or exported
can be used in a third-party simulation program to deal with multi-physics
problems or in a self-compiled program for subsequent calculations.

e The user is allowed to connect the electromagnetic simulation software with the
commercial optimization software to complete the product optimization
analysis.

e The electromagnetic simulation software can be connected to Word to generate
automatic reports.

e Users may use Simcenter MAGNET as a client through an internal script, or call
Simcenter MAGNET as a server through an external script.

Next, the interoperability between Microsoft Excel 2010 and Simcenter
MAGNET can be demonstrated by taking the input data in Excel and calling the
MAGNET’s module to create a cube model automatically. In this example,
the MAGNET’s module acts as a server, and Excel is a client, using an external
script.

(1) Open Excel and save the file as SquareComponent.xls.

(2) Select “File/Options/Customize Ribbon” menu and check “Developer” in Main
Tabs list to make Developer Ribbon visible.

(3) Click il (Button) on the Form Controls and drag a button onto a Sheet, and
then press “OK,” as shown in Fig. 5.7.

(4) Right-click the button and select “Edit Text,” and change the value of “Button
1” to “SquareComponent.”

- ¥ SquareComponent - Microsoft Excel o O X
File Home | Insert | Page Layout | Formulas | Data | Review | View | Developer| Acrobat || Format '~ 0 o @ 2
f?rope:‘t.—&s Egj i :ﬂln‘po:‘l aﬂ
- ; Gl View Code = (q'.: Expansion Packs - t =
Visual Macros Add-Ins COM Insert . Source <@g Document
Basic LAY Add-Ins v 1l Run Dialog Panel
Button 1 b f\' W
4 B C D E F G H I 7
1 i
0 Botton 1 T
3
4
]
6
7
8
9
b
10 i = :
4 4 » M Sheetl ‘Sheet? Sheet3 ©J 14 4l
Ready | (5 ESIE E 100% (= y (+

Fig. 5.7 A button is created on a sheet
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Visual Macros Add-Ins COM Insen DESIgn Source @} pefresh Data Document
Basic Add-Ins - Mode 1 Run Dialog dhinlditiond Panel
Code Add-Ins Controls XML Modify
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5 | SquareComponent
s
4 |Side:
5
6
7
8
9
v
H 4> | Sheetl /Sheet? ‘Sheetd 3/ 4] | ]
Ready | (1 | [EEEE 100% (=) O )
Fig. 5.8 Drive parameters are entered in the sheet
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Fig. 5.9 VBA programming mode in excel

(5) Enter, respectively, “Side” and “12” in cells A4 and B4 in the Sheet, and the
results are shown in Fig. 5.8.

(6) Right-click the button and select “Assign Macro...” and press “Edit” button to
enter the VBA programming mode. The statement for Sub of button click event
has been automatically created, as shown in Fig. 5.9.
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41 Microsoft Visual Basic for Applications - SquareComponentxisx - [Module1 (Code)) = [m] X

w8 File Edit View Insert Format Debug Run Tools Add-Ins Window Help -8 X

H =™ S M ) n o BEW S O ha,colse 5

| (General) | [Buttonl_Click -]
a

Sub Buttonl_Click()

Set MN6 = CreateObject("Magnet. application”)
MN6. Visible = True "make the MagNet
Set Con = MNG. GetConstants 'get the Constant

Call MNG. newDocument

Dim Side .

Side = CDbl (Range("B47). Value) obtain User data from the cell B4

Call MNG. getDocument (). getView(). showGrid(True)

Call MNG. getDocument (). beginUndoGroup(“Set Default Units”, True)

Call MNG. getDocument (). setDefaultLengthUnit("Millimeters”™)

Call MNG. getDocument (). endUndoGroup

Call MNG. getDocument (). getView(). newLine(-Side / 2, -Side / 2, -Side / 2, Side / 2)

Call MNG. getDocument (). getView(). newLine(-Side / 2, Side / 2, Si / Side / 2}

Call MNG. getDocument (). getView(). newLine(Side / 2, Side / 2, / ~Side / 2

Call MNG. getDocument (). getView(). newLine(Side / 2, -Side / 2, -Side / 2, -Side / 2)

Call MNG. getDocument (). getView(). selectat (D, 0, Con. infoSetSelection, Array(Con. infoSliceSurface))

ReDim ArrayOfvValues(0)

ArrayOfValues(0) = "Component#l”

Call M¥6. getDocument (). getView(). makeComponentInALine (Side} ArrayOfValues, _
"Name=CR10: Cold rolled 1010 steel”, True) .

Call MNG. getDocument (). Save ("C:\Windows\Temp'\SquareComponent. mn”)

End Sub -
=[x« | ﬂJ

Fig. 5.10 Code editing window

(7) Open the SquareComponent.frm (script file) established in Sect. 5.3.1.2 and
copy the content of the Sub GoButton_Click then paste it into the Sub
Buttonl_Click.

e The following three commands are added in front to create the
Simcenter MAGNET program and its constants:

Set MN6 = CreateObject("Magnet.application™)
MNG6.Visible = True
Set Con = MNG6.GetConstants

e Put the prefix “MN6” to all the newDocument and getDocument commands.
e Put the prefix “Con” to all the infoSetSelection and infoSliceSurface commands.

The above codes can be applied as a reference format to call a
Simcenter MAGNET program. It is very convenient.

e Replace the “Inputbox.text” by “Range(“B4”).Value,” then the value of cell B4
will be passed to the “Side” variable.

The final results are shown in Fig. 5.10.
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(8) Close the VBA code editing window and save this Excel document. Then, if
one clicks the SquareComponent button, the Simcenter MAGNET program
will start and create a cube with a side length of 12 units automatically.

5.3.4 Export the Field Data

One of the most important uses of scripts is to export the solved field data. It is not
easy to extract the field data on the specified component and its corresponding
element node coordinate value from the huge result data without using scripting
language, and using the scripting functions that are encapsulated in the
Simcenter MAGNET module make it so much easier.

The following is an example of exporting field data:

Dim Doc, Sol, Field, Mesh

Dim SolutionId(1)

Set Doc = getDocument()

Set Sol=Doc.getSolution()

SolutionId(0)= 1

Solutionld(1)= 1

Set Mesh=Sol.getMesh(SolutionID, "Component#2") 'To obtain the mesh of Component#2 in a solution
problem

Set Field=Sol.getSystemField(Mesh,"|B|") 'To obtain the target field on the specified component, in this
case, the target field is “[B|"

Call Field.getFieldData(Data) 'To obtain the data of the target field and pass it to the Data array

Dim text 'Next, output the raw data to a text file.

text=""
NumOfFieldNodes= Field.getNumberOfFieldNodes() "Number of nodes in the target field
For i=0 to NumOfFieldNodes-1
text=text & Data(i) & vbNewLine
Next
Call writeTextFile("D:\datafile.txt", text) ~ '"Write data to a file in the hard disk.

The above codes can be applied as a reference format to export the
Simcenter MAGNET field data. It is very convenient to use those commonly used
variables, such as “Doc,” “Sol,” and so on.

The user may define the format of the output data or save the results in different
document forms such as Txt, Word, or Excel. Users can also save the specified data
as needed, e.g., include the node coordinate values of mesh, the magnetic flux
density, eddy current, loss and stress values, and so on. The data can be local or
integrated global. All of them can be called with corresponding functions in the
Simcenter MAGNET module.

Figure 5.11 shows the results exported and stored in an Excel document using
scripting commands, which include the mesh node information and magnetic flux
densities |B|smoothea ON specified component in the Simcenter MAGNET model.
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Fig. 5.11 Exported field data and node information on specified component

The results exported and stored in an Excel document using scripting commands
include the mesh node information and magnetic flux densities |B|smoothed ON @
specified component in the Simcenter MAGNET model.

5.4 Development of a Script for Transformer Winding
Parameters Calculation

5.4.1 Requirements for Script to Calculate Transformer
Winding Parameters

Winding parameters such as the eddy current loss and the short-circuit force, caused
by the leakage electromagnetic field in the transformer, are important technological
indexes in the electrical design of a transformer. The small cross section of wire
strands should be taken into account when these winding parameters are being
calculated. To model every single wire strand and to calculate the field directly is a
massive computational expense and not practical. The leakage electromagnetic field
can be solved for first, and then an approximate solution can be obtained using an
analytical equation, based on the leakage flux distribution. Also, since the trans-
former winding parameters are the basic technological indexes at the electrical
design stage, and each transformer product requires this calculation, there is a
requirement to avoid repetitive and tedious interactive manipulations and to obtain
the results quickly and easily. All these requirements can be met using scripting.
The calculation script for transformer winding parameters:
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allows seamless connection with the Excel electrical calculation sheet and the
user does not have to manually re-input the data in this sheet.

is driven by the input parameters, and therefore, the electromagnetic field cal-
culation does not require highly skilled human—computer interaction and
maintenance, and the data is input once and then the solution is completed
automatically. The advantage is that it is simple to operate, saves labor, there are
fewer calculation, and the results are accurate.

uses the flexible preprocessing functions in the Simcenter MAGNET module
and is not limited by various modeling and calculation restrictions.

makes full use of the resources in the Simcenter MAGNET module, including
the flexible meshing method and the stable solution kernel.

calculates and returns results in Excel automatically and generates reports in the
required format.

uses the rich post-processing functions of the Simcenter MAGNET module and
obtains the color-shaded plot, showing the eddy current loss, the short-circuit
force, the winding temperature and even customized field quantities intuitively
and aesthetically.

has greater extensibility. It can be expanded from 2D to 3D, from the problems
of steady-state short-circuit leakage electromagnetic field to the problems of
transient short-circuit transient field, DC bias, over excitation, and others.

is relatively stable, compared with other specialized software.

5.4.2 Goal of the Script Used to Calculate Transformer

Winding Parameters

Through the script, used to calculate the short-circuit leakage magnetic field and
winding parameters of the transformer, the following can be realized:

the data import from Excel electrical calculation sheet, automatic parametric
modeling, parametric solution, and automatic finite element method
(FEM) solution for the short-circuit leakage magnetic field of the transformer;
according to the stored magnetic energy obtained from the solved field, calcu-
lating the short-circuit impedance of the transformer by the energy method;
obtaining the contour line of flux and the color-shaded plot of magnetic flux
density, as well as the field values at the specified lines which are users
concerned;

to get the total eddy current loss of windings and its distribution, obtaining
color-shaded plot of eddy current loss, including horizontal and vertical com-
ponents, and extracting numerical curves at specified lines;

calculating the total electromagnetic force of the windings and its distribution,
obtaining color-shaded plot of the electromagnetic force, including the
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horizontal and vertical components, and extracting numerical curves at specified
lines;

e to get the temperature of the windings and the oil flow distribution, obtaining the
color-shaded plot of temperature on the windings and the temperature rise of the
hottest spot and its location;

e further expansion of the functionality, for example, to calculate lost-stability of
windings.

5.4.3 FEM Method to Calculate the Eddy Loss of Windings

When the leakage magnetic field of the transformer passes through the winding,
electromotive force (EMF) is induced in the wires. Under the EMF, eddy currents
are generated in the section of the wire, and loop currents are also formed between
the parallel wires of the winding. The loss caused by the eddy current is called the
eddy current loss, and its value mainly depends on the size of the wire, the value
and the distribution of the leakage magnetic field, and varies with the position of the
windings. The eddy current loss inside the volume of one element can be calculated
by:
For eddy current loss in the transverse direction:

1
P = %wzszfiV,- (5.1)

For eddy current loss in the longitudinal direction:

where

B,; the transverse magnetic flux density in the ith element, T;
By; the longitudinal magnetic flux density in the ith element, T;
b, d the size of the wire, m.

See Fig. 5.12 for definitions of the above symbols.

p the resistivity of the material, Q m;
o the angular frequency, rad/s;
V; the volume of ith element, m.

Replace V; with S; in 2D Calculation, S—area of ith element, m?.
Now, the total eddy current loss P, in the winding is:
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Fig. 5.12 Sectional
dimensions of one wire h

b
|
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i=1 i

(Peri + Peni) (5.3)

N
=1

where

N Total number of the winding elements.

5.4.4 Implementation Process

1. Creating a Basic GUI Interface Form

At first, the method to implement the tool using scripting should be determined, i.e.,
whether to implement using script files or script forms, or be in third-party software
and set up the mode of principal and subordinate interaction. In general,

e the programs which require no or little input, or require less manual interven-
tion, are usually implemented using script files;

e the programs which require more input and control are implemented using script
forms;

e when the program needs to exchange data with another application, one of the
applications can serve as the principal interface and call the other, as the sub-
ordinate application.

In this example, the program uses a script for calculating the winding parameters
of large power transformers and adopts a GUI written using Microsoft Visual Basic
[5, 6] and can be called interactively with the Simcenter MAGNET module, and the
form can be started independently without Simcenter MAGNET. In the VB envi-
ronment, elements such as labels, text boxes, buttons, and pictures should be placed
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Fig. 5.13 Main interface of winding parameters calculation program for large power transformer

in the form, and their respective properties should be set according to demand. The
implementation approach is the same as the VBScript mentioned before, therefore
no more restatement. The main interface can be obtained after arranging the ele-
ments in the form based on the aesthetics and the practicality concerns. The result is
shown in Fig. 5.13.

2. Data Import

The more complex a model, the more electrical parameters there are. To save time
on entering data, Excel documents can be established to import data, and then the
following command can be used to import data in batches:

Side = CDbl (Range (“B4”).Value)

Here, “B4” is the cell number of Excel, and CDbl command is used to convert
the data into double-precision data.
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The winding parameters calculation program for large power transformers
imports data using an Excel document, which are hyperlinked with the electrical
calculation sheet, so the user does not need to input extra for the electrical

parameters.

The imported data are displayed in the data input interface, as shown in
Fig. 5.14. The user is allowed to modify data in the interface, or enter data directly
without using import.

Each textbox on the data input interface needs to be numbered. After the user
finishes proofreading, the data is assigned to the variables in memory for subse-
quent calculation. The format of assign command is as follows:

Ttype = InputForm.Textl.text

3. Automatic Modeling

After all data are proofread, click the “Auto Modeling” button to call the
Simcenter MAGNET script function, and then the transformer will be modeled
automatically. Automatic modeling includes several parts of FEM preprocessing:



170

Fig.
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5.15 Model generated

geometric model can be established according to the input parameters;

the corresponding material property can be assigned for each component
according to the material code (serial number or character pre-assigned);
script can be used to adjust the mesh generation method, mesh size, or order of
components, etc., to obtain more accurate results, as described in Chap. 4;

the exciting source can be established and the number of turns and the current in
each partition of the winding can be entered;

the corresponding boundary conditions can be specified;

other settings in the solver need to be adjusted;

after automatic modeling, users can partially modify the model manually in
Simcenter MAGNET in particular cases. The model generated by automatic
modeling is shown in Fig. 5.15.

Magnetic Field Calculation

Once the model is created, the preparations for the solver are complete. When the
“Magnetic Field Calculation” button is clicked, Simcenter MAGNET is called by

the

script and the model is automatically meshed, and then, the finite element

simulation is performed using the time-harmonic solver. Figure 5.16 shows the
mesh of the Model.



5 Development of Customized Scripts 171

Fig. 5.16 Mesh of the model

5. Field Plot

Once the solution is completed, if the “Shaded Plot” button is clicked, the program
extracts typical field screenshots, and field value curves over the coils or the
magnetic shielding. The distribution and variety of field quantities can be directly
observed through the field shaded plot and curves, referenced to designer.
Figure 5.17 shows the contour lines of flux and shaded plot of magnetic flux density
extracted from the solution.

6. Parameter Calculation

Click the “Parameter Calculation” button after the leakage magnetic field result are
obtained, and the script will export the field data. The eddy current loss of the
windings, the short-circuit force on the windings and the winding temperature are
calculated using the method outlined in Sect. 5.4.3, and the temperature rise of the
hottest spot and its location on the winding is obtained.

For non-standard field data in Simcenter MAGNET such as eddy current loss
and temperature rise of the windings, script can also be used to display these results
by using Simcenter MAGNET’s post-processing function. Such results can be
displayed in color-shaded plot, and horizontal and vertical components can also be
displayed separately. And, then, the numerical curve can also be extracted.
Figure 5.18 shows the shaded plot of the short-circuit force.



172 J. Zhang

[Shaded Plot |
|B| smoothed
1 80°

1
_ 0.875
0.75
0.625
0.5
0.375
0.25
0.125
0

<

i

——>%

B
A

10195109
Research-Edit = Research Edilm

D

]
7
| \JFG_J__Lﬁ

Il

Fig. 5.17 Contour line of flux and shaded plot of magnetic flux density

7. Output

The shaded plot, field value curves, and the aforementioned data, including mag-
netic field, loss and electromagnetic force, are collected together and output in the
report. The report can be saved in the form of Excel documents, and thus, users can
conveniently draw some reports in the Excel for analysis with the resulting data.
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Fig. 5.18 Color-shaded plot of the short-circuit axial force

5.5 Summary

With a universal and flexible programming language, script has built a bridge
between a commercial electromagnetic CAE software, users, and third-party
applications, making secondary development for users’ specific needs feasible and
simple. Batch-driven, complex and repetitive tasks, parameter-driven modeling,
automatic finite element solution, subsequent secondary calculations, and interac-
tive simulations can be realized through executable script files, forms containing
scripts, and event handling scripts, and the human—computer interaction can also be
greatly improved and broadened through the GUI interface when using forms.
The program for calculating winding parameters of large power transformers is
based on the VBScript technology and VB programming. It uses GUI and makes
full use of electromagnetic CAE software resources. The parametric solution has
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been realized. Intuitive and detailed reports can be provided without repetitive and
tedious data preparation and interoperability. The script has the advantages of fast
calculation speed, it is practical, and the results are stable.
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Chapter 6 )
Harmonic-Balanced Finite Element Check for
Method and Its Application

Xiaojun Zhao

Abstract This chapter mainly introduces the harmonic-balanced finite element
method (HBFEM) and its application in electrical engineering. Different from the
traditional frequency domain method, the HBFEM is able to compute the nonlinear
magnetic field with electrical equipments with significant saturation. Compared
with the time-stepping method, transient process can be avoided in HBFEM to
reduce the computational time. Furthermore, the hybrid with the fixed-point tech-
nique realizes the decomposition of harmonic solutions, which greatly improves the
efficiency of numerical computation in the frequency domain. The HBFEM is
employed to compute the nonlinear electromagnetic field under DC bias condition
and to investigate the force characteristic in a gapped reactor core model under
harmonic magnetization. Actually the principle of harmonic-balanced method is
applicable to steady-state thermal problems, and it is predicted to have further
contribution on loss modeling and thermal analysis of power transformers.

Keywords Harmonic-balanced - DC bias condition - Harmonic magnetization -
Eddy current - Power transformer

6.1 Development of HBFEM

The time-varying electromagnetic field described by Maxwell’s equations can be
solved in time domain or frequency domain [1, 2] based on different potential sets.
In electrical engineering, almost all electrical equipment works under steady-state
excitation in the normal operation except for breakdown; therefore, the numerical
method to solve time-periodic magnetic field problems has drawn much attention
from many international scholars.
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The solutions in time domain generally require several periods to reach steady
state by using time-stepping technique, starting from arbitrary initial values.
Variables in electromagnetic field under steady-state excitations can be approxi-
mated by triangular series. Harmonic-balanced theory is used in the finite element
method and the integral equation method to calculate nonlinear magnetic field [3—
6]. The electromagnetic field can be solved directly in harmonic frequency domain,
without long computational time. In recent years, the harmonic-balanced finite
element method (HBFEM) has been further developed to investigate the DC bias
phenomena in power transformers [7, 8].

The fixed-point technique can be used in time-stepping finite element method to
analyze the hysteretic characteristics and eddy current problems. Different strategies
are presented to determine the fixed-point reluctivity in each iterative step [9, 10].
A smoothing algorithm is proposed to guarantee the stability of solution in the
iterative procedure when hysteresis modeling is involved in the numerical com-
putation of magnetic field and iron loss [11].

In order to solve time-periodic nonlinear magnetic field and compute the iron
loss more accurately, a novel numerical method in frequency is proposed, com-
bining the fixed-point technique, the FEM and the harmonic-balanced method.
Therefore, the so-called fixed-point HBFEM [12, 13] is presented to calculate the
nonlinear magnetic field in the harmonic frequency domain and to obtain the iron
loss of laminated core under sinusoidal and DC-biased excitations.

It can be expected that the HBFEM, as a frequency domain method, will play an
important role in solving the practical engineering problems, including efficient
computation of electromagnetic fields, loss determination of iron core and even
solution of multi-physical field.

6.1.1 Basic Theory of HBFEM

The nonlinear magnetic field can be described by the following equation:
VxWwWxA-J=0, (6.1)
where A is the magnetic vector potential, v is the reluctivity, and J is the current

density, which includes exciting current density and eddy current density.
In the two-dimensional case, the nonlinear magnetic field equation can be

written as follows:
0 0A 0 O0A O0A
“ [ yZ= — —J.=0. 2
8x<v3x)+8y(vay>+aat =0 (62)

where A and J are the magnetic vector potential and impressed exciting current
density in the z-direction, respectively.
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In light of Galerkin’s method, the weighted residual can be obtained from (6.2)

as follows:
ON? 8A ON?¢ 8A
// ( T )d)‘d

// (U—Nf)dxd —// (J,N¢ ) dxdy,

where N; is the interpolation function for a linear triangular element, J; is the
exciting current density, and ¢ is the conductivity.

The time-periodic solutions are focused on for the DC bias phenomenon, since it
is a harmonic problem with alternating and direct excitations. The magnetic flux
density and magnetic vector potential are both periodic functions in the time
domain. According to the Fourier transformation theory, all variables such as vector
potential A, flux density B and exciting current density J, can be approximated by a
triangular series. Therefore, a HBFEM matrix equation for a single element can be
obtained based on the harmonic-balanced method as follows:

G° = S°A°+ M°A° — K
(b1by +c1c1)D  (biby+c1¢2)D  (b1bs +ci1c3)D
= IA° (baby +coc1)D  (baby +crc2)D  (babs +crc3)D
(bsby +c3c1)D  (bsby+c3c)D  (bsbs 4 c3c3)D

A N N N7 (A K (64)
1 A¢ 1 1

A P+ T2 N N N A - LK

AS N N oN| A K;

=0

in which b; = y; — y,¢; = xx — x;. The harmonic forms of the magnetic vector
potential Ai and the exciting term Ki are expressed in (6.5) and (6.6), respectively,

Ap= {4y A

ils

A€

ilc

A:')Zx A?Zc te } (65)

KE

ilc

K{={Kj K;

ils

Ky, K4 ...} (6.6)
6.1.2 Coupling Between Electric Circuits

and the Magnetic Field

When electromagnetic devices, such as transformers under DC bias, are excited by
voltage, the exciting currents are unknown. Therefore, Eq. (6.2) is no longer
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applicable to solve the coupled problem. In that case, the coupling between the
electric circuit and the magnetic field should be taken into account [14-16].

According to Kirchhoff’s Law, the applied voltage on the external port of the
electric circuit can be defined as follows:

Viok = Vi + Ry +Lk(dlk/dl) + (1/Ck) /[kdl, (67)

where V. is the input voltage of circuit k, and V; is the corresponding induced
electromotive force. C; and L; are the capacitance and inductance in circuit k,
respectively.

Combined with the finite element method, the equations of electric circuits
coupled to the magnetic field can be expressed in the form of matrix as follows:

Vi = C A+ SaZiJk, (6.8)

where Vi, is the harmonic vector of the input voltage, C; is the coupling matrix,
and Z; is the corresponding impedance matrix.

Finally, the new system matrix equation, considering the applied voltage, can be
obtained by combining (6.4) with (6.8) as follows:

rH -G, -G, --- -G, ---7(A 0
Ci SaZ, 0 0 0 e Ji Vint
C2 0 Sczzz 0 0 ce J2 V1n2
S0 0 .0 YT (6.9)
Ck 0 0 0 Scka e Jk Vink

where the DC voltage component is also included in the following triangular series
as follows:

Vink = VkO + Z {ans Sin(nwt) + anc COS(HCOI)}. (610)
n=1

The vector potentials and current densities can be solved simultaneously by the
above equation.

6.1.3 Epstein Frame-like Core Model Under DC-Biased
Magnetization

An Epstein frame-like core model made by the Tianwei Group, Baoding, China, has
been tested under different DC bias conditions. Harmonic analysis of the
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laminated
core

Fig. 6.1 Epstein frame-like core model

magnetizing current and magnetic field is carried out based on the consistency
between the computation and the measurement.

The Epstein frame-like core model for the DC-biased test is shown in Fig. 6.1.
The iron core is made up of silicon steel lamination (model number 30Q140).
Figure 6.2 shows the fitted magnetizing curve of the silicon steel. There are two
windings on the ferromagnetic core: the exciting coil (fed by an alternating voltage)
and the measuring coil.

Fig. 6.2 Magnetizing curve
of the silicon steel sheet
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Table 6.1 Different DC bias

v ! Cases | DC bias AC excitation
1 25 0.4256 | 105.68 26 0.09
2 50 0.847 213.12 133 0.49
3 75 1.273 320.30 240 0.88
4 100 1.697 425.23 370 1.37
5 150 2.530 636.58 420 1.57
6 495 1.82

The peak value of the excitation current without a DC bias is selected as a
reference. This reference current causes the flux density in the silicon steel to reach
the rated value (1.7 T) in the transformer’s no-load operation. The DC bias in the
form of direct current is then applied, in proportion to the reference current, to the
exciting coil.

The DC bias current should be integrated with the input voltage of the corre-
sponding circuit for the implementation of computation in (6.9). The input voltage
Vink 1n (6.10) is actually a harmonic vector that includes DC and AC components.
The DC component of Vi, is connected with the DC bias current through the
resistance of the transformer’s winding.

The value of reference current I, measured on the square ferromagnetic core
model is 1.68 A. The DC bias is applied in incremental proportions of the reference
current, which are represented by Pii = 1, 2, 3, 4) in Table 6.1. The AC excitation
is also applied in four different cases indicated by the subscript j(j = 1, 2, 3, 4). I4.
represents the DC bias current that corresponds to different proportions of the
reference current Iy, while Hy. is the subsequently generated magnetic intensity.
The peak value of alternating flux density B, in the magnetic core varies with the
step increase of alternating voltage U, (peak value) [17], which is also shown in the
same table.

6.1.4 Simulation and Analysis

A. Computed and Measured Exciting Current

The calculated results are compared with the experimental data in different exci-
tation cases, as shown in Figs. 6.3 and 6.4. It is observed that there is consistency in
the computational and measured results obtained from the magnetizing current
waveforms.

A quantitative comparison between the calculated and measured results is nec-
essary to estimate the calculated errors by HBFEM. There are two main causes of
inaccuracy in computation. The first is the hysteresis effect of the magnetic core in
the model, which is neglected in this paper for the simplicity of computation. The
second cause is a truncation error that plays a key role in the calculation of exciting
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currents and magnetic fields under DC bias. The higher the harmonic order con-
sidered, the more accurate the results are. The truncated harmonic order depends on
the DC and AC excitation. A deficiency of considered harmonic numbers in
computation will result in ripples in waveforms of exciting currents.

Because the waveform of the exciting current is non-sinusoidal under DC bias
conditions, the root mean square value is selected to carry out the quantitative
comparison between the calculated and measured results [17]. I.;ms and Iy pms
represent the root mean square values of the exciting current obtained from cal-
culation and measurement, respectively. The error data reflects the inaccuracy
resulting mainly from neglect of the hysteresis effects and truncation in computa-
tion. The error analysis, as shown in Table 6.2, is performed in different cases
related to DC and AC excitations, which can be combined with the waveform
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Table 6.2 Errors between Hy. (A/m) B,, (T) Leams (A) Tnxms (A) Exror (%)

::;ﬁ‘l’tl:t;d;"C?ﬁ?gea:ﬁ:eit 105.68 0.49 0.8677 09088 | 4.5258
105.68 0.88 1.0861 11449 |5.1419
105.68 1.37 1.2943 13736 | 5.7773
105.68 1.82 29859 | 3.0984 |3.630
213.12 0.49 1.9141 19312 | 0.8869
213.12 0.88 23463 | 23695 | 0.9794
213.12 1.37 27315 | 27613 | 1.0789
213.12 1.82 49705 | 53355 | 6.8412
320.30 0.49 29749 | 29878 | 43294
320.30 0.88 34717 | 3.5846 | 3.1513
320.30 1.37 42376 | 45009 | 5.8500
320.30 1.82 10.042 10513 44700
42523 0.49 40284 | 40519 | 05790
42523 0.88 49335 | 52631 | 6.2600

comparison in Figs. 6.3, 6.4, 6.5 and 6.6 to evaluate the validity of the computation
by HBFEM.

B. Harmonic Analysis of the Magnetizing Current

There are only odd harmonics in the magnetizing current when the transformer is
fed by AC excitation. However, additional harmonics appear when the direct
current invades the transformer windings. The generation of large harmonics results
in significant saturation of the magnetic core and half-cycle saturation of the
magnetizing current. Therefore, the relationship between the DC bias and harmonic
components should be considered by using harmonic analysis.

Fig. 6.5 Exciting current 15 T T T T
under different DC bias
(Upn=Una=370V; === calculated results measured results

By =Bns=137T)
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Time(s)
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Unlike the time-domain iterations and the Fourier transforming process of the
solution in the time-stepping finite element method, all harmonic components in the
magnetizing current can be obtained directly from the harmonic solution using the
HBFEM. The histograms in Figs. 6.7 and 6.9 show the contribution of different
harmonic components to the magnetizing current under different DC biases.

Figure 6.7 shows that while the size of all harmonic components increases when
additional DC bias is applied, the growth rate varies in different components. The
growth tendency of each harmonic is shown in Fig. 6.8. The numbers 1, 2, 3, 4 in
the horizontal coordinate represent different proportions (25%, 50%, 75%, 100%)
of the DC bias reference current, respectively. It is obvious that the fundamental
and second harmonic components increase near linearly, while higher-order har-
monics (the third and fourth) grow faster than linearly.

The contribution of each harmonic component is different when the peak value
of alternating voltage is increased up to 495 V, which is given in Fig. 6.9.

Fig. 6.7 Each harmonic 35 . T T T T T . T -
component of exciting current |
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Number of harmonics
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Fig. 6.8 DC bias effect on 35¢
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Odd harmonics are greater than even order components under 25% and 50% DC
bias, respectively. It is implied that the growth of odd harmonic components is
related to the increased AC excitation.

Curves in Fig. 6.10 display a relationship between odd harmonics and AC
excitation. With the increased alternating voltage, odd harmonics grow faster (and
are greater in size) than the even harmonics. On the other hand, the negative
influence of DC bias on each harmonic is analyzed in Fig. 6.11 when the ferro-
magnetic core is significantly saturated as a consequence of high alternating volt-
age. Even harmonics increase faster than the odd harmonics with the increased DC
bias and constant AC excitation.

It can be concluded that the appearance of DC bias in exciting current leads to
the generation of even harmonics in the DC-biased problem, and each harmonic
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component in the exciting current is affected by DC and AC excitation simulta-
neously. The applied alternating voltage makes the main contribution to the growth
of odd harmonics while the DC bias plays a more important role in the variation of
even harmonics, especially when the ferromagnetic core is significantly saturated.

C. Harmonic Analysis of the Magnetic Field

DC flux exists in the ferromagnetic core of power transformers when the DC bias is
applied to the external port of electric circuits. Combined with AC flux, DC flux
creates high-order harmonics in exciting current and flux density. This results in
severe saturation of the magnetic core and reduces the operational efficiency of
transformers.

The relationship between DC bias and DC flux requires further study because the
DC flux is not affected linearly by the DC bias. DC and AC harmonic components
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Fig. 6.12 One quarter of the 1
computational model }a
' B
C -
silicon
. D steel
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of the magnetic flux density can be computed directly by the HBFEM. Analysis of
the DC component of the magnetic flux density is carried out through the calculated
harmonic solutions.

A quarter of the Epstein frame-like core model in Fig. 6.12 is computed con-
sidering its structural symmetry. One point on the cross section of the core, such as
point C, can be selected to observe the effect of DC bias on the DC flux density.
The magnetic flux density in point C has two components: B, and B, in the x-
direction and y-direction, respectively. However, the harmonic components of flux
density B, are too small to analyze the variation under different excitations.
Therefore, in the following part of the paper, the DC component B, ; and the AC
component B, ; (in the flux density B,) are mainly focused on the harmonic analysis
under DC bias conditions.

The horizontal coordinate in Fig. 6.13 has the same meaning as that in Fig. 6.8.
The peak value of alternating voltage is increased gradually to calculate the DC flux
density at point C. If the DC bias is kept constant, the DC flux density decreases
with the increment of AC excitation. On the contrary, when the alternating voltage
is constant, the DC flux density increases with the growth of the DC bias. It is clear
that the DC bias and AC excitation affect the DC flux density at the same time. In
fact, the DC component of flux density is due to the balanced effect of DC and AC
excitation.

The waveforms of flux density at point C are analyzed under different DC bias
conditions. In Fig. 6.14, there are four waveforms of magnetic flux density corre-
sponding to 25%, 50%, 75% and 100% DC bias, respectively (under the condition
that the alternating voltage is 240 V). The waveform is raised by the increased DC
bias, and the negative peak value of the magnetic flux density approaches —2.0 T.
This leads to the rapid saturation of the ferromagnetic core.

As shown in Fig. 6.15, 50% DC bias is selected to observe the effect of alter-
nating voltage on the waveform of the magnetic flux density under DC bias con-
ditions. When the applied AC voltage is low, the magnetic core is saturated only at
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Fig. 6.13 DC component of
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Fig. 6.14 Magnetic flux
density (B,) under different
DC bias when the AC
excitation is constant
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Fig. 6.15 AC voltage effect
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Fig. 6.16 AC voltage effect 2
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the negative peak value of the magnetic flux density, which corresponds to the
half-cycle saturation of the magnetizing current in Figs. 6.3, 6.4 and 6.5. An
increase in alternating voltage causes the positive peak value of the flux density to
increase so rapidly that the magnetic core is also saturated in the other half-cycle.
This is consistent with the appearance of a negative peak of magnetizing current
shown in Fig. 6.6.

The detailed harmonic analysis of DC and AC components in the magnetic flux
density is given in Figs. 6.16, 6.17, 6.18, 6.19, 6.20 and 6.21. Of the AC com-
ponents of flux density, the fundamental component is dominant and much larger
than other high-order components (see Table 6.3). Therefore, in Figs. 6.16, 6.17,
6.18, 6.19, 6.20 and 6.21, the AC flux density refers to the first harmonic com-
ponent in the magnetic flux density, neglecting high-order components in the
analysis.
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Fig. 6.18 AC voltage effect
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Figures 6.16, 6.17 and 6.18 show that the DC flux density decreases with higher
AC voltage while the AC flux density increases at the same time. This variation is
even more apparent when the AC voltage is very high because the core has been
significantly saturated.

Compared with Figs. 6.16, 6.17, 6.18, Figs. 6.19, 6.20, 6.21 reflect the influence
of different DC bias on DC and AC flux density. The DC flux density increases
slowly and tends to remain constant (the value of the DC bias is 2.5 A). In that case,
the peak value of the magnetic flux density approaches 2.0 T, which means sig-
nificant saturation of the ferromagnetic core. The AC flux density varies little with
the dramatic increase in the DC bias.

It can be predicted that a nonlinear relationship exists between the DC bias and
the DC flux and between the AC voltage and the AC flux. The DC flux is a necessary
result of the DC bias but it is actually affected by the simultaneous excitation of the
DC and AC. The AC flux depends mainly on the alternating excitation.

D. Harmonic Analysis of Flux Distribution

The magnetic flux density in each element is represented in the form of a harmonic
component and can be calculated directly from (6.9). Therefore, the harmonic flux
distribution in the steel region can be given directly through the solution of the
magnetic field.
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(a) DC flux (b) Fundamental (ot=n/2) (¢) Second order 2ot=mn/2)

(d) Third order (3ot=n/2) (e) Fourth order (4ot=n/2) (f) Fifth order (Sot=n/2)

Fig. 6.22 Flux distribution of harmonic components (/. = 1.27 A, U,. = 370 V)

Harmonic flux distributions under DC bias conditions are presented in Fig. 6.22.
The harmonic flux distributions vary with the time (related to phase angle) and
excitations (related to DC bias and alternating voltage). The high-order harmonic
distribution is apparently different from the fundamental and DC component under
DC bias conditions. That may affect the total flux, which is the superposition of all
harmonic components.

6.2 The Fixed-Point Harmonic-Balanced Method

Nonlinear eddy current problems can be solved by using the time-stepping method
[18] in the time domain or the harmonic-balanced method [19] in the frequency
domain. The harmonic-balanced theory has been widely used in the finite element
method [20] and integral method [21] to compute the nonlinear magnetic field. The
time-stepping method requires many periods to attain the accurate steady-state
solution; whereas, the harmonic-balanced method computes the nonlinear magnetic
field directly in the frequency domain by introducing the fixed-point reluctivity vgp.
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6.2.1 The Fixed-Point Technique

A relationship between magnetic field intensity H and magnetic flux density B is
represented by introducing the fixed-point reluctivity vep [22] as follows:

H(B) = vepB — Mp(B) (6.11)

where vgp is a constant value. Mgp is a magnetization-like quantity which varies
nonlinearly with B. Therefore, the magnetic field intensity H is divided into two
parts, the linear part related to vgp and the nonlinear part related to Mpp.

6.2.2 Fixed-Point Harmonic-Balanced Equation

The vector potential equation is used to describe the two-dimensional nonlinear
magnetic field by substituting (6.11) into Maxwell’s equations as follows:

0A
VXVFP(VXA)—I—O'E:J—VXMFP (612)

where A is the magnetic vector potential, and o is the electric conductivity.

The fixed-point reluctivity determines the convergence of solutions. If vgp is a
constant, the harmonic solution converges slowly and even unstably, especially
when the value of vgp is not selected properly. In fact, vgp can be updated in each
iterative step, and a fast convergence can be achieved based on the locally con-
vergent method. The local fixed-point reluctivity can be determined by

vip = (OH./OB, + OH,/0B,) /2 (6.13)

The periodic variables in the electromagnetic field under DC-biased excitation
can be approximated by the Fourier series with a finite number of harmonics [23] as
follows:

W(t) =Wy + Z (Wa,—1 sin nwt + Wa, cos nwt) (6.14)

n=1

where W(¢) can be replaced by current density J, vector potential A, magnetic flux
density B, magnetic field intensity H and the magnetization-like quantity Mgp.
Equation (6.11) can be rewritten for the isotropic material by means of a harmonic
vector in the harmonic domain as follows:
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H, = vepB, — Mpp,
6.15
{Hy:vaBy—MFPy ( )
in which
{Hx = [Hx,O HxA,l Hx,2 Hx,3 HxA ce ]T (6 16)
H, = [Hy,O Hy,, Hy,, Hy3 Hyy ]T

Each of the harmonic vectors By, By, Mgp, and Mgp, has a similar expression
with (6.16). The fixed-point reluctivity can also be expressed in the harmonic
domain as follows:

vep(t) = dH(B)/dB = vo + i {Van—1 sin(nwt) + vy, cos(nwr) } (6.17)

n=1

where v,,—; and v,, are the harmonic coefficients of the fixed-point reluctivity,
while v is the DC component. The fixed-point harmonic-balanced equation can be
obtained by substituting (6.14) and (6.17) into the weak form of (6.12) based on
Galerkin’s method as follows:

S11Dep S1oDpp S13Dpp Al
SA+MA, — K, — P, = | $21Dpp SDpp Su3Dpp | - | A2
S31Dpp S32Dpp S33Dpp A

MuN MpN MisN | | Aa

+ | MuN MuN MN | | Aw (6.18)
M3;IN MpN  M3N | [ A
K. P,

—|Kox| = [P2| =0
K. Ps

where S;; = [ VN;- VNdQ T;; = [ oN; - N;dQ, and the subscripts i and j repre-
Q 3
sent the node number in finite elements. N; is the shape function on node i in the
finite element region. A is the harmonic form of magnetic vector potential, and N is
related to the harmonic number (and called the harmonic matrix) [24]. Dgp is related
to the reluctivity and can be called the fixed-point reluctivity matrix, which has a
similar expression with the reluctivity matrix in [25]. P is derived from the
magnetization-like quantity Mgp as follows:

Pei = [Pei.O Pei,l Pei,2 Pei,B Pei,4 o ]T (619)
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ON,; ON,;
Poim = My y——— M, ,,—— |dxd 6.20
n= ] (Mo = 11 55 Yy (6.20)
o,

where X represents all harmonic solutions, including A and J.

6.2.3 Electromagnetic Coupling

Nonlinear eddy current problems can be solved directly with the prescribed
impressed current density in two-dimensional problems. However, the impressed
current density is unknown when the solid conductor or strand coil is connected to
the voltage source. Therefore, the coupling between the magnetic field and electric
circuits should be investigated if the nonlinear eddy current problem is solved in the
harmonic domain.

A. Solid Conductor Connected to the Voltage Source

When the solid conductor is fed by the voltage source, the eddy current exists in the
solid conductor and the other conducting materials. The magnetic vector potential
A and the scalar potential V can be linked to the current density J by the equation as
follows:

0A
= _g— — 6.21
J T aV'V (6.21)

The nonlinear equation, including the magnetic and electric fields, can be pre-

sented as follows [26]:

A
V x vep(V x A) + a% +0(VV) ==V X Mgp (6.22)

The fixed-point harmonic-balanced equation can be established by applying the
finite element method on the entire problem domain as follows:

D USAH Y TA=D KA+ P (6.23)
Qu Qe Qe

Qe

By integrating (6.21) on the solid conductor, we can obtain

> CA+zZI=U (6.24)
Q.
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since

1

K= / aN;UdQ, C§:Nsﬂ / NdQ,
cd

Q. Qe
R 0
Z—|10 R

where Q.. represents the finite element in the conducting region, R is the con-
ductor’s resistance per unit length, S.; is the cross-sectional area of the solid
conductor, and U is the harmonic vector of the voltage per unit length.

B. Strand Coil Connected to the Voltage Source

The strand coil consists of fine wires where the eddy current is generally too small
to be considered for computation.

The supplied voltage U and the exciting current / in the coil can be linked by
Kirchhoff’s Law and Faraday’s Law [27] as follows:

Neoil / ZCdQ+RI=U (6.25)

where N_; is the number of turns of the strand coil.
The nonlinear magnetic field is governed by the following equation:

0A N coil
\Y V xA —
X VFP( X ) +o0 ot Scml

I—V x MFP (626)

where S.; is the cross-sectional area of the strand coil.
The frequency domain system equation considering electromagnetic coupling
can be obtained according to the harmonic-balanced theory as follows:

D OSAH D TAHD GI=) P (6.27)
Qu Qec Qe

Qe

Y CA+zZI=U (6.28)
Q..

since

Nconl /NdQ

0011
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where I, is a unit matrix of the same size with Dgp and N.

Consequently, the harmonic solutions of the magnetic field and magnetizing
current can be computed simultaneously by solving (6.29) when the solid conductor
and strand coil are both connected to the voltage source as follows:

G N R

where G is related to the spatial distribution of the magnetizing current when the
strand coil is fed by the voltage source, while K appears on the right side of the
equation when the solid conductor is connected to the voltage source.

C. Convergent Strategy for Harmonic Computation

Two different methods to determine fixed-point reluctivity vgp are presented and
compared in the time-stepping finite element analysis of nonlinear eddy current
problems [10]. The locally convergent method [28] is superior to the globally
convergent algorithm, since the local fixed-point reluctivity in each time step is
determined by the differential reluctivity (which can speed up the convergence of
solutions). At the same time, the convergence factor is required to ensure the
efficiency and excellence of the locally convergent method [10, 28]. However, the
determination of the convergence factor [10] is empirical, and it is not feasible to
use harmonic computation. The optimal strategies to determine the fixed-point
reluctivity or permeability [29, 30] have been investigated to achieve the stable
convergence of solutions.

The fixed-point reluctivity vgp can be regarded as a periodic variable when it is
determined in each time step. Consequently, the harmonic coefficients of vgp can be
used to calculate Dgp in the harmonic-balanced method [7]. All elements in the
square matrix Dgp are nonzero, which indicates harmonic solutions are coupled
with each other. In that case, the memory demand will increase significantly in the
large-scale computation, although fast convergence is achieved. In fact, vgp can be a
constant in the harmonic domain and is determined as follows:

VEp = 8H(Bmax)/aBmax (630)

where B,.x represents the maximum value of the magnetic induction in one period.

As aresult, (6.29) can be solved iteratively according to the following procedure
(p represents the iterative step): [A(p), I(p)] — [B.(p), B,(p) — [Hp),
H,(p)] — [P(p), Dep(p)] — [A(p + 1), Ii(p + 1)]. The mean (€mean) and maximum
(emax) variation of the reluctivity defined by v = H/B can be observed to check the
convergence of the harmonic solutions.
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6.2.4 Validation and Discussion

An example (the conducting copper surrounded by the ferromagnetic wall) is
calculated by the proposed method and analyzed to investigate eddy current
problems under DC-biased magnetization.

The two-dimensional problem consists of a solid copper conductor and an iron
screen with an air gap. As shown in Fig. 6.23, the iron screen surrounds the
conductor. The eddy current exists in both the copper conductor and iron screen.
The conductivities of the copper and iron are o =5.7 x 10’ S/m and
o = 1.0 x 10° S/m, respectively. The copper conductor is connected to a voltage
source of 50 Hz. The B-H curve is detailed in [31]. Nearly four thousand (3950)
first-order elements with 2040 nodes are used in the numerical computation.
Computational costs of the proposed method and the traditional method [7] are
compared in Table 6.3. M, and T, represent the memory demand and computational
time, respectively. Ny, is the truncated harmonic number. Compared to the tradi-
tional method, the proposed method significantly reduces memory requirements
with a slight increase in computational time due to a few more nonlinear iterations.

The number of nonlinear iterations required to achieve a convergence of har-
monic solutions is presented in Table 6.4. Figure 6.24a depicts the magnetizing
current in the copper conductor connected to the voltage. The corresponding
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Table 6.4 Number of iterations under DC-biased magnetization

Uy = 1.4 Vim Uy = 2.0 Vim
Uge = 0 V/m 40 57
Uge = 0.01 V/m 51 63
Uy = 0.02 V/m 67 88
Uy = 0.03 V/m 77 91

(=]
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(1] e
-1000
0 5 10 15 20 -2 =
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t/ms
(a) Magnetizing current (b) Magnetic induction

Fig. 6.24 Calculated results under sinusoidal and DC-biased magnetization (ac: U,. = 1.4 V/m,
Uge = 0 V/m; de: U, = 1.4 V/m, Uy, = 0.03 V/m)

Fig. 6.25 Revolution of the 1.5

relative error
mean

max

Relative error

60 80
Iterative step number

calculated magnetic induction on point F is shown in Fig. 6.24b. It is apparent that
a slight DC voltage gives rise to a dramatic increase in the magnetizing current
since the iron has been significantly saturated. The variation of the relative errors is
depicted in Fig. 6.25.
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6.3 Decomposed Harmonic-Balanced Method

6.3.1 The Fixed-Point Reluctivity

A fixed-point reluctivity vgp can be defined as follows [32]:
V = Vpp + (V — VFP) (631)

where vgp is time-independent and not necessarily independent of space coordinate.
In contrast to vgp, the reluctivity v is time-dependent and determined by the com-
puted magnetic field.

Different from the fixed-point reluctivity in (6.11), vgp in (6.31) does not change
the magnetic constitutive relation and allows for the decoupled computation of
harmonic solutions in parallel computing.

6.3.2 Linearization and Decomposition

The vector potential equation is used to describe the two-dimensional nonlinear
magnetic field by substituting (6.31) into Maxwell’s equations as follows:

V x vep(V XA)—F(T%—/::J—VX(V—VFP)(V x A) (6.32)

Owing to the time periodicity of the electromagnetic field under harmonic
excitations, periodic variables such as current density J, magnetic vector potential
A and reluctivity v can be represented by a summation of trigonometric function as
follows:

Ni
W(l‘) _ Z Wne/'nwt (633)
n=—Nj
W, = (Wo Wi W - W.y, Wy,] (6.34)

where W can be replaced by J, A and v. N, is the total number of harmonics
truncated in computation, and w is the angular frequency. W, is the n-th component
in frequency domain. Wis the spectrum of the periodic variable W.

Essentially, a new system of equations in the frequency domain can be obtained,
as follows, by using the harmonic-balanced theory [33] as well as applying
Galerkin’s method and the finite element method over the entire problem domain:
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(S * Dpp + M *N)Af‘7i+1 = Kf—I-S * (D —DFP)Af’,‘

Spy = / VN, - VN,dQ

Q.

M,, = / N, - N,dQ

Q.

Ar = [Ar0,Af 1, Af -

K; = (Ko, Kr1,Ky1, -

VEP 0 0
0 VEp 0
0 0 VEp
Dep=10 o0 o0
0 0 0
[vo v v
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[0 0 0
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(6.35)

(6.36)

(6.37)

(6.38)

(6.39)

(6.40)

(6.41)

(6.42)

where M is the mass matrix and S the stiffness matrix. D and N are, respectively,
the reluctivity and harmonic matrices. p, g denote the finite element node numbers.
i represents the number of iterative steps, and A¢is the vector potential in frequency
domain. K is related to spatial distribution of the impressed current density,

Kf,n = [Kl,anZ.ﬂv .. ~7KN,A,n]

(n

= —Np, ...

(6.43)
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Ky = [ (Ju-N,)dQ (6.44)
/

e

where N, is the total number of nodes, and N,, is the shape function on node p in the
finite element region Q. J,, is the n-th harmonic component of the impressed current
density.

The operator * in Eq. (6.35) can be defined as follows:

S(V]:p) 0 0 ce 0 0 0
0 S(VFP) 0 e 0 —M 0
0O 0 M

S+ Dpp+MxN = 0 0 S(vep) ---| T@

(6.45)

As shown in (6.45), the block matrix including vgp, which is the fixed-point
reluctivity, is time-independent. Therefore, a new decomposed harmonic-balanced
system of equations can be obtained to decouple harmonic solutions as follows:

[jan +S(VFP)]Af’n = Pf’n —|—Kf,,,(n = —M.. .Nh) (646)
Pra= > 1800m) = SCwmArn (647)

where Ay, is the m-th harmonic solution of the magnetic vector potential. Py, is
obtained from the convolution product of coefficient related to reluctivity and vector
potential in harmonic domain.

When electromagnetic devices are excited by voltage sources, the magnetic field
can be coupled with electric circuits in frequency domain as follows:

Uf,n = ZIf,n + CnAfyn (648)

where Uy and I, are, respectively, the voltage excitation and exciting current in the
frequency domain, and Z and C,, denote the n-th impedance and coupling matrices,
respectively.

The frequency domain finite element equation of two-dimensional nonlinear
field under voltage excitation is obtained.

noM+S(tvep) G, | [Arn | _ [ Pra -
C, Z, |\ Iin [ =\ Upa (n=—Np,..,Nn),  (6.49)

where G, is related to the spatial distribution of the n-th harmonic component of the
current density.
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The decomposed system of equations in (6.49) can be solved separately and in
parallel. Meanwhile, only N, + 1 equations are required to be solved due to the
conjugate symmetry of the harmonic solutions shown in (6.34). Compared with the
method presented in [34], the proposed method can reduce the memory cost and
computation time in the calculation of the nonlinear magnetic field.

The fixed-point reluctivity vgp can be determined optimally [32] in order to
guarantee stable and fast convergence of harmonic solutions.

The magnetic quality of electrical equipment is usually made up of ferromag-
netic material or permanent magnetic material, and the magnetic substance is
subjected to force in the magnetic field. The Maxwell force F can be calculated by
the surface integral of the tensor T as follows:

B.H,~\BH  B.MH n
. x I x 2 xI1y X
F= fT ds ]{ [ BH,  BH, —%BH} {njdg (6.50)

2 Q

where T is a two-order tensor which contains four components; €, is a closed
surface that surrounds the whole magnetic field in the air. According to the energy
principle and Eq. (6.50), the Maxwell force on the node 7 is as follows:

=] :‘f B

Through the finite element analysis, the magnetic induction and magnetic field
intensity of each unit have been obtained. If the closed surface is properly selected,
the Maxwell force acting on the node can be obtained by Eq. (6.51).

In the nonlinear iterative computation, v is chosen as the convergence variable.
The convergence is determined by the mean relative error €pe,, and maximum
relative error ¢.,,, of the medium permeability. If the difference in the two iterative
permeabilities meets the criteria &, and &, the iteration process ends. The compu-
tation process is illustrated in Fig. 6.26, and the nonlinear iterative strategy is
shown in Fig. 6.27.

9
Ox
9
dy

N,dv (6.51)

6.3.3 Force Computation of a Gapped Reactor Core Model

A. Experimental Setup and Model for Test

A gapped-core reactor model made of grain-oriented silicon steel sheet (B30P105)
produced by Baosteel is used in the experiment for the computation and analysis of
magnetic forces when the model is magnetized by sinusoidal and harmonic exci-
tation. Figure 6.28 shows the gapped laminated core and the experimental
setup. The magnetization curve used for calculation is shown in Fig. 6.29.
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Fig. 6.26 Flowchart of
computation process
Initialize variables andRead data

Calculate B and Vv (p)

v

Calculate &,,00,and &ax

] :

Calculate fixed -point conductivity
Vo and coefficient matrix

v

No Apply boundary conditionsand
solve the potentiald (p+1)

;

Fig. 6.27 Nonlinear iterative
strategy Vpr1=Hy/Bp 1
H=H(B)

p=p+l
v
S, Asp|—>| B,

—> — Hp—> BPJrl
Uf J.ﬁp Vp

The thickness of the laminated core is 60 mm, and the width of the air gap in the
middle limb is 1.8 mm. There are two exciting coils in parallel on the side yoke,
and the number of turns of each coil is 115.

In the experimental setup, a harmonic voltage source generates the voltage signal
at different frequencies. In the experiment, only one high-order harmonic is
superposed on the fundamental harmonic excitation due to the capacity limitation of
the harmonic voltage source. The fundamental frequency is 50 Hz in the experi-
ment. The generated signal can be represented as follows:
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(a) Model for test (b) Experimental setup

Fig. 6.28 Gapped-core reactor model and experimental setup of harmonic magnetization

Fig. 6.29 Magnetization 2

curve r’

1.5}

Flux density (T)

0.5f
% 05 1 1.5 2 25 3
Field intensity (H/m) x 10
U(r) = Uy sin(wt) + U, sin(nwt) (6.52)

where U; and U, represent the fundamental and n-th harmonic component,
respectively.

The hybrid harmonic excitations are generated and controlled by the
multi-function generator (NFWF1974) and precision power amplifier (NF4520).
The precision power analyzer (WT3000 YOKAGAWA) is used to measure the
exciting current. One search coil is wound on the side yoke to measure the flux
density in the iron core. The root mean square (RMS) value of the fundamental
harmonic U, is 195 volts, and the high-order harmonic U, is superposed in
incremental proportions of the fundamental one in the experiment, so as to inves-
tigate the influence of frequency and amplitude of harmonic excitation on the flux
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Table 6.5 Harmonic voltage 7 _ alU, (V)
excitation in experiment !

0.1 0.2 0.3 0.4 0.5
n=3,5"17 19.5 39.0 58.5 78.0 97.5

density and magnetic force. The amplitude of high-order harmonics is shown in
Table 6.5, where o denotes an incremental proportion related to the n-th harmonic
components.

B. Convergent Performance of the Proposed Method

The gapped-core reactor model in Fig. 6.28 is used for the computation of the
nonlinear magnetic field and the corresponding magnetic nodal force [35]. In this
paper, nonlinear iteration is stopped when the mean and the maximum relative
variations of reluctivity become smaller than 0.0005 and 0.005, respectively.

Variations of reluctivity with iterative steps in the proposed method, shown in
Fig. 6.30, demonstrate that the decomposition algorithm used in the
harmonic-balanced method can guarantee the smooth convergence of harmonic
solutions. Table 6.6 shows the convergent performance of the proposed method.
Nrgp denotes the number of iterations by fixed-point method.

Fig. 6.30 Variation of 10°
reluctivity with nonlinear
iterative steps (U; = 195V,
Us=975V,n=5,a=0.)5)

— maximum relative error

— mean relative error

variation of reluctivity

—_
<

10 0 20 40 60 80 100 120 140 160 180
number of iterations
Table 6.6 Comparison of Number of «=023 «=05
convergence performance iteration
between the fixed-point
method and the proposed n 3 116 118
method 5 113 112
115 114
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Fig. 6.31 Computed and 30
measured exciting currents
U, =195V, U;=975V, 20} —+— Measured

n=3,0=0.5) Computed

Exciting current(A)
=)

-10¢t
-20F
_30 " A =
0 5 10 15 20
Time(ms)
Table 6.7 Computed and n 3 5 7
measured flux density in the N 03 05 03 05 03 05

core

B, (T) |1.634 |1.733 |1.574 |1.634 |1.549 |1.592
B, (T) |1.722 |1.825 |1.658 |1.720 |1.630 |1.675
E. (%) |5.11 5.04 5.07 5.00 4.97 4.96

C. Computed Flux Density and Magnetic Nodal Force

Figure 6.31 shows that the computed exciting current agrees well with the mea-
sured one. The average flux density in the side yoke measured by the search coil is
compared with that computed by the proposed method. Table 6.7 shows the
agreement between the measurement and computation. B, and B,, are, respectively,
the computed and measured flux density, and E; is the relative error. It is noticed
that lower-order rather than higher-order harmonic excitation leads to more serious
saturation of the core.

One node on the interface between the iron core and the air gap is selected to
compare the calculated magnetic nodal forces (Fy) by the proposed method in this
paper and the time-stepping method in Simcenter MAGNET, which is shown in
Fig. 6.32. The comparison verifies the accuracy and validity of the decomposed
harmonic-balanced method. The waveforms of magnetic nodal force in Fig. 6.32
show that the period of the force is 10 ms, which equals to half of the period of flux
density.

In addition, it can be seen that the waveform of magnetic nodal force is distorted
when the gapped-core reactor model works under an increased harmonic voltage
excitation, which indicates that there are more harmonics in the spectrum of the
magnetic force.

The magnetic force on the gapped core can be obtained based on the computed
flux density [36]. The peak value of magnetic force under different harmonic
magnetizations is depicted in Fig. 6.33. It can be concluded that harmonic order



6 Harmonic-Balanced Finite Element Method and Its Application 207

Fig. 6.32 Comparison of
computed magnetic nodal
force

Fig. 6.33 Peak value of
magnetic force under different
harmonic magnetizations

(Ul =195V, Un = O(Ul,

o =0.1-0.5)

Magnetic nodal force(N)
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Peak value of magnetic force(N)
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Table 6.8 Spectrum of magnetic force on the gapped core under different harmonic magneti-
zations (U; =195V, 0 =0.5, U, =alU, =975 V)

n | Fy (N) (m = 0-9)

Fy Fy F> F;5 F, Fs Fe F; Fg Fo

3 12569.24 |119.18 |3480.67 [39.99 |1159.44 |29.94 |343.47 |19.60 |148.50 | 7.90
5 12372.67 | 84.96 |2469.21 |18.33 | 679.35 |24.24 |616.24 |34.16 |103.11 | 6.56
2319.08 | 81.02 |2384.52 |13.43 | 164.24 |32.37 |461.68 |26.14 |408.59 |22.75

Fig. 6.34 Distribution of 3500 . . . . . . . . . .
magnetic force on the gapped =300 n=50 ] n=7
core under different harmonic 3000 | 1
magnetizations (U; = 195 V,
%=05U,=al;=975V) £ 2500}

g

£ 2000 |

2

S 1500

)

<

= 1000 |

500 |

o 1 2 3 4 5 6 7 8 9
Harmonic Number

plays an important role on the maximum value of magnetic force. The lower the
harmonic order, the larger is the magnetic force. Furthermore, the peak value of
magnetic force increases linearly with the RMS value of harmonic voltage when the
fifth or seventh harmonic is superposed on the fundamental harmonic excitation;
however, the peak value of magnetic force increases slightly nonlinearly with the
RMS value of the third harmonic voltage.

The spectrum of magnetic force on the gapped core is shown in Table 6.8 and
Fig. 6.34, where n represents n-th harmonic, m represents harmonic number, and
F,, denotes the m-th harmonic components of magnetic force.

It is noticed that the DC component, corresponding to the static magnetic force,
is considerable in the frequency spectrum of magnetic force. In addition, even
harmonics are dominant in the spectrum of magnetic force, in spite of odd harmonic
excitation. It can be seen that high-order harmonics account for a large proportion
of the magnetic force especially when the seventh harmonic is superposed in the
excitation. When the n-th harmonic is superimposed on the voltage excitation,
according to (6.52), the DC component as well as the second, the (n — 1)-th and
(n + 1)-th harmonic in the magnetic force are dominant in spectrum. With the
increase of harmonic frequency, the content of higher even harmonic which is close
to the n-th harmonic may increase significantly.
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Part II1
Measurement and Modeling of Magnetic
Material and Component Properties



Chapter 7 )
Fundamentals of Magnetic Material ki
Modeling

Norio Takahashi

Abstract Various kinds of modeling methods of magnetic material properties,
such as the B—H curve at high flux density, anisotropy, hysteresis, iron loss in
laminated core, magnetic properties under stress, rotating flux and DC bias con-
ditions, are discussed. Key points are as follows:
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One must be careful when modeling the B—H curve at nearly saturated oper-
ating condition. After extreme saturation, the gradient of the B—H curve is equal
to the permeability of vacuum.

Several B-H curves in arbitrary directions may be necessary in the modeling of
an anisotropic material.

Various kinds of hysteresis models, such as Preisach model and Jiles—Atherton
model, are proposed. One must be careful of the accuracy of the modeling in
practical complicated problems, such as inverter-fed motors.

The iron loss is composed of hysteresis loss and eddy current loss. In order to
accurately estimate the iron loss under distorted flux waveform and rotating
flux, various kinds of measurement data are necessary.

In order to accurately analyze the flux and the eddy current distribution in the
laminated core in a practical machine, modeling methods, such as homoge-
nization method and two-zone method, should be utilized.

The magnetic properties of electrical steel are affected by the distortion due to
the manufacturing processes and operating conditions, e.g., cutting, compres-
sion, DC bias and temperature. As an example, the permeability is reduced and
the iron loss is increased by the compressive stress.
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7.1 Introduction

In the analysis of magnetic field in an iron core, the nonlinearity of the permeability
u or the reluctivity v should be considered. The permeability or reluctivity can be
obtained from the relationship between B and H of iron steel. When the excitation
of magnetic field is limited to one dimension and the variation of both magnetic
field strength H and flux density B is in phase, the relationship between the flux
density B and the magnetic field strength H which should be used in the magnetic
field analysis is reduced to the well-known scalar B—H curve. When the variation of
flux density B lags that of magnetic field strength H in either magnitude or
direction, this phenomenon is known as the magnetic hysteresis.

In order to analyze magnetic fields taking account of the nonlinearity of per-
meability (B—H curve), magnetic anisotropy and magnetic hysteresis, the
B—H curves in various directions and hysteresis loop should be modeled. In this
chapter, practical modeling methods of magnetization characteristics are shown.

7.2 Modeling of B-H Curve

7.2.1 Relationship Between B and H

In the ordinary nonlinear analysis, the B—H curve shown in Fig. 7.1 is used. The
B-H curve to be used in eddy current analysis should be a DC curve, because the
eddy current term is already included in the equation to be solved. As the mea-
surement of DC curve at the completely DC condition is not easy, the B—H curve
can be measured under a very low frequency, for example, 0.01 Hz. If it should be
measured at a frequency of the order of 10 Hz, the measured AC B, —H,, curve can
be regarded as a DC curve, where B,, is the maximum value of flux density on the
hysteresis loop and H,, is the magnetic field intensity at the instant when the flux
density becomes maximum (B,,). This is because the eddy current becomes almost
zero at the instant when the change of flux density is nearly equal to zero.

The relationship between the flux density B and the magnetic field intensity H is
written using the permeability p as follows:

B =uH (7.1)
Equation (7.1) can be rewritten as follows using the reluctivity v:

H = VB (7.2)
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Fig. 7.1 B-H curve and p—

H curve

The reluctivity is a tensor. The relationship between the x-, y- and z-components

B,, B,, B, H,, H, and H_ is written by [1]

where v, and v,, are components of the reluctivity tensor. If the non-diagonal
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components can be treated as zero for simplicity, Eq. (7.3) can be written as

v 0 O B,
0 v O B,
0 0 v, B,

where vy, v, and v, are the x-, y- and z-components of reluctivity.

7.2.2 Sectional Polynomial Approximation

The initial magnetization curve is approximated by the piecewise linear lines,

polynomials, etc. If the B-H curve is divided into many sections and approximated

by a chain of third-order cubic splines, it sometimes waves and it is not easy to get a
monotonic curve. On the other hand, a monotonic curve can tend to be obtained
using Akima’s method. In the case when the measured points are P1—P¢ shown in

Fig. 7.2, B can be denoted by Akima’s method as follows:

(7.3)

(7.4)



216 N. Takahashi

Fig. 7.2 B-H curve B
(Akima’s method) b [csessiasigouoessliasnuiiLsadvungs
i Pe
'P5 [
i |
5 H{\
B:(13(H—H3)3+b3(H—H3)2+C3(H—H3)+d3 (75)

In the piecewise linear approximation, the flux density B should be continuous at
the point on the boundary between sections and the derivative dB(H)/dH of an
adjacent section should be the same at the sectioned point. If the values B, Hs, By,
H, and dB(H;)/dH, dB(H4)/dH are given at the point between sections, the fol-
lowing equations are obtained by putting them to Eq. (7.5):

By — dy (7.6)
By :a3(H4—H3)3+b3(H4 —H3)2+C3(H4 — H3) +ds (7.7)
dB(Ha) / dH = 3a3(Hy — Hy)? +2b3(Hy — Hy) + c3 (7.9)

The derivatives dB(H3)/dH and dB(H,ydH are approximated using the slope m;
of adjacent section as follows:

dB(H3) _ |m4 — m3|m2 + |m2 — m |m3 (7 10)
dH |my — m3| + |my — my| '

dB(H4) _ |m5 - m4|m3 + |m3 - m2|m4 (7 11)

dH |M5—M4|+|M3—WZ2|

where the slope mj; of the line P;—P, can be given by
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By B

my = ————
Hy — H;

(7.12)

By giving these values to Eqgs. (7.8) and (7.9) and solving Egs. (7.6)—(7.9)
simultaneously, the coefficients a3, b3, c3 and d3 of Eq. (7.5) can be obtained. The
undesired oscillation of the approximated B—H curve can be avoided sometimes
using Akima’s method, because the derivatives at the sectioned points are deter-
mined considering the adjacent slope of curve.

7.2.3 Approximation of B-H Curve at High Flux Density

In order to develop miniature machines, the iron core sometimes works at high flux
density. Meanwhile, in the field analysis at high flux density, the B-H curve should
be measured under high flux density. However, the measurement is difficult at very
high flux density region, e.g., over 2 T. Thus, a technique of extrapolation is
applied.

The permeability under over-saturation condition (e.g., saturation magnetization
of iron: 2.158 T, silicon steel: 2.03 T) is approaching to the permeability of vacuum
(fo)- In this case, the measured B—H curve can be extrapolated in segments, as
shown in Fig. 7.3, where the coefficients a, b and ¢ can be determined by the curve
fitting method.

When the flux density is low like the case of the magnetic field analysis of
shielding room made of permalloy under the geomagnetism, y, is changed by the
flux density considerably as shown in Fig. 7.4. Therefore, the nonlinear analysis is
necessary even in such a case of low flux density in order to get an accurate result.

25 1 Measured Extrapolated
A - e —————— = - —————
20 F P, P\
Bz,u iﬂ"—fi'fh
e SIS T B=U H+|(aH*+bH+¢)

1.0
0.5 +
[)_(] 1 1 1 1

0 2000 4000 6000 8000 f H

H/AA/m)

Fig. 7.3 Approximation of B—H curve at high flux density
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Fig. 7.4 u~B curve of x 10*
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7.3 Modeling of Magnetic Anisotropy
7.3.1 Problem of Two B-H Curves Model

Some magnetic materials exhibit magnetic anisotropy in x-, y- and z-directions. The
measurement of magnetic characteristics in the thickness (z-)direction is very dif-
ficult; for example, in the case of grain-oriented silicon steel sheet, only the ani-
sotropy along the sheet (x-y plane) is considered.

In the grain-oriented silicon steel sheet, the permeability in the rolling direction
is larger than that of the transverse direction. Also, the magnetic field strength
vector H is not always parallel to the flux density vector B in the anisotropic
material as shown in Fig. 7.5. This magnetic property is called as “vector magnetic
property” or “two-dimensional magnetic property” [2, 3].

Fig. 7.5 Vector B and
vector H A
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|
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.
6\ ;
. H B RD
RD: Rolling Direction
TD: Transverse Direction




7 Fundamentals of Magnetic Material Modeling 219

The magnetic field strengths H, and H, in the x- and y-directions are functions of
flux densities. B, and B,, in respective directions are shown in Eq. (7.13) [2, 4, 5].

Hx :f:Y BX7By
H, =fy§By,By; } (7.13)

where f denotes a function. A simple way of treating the anisotropy is to use two
kinds of B—H curves in rolling and transverse directions. Here, this is called as “two
B—H curves model.” In this case, for example, H, is assumed to be a function of B,,
and then, Eq. (7.14) has been used instead of Eq. (7.13).

H, :fx*(BX)
H, :fy*(By) } (7.14)

where f denotes a function. In this case, Eq. (7.14) can be written as

H, vy O B,
{Hy} [0 Vy]{By} 713

But, the magnetic characteristics along the magnetic hard axis cannot be rep-
resented exactly by this method [3]. Let us explain this phenomenon. We define that
the x-direction is the rolling direction (RD), namely the magnetic easy axis, and the
y-direction is the transverse direction (TD). Figure 7.6 shows an example of B—
H curves of 0.3-mm thick highly grain-oriented silicon steel (JIS: 30P110) mea-
sured using the two-dimensional single-sheet tester [6]. In the conventional method
[1], only two B-H curves, namely B,—H, curve for B, = 0 and B,~H, curve for
B, = 0, are used.

Figure 7.7 shows the loci of B for constant |H|. Figure 7.7a shows the measured
curves, and Fig. 7.7b shows the curves calculated using Eq. (7.14). The distance
between the origin and a point on the locus corresponds to |B|. When the distance is
long, the permeability is large, because |H| is constant on the locus. Therefore, the

(b)

2.0 B, CT)

B, /T

e I -
10 100

AAASARASERS

Ii]gf;\ 1 10 1001000 10000
HiA/m) H H.(A/m) H,

Fig. 7.6 B-H curve (JIS:30P110)
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Fig. 7.7 Loci of B for constant |H|

magnetic easy axis estimated from the conventional modeling method shown in
Fig. 7.7b is completely different from the actual easy axis, which coincides with the
rolling direction (x-direction). Figure 7.7 denotes that the permeability estimated
from Eq. (7.13) is higher than that for the magnetic easiest axis at high flux density
region. This discrepancy is due to the assumption in Eq. (7.13).

A method of analysis taking account of B—H curves in various directions is used.
Here, this is called as “multi-B—H curve model.” The “E&SS model” which takes
into account the vector magnetic characteristics is also shown in this section.

7.3.2 Multi-B-H Curve Model

1. Equations and Technique of Interpolation

In order to realize the precise and fast analysis of magnetic fields in anisotropic
material, the multi-B—H curve model is used [1]. In this technique, the anisotropic
reluctivity is treated as a function of the amplitudes of B (flux density), H (magnetic
field intensity), 0 (direction of B) and 0 (direction of H). The Bézier interpolation
technique is applied for smoothing the measured data. It is shown that such
extrapolation and smoothing techniques are considerably effective for the fast
convergence of the N-R iteration using a simple magnetic circuit composed of
grain-oriented silicon steel.

By using the relationships of H, = H cos 0y, H, = H sin 0y, the following
expression of reluctivity can be obtained:

H cos Oy 0
Bcos 0p | Ux 0 :|
v . = 7.16
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Equation (7.16) denotes that the reluctivity is represented as a function of B, 05,
H and Oy. When a first-order triangular element is used in the 2-D finite element

method, the derivative 8G§e) /0A; of weighted residual by the vector potential A; is
given by

G 1 A

1

13
— L (ndid i) + S A,
oA, —aal fJFVyCCJ)JFaA,-ztAk:1 kel

v
8Ay 4A Z CzckeAke

(7.17)

where ¢;, d; are the functions of coordinates of nodes, and A is the area of the
first-order triangular finite element e. dv,/ OA; and vy / 8Aj are given by the fol-
lowing equations:

v, 1 OH 90y
= H
9A; _ Bcos 03{ 0s (aB> sin HH(ﬁB)

n <{ (%) cos 0y — H sin Oy (80”) }B — H cos 0H>

o8
0A;

B

1 OH 00
T Beos 0y { sOn <393) H sin 0y <803>

{ (gg) cos 0y — H sin Oy <69”> } cos 0 + H cos O sin O 905
cos Op 0A;

+

(7.18)

o, 1 oH 0,
aTj_Bsin(aB[‘ne’*(aB)JFHCOSQH(aB)
+<{( )s1nHH+Hc089H( i) }B — HsmHH)
B

1 . OH 00y
+ Bsind, [sm On (8—93> +H cos Oy (80,;;)

{ (g(, ) sin 0y + H cos Oy (39*’> } sin0p — H sin 0y cos O\ | g,
sinOp B—Aj

0A;

(7.19)

When the Newton—Raphson method is applied to the nonlinear analysis, the
calculation of the derivatives, 9H/9B, 9H/30y, 90,/dB and 30y/905, is required. In
order to get a stable convergence for nonlinear iteration, the smooth approximation
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Fig. 7.8 Measured 2-D magnetic properties

Fig. 7.9 Bézier (uv)=(1,1)
approximation
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of measured 2-D magnetic properties shown in Fig. 7.8 is strictly necessary. Then,
3-D functions, H-(B, 0g) and 04-(B, 0p), are smoothly interpolated by using the
Bézier approximation shown in Fig. 7.9. In this case, x and y correspond to B and
0p, respectively. z corresponds to H or 0. Then, the approximated values S,, S, and
S, in the x-, y- and z-components are given by

S = i ikUB:’(u)BJm(v)

i=0 j=0
T T
Bi(u) = ,Cad' (1 —u)"™" B'(v) = nCp/(1 = )"
n!

O TP

where m and n denote measured points in u- and v-directions. For example, x;; is the
measured value of B at u =i and v = j. The maximum values of them are nor-
malized to unity, and the minimum values are set to zero. In order to utilize the
Bézier interpolation, firstly, the values of H (or 0f) are sampled or interpolated at
lattice points of B and 0p, and then the Bézier interpolation is carried out.
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Fig. 7.10 Two-dimensional magnetization property approximated by the Bézier interpolation
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Fig. 7.11 Test model

Figure 7.10 shows the magnetization property approximated by the Bézier
interpolation.

2. Analysis of Verification Model

Figure 7.11 shows a single-phase transformer core made of the same material as
that in Fig. 7.6 [3]. The shape is chosen so that the result calculated using the
conventional method is very much different from that using the improved method.
The core is laminated by 70 sheets (sheet dimension: 0.3 mm x 180 mm x 400
mm). A rectangular window (40 mm x 220 mm) is bored in each sheet.

The magnetic vector potential A is used in the 2-D finite element analysis.
Figure 7.12 shows the flux distributions at a practical flux density (B, = 1.7 T)
and at low flux density (Bjeg = 0.5 T). By, is the average flux density in the leg.

Figure 7.13 shows the distributions of the absolute value |B| and the angle 6B of
the flux density deviated from the rolling direction along the line o-f in Fig. 7.11.
The flux densities can be measured using a search coil which is wound through
0.6 mm holes drilled in the 70 laminations as shown in Fig. 7.13. Figure 7.13
shows that the results obtained by the multi-B—H curve method are nearer to the
measured ones than those calculated by the two B—H curves method.
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Fig. 7.12 Flux distributions
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3. Analysis of Reactor Made of Grain-Oriented Silicon Steel [4]

Figure 7.14 shows the analyzed model of a three-phase reactor. The frequency of
power source is 50 Hz. The terminal voltage of the winding is 6072 V (rms). The
current in the winding is assumed as sinusoidal, and the amplitude is determined so
that the average flux density becomes nearly 1.4 T. The yoke width is 210 mm. In
order to measure the flux density waveform in the yoke, search coils are set along
the lines L;, L, and L3 in Fig. 7.15 by making holes of 1-mm diameter in 17 sheets

of silicon steel.
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The core of reactor is made of grain-oriented silicon steel (JIS: 35G165). In order
to measure the 2-D B-H curves and iron loss in arbitrary directions of
grain-oriented silicon steel up to 2 T as shown in Figs. 7.16 and 7.17, an improved
single-sheet tester, having H-coils in the x- and y-directions, is used [3]. The
components of flux density (B, B,) and magnetic field strength (H,, H,) in the
rolling and transverse directions are measured using various rectangular specimens
which are cut in the 65 directions. 05 is the direction of flux density vector from the
rolling direction.

The flux distribution is analyzed using the 2-D B—H curves shown in Fig. 7.16.

The coefficient, BGI(»k)/ OA™ | at the kth nonlinear iteration in Newton—Raphson

i

method can be represented by the following function:

6" (on o om" om) .
® 8\ 020 2r® " ap® ’ Ap®) (7.21)
0A| oBY " oY " oB® " 0B

where g denotes a function. G; and A; are the residual at a node i and the magnetic
vector potential at a node j, respectively. The coefficient matrix is asymmetric due
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Fig. 7.18 Flux distribution (¢, = max)

to 0 H, /OB, and (’)Hy/an. 0H,/0B, and 8Hy/8Bx in Eq. (7.21) are assumed to
be zero.

Only one B—H curve is used in an element during the Newton—Raphson iteration.
Then, the new B—H curve is chosen corresponding to the newly calculated 0. This
process is iterated until the convergent results can be obtained [1]. The B—H curve is
calculated by interpolating the measured B—H curves stored in a computer.

As the convergence of the nonlinear analysis of magnetic field in such aniso-
tropic material is not easy or, in worst case, the solution does not converge, the
modified Newton—Raphson method which introduces a relaxation factor [7] is used.

Figure 7.18 shows the flux distribution at the instant when the flux @, in the U-
leg is maximum. The flux flows along the yoke edge. This is the feature of ani-
sotropic material [5]. Figure 7.19 shows the distribution of maximum value of
density along the lines L, L, and L3 shown in Fig. 7.15.

20r
B

1.5
—
S 1.0}

0.5

0 1 I 1 ] 0 .
-800 -400 0 400 800 -800 -400 0 400 800

x/mm x/mm
(a) Calculated (b) Measured

Fig. 7.19 Flux density distribution (L = 210 mm)
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Fig. 7.20 Iron loss m:tl ]I'O]'I IDSSK(WD)
distribution (L = 210 m,
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calculated)
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The flux density in the middle part of yoke between legs is larger than in the
other part. The discrepancy between the calculation and the measurement along the
line L3 may be due to the insufficient number of measured B—H curves (03 = 0°,
15°, 30°, 45°, 55°, 60° and 75°) shown in Fig. 7.17.

Figure 7.20 shows the iron loss distribution calculated using the 2-D iron loss
curves shown in Fig. 7.17. The average iron loss of the core L = 210 mm is nor-
malized to 100%. The iron loss is calculated by assuming that the iron loss is the
function of the absolute value B of the maximum AC flux density and the direction
0p of flux density. The fact that the flux is nearly alternating is confirmed by
plotting the locus of the calculated flux density vectors. Figure 7.20 shows that the
iron loss is increased near both sides of yoke. This is because the direction of flux
density vector is considerably deviated from the rolling direction near the side of
yoke.

7.3.3 E&SS Model

In order to express not only alternating magnetic property in arbitrary directions but
also magnetic property under rotating field, the E&SS model is proposed by using
the vector relationship between the flux density vector B and the magnetic field
strength vector H [2, 4, 8].

The vector H is not always parallel to the vector B in the anisotropic material. By
using E&SS model, various kinds of magnetic characteristics, such as hysteresis
loop and iron loss, can be directly obtained.

In the E&SS model, H, and H, can be written by

H, = er(B7 037 o, t)Bx

(7.22)
=+ in(B,037 o, l) / Bxdl
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H, =v,.(B,0p,0,1)B,

(7.23)
+ Vyl'(B, 93, o, l) / Bydl

where B is the amplitude of flux density, o is the axis ratio of ellipse (Lissajous of
B vector), vy and vy, are the magnetic reluctivity coefficients, and v,; and v,; are the
magnetic hysteresis coefficients, these are functions of B, 0p, o and t. vy, vy, and vy;
and v,; are obtained from the measured results of vector magnetic property.

The iron loss can be obtained directly from B and H as follows without loss data:

T
1 dB dB, w
W=— H — +H,—)dr|— 7.24
pT < a dt> {kg} (724)

0

where p is the material density and T is the period.

7.4 Hysteresis Modeling

7.4.1 Various Hysteresis Models

When the magnetic field H is impressed to a magnetic material, the flux density B is
increased along the initial B—H curve shown in Fig. 7.21. When H is reduced, B is
reduced along with another curve as shown in Fig. 7.21. This phenomenon is called

Fig. 7.21 Hysteresis loop B A

m“‘
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as “hysteresis.” Many models are proposed to represent this phenomenon [9]. The
modeling of the magnetic properties of ferromagnetic materials for describing
components of electrical circuits has proved to be a difficult problem because of
hysteresis in the variation of magnetic flux density B with the applied magnetic field
H. There are two main classes of models that have been developed to address this
problem of describing hysteresis. One is the purely mathematical models, such as
the Preisach model [10-13] and the Hodgdon model [14, 15]. The other is the
physical models such as Stoner—Wohlfarth [16-19] and Jiles—Atherton [20-22],
which follows the phenomenon in nature.

The Preisach model relies on the description of bulk hysteresis as the summation
of a large number of single-domain hysteresis loops with different switching fields
or localized coercivities. This has enabled the Preisach function to be described
over the region of interest on the B, H plane, representing the density of domains in
the material with a particular pair of switching fields (i.e., positive and negative
coercivities).

The advantage of the Preisach model is that it can describe the shapes of arbi-
trary hysteresis loops to a high degree of accuracy. The disadvantage of the model
is that, since it is not physically based, any changes in external conditions, such as
stress or temperature, cannot be described by extension and instead require the
whole of the Preisach function to be recalculated over the region of the B, H plane
of interest.

The physically based models usually have fewer degrees of freedom and are
based either on the concept of domain rotation (Stoner—Wohlfarth) or on the
domain boundary displacement (Jiles—Atherton). The need to consider the physical
basis for hysteresis in these models leads to some advantages and disadvantages
over the purely mathematical models.

The advantages are the fact that the models can easily be adapted by extension to
include effects of stress, temperature and external field frequency. In this way, the
values of the model parameters once determined can be used for the material under
a variety of external conditions. Another advantage of the physically based models
is that the limitations imposed by the consideration of the physical mechanisms
mean that the number of degrees of freedom is much less than the Preisach model.

In this section, the Preisach model, Jiles—Atherton model and Stoner—Wohlfarth
model are discussed as well as the simple interpolation method using measured
hysteresis loops.

7.4.2 Interpolation Method

The simple way of considering the hysteresis is the interpolation method using the
measured hysteresis loops [23].

Typical DC hysteresis loops are stored in a computer to represent hysteresis
phenomena as shown in Fig. 7.22. Hysteresis loop 1 with the maximum flux
density B,, is interpolated from these typical hysteresis loops as shown in Fig. 7.23.
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Fig. 7.22 Typical DC
hysteresis loops (JIS:30P110) -~
fl/7

B/T

Fig. 7.23 Determination of
hysteresis loop Initial magnetization
curve

H

The new loop P-Q—R-S—P is obtained from two nearest typical loops 2 and 3. Two
forms of the B—H curves, in the rolling and the transverse directions, are necessary
to analyze the magnetic circuit when anisotropic material such as grain-oriented
silicon steel is used.

The process of calculation is as follows: In the first few time steps (wt), the flux
distribution is calculated using the initial magnetization curve denoted by the chain
line in Fig. 7.23. If the flux density reaches the maximum value B,, at the point P,
demagnetization progresses along the upper branch a of the hysteresis loop. When
the demagnetization reaches a state of opposite magnetization at the point R,
remagnetization takes along the lower branch b. The above-mentioned process is

repeated until a steady state is reached.
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7.4.3 Preisach Model

1. Scalar Preisach Model

In a scalar Preisach model [10, 11], it is assumed that the magnetic material consists
of many elementary interacting particles and each of them can be represented by a
rectangular elementary hysteresis loop having positive or negative magnetized state
as shown in Fig. 7.24. By increasing H, the elementary particles of which the
switching field H, is lower or equal to H turn up-magnetized state of magnetization
+M,. With the decreasing H, the particles of which the magnetization is positive
remain in their position until H is decreased to the switching field H;. At H < H,, the
particles reverse from one stable magnetization position to the other one providing
magnetization of —M;. The change of magnetization of magnetic material can be
represented as the reversal of domains. If the number of particles, having switching
fields (H,, H,), is x(H,, H,), the magnetization of particles having (H,, H,) is equal
to +M; - k(H,, H;) or —M; - k(H,, H)).

According to the Preisach model, the magnetization M can be determined as the
magnetization assembly of particles having the distribution function x(H,, H;).

M= / /oc(Hu,Hl)-MS~K(HM,HZ)dHudHZ (7.25)
H, H

The definition region of switch fields (H,, H,), the Preisach triangle, is shown in
Fig. 7.25. The number of particles x(H,, H;) which are defined in the Preisach

Fig. 7.24 Basic hysteresis M
loop 4

H,; H,
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Fig. 7.25 Preisach triangle
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triangle is called as a distribution function. As M, can be arbitrarily determined, it is
set at unity for all elementary particles. «(H,, H;) is the elementary hysteresis
operator and has values of +1/2 and —1/2 corresponding to up and down positions

of the elementary hysteresis loop.

The distribution function can be obtained by using the transition curves shown in
Fig. 7.26. Applying finite change in the descending field, it results finite change in
the magnetization. If the magnetic field strength between —H, and H; is discretized
to n parts having the interval AH, it results n cells in both directions. Figure 7.26
shows an example of n =4. When the applied magnetic field strength H is
decreased from H, to H; along the curve (D, the integration K of the following
equation along the curve (D corresponds to a, in Fig. 7.27a.
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Fig. 7.27 Relationship between transition curve and distribution function

K= / /K(HM,H[)dHudH[ (726)
H,

H,

The integration K along the curve (@ in the range of H; £ H < H, is equal to b,
in Fig. 7.27b. Then, K(4, 3), which is defined in the region of H, <H, <H|,
H; <H < H, in Fig. 7.27b, is obtained as (a; — b)).

By using the above-mentioned K(i, j), Eq. 7.25 can be rewritten as

M= Z Z a(i,j) - Ms - K (i, j) (7.27)

2. Inverse Distribution Function Method

The distribution function with H as variables is not suitable for analysis of hys-
teresis properties by using the usual B-oriented finite element method of which the
unknown variable is the magnetic vector potential, because the distribution function
is a function of H. Therefore, many iterations are necessary to obtain H from the
calculated B.

The inverse distribution function method for obtaining H directly from B is
conceived to avoid such iterations [24]. In this method, the inverse transition curves
shown in Fig. 7.28 are utilized to obtain the inverse distribution function. The
inverse distribution function can be obtained in a similar way as the case of the
distribution function. Figure 7.29 shows an example of cells of n = 4. The inte-
gration K'(4, 3) of the inverse distribution function at i = 4 and j = 3 is obtained as
(ay — by) as shown in Fig. 7.29. The magnetization history is stored in o (H,, H;).
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Fig. 7.29 Relationship between inverse transition curve and distribution function

In this case, huge memory (=n?/2) is required in storing +1/2 and —1/2 regions in
the Preisach triangle. Alternately, the magnetization history can be stored by
memorizing the position of the borderline between +1/2 and —1/2 regions [10]. This
reduced the memory requirement from n/2 to only n.

The inverse distribution function method is applied to a simple model as shown
in Fig. 7.30 and compared with the ordinary distribution function method and the
neural network (NN) method [24]. A coil with the current shown in Fig. 7.31 is
located between two cores made of steel (SS400). The eddy current is ignored.
Figure 7.32 shows the inverse transition curves of steel measured by using a very
low-frequency excitation system to avoid the eddy current effect. Figure 7.33
shows the obtained inverse distribution function. Figure 7.34 shows the calculated
magnetization process.



236 N. Takahashi

Fig. 7.30 Simple model Coil Core (SS400)
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Fig. 7.34 Calculated 1.2
magnetization process

0.8}
= 0.6
0.4}
02}
0 200 400 600 800
H/(A/m)
Table 7.1 Mefféong , Method Memory (MB) | CPU (s)
t: t
requirements an M€ "Distribution function 70.1 62,569
Neural network 8.8 2806*
Inverse distribution function 10.0 2579

Computer used: HP735 (45 MFLOPS)
Dimension n: 200
4CPU time for training of NN: 32,800 (s)

Table 7.1 shows the comparison of memory requirement and CPU time. The
number n of cells (dimension) of the Preisach triangle is chosen as 200. The table
denotes that the memory requirements for the neural network method and the
inverse distribution function method are considerably reduced compared with the
distribution function method. As the neural network method needs a long CPU time
for the training of the network, it can be concluded that the inverse distribution
function method is preferable from the viewpoint of memory requirement and CPU
time.

The effect of the dimension n of inverse distribution function on the memory
requirements and CPU time is investigated using the model shown in Fig. 7.35. The
current waveform is denoted in Fig. 7.31. The eddy current is ignored. The ana-
lyzed region is subdivided into 4710 first-order brick nodal elements.

Figure 7.36 shows the effect of dimension n on memory requirement and CPU
time. The CPU time increases nearly quadratically with n. The figure denotes that
the CPU time for calculating hysteresis loop is negligible if n is nearly equal to 200.

7.4.4 Jiles—Atherton Model

The Jiles—Atherton model is a physically based model considering the domain wall
motion [20, 21]. The hysteresis-free curve, or anhysteretic curve, is described by
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Fig. 7.35 Investigated model Curr eml 0
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My (H) = M, th — 7.28
) S{CO ( a ) <H+°<M)} (728)
where M; is the saturation magnetization and « is the internal coupling together of
KBT

the domain magnetizations, and a = o (1 where kg is the Boltzmann constant, T is

the temperature, p, = 4m X 1007 Hm !, (m) is the mean effective domain size,
M,, is the anhysteretic magnetization and H is the magnetic field.
The hysteresis curve is given by

AM(H) My (H) — Min(H)
dH k0 — a[Muy(H) — My (H)] (7.29)
. (dMan (H)  Mun(H) — Min(H) ) |
dH ko — o[My(H) — Mir(H))

where 9 is a directional parameter having the value +1 for dH/dt > 0 and —1 for dH/
dr < 0.

These equations can then be solved to give the hysteresis curves of the material.
Here, £ is the energy loss per unit change in magnetization and ¢ gives a measure of
the amount of reversible domain wall motion, which can be related directly to
domain wall surface energy.
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Various kinds of hysteresis loops can be modeled by adequately choosing the
parameters, M, o, a, ¢ and k. In order to determine these parameters, various

techniques are proposed [22].

7.4.5 Stoner—Wohlfarth Model

A Stoner—Wohlfarth (S-W) model consists of an ensemble of non-interacting S-W
particles or single-domain uniaxial ones whose easy axes are distributed
non-uniformly in 3-D space [25]. In this model, S-W particles are assumed to have
the same magnetic moment and volume, but their anisotropy fields are assumed to
follow a Gaussian distribution. The magnetization of the ensemble in an applied
magnetic field is given by summing the magnetic moment of each S-W particle
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calculated by taking account of the history (binary bits are stored for two easy
magnetic moment directions) and is fitted to experimental data of the magnetic
material.

In the S-W model, it is assumed that a magnetic material consists of a collection
of small particles, each with anisotropy due to stress, crystal structure or particle
shape. Each particle is uniformly magnetized to saturation in the direction of the
easy axis, giving a single magnetic domain with moment mg which is free to rotate
in any direction. Such a particle is called the S-W particle. The particle interaction,
either due to quantum exchange forces or to magnetic dipole—dipole forces, is not
considered.

When a magnetic field H is applied, the magnetic moment mg of an S-W particle
rotates to the orientation which results in a minimum energy, as shown in Fig. 7.37.

The total energy of a single domain with moment mg can be expressed as

E(0,H) = K sin’ 0 — pym, ¢ H (7.30)

where K is the domain crystal anisotropy constant and 6 is the angle between m;
and the easy axis. The positions of minimum energy can be found by solving the
equation

OE(0,H)

50 - 0 (7.31)
for O*E(0, H)/d0* > 0. It can be shown that there are two energy minima if a small
field is applied. As the field strength increases, the positions of these minima
change. Initially, these changes are reversible. When the applied field strength
exceeds a certain critical value H., however, one of the energy minima becomes
unstable, and the domain magnetization jumps to the other minimum, which is the
global energy minimum. This critical point at which the irreversible domain rota-
tion occurs is the point of minimum energy for which

Fig. 7.37 Relationship z
between magnetic moment m

and magnetic field strength H H

m

R Easy axis

— v
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Fig. 7.38 Asteroid boundary Hy

~H, Hy,

-H,

O*E(0,H)

o =0 (7.32)

Figure 7.38 plots the rotation of a single S-W particle, where the asteroid
boundary,

HYP 4 B2 = H? (7.33)

which separates the reversible and irreversible domain, is obtained by solving
Egs. (7.31) and (7.32) simultaneously. H. and H, are the components of H on the
easy axis of the particle and on the axis perpendicular to the easy axis, respectively,
and H; = 2K /(uyms)

It can be shown that the equilibrium position of m is on one of the lines tangent
to the asteroid and passing through the tip of H. When H is outside the asteroid, two
such tangent lines can be drawn, and the equilibrium magnetization m, is parallel to
the one making a smaller angle 0, with the easy axis, as shown by m;" in Fig. 7.39.
When H is inside the asteroid, four tangent lines can be drawn, and two possible
equilibrium magnetic moments are parallel to the two lines making smaller angles
0, and 05 with the easy axis, as shown by m, and mj3 in Fig. 7.40. Such a response
of a single S-W particle can be viewed as a vector elemental hysteresis operator.
Similarly, if the tip of the magnetic field H lies in any of the other quadrants, the
same consequences should also be obtained.

An irreversible jump of the magnetization from one direction to another may
occur, when H exceeds and crosses the asteroid boundary. However, the direction
of the magnetic moment depends on the previous history of magnetization as well.
This is known as the asteroidal rule.

The magnetization in a bulk material is the vector sum of the contributions of all
of constituent domains, that is
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Fig. 7.39 Magnetization
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Fig. 7.40 Magnetization
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2n 7w

1 .
M=y [ [ mcmpcsinwapa: (734

0 0
where

2n ®w

| [ otcmsintmapac =1 (7.35)
0 0

V is a sample volume and p(¢, ) is the distribution of the S-W particles in the
spherical coordinates (&, ).

In the assumptions of the S-W model, the interaction between S-W particles and
the pinning effects of domain walls are ignored. In real magnetic materials,
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however, these effects are important and should not be neglected. To account for the
interaction between domains, the S-W model is modified by adding a mean-field
term [17], H,,, = H + kM, where k is a constant feedback coefficient. This modifies
the energy of an arbitrary particle, and Eq. (7.34) becomes

2n 7w

M:é/ /’”s(é"ﬁ’HHM)p(é,tP) sin(y)dyd< (7.36)
0 0

This macroscopic mean-field interaction is qualitatively correct, but requires
further adjustments, in particular, to the easy axes distribution.

7.4.6 Effect of Hysteresis on Flux Distribution
of Single-Phase Transformer

Magnetic characteristics of single-phase transformer core are analyzed. In this
problem, hysteresis characteristics should be taken into account in order to analyze
the flux waveforms accurately.

Figure 7.41 shows a quarter of the analyzed single-phase, two-limbed core [23].
The core is made of 0.3-mm thick highly oriented silicon steel (JIS: 30P110). The
hysteresis loops are shown in Fig. 7.22. The core is excited by a sinusoidal voltage,
and the overall flux density in the limb is 1.7 T. Figure 7.42 shows the calculated
flux distributions. Zero time is taken to be the instant when the flux density in the
limb is at a maximum. Figure 7.43 shows the waveforms of the localized flux
densities at the center of the limb. a-b corresponds to the position a-b in Fig. 7.41.
As the waveforms are not so much distorted, the calculated results of such
two-limbed core are fairly in good agreement with the measured ones as shown in
Fig. 7.43.

Fig. 7.41 1/4 single phase [ T T

300

Rolling
direction

1 T

100
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Fig. 7.42 Calculated flux distributions
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Fig. 7.43 Waveforms of the localized flux densities

7.5 Estimation of Iron Loss

7.5.1 Iron Loss Under Alternating Flux

1. Sinusoidal Flux

Figure 7.44 shows an example of iron loss curve (JIS: 50A1300). The iron loss per
weight W (W/kg) under the sinusoidal alternating excitation can be expressed
approximately as follows [26]:

W = Kof B + KifBrx (7.37)
where fis the frequency, K., K}, are the eddy current and hysteresis loss coefficients,
and Bp.x is the maximum flux density during the period of AC excitation. By
approximating the W/f curve in Fig. 7.45 by a straight line, K}, is obtained as the
intersection point of ordinate (K}, = 6.012x 107?), and K. is obtained as the slope of
the line (K. = 2.923 x 10™%). The first and second terms in the right-hand side
correspond to the eddy current loss and the hysteresis loss, respectively.
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Fig. 7.44 TIron loss curve
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In Eq. (7.37), it is assumed that the eddy current loss and hysteresis loss are
proportional to f* and £, respectively.

2. Distorted Flux

Recently, various kinds of magnetic devices, such as motors, actuators and trans-
formers, are excited by inverters. The iron losses of such devices excited by a
distorted voltage (PWM, etc.) are increased compared with the case of sinusoidal
voltage excitation. Several estimation methods of iron loss under the distorted flux
excitation are proposed. The method using the effective flux density Beg is dis-
cussed here.

The iron loss W can be separated to the hysteresis loss W}, and the eddy current
loss W, as shown in Fig. 7.44. Figure 7.46 shows the examples of distorted
waveforms and hysteresis loops. The amplitudes of the third harmonic component
are the same. Figure 7.46a shows the case when the phase of the third harmonic
component is opposite. There is no minor loop. In the case of Fig. 7.46b, the phase
of the third harmonic component is the same, and there occur minor loops.
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Fig. 7.46 Distorted waveforms and hysteresis loops

In the case of Fig. 7.46a without minor loops, the iron loss can be estimated
by [27]

W= Wh(Bmax) + We(Beff) (738>

where Wy, (Bhax) denotes that the hysteresis loss is the function of the maximum flux
density B,.x and this curve is shown in Fig. 7.44. B, of Fig. 7.46a is different
from that of Fig. 7.46b. W,(B.g) denotes that the eddy current loss is the function of
the effective flux density Beg. Beg corresponds to the maximum flux density which
has an equivalent effective voltage equal to the effective voltage of distorted flux
waveform, and is given by

Ber = \/Z(an)2 = \/B% +4B3+ 9B} + - -- (7.39)

Equation (7.39) means that even if the amplitude of harmonic component is the
same, the iron loss changes if the phase of harmonic component is different.
In the case of Fig. 7.46b with minor loop, the iron loss can be estimated by [27]
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W= Wh(Bmax) + We(Beff) +ZZnWh(Bk) (740)
k

The third term of Eq. (7.40) corresponds to the minor loop hysteresis loss. As
there are two minor loops when the distorted flux waveform is symmetric as shown
in Fig. 7.46b, two is multiplied to this term. The minor loop hysteresis loss is the
function of the maximum flux density B; of minor loop &, and the loss is changed
by the position of the minor loop. 7 is the displacement coefficient which represents
the rate of increase of iron loss due to the minor loop which is the function of the
position of it.

Equation (7.40) can be applicable when the distorted waveform contains har-
monic components. For the estimation of iron loss under the distorted waveform
with high harmonic components, the following formula is proposed [28]:

W =" {nWa(B,)+n’We(B,)} (7.41)

where B, is the maximum flux density of the nth harmonics.

7.5.2 Iron Loss Under Rotating Flux

There are various kinds of estimation methods of iron loss. In this section, two
kinds of methods are explained.

(1) Method T

In method I, the iron loss under rotating flux is assumed as the summation of iron
losses under alternating fluxes in the x- and y-directions [29]. The iron loss under
alternating flux is calculated by Eq. (7.37).

(2) Method 1T

In method II, the iron loss under distorted elliptical rotating flux is estimated by
using the iron losses measured under elliptical rotating fluxes having various axis
ratios [29].

The iron loss W under a distorted rotating flux is represented as a summation of
the loss W, under an elliptical rotating flux of fundamental component shown in
Fig. 7.47 and the iron loss W, under alternating flux of harmonic components
shown in Fig. 7.48 as follows:

W= Wo+ W,

= WO(OCa Bmax) + Wn(Bn) (742)
n=23...
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where Wy (o, Bmax) denotes that the iron loss under rotating flux is the function of
axis ratio o and the maximum flux density (major axis) By.x. W,(B,) is the iron loss
due to the alternating flux as a function of harmonic components B,,.

The calculation is performed by the following procedure: Firstly, the funda-
mental components in the - and 6-components are obtained by a harmonic anal-
ysis. Then, the iron loss W, under the rotating flux of fundamental component at
any axis ratios o and flux density By,,x can be obtained by the interpolation of B—
W curve shown in Fig. 7.47. The iron loss due to harmonic component is obtained
as a summation of the iron loss at each harmonics using the B-W curves at various
frequencies. Figure 7.49 shows the comparison of estimated and measured iron
losses under the rotating flux composed of ellipse (¢ = 0.25) and 10% third har-
monic field [26]. The excitation field for 2-D-SST in Fig. 7.50 is shown in
Fig. 7.49a. The figure suggests that the result of method II is superior to that of
method I, when B > 1.0 T.
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7.6 Modeling of Laminated Core
7.6.1 Laminated Core and Various Modeling Methods

The laminated iron core is commonly used in transformers, motors, etc. For
example, in an air-gapped iron core-type power reactor, there occurs some fringing
flux at the air gap portion of the core block [30]. The eddy current is induced in the
silicon steel sheets due to the fringing flux, and this causes a local overheating or
burning insulating materials in some extreme cases. In order to avoid the local
heating and to design a reactor with high efficiency, the exact and quick analysis of
flux and eddy current distributions is necessary. If all silicon steel sheets in the core
are subdivided into a fine mesh so that accurate results can be obtained, the number
of elements becomes huge, and the calculation is impractical.

Several techniques for modeling laminated cores are proposed. Some of them are
for linear case, and an analytical value of magnetic field is used [31, 32].
A technique for modeling the laminated core as a non-laminated bulk material with
anisotropic conductivity and the method using an effective permeability are pro-
posed in order to take into account the nonlinearity of B—H curve of laminated
sheet, and only the total loss is examined [33, 34].

In this section, two kinds of modeling methods of laminated core are shown.
One is the so-called homogenization method. In this method, the laminated core is
treated as a bulk core having anisotropic conductivity, and the equivalent perme-
ability and conductivity of the laminated core are utilized [35]. The other is the
“two-zone method.” In this method, the analyzed region is classified into two parts:
One part near the surface of laminated core is subdivided into a fine mesh, and the
inner part is modeled by a bulk core having anisotropic conductivity [36].

7.6.2 Homogenization Method

In this method, the laminated core is homogenized, and the equivalent values of
reluctivity and conductivity are used. This method is applicable when the flux flows
mainly in parallel to the lamination and the fringing flux is not remarkable.
Figure 7.51a shows a periodic part of laminated core, and Fig. 7.51b shows the
equivalent circuit. W, and W; are the air gap length and the thickness of sheet,
respectively. L is the length of sheet. B, using the homogenized (equivalent)
reluctivity N parallel to the lamination, the following equation is obtained from
Fig. 7.51b [35]:

W W W W

= (7.43)
NHL VSL V()L

where vy and v, are reluctivities of air and lamination steel, respectively.
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Fig. 7.51 Laminated core model

By introducing the space factor a(=Wy/L), Eq. (7.43) can be written by

1 o 1—a

R +
N” Vg Vo

(7.44)

The homogenized reluctivity N, perpendicular to the lamination can be easily
derived as follows:

Ny =oavs+ (1 —a)v (7.45)

If the thickness direction of laminated core is parallel to the z-direction, the
amplitude B, of flux density in the iron sheet is given by

B, = \/ (IZ—S')Z(Bg +B§) + B (7.46)

As the eddy current does not flow across sheets, the homogenized conductivity
% parallel to the lamination and that X, perpendicular to the lamination are

assumed as follows:
Z” = oo, 2, =0 (7.47)

where ¢ is the conductivity of iron steel.

7.6.3 Two-Zone Method

1. Outline of the Method

In this method, only several sheets near the surface of laminated core are subdivided
into a fine mesh, and the inner part is modeled by a bulk core [36]. This method is
applicable when the eddy current flows on the surface of lamination due to the
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Fig. 7.52 Simple model

fringing flux. As it can be assumed that the fringing flux does not penetrate into the
central part of the laminated core, it may not be necessary to make a fine mesh near
the central part. Then, the central part is treated as a bulk of rough mesh with
anisotropic conductivity shown in Eq. (7.47).

2. Examination of the Number of Sheets to be Divided into Fine Mesh in
Two-Zone Method

Figure 7.52 shows a simple model of a core block. The core block is laminated in
the x-direction. The lamination is composed of 20 sheets. The core is made of
grain-oriented silicon steel 35G165 (thickness: 0.35 mm, coating: 0.005 mm, iron
loss: 1.65 W/kg at 1.5 T, 50 Hz). The conductivity of silicon steel is assumed to be
2.08 x 10° S/m. The average flux density of core is 1.0 T, and the frequency f is
60 Hz. In order to impress the flux in the z-direction, the Dirichlet boundary
condition is imposed on the outer surfaces (x = 40 mm and y = 160 mm) of ana-
lyzed region shown in Fig. 7.52b. One-eighth region (gray region in Fig. 7.52a) is
analyzed using the 3-D edge-based hexahedral edge element (A — ¢ method).
Silicon steel is assumed to be isotropic, and only the B—H curve in the rolling
direction is used.

The skin depth § is equal to 0.202 mm (at relative permeability u, = 50,000,
f =60 Hz). It is required to subdivide three-layer mesh within the skin depth region
in order to obtain an accurate result. This means that each silicon steel sheet
(0.35-mm thickness) near the surface of laminated core should be subdivided into
six layers.

It is sufficient that only the surface sheets are divided into a fine mesh, and the
central region is treated as a bulk core having anisotropic conductivity [6] in order
to examine the overheating. In order to examine how to subdivide the laminated
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Fig. 7.53 Flux distributions along the x-axis

cores, the flux distribution in the center part (z = 30 + G/2 mm) of core and the part
(z = G/2 mm) facing the gap is examined. Figure 7.53 shows the flux distributions
along the x-axis. The ordinate is the average value B, of the z-component of the flux
density in each sheet. The figure suggests that the flux in the laminated core is
concentrated in the surface of core near the center (z = 30 + G/2 mm) of core and
near the gap (z = G/2 mm). The concentration of flux is remarkable, when the gap
length G is large. The field gradient (dB,/dx) is not so changed by the width W of
core.

Figure 7.54 shows the distribution of eddy current loss. This is the average value
of eddy current loss in each sheet. The eddy current loss in the laminated core is
concentrated in several sheets from the surface of core due to the fringing flux.

Figure 7.55 shows the error ¢ of eddy current loss. The error ¢ is defined by

w,—-W,
g=—"—

o

x 100(%) (7.48)
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Fig. 7.54 Distribution of eddy current loss
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where W, is the eddy current loss in a surface sheet when all sheets are subdivided
into a fine mesh (six layers in each sheet). W, is that when only n sheets in the
surface side are subdivided into a fine mesh (each surface sheet is subdivided into
six layers). For example, n = 2 means that only two sheets near the surface are
subdivided into a fine mesh. The figure suggests that ¢ becomes almost zero at
n = 4. Therefore, it can be concluded that it may be sufficient to subdivide only four
sheets in the surface side into a fine mesh.

Figure 7.56 shows the effect of #n on the CPU time and the number of unknowns.
The computer used for calculations is CPU Pentium 4 (3.2 GHz) and RAM 2 GB
(6.4 MB/s). When all sheets are subdivided into a fine mesh, the CPU time and the
number of unknown increase greatly. When four sheets in the surface side are
subdivided into a fine mesh, the increase in CPU time and the number of unknowns
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Fig. 7.56 Effect of n on the CPU time and the number of unknowns
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is not remarkable. Therefore, the proposed modeling is very effective in an actual
model composing many sheets in terms of CPU time and the number of unknowns.

3. Application to Practical Model

The validity of the proposed modeling method is examined by comparing the
calculated results and measurements of local loss on the surface of core.
Figure 7.57 shows the model reactor [36] used for experiment and analysis.
Figure 7.57b shows the analyzed region (1/8 of the whole region). It is a serial
reactor for capacitor facilities for three phases, 60 Hz and 100 kVAR. The core is
made of grain-oriented silicon steel 35G165. Since the rating capacity is small,
there is just one air gap at the center of the core leg. The air gap length G between
core blocks is equal to 6.7 mm. The average flux density of the core block is
assumed to be 1.10 T.

A thermocouple method is employed to measure the local loss on the surface of
the core. Thermocouples are installed at five points at intervals of 1 mm along the z-
axis from the gap (x = 27 mm, y = 0 mm).

Figure 7.58 shows the comparison of calculated and measured results of local
loss on the surface sheet along the z-axis. In the result of the proposed modeling,
four sheets in the surface side are subdivided into a fine mesh. In the large fine mesh
modeling, the core block is classified into three areas with different mesh densities
in terms of the amount of fringing flux penetration [30]. About 1/10 region from the
surface of core block is subdivided with a fine mesh. Each sheet in this region is
subdivided into six layers. Each sheet in the region between about 1/10 and about
1/2 from the surface is subdivided into two layers. The central area inside about 1/2
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Table 7.2 Comparison between proposed modeling and large fine mesh modeling

Proposed Large fine mesh
modeling modeling
Maximum loss on the surface (W/kg) 215 211
Maximum loss per one sheet of surface of 7.83 791
laminated core (W/kg)
Number of elements 40,664 151,164
CPU time (h) 45.5 400.6

Computer used: Intel Pentium IV 3.2 GHz, PC3200 memory: 2.0 GB

region is treated as a bulk assuming that the x-component of conductivity is equal to
zero. The calculated eddy currents are changed in the thickness direction (x-axis) of
sheet. But, the average value of them is adopted, because the sheet is thin
(=0.35 mm) and the heat produced by eddy currents is not negligible. Although the
change of eddy current loss along the z-axis is remarkable, the calculated results of
the proposed modeling agree with the measured ones as shown in Fig. 7.58.
Table 7.2 shows the comparison between the proposed modeling and the large fine
mesh modeling. The table denotes the effectiveness of the proposed modeling. The
computation cost of the proposed modeling is much smaller than that of the large
fine mesh modeling, and the accuracy of both the proposed modeling and the large
fine mesh modeling is almost the same.
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7.7 Factors Affecting Magnetic Properties
of Electrical Steel

Magnetic properties of electrical machines, such as transformers and motors, are
affected by the distortion due to the cutting and the compression caused by bolt
bundle, shrink fitting, etc. [37-42]. The iron loss is increased under rotating flux
condition [29, 43] and DC bias condition [44]. Also, the magnetic property is
affected when the temperature of electrical steel is changed [45]. If the magnetic
circuit design of electrical machine is performed by the numerical analysis using the
catalog data of steelmaker, accuracy may suffer, because the actual magnetic
properties of the core are changed due to cutting, compressive stress, DC bias, etc.
Therefore, such property of magnetic characteristics should be taken into account in
the design of electrical machine. In this section, the magnetic properties under
residual stress by cutting and compressive stress due to shrink fitting are shown.
The iron losses under rotating flux excitation and DC bias excitation are also
illustrated.

7.7.1 Residual Stress by Cutting

The effect of cutting on the magnetic properties is examined [46]. If the specimen is
set in parallel as shown in Fig. 7.59, the flux is deviated in the specimen, and the
obtained result is different from the actual one. Then, the correlation between the
cutting distortion and the magnetic properties is measured using only one piece of
sheet in an SST [47].

Figures 7.60 and 7.61 show the measured B—H curves and B-W curves.
Figure 7.62 shows the measured hysteresis loops of the specimens of 5- and 30-mm
width. These figures denote that the necessary H,, of the deteriorated specimen to
produce the desired B,, increases when the permeability is high (B,, = 1.4 T), and
the iron loss increases when B,, is low (B,, = 1.4 T). The rate of increases of H; and
iron loss is significant, when the width of specimen is narrow. The rate of increase
of H,, is larger than that of iron loss. The increase of iron loss is related to the area of
hysteresis loop, as shown in Fig. 7.62.

In this case, H is increased about two times and iron loss is increased about 1.2
times by cutting. The rate of the deterioration is less than 10% around 2.0 T. As the
deterioration of 50A1300, of which the iron loss is originally large, is not

Fig. 7.59 Magnetic flux Soecimen A (eronertvibad
offect — Specimen A (property:bad) T Sparse

: Dense
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Fig. 7.63 Measured under o 160
compressive stress ey = q;d
S
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remarkable around 2.0 T, the property of a real machine may not be different from
that designed using a catalog data. On the other hand, in the case of the electrical
steel sheet of which the iron loss is originally small, the increase of iron loss by
cutting is significant.

7.7.2 Compressive Stress

The magnetic properties under compressive stress in the longitudinal direction are
measured using the laminated specimen in order to avoid the buckling [46].
Figure 7.63 shows the specimen (thickness: 20 mm) of which 57 non-oriented
electrical steel sheets (grade: JIS 35A360, 0.35 mm thick, 3.6 W/kg at 1.5 T,
50 Hz) are laminated.

Figure 7.64 shows the measurement apparatus. The yokes are set on both sides
of laminated specimen. The B coil (search coil, three turns) is wound around the
specimen. The one H-coil (area turns: 13.0924 x 107> m?) is set on the surface of
the laminated specimen. The compressive stress is applied by a hydraulic equip-
ment (maximum pressure: 7 tons). In order to apply the stress to the specimen
uniformly, the output of the strain gauges on the surface of the specimen is mon-
itored. The frequency is 50 Hz. The magnetic measurements are carried out under
the sinusoidal flux condition.

360mm

= =
—————
Load cell / \ Specimen [
{ 200mm \

4

5 & Yoke

Magnetizing winding

1

[ 4

it

(a) Schematic (b) Real product

Fig. 7.64 Magnetic properties measuring system
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Fig. 7.66 Effect of the compressive stress on the magnetic properties along longitudinal axis

Figures 7.65 and 7.66 show the effect of the compressive stress ¢ on the mag-
netic properties. The permeability is rapidly decreased even by small stress, and the
rate of decrease is reduced when the stress is increased. The iron loss is increased by
the stress, but it almost does not increase when the amplitude of ¢ is larger than
about 50 MPa.

7.7.3 Effect of Press and Shrink Fitting on Iron Loss
of Motor Core

The effect of press and shrink fitting on iron loss of motor core is examined
systematically [39, 46]. Figure 7.67 shows a six-pole surface permanent magnet
(SPM) motor model. In this model, the dashed line position is also pressed, and
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Fig. 7.67 Six-pole SPM y
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then the stator back core and the teeth part can be separated, so that we can easily
insert coils. Adjacent teeth are connected to each other at the tooth tip. The stator
core is made of non-oriented electrical steel (grade: 35A360). The rotor is made of
carbon steel (S45C). The residual magnetism of permanent magnet of rotor is
1.25 T (radial orientation). Three kinds of motor cores of different manufacturing
processes (press and wire cut) are produced. Two kinds of shrink fittings (10.7 and
29.4 MPa) are investigated. Table 7.3 shows the investigated motor models.

The torque of the SPM motor model is measured by a torque meter when the
permanent magnet rotor is driven by another motor as shown in Fig. 7.68. The iron
loss of the stator is obtained by subtracting the torque (corresponding to the
mechanical loss) measured by rotating a rotor having a non-magnetized permanent
magnet from the torque when the permanent magnet rotor is driven by another
motor.

Figure 7.69 shows the comparison of iron losses under various conditions with
or without press and shrink fitting. The iron loss calculated by the finite element
method (FEM) using the material properties (B—H and iron loss curves under no
stress condition is also shown (model E)). The reason why the iron loss by FEM

Table 7.3 Motor models

Model Anneal Compressive force by shrink fitting (MPa)
A (wire electric discharge machine) Yes -

B (press) No -

C-1 (press) No 10.7

C-2 (press) No 29.4

D-1 (wire electric discharge machine) Yes 10.7

D-2 (wire electric discharge machine) | Yes 29.4

E (numerical analysis using FEM) - -
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(model E) is larger than that of motor core with wire cut (model A) may be due to
the fact that the actual magnetization of permanent magnet is different from 1.25 T
which is used in the FEM analysis. The iron loss of core with press (model B) is
about 16% larger than model A due to the residual stress by press.

The rate of increase (20%) due to the shrink fitting of wire cut model (model
D-1) is larger than the increase (9%) of press model (model B). This is because the
rate of increase of iron loss due to the compressive stress is decreased when the
stress is large as shown in Fig. 7.66b.

7.7.4 Iron Loss Under Rotating Flux Excitation

Figure 7.70 shows the schematic structure of the SST having two diagonal-type
magnetizing windings (2-D-SST) for the rolling direction (RD) and the transverse
direction (TD) [48]. As a specimen, a square shingle sheet of 150 mm X 150 mm
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Fig. 7.70 Schematic structure of the SST having two diagonal-type magnetizing windings
(2-D-SST)

is used. The diagonal direction of the specimen is RD. The rotating flux condition
as well as alternating one in arbitrary directions can be satisfied, because the
amplitude and the direction of flux density can be controlled by two windings.
Remarkable structural features are the crosswise overlapped diagonal-type wind-
ings. By adopting this structure, the relation between the reluctance and the mag-
netomotive force becomes the same in all magnetic paths. The winding for RD is
set inside that for TD to increase the maximum flux density.

The flux density B is detected in 20 mm x 20 mm region at the center of
specimen using probes equivalent to single-turn search coils. The magnetic field
strength H is detected in 20 mm x 16 mm region by the double H-coils [49]. The
number of turns of each H-coil is 400.

The iron losses of non-oriented silicon steel JIS 50A290 (JIS: Japanese Industrial
Standards, thickness: 0.5 mm, W15/50 < 2.90 W/kg) at 30 and 50 Hz are mea-
sured. The ratio of the axis of the rotating flux is assumed to be unity. The iron loss
is separated to a hysteresis loss W, and a eddy current loss W, by the two-frequency
method. The error of measurement of iron loss under the rotating flux is caused by
the displacement of the probes and the double H-coils. Therefore, the measurement
results in clockwise rotation and counterclockwise rotation are averaged in order to
delete the error of measurement [50].

Figure 7.71 shows the iron loss W, the hysteresis loss W;, the eddy current loss
W, and the classical eddy current loss W, calculated from the theoretical formula
under a rotating flux at 50 Hz. W, reaches the maximum value at almost 1.5 T and
decreases under rotating flux at high flux density. The measurement result shows
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Fig. 7.71 Iron loss curves
under rotating flux at 50 Hz

the tendency that W}, vanishes at the saturation flux density. The tendency that W,
approaches to W, as the rotating flux density approaches to the saturation. These
loss characteristics correspond to the results that have already been reported [51].

7.7.5 1Iron Loss Under DC Bias Excitation

The use of iron core under DC-biased magnetization generates a distorted asym-
metrical hysteresis loop, and the iron loss under DC-biased magnetization is
increased compared with the sinusoidal excitation.

In this section, a measuring system of magnetic properties of electrical steel
sheet under DC-biased magnetization using an open-type SST [52] and a Helmholtz
coil is explained, and DC-biased magnetic properties of silicon steels are shown
[44]. The method has an advantage that the control is easy because there is no
magnetic coupling between AC and DC exciting coils. The magnetic properties of
two kinds of non-oriented silicon steel sheets, JIS 50A290 (thickness: 0.5 mm, iron
loss W15/50 < 2.9 W/kg at 1.5 T and 50 Hz) and 6.5% Si—Fe sheet (thickness:
0.1 mm), under DC-biased magnetization are measured.

Figure 7.72a shows the hysteresis loop and the definitions of physical values
under DC-biased magnetization. Figure 7.72b, ¢ shows waveforms of flux density
b and magnetic field strength A, respectively. AB is the DC-biased flux density, and
Hg. is the DC-biased magnetic field strength. H,, is the magnetic field strength at the
instant when flux density becomes the maximum when an average value of eddy
current in an electrical steel sheet is zero. B,, is the amplitude of AC component of
flux density, and the waveform of AC component of b is controlled as a sinusoidal
wave.

Figure 7.73 shows the exciting coil arrangement composed of the SST of the
open-type magnetic circuit and Helmholtz coil. The AC magnetic field and DC
magnetic field are independently excited by separate coils. The AC field is
impressed by an open-type SST, and DC field is impressed by a Helmholtz coil
(162 turns per one coil). As shown in Fig. 7.73, the SST of open-type magnetic



7 Fundamentals of Magnetic Material Modeling

Binax
s =T I s
i) 4 i N, S
. 5 a
3 MZ s SN
Bua | | il
Pl P |
Hupin0 Hye / Honi 0 i n 21
H/(A/m) ; wt/rad
(a) Hysteresis loop (b) Waveform of flux
o density

Fig. 7.72 Hysteresis loop under DC bias excitation

Fig. 7.73 Exciting coil
arrangement composed of the
SST of the open-type
magnetic circuit and
Helmbholtz coil

1500mm

/

2n
wt/rad

Waveform of magnetic
field strength

(c)

265




266 N. Takahashi

0.6 0.6~
0.5 o 0.5
CR Zo4
z z
= 0.3 203
0.2
0.2
0.1+ M =0T
G 0_'
1 1 |
0 0.2 04 06 0.8
g 0 0.8
Bm/(T)
(a) B curves
0.6
0.5 -
Foa
3 -
= &
;‘3 0.3
0.2
AB=0.7T
0.1 / AB=0T
" l | |
R | _ﬁid' =20 l/ 20 40 60
0 0.2 0.4 0.6 0.8 0 \\U o
(T -0.2 - :
Bm/(T) B (A/m)
(¢) By-W, curves (d) Hysteresis loops (8,=0.1T)

Fig. 7.74 Magnetic property under DC bias excitation (6.5% Si-Fe sheet, 50 Hz)

circuit is set inside the Helmholtz coil. The specimen is set inside the SST. In this
measuring system, the magnetic coupling between AC exciting coil and DC
exciting coil does not occur, because the Helmholtz coil is separated from the SST
and the AC leakage field produced by the SST does not interlink the Helmholtz
coil.

The B coil is wound around a specimen to measure the flux density. It is difficult
to measure the DC magnetic field strength Hgy. using an H-coil like the general
single-sheet tester. A Hall probe is used to measure Hy. on the surface of the
specimen. AB is measured by integrating the output signal of the B coil during the
change of current of the Helmholtz coil from zero to a specified value. The AC flux
density is measured using the B coil, and AC magnetic field strength is measured
using the H-coil.

The magnetic properties of two kinds of non-oriented silicon steel sheets, JIS
50A290 and 6.5% Si—Fe sheet, are measured. The AC field of 50 Hz or 100 Hz and
DC field are applied. These values can be observed, for example, in a reactor for
inverter. The iron loss is separated to the hysteresis loss Wj, and the classical eddy
current loss W, by the two-frequency method (using losses at 50 and 100 Hz).

Figure 7.74a shows the effect of DC bias on the iron loss W at 50 Hz of 6.5%
Si-Fe sheet.



7 Fundamentals of Magnetic Material Modeling 267

0.8~ 06

ABIT
o
= B o7

0.4 —

W/ (Whkg)

W/ AWhg)

 —

0 w W We 0 w L We

(a) JIS 50A290 (b) Silicon steel sheet

Fig. 7.75 TIron loss distribution under DC bias excitation (B,, = 0.7 T, 50 Hz)

Figure 7.74b, ¢ shows the effect of DC bias on hysteresis loss W}, and classical
eddy current loss W,, respectively.

Figure 7.74d shows the effect of DC bias on minor loops at B,, = 0.1 T (50 Hz).
Figure 7.74 illustrates that the area of minor loop is increased when B is large. As a
result, the iron loss under large DC bias is increased as shown in Fig. 7.74a.
Figure 7.75 shows the comparison of iron losses at AB=0T and AB=0.7T
(B,, = 0.7 T, 50 Hz). The iron losses at AB = 0.7 T are increased about 14 and
50% than those at AB = 0 T for JIS 50A290 and 6.5% Si-Fe sheet, respectively.

7.8 Summary

This chapter discusses several magnetic property modeling methods and presents
the measurement results, which can be summarized as follows:

(1) It is necessary to accurately measure the B—H curves, especially when the
magnetic flux density is approaching to magnetic saturation, and for the ani-
sotropic material (e.g., GO silicon steel) it is suggested to measure the B—H
curves at different directions.

(2) The accurate modeling of hysteresis behavior under complex conditions is
really required, even though some hysteresis models have been proposed.

(3) In order to estimate the iron loss under the distortion flux and rotating flux
accurately, it is necessary to conduct an in-depth study on both experiment and
analysis.

(4) In order to accurately analyze the flux and eddy current distribution in the
laminated core of the actual motor equipment, the “homogenization method”
and “zoning method” can be used to model the laminated core.
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(5) The effects of shear, stress, DC bias and temperature on the magnetic properties
of electrical steel sheets are studied, which is helpful to improve the engineering
effectiveness of electromagnetic thermal field simulation.

It should be pointed out that advanced material simulation technology is the
fundamental guarantee to provide correct material properties, and it is very
important for industrial applications. It is more important and complex to develop
experimental equipment for material property measurement and prediction, espe-
cially under nonstandard or extreme conditions.
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Chapter 8 )
Magnetic Measurement Based sk
on Epstein Combination

and Multi-angle Sampling

Zhiguang Cheng, Lianbin Shi and Johannes Sievert

Abstract Up to now the Epstein frame, as a standard magnetic measurement
method, is still widely used in magnetic measurement, even though its advantages
and disadvantages have been well recognized. As an application-oriented
improvement, magnetic measurements based on the combination of Epstein
frames of different sizes and loss data weighted processing have been proposed by
the authors and briefly demonstrated in this chapter. According to a frequent request
from industrial users, the multi-directional electromagnetic properties of the
grain-oriented silicon steel are modeled using the 25 cm Epstein frame, in which
the specimens are cut at different angles to the rolling direction. The magnetization
curves (B—H) and the specific total loss curves (B,,—W,) are measured at different
sampling angles, meanwhile, the effects of the stress relief annealing on the elec-
tromagnetic properties are also examined.

Keywords Magnetic measurement « GO silicon steel - Magnetic anisotropy -
Combined Epstein method - Multi-angle sampling

8.1 Introduction

The research topic of material modeling proposed in the computational electro-
magnetics is not targeted to develop new materials, but mainly to study the
macroscopic characteristics of materials. As is known, the fundamentals of material
property measurements are mainly based on Faraday’s law of electromagnetic
induction, and on Ampere’s law, i.e. the current law, as well as the continuity
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condition of magnetic flux density and the parallel component of the magnetic field
intensity at the materials’ surface. With the increasing requirements of computa-
tional electromagnetics and industrial applications, material modeling is becoming
more important to improve the accuracy and effectiveness of calculations, which
has become extremely complex due to the nonlinearity, magnetic anisotropy and
hysteresis of soft magnetic materials and the dependence of the electromagnetic
properties on temperature, frequency, stress and multi-dimensional impressed field
(excitation) conditions. Numerous scholars have made historic contributions to the
R&D of material modeling and related computational electromagnetics [1-12].
Despite this, up to now some electromagnetic properties of electrical engineering
materials are still very difficult to measure and to predict accurately under complex
working conditions. As a result, serious challenges remain on many aspects [13].

From the perspective of industrial applications, for the modeling and simulation of
acomplex electromagnetic device or system, the integral quantity of the physical field,
the degree of the local concentration of the field quantity and the overall distribution of
the field are generally important. The integral quantity is related to the general tech-
nical level and economic index of the device or products; high concentration of local
field quantity may endanger the safety and reliability in operation, and the overall
distribution of the field may provide valuable inspiration and suggestions for struc-
tural design and optimization. Various levels of material modeling may have a sub-
stantial or non-substantial impact on the above three kinds of data. The influence of the
performance data given, based on the traditional and improved material modeling
techniques, on the calculated results of field should be investigated.

It has been shown that the effectiveness of the numerical modeling and simu-
lation are closely dependent on the accurate material properties. At the same time, it
can be seen that the standard magnetic measurement methods, e.g., Epstein frame
[14] and single sheet tester (SST) [15], are still commonly used, and, beyond that,
some special needs from product design and industrial application, e.g., the mod-
eling of magnetic property of GO silicon steel at different sampling angles, are often
asked for.

For this reason, some related research and special magnetic measurements have
been carried out by the authors and are briefly introduced in this chapter, as follows:

(1) As an application-oriented improvement of the standard magnetic measurement
method, the Epstein combination (i.e., a combination of the different size Epstein
frames, including standard and scaled-down Epstein frames) and loss data
weighted processing has been proposed by the authors [16], and the methodol-
ogy and typical results are briefly presented in the Sect. 8.3.2 of this chapter.

(2) In response to the requirement from the R&D and design of electrical products
and electromagnetic analysis, the authors have cut Epstein specimens under
different angles to the rolling direction for studying the effects of different
sampling angles on the magnetic measurement results, and investigated the
effects of stress relief annealing on the properties of the specimens. See
Sect. 8.4 of this chapter.
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It should be noted that this is certainly not the equivalent to the determination of
the magnetic properties under two-dimensional (2-D) excitation [17], but if we look
at it from the perspective of industrial application, it may be used as an approximate
processing method to apply magnetic properties measured in this way in different
directions to the numerical analysis of electromagnetic fields.

8.2 Magnetic Properties Under Rotating Flux Conditions

The magnetic anisotropy of silicon steel sheets has attracted the attention of sci-
entists and engineers for a long time. Nowadays, the measurement and prediction of
material properties are carried out based on 1-D and 2-D, even 3-D testers under
standard and non-standard conditions [18].

It is shown that, when the B—H curves, measured under the two orthogonal
directions, i.e., along and perpendicular to the rolling direction, are used for the
calculation of the magnetic field, the resulting magnetic flux density will be con-
siderably different from the actual values. So it is necessary to study the 2-D
magnetic properties, that is, to consider the magnetic anisotropy inherent in the
plane [11, 12, 17]. One of the key problems in anisotropic modeling is to consider
the different directions of magnetic flux density (B) and magnetic field intensity
(H) in space. The directions of B and H are different, resulting in non-diagonal
elements of reluctivity tensor not being zero. Further experimental studies on B and
H in non-oriented materials show that even the so-called non-oriented materials
also exhibit a certain anisotropic behavior [13]. In addition, transformer design
experts found that the higher the performance of the silicon steel sheet, the higher is
the sensitivity with regard to directionality.

It is noteworthy that A. D. Napoli and R. Paggi published reluctivity tensors
characterizing anisotropy in the early 1980s, including reluctivity models of
orthogonal anisotropy and arbitrary anisotropy, and transformed them into the form
of diagonal matrix by a reference coordinate system transformation [5, 6, 8]. They
also calculated the transformer magnetic field, reactance and coil short-circuit force
based on the reluctivity models of isotropy, orthogonal anisotropy and arbitrary
anisotropy, and compared them with the results measured, and they pointed out that
the so-called orthogonal anisotropy is a simplification and is correct only if the
magnetic field is either along, or perpendicular to the rolling direction.

As M. Enokizono indicated, in the case of strong nonlinearity and rotating flux,
some problems have been found in the traditional orthogonal anisotropy processing,
the essence of which is that usually B and H have different directions [17]. The
rotational power loss occurs at the T-joints of the transformer core. Two different
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forms of reluctivity tensors were derived and established by him, because the
magnetic properties of materials are different under the conditions of alternating
flux and rotating flux.

Based on the work of M. Enokizono, K. Fujiwara et al. defined the anisotropic
reluctivity as a function of the magnitudes of B and H and their respective direction
angles 05 (e.g., the angle between B and X-axis to the rolling direction) and 0 (the
angle between H and X-axis), and derived the expression of the definition of
effective anisotropic reluctivity, v, which has a similar form as the traditional
orthogonal anisotropic permeability, except that the directions of B and H are
different [19].

b= {‘g 0} (8.1)

Uy
where
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In fact, H cos 0y and B cos 0p are projections H, and B, of H and B in the x-
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direction; H sin 0 and B sin 0y are projections H, and B, of H and B in the y-
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it can be further written as

direction, respectively, and in Eq. (8.2) represents the reluctivity in the x-

direction, respectively, represents the reluctivity in the y-direction. Therefore,

0
v= [0 Hy] (8.3)

Equation (8.3) is formally the same as the reluctivity under the traditional 2-D
orthogonal anisotropy, but has different connotations.

In addition, D. Lin et al. proposed a simplified model to deal with the nonlin-
earity and anisotropy of soft magnetic materials based on the anisotropy of energy
density. With this model, only the B-H curves in the rolling and anti-rolling
directions need to be measured, that is, only two B—H curves are needed for the 2-D
problem and three for the 3-D problem [20]. The B—H curve in the principle
direction can generally be provided directly by the silicon steel sheet manufacturer.
The numerical experiments of the proposed method are carried out and the appli-
cation example is given. There is no doubt that such thinking is understandable,
only that more testing is needed.
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8.3 Application and Improvement of Epstein Frame
Measurement

8.3.1 Epstein Frame

The Epstein Frame method is the commonly used standardized method to measure
the magnetic properties of electrical sheet steel [14]. The square-shaped frame
comprises a primary winding, a secondary winding and the specimen to be tested as
a laminated core, and forms a no-loaded transformer. Specifically, an Epstein frame
consists of four coils (each coil is provided with a set of primary and secondary
windings). A mutual inductor for air flux compensation is included with the Epstein
frame. The winding formers supporting the coils are made of hard insulating
material. The frame shall be fixed to an insulating and non-magnetic base in such a
way as to form a square. Figure 8.1 shows the basic structure of a 25 cm Epstein
frame for measuring the magnetic properties of electrical steel sheet and strip.

The total weight of the specimen is about 1 kg in conventional experiments (for
25 cm Epstein frame). The specimen in the frame is double-lapped at the corners, as
shown in Fig. 8.2, and forms a square magnetic circuit immediately adjacent to the
inner side of the frame. The magnetic material properties of silicon steel sheet
specimens can be measured by applying AC or DC current to the primary winding
of the frame to measure the electric signals from the primary and the secondary
windings.

The following should also be noted when measuring the magnetic properties of
electrical steel sheets with a standard Epstein frame:

(1) First, the upper-frequency limit of the Epstein frame for AC measurements
(e.g., not more than 400 Hz).

(2) Since the specimen is provided with a small width, the stress produced in the
sample’s edges by the cutting cannot, in the case of grain-oriented material, be
ignored, and stress relief annealing treatment [21] is required. The specifica-
tions of the specimen of the Epstein frame (25 cm) are shown in Fig. 8.1.
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8.2 Double-lapped

specimen

3

“

Width : 30 mm £ 0.2 mm;
Length range : (280 ~320)mm =+ 0.5 mm.

The silicon steel strips are arranged in the double over-lapping form at the
corners, and the length of effective magnetic path is defined as 0.94 m
according to the standard 25 cm Epstein frame. However, further research
suggests that this is just conventional. To this end, Wolfson Center for
Magnetics, Cardiff University, UK, used the double Epstein frame method to
study the average magnetic path length [22]. Moreover, it should be noted that
this problem has been studied by many researchers [23].

On the different directions of B and H in the specimen (strip/sheet):

N. J. Layland, A. J. Moses, N. Takahashi and T. Nakata collaborated in a
valuable work: an experimental study on the effect of the specimen width on
magnetic flux density (B) and magnetic field intensity (H) in anisotropic silicon
steel sheets [10]. The widths of the two kinds of specimens of oriented silicon
steel sheet (3.2% silicon iron) were 100 mm and 25 mm, respectively, and the
lengths of both are 300 mm. The experimental results show that:

(a) In a specimen with a width of 100 mm, the magnetic flux density (B) is
substantially along the rolling direction at a lower magnetic flux density,
and B and H are no longer in the same direction at a higher magnetic flux
density.

(b) However, this is not the case in the narrower specimen (width, 25 mm), in
that the magnetic field intensity and magnetic flux density are always
consistent with the length direction.

(c) It can also be seen that the angle at which the magnetic flux density and
magnetic field intensity deviate from the rolling direction will increase with
the increase of magnetization for the wider specimen.
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(5) Further studies show that in the Epstein frame experiment with multi-direction
sampling, attention should be paid to the order in which the specimens cut at
different angles are placed in the frame. The wrong order will affect the mea-
surement results of magnetic properties in varying degrees [24].

8.3.2 Epstein Combination and Loss Data-Based Weighted
Processing Method

As mentioned above, the standard Epstein frame method for measuring magnetic
material properties has been used for many years, having some recognized
advantages, however, some problems are still worthy of further investigation, e.g.,
its mean magnetic path length, the non-uniformity of the electromagnetic field and
magnetic loss inside the frame. Besides, the stress relief annealing process for all
grain-oriented samples is needed. However, annealing is not allowed for samples of
high permeability domain-refined GO silicon steel because their properties would
be deteriorated by the annealing.

8.3.2.1 On the P\, ,-Based Weighted Method

The extended modeling of the magnetic properties of GO electrical steels was
proposed and implemented by the authors [16], based on a set of standard (25 cm)
and scaled-down (17.5 and 20 cm) Epstein frames, referred to as E-25, E-17.5 and
E-20, respectively, as shown in Fig. 8.3a. In fact, the goal of this co-research is to
investigate or find a way to eliminate the effect of the non-uniformity of both
magnetic field and loss in Epstein frame on the magnetic measured results.

(a)

T

TG,

Fig. 8.3 Extended Epstein application: a Epstein combination (E-25/20/17.5); b non-uniform
field in frame
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Here, two assumptions were made:

(1) The non-uniform magnetic field and loss distribution over the corner regions of
both the standard Epstein frame and the scaled-down Epstein frame are iden-
tical, despite the difference in their limb lengths.

(2) The magnetic field and loss is uniform over the middle section of each Epstein
limb. See Fig. 8.3b.

The mean magnetic path length, /,,, of the standard Epstein frame is given by,

Py

mzP loss

Ly = 41- (8.4)

where / [m]: the total length of each Epstein strip; P,[W]: the absolute total mag-
netic loss of the standard Epstein frame (E-25); m,[kg]: the total mass of all the
laminations inside the frame; and Pj..[W/kg]: the specific magnetic loss.

Obviously, the mean magnetic path length, /,,, is dependent on the specific
magnetic loss, as shown in (8.4). However, the specific magnetic losses in the
uniform and non-uniform zones of the entire Epstein frame (denoted by P, and
P)oss2, respectively) differ due to the different field distributions. Therefore, two
forms of mean magnetic path lengths, /,,; and I,,,, for the standard Epstein frame,
can be determined based on the specific magnetic losses, Pjoss; and Pjogsn, Of the
uniform and non-uniform sub-regions [16].

In order to obtain a closer approximation to the mean magnetic path length of the
standard Epstein frame, [., a weighted processing method, based on the already
obtained /,,; and [,,,, is proposed, i.e., [, becomes a weighted sum of /,,; and [,,,
incorporating the corresponding weight factors « and f3, as given by

le =0o- lml +ﬁ : lm2 (85)

where o and f represent the contribution of P% to the weighted magnetic path
length [, let

P, =
{ P _ Pl(issl (86)

Yy Piossa

Then, the weighted factors o and f are as

Py +Py

o= s
{ b (8.7)



8 Magnetic Measurement Based on Epstein ... 279

After a simple derivation, o and f can be expressed as,

o = — Do
Piossi + Ploss2
ﬂ — Piosst (88)

Piosst + Ploss2

A proposed weighted processing of the Epstein data covers the following
themes:

(1) Tt shows the benefit of establishing an Epstein set, combining one standard
frame (25 cm) and two scaled-down frames (17.5 and 20 cm), E-25, E-20 and
E-17.5, two Epstein combinations can be alternately formed. i.e., 2E (25-17.5)
and 2E (25-20), respectively.

(2) It demonstrates the use of a weighted processing method, proposed by the
authors, which is based on the loss data and can be applied to reasonably
determine the mean magnetic path length of the Epstein frame under various
conditions.

(3) It examines the effect of the grade and texture of GO electrical steel, flux
density, magnetizing frequency ambient temperature, and the angle at which the
Epstein strips are cut to the rolling direction (RD), on the specific magnetization
loss and exciting power (or specific apparent power).

Note that the determinations of the mean magnetic path lengths (/,,; and [,,5), the
detailed description of Epstein combination method and the related results can be
found in [16].

8.3.2.2 Typical Results of Path Length

The weighted mean magnetic path lengths of the standard Epstein frame (E-25)
were determined for the 30P120 grade steel, using Epstein group 2E(25-17.5) at
50 Hz, as shown in Fig. 8.4.

The typical trends in the variation of the path length with magnetic flux density
and strip angles can be summarized as follows:

(1) While [,,,; and [,,; of the Epstein frame (25 cm) are different, the weighted mean
magnetic path length, [, of the Epstein frame lies between them. It can be seen
from Fig. 8.4a that it varies within a narrow range, i.e., from 0.940 to 0.945 m,
and is not a constant value as the flux density increases, for strips cut parallel to
the RD.

2) The mean magnetic path length of the standard Epstein frame (E-25) is
not always 0.94 m, as specified in the IEC standard [14], e.g., shown in
Fig. 8.4b, c. It is approximately 0.93 m for the strip angle 55° and
0.92 m for the strip angle 90°.
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8.4 Variation of mean magnetic path length of the Epstein frame (25 cm) with flux density

measured using 2E(25-17.5), at 50 Hz, 30P120: a Strip angle 0°; b strip angle 55°; ¢ strip angle 90°

8.3.2.3 Remarks on the Improved Epstein Measurement

The extended modeling of magnetic properties of GO electrical steel based on an
Epstein combination and weighted processing, and a number of experimental
results have been obtained by the authors, which can be summarized as:

ey

@

3

The double Epstein frame method, in fact based on an Epstein subtraction
scheme (e.g., using 2E(25-17.5) or 2E(25-20)), eliminates the effect of the
non-uniformity of the specific magnetization loss over the corner regions of the
entire frame, and enables the accurate measurement of the specific magneti-
zation loss and exciting power in the uniformly magnetized limb regions.
The weighted processing methods based on the loss data, obtained by an
Epstein set (E-25, E-20, and E-17.5), are proposed and implemented, offering
two benefits: (i) the first-level weighted method takes the non-uniformity of the
magnetic field and the power loss inside the entire Epstein frame into account,
making it possible to accurately determine the mean magnetic path length of the
Epstein frame; (ii) the second-level weighted method can be used to further
examine the effect of different Epstein groups (2E(25-17.5) and 2E(25-20)) on
the mean magnetic path length, specific power loss and exciting power.

All the measurements covering the many Epstein test cases, adequately
demonstrate the Epstein combination and weighted processing methods and can
be safely carried out. The corresponding results also show the impacts of the
related factors, such as magnetic flux density, non-RD (rolling direction)
magnetization, excitation frequency and ambient temperature, on Epstein
magnetic properties.
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(4) Measurements using the standard Epstein frame (E-25) are subject to errors
because the value of magnetic path length is fixed. As the demand for more
accurate measurements under non-standard conditions increases, it is becoming
more important to quantify, or even eliminate, these errors.

While intended for academic interest, it is strongly hoped that this work stim-
ulates discussion and debate among the steel manufacturers, users and researchers
to develop the possibly improved magnetic methodologies, or address the unsat-
isfactory nature of the existing magnetic measurements for modern and the future
industrial needs.

8.4 Magnetic Measurement Based on Multi-angle
Sampling

8.4.1 Multi-direction Magnetic Measurement

Following the frequently encountered requirement for multi-direction sampling
measurement proposed in the design of electrical products and electromagnetic
analysis, the magnetic property measurement under multi-angle sampling condi-
tions using Epstein frame, including B—H curves and loss curves, is described in
detail below, and the influence of stress relief annealing on the magnetic property of
test specimen is investigated.

The magnetic properties of eight types of specimens with standard sizes at
different angles to the rolling direction of silicon steel sheets, i.e., specimens with
angles of 0°, 15°, 30°, 45°, 55°, 60°, 75° and 90°, respectively, are measured before
and after stress relief annealing, respectively.

It should be noted that the method of sampling at different angles to rolling
direction not only involves heavy workload, but also has certain limitations, making
it difficult to accurately determine and predict the magnetic properties at arbitrary
magnetization direction.

The weight data measured with a digital balance before and after annealing are
shown in Table 8.1 when the silicon steel sheet 30P120 is at different angles (0°—
90°) to the rolling direction.

8.4.2 Multi-angle Sampling

1. The specimen is cut at different angles, i.e., 8 = 0°, 15°, 30°, 45°, 55°, 60°, 75°
90°, from the rolling direction of the silicon steel sheet as shown in Figs. 8.5,
8.6 and 8.7. The samples from different angles to the rolling direction can be
divided into several groups (or called as columns) according to the size of the
sampled grain oriented steel sheet, as shown in Fig. 8.7.
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Table 8.1 Specimen weight measured before and after annealing

Z. Cheng et al.

Sampling angle to rolling direction Before annealing (kg) After annealing (kg)
0° 0.948 0.948
15° 0.936 0.935
30° 0.933 0.933
45° 0.937 0.936
55¢ 0.940 0.940
60° 0.937 0.940
75° 0.939 0.938
90° 0.949 0.949
Fig. 8.5 0° to rolling
direction during cutting i i
Rolling direction
E] e e
W 300 300
Fig. 8.6 90° to rolling
direction during cutting
§ __________
Rolling direction
30

2. Specimen Requirements

(a) Dimensions of the specimen cut: 300 x 30 mm, each set of specimens weighs

about 1 kg;
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12 pieces of each column 12 pieces of each column
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S

Rolling directior <
—_—=

Fig. 8.7 Sampling angle 6 to rolling direction (6 = 15°, 30°, 45°, 55°, 60°, 75°)

(b) if the difference between the thickness of silicon steel sheet and that of 0.3 mm
(e.g., 30P120) is large, the number of sheets should be adjusted, but must be in
multiples of 4;

(c) stress relief annealing of the specimen shall be carried out in accordance with
the standard;

(d) the burr shall be <0.015 mm in specimen cutting.

Note that if a test specimen is cut from the edge of a large steel coil, it may not
represent the loss or other magnetic properties of the entire coil.

3. Stress Relief Annealing

In order to investigate the influence of stress relief annealing on magnetic prop-
erties, the magnetization curves and loss curves measured before and after
annealing of the specimen are compared.

8.5 Measurement Results and Discussions

8.5.1 B,-H,, Curve Before Annealing (30P120)

The magnetization curves (B,,—H,,) measured before annealing for 30P120 silicon
steel sheet specimens with different angles are shown in Fig. 8.8. The definition of
the magnetization curve B,—H,, is given in [25].

The change of magnetization curve with sampling angle can be seen from the
30P120’s B,,—H,, curves of 0°-90° before annealing in Fig. 8.8. The results show
that the specimen with an angle of 90° to the rolling direction is not the worst in
terms of permeability. In a certain range of magnetic field intensity (H), the
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Fig. 8.8 B,—H,, curves of 30P120 before annealing

permeability of the specimen with a sampling angle of 55° is lower than that of the
specimens with other angles (the angles to the rolling direction). However, since
sampling from different angles is limited, it does not mean that the direction of 55°
is the worst in permeability.
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Fig. 8.9 B,—W, curves measured before annealing of 30P120

8.5.2 B,—W, Curve Before Annealing (30P120)

The B,,—W, curves measured before annealing of specimens 30P120 with different
angles (0°-90°) to the rolling direction are shown in Fig. 8.9.

The change of specific total loss with sampling angle can be seen from the
30P120’s B,,—W, curves measured at 0°-90° before annealing in Fig. 8.9. Similarly,
the specimen with an angle of 90° to the rolling direction is not the worst in terms of
loss characteristics. According to the results shown in Fig. 8.9, when the maximum
magnetic induction is greater than 1.15 T, the specific loss of the specimen with the
angle of 60° is higher than that of the specimens with other angles (the angles to the
rolling direction). However, since sampling from different angles is limited, it does
not mean that the direction of 60° is the worst in specific total loss.

8.5.3 Comparison of B,—H,, Curves Measured Before
and After Annealing

By comparing B,,—H,, curves measured before and after annealing of each specimen
(30P120) with the angles of 0°-90° to the rolling direction, it is found that there is
no obvious change in B,—H,, curves measured before and after annealing of the
specimens with different angles, however, improvement is visible for some sam-
pling angles. See Figs. 8.10, 8.11, 8.12, 8.13, 8.14, 8.15, 8.16 and 8.17. Further
analysis based on measurement data [26] also confirms this.
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Fig. 8.10 Comparison of B,—H,, curves measured before and after annealing of silicon steel sheet
with an angle of 0° to the rolling direction. Note In the Figure the sign “—A” denotes after
annealing. The same below
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Fig. 8.11 Comparison of B,,—H,, curves measured before and after annealing of silicon steel sheet
with an angle of 15° to the rolling direction

8.5.4 Comparison of B,—W; Curves Measured Before
and After Annealing

The comparison of B,,—W, curves measured before and after annealing of specimens
(30P120) with different angles to the rolling direction is shown in Figs. 8.18, 8.19,
8.20, 8.21, 8.22, 8.23 and 8.24.
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Fig. 8.12 Comparison of B,,—H,, curves measured before and after annealing of silicon steel sheet
with an angle of 30° to the rolling direction
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Fig. 8.13 Comparison of B,—H,, curves measured before and after annealing of silicon steel sheet
with an angle of 45° to the rolling direction

Through the comparison of B,,—W, curves measured before and after annealing
of the silicon steel sheet specimens with the angles of 0°-90° to the rolling
direction, it is found that:

(a) According to the experimental results of all the test specimens, the specific total
loss is decreased after annealing.
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Fig. 8.14 Comparison of B,,—H,, curves measured before and after annealing of silicon steel sheet
with an angle of 55° to the rolling direction
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Fig. 8.15 Comparison of B,,—H,, curves measured before and after annealing of silicon steel sheet
with an angle of 60° to the rolling direction

(b) the loss curves of specimens with the angles of 0°, 15° and 30° almost showed
no change.

(c) the specimens with the angles of 55°, 60°, 75° and 90° show obvious differ-
ences in the loss measured before and after annealing as the magnetic flux
density is gradually increased, and the specific total loss measured after
annealing is reduced by up to 10%.
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Fig. 8.16 Comparison of B,,—H,, curves measured before and after annealing of silicon steel sheet
with an angle of 75° to the rolling directio