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Foreword

We welcome you to the 2019 International Conference on Inventive Communication
and Computational Technologies (ICICCT 2019) held on April 29–30, 2019, at
Gnanamani College of Technology, Namakkal, Tamil Nadu. ICICCT 2019 provides
a highly competitive forum for reporting the latest developments in the research and
application of communication and computational technologies. We are pleased to
present the proceedings of the conference as its published record.

The conference particularly encouraged the interaction of research students and
developing academics with the more established academic community in an
informal setting to present and to discuss new and current work. Their contributions
helped to make the conference as outstanding as it has been. The papers contributed
the most recent scientific knowledge known in the fields of modern communication
systems which include informatics, data communication and computer networking,
wireless communication, electronics, software engineering, machine learning and
optimization, VLSI design and automation, networking, computing systems, social
networks, Internet of things, cloud and big data.

We hope that this program will further stimulate research in advanced elec-
tronics and communication technologies, artificial intelligence and capsule net-
works, data communication and computer networking and communicating things
networks. We feel honored and privileged to serve the best recent developments in
all the areas of communication technologies to you through this exciting program.

We thank all the authors and participants for their contributions.

Namakkal, India Dr. G. Ranganathan
Conference Chair

ICICCT 2019
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Preface

The 2019 International Conference on Inventive Communication and Computational
Technologies (ICICCT 2019) was held on April 29–30, 2019, at Gnanamani College
of Technology, Namakkal, India. ICICCT 2019 aims to cover the recent advance-
ment and trends in the area of communication and computational technologies to
facilitate knowledge sharing and networking interactions on emerging trends and
new challenges.

ICICCT 2019 tends to collect the latest research results and applications on data
communication and computer networking, software engineering, wireless com-
munication, VLSI design and automation, networking, Internet of things, cloud and
big data. It includes a selection of 136 papers from 430 papers submitted to the
conference from universities and industries all over the world. All of the accepted
papers were subjected to strict peer-reviewing by 2–4 expert referees. The papers
have been selected for this volume because of quality and the relevance to the
conference.

We would like to express our sincere appreciation to all the authors for their
contributions to this book. We would like to extend our thanks to all the referees for
their constructive comments on all papers, especially we would like to thank the
Organizing Committee for their hard work. Finally, we would like to thank the
Springer publications for producing this volume.

Namakkal, India Dr. G. Ranganathan
Conference Chair

ICICCT 2019
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Enhanced Security Mechanism in Cloud
Based on DNA Excess 3 Codes

Manjot Kaur and Kiranbir Kaur

Abstract Exchanging data over the system has generally utilized quick and solid
hot spot for correspondence. Clients from wide devotion utilize this component for
exchanging and retrieving the required data. Portability and operability inside cloud
framework are achieved through disconnected and online mediums, which are per-
sistently alluring, yet the issue of security emerges amid the transmission process.
Security and unwavering quality are the key issues during the exchange process,
which requires serious research consideration. Data security is achieved by utilizing
the public and private key-enabled block-level DNA-based EX-3 code. The analysis
is inferred on the disconnected information as well as on the online information,
for example, Google Docs. Redundancy handling mechanism is utilized to guaran-
tee space for the information storage supplier, which remains a minimum utilized
characteristic as it considers the capacity utilization in DSP. With the proposed sys-
tem, the overall space allocation for heavy documents is decreased and online data
security has been improved by the utilization of byte-level DNA-based EX-3 code.

Keywords DNA · Ex-3 · Data security

1 Introduction

In recent years, due to the rapid development of media transmission and Web, data
security turns out to be increasingly huge in nature. Cryptography is one of the
most ideal paths for ensuring unknown data. Cryptosystems can be separated into
two kinds, secret key cryptosystem and public key cryptosystem. The main sort
(secret key cryptosystem) utilizes a similar encryption key to encipher the plaintext
and decode the figure content. For this reason, this system is additionally called as
symmetric cryptosystem. It has a few disadvantages like excessively numerous keys,
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key conveyance issue, verification and non-repudiation issue. The imperative kind
which is the public key cryptosystem is created to take care of the issues of symmetric
cryptosystem, and RSA cryptosystem emerges as the most prevalent approach. As
of late, information security has turned into an essential issue for public, private and
guard associations as a result of the extensive misfortunes of illicit information. To
shield the secret information or data from unapproved access, illegal changes and
propagation, different sorts of cryptographic strategies are utilized. One of these
critical strategies is cryptography, which performs the investigation of writing in
secret frame, and it is isolated into two sorts: symmetric cryptography and asymmetric
cryptography.

Cloud computing is emerging a state-of-the-art storage technology in almost all the
domains, but many experts argue about it [1]. Highly scalable services are provided
by the cloud. Users can utilize the services on pay-per-use basis. Cloud computing
theoretically provides infinite resources, but due to growing number of users, practi-
cally services and resources become limited. The services and resources required to
be distinguished on the basis of scale of utilization along with cost. Further improve-
ment in cloud services could lead to a better framework for concurrent users in order
to access resources more than the capacity of the machine user hold which leads to
more popularity and user community attracted towards cloud services [2].

Cloud interoperability is required during the transmission of data to and from the
cloud servers. The cloud service provides ensures quality of service (QoS) through
securitymechanisms. The securitymechanisms usedmay ormay not use redundancy
handling mechanism to conserve space. In the proposed system, security mecha-
nism along with redundancy handling mechanism is enforced for ensuring quality
of service. The attributes considered for evaluation are described below.

1.1 Attributes

Cloud computing is used widely from long time and provides opaque framework
where services are visible to the user but internal working is hidden [3]. Key attributes
in cloud computing are described in this section:

• Service-Based: Themain objective of cloud is to provide a service-oriented frame-
work by hiding details and showing only necessary features to the user. This
mechanism is also termed as abstraction.

• Scalable and Elastic: Services associated with cloud are not fixed. Services can
be added as and when required depending upon mass usage of services. In other
words, scalable environment is provided by cloud computing [4]. Elasticity in
framework indicates that the resources are provided on different platforms that
remain accessible to multiple users at the same time. In other words, concurrency
is supported through the use of cloud computing framework.
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• Shared [5]: Pool of resources are provided by the use of advanced computing envi-
ronment. The provided resources are not exclusive in nature. Exclusive resources
cannot be shared, and that required accessing queue should be maintained.

• Metered by Use: Multiple payment modes are supported by the cloud infrastruc-
tures [6]. Services are accessed on pay-per-use basis. Service provider and clients
are bound by the service-level agreement. User needs to pay for accessing the
services mentioned within SLA.

• Uses Internet Technologies: Services are delivered to the user by the use of Inter-
net. Protocol such as Hypertext Transfer Protocol (HTTP), File Transfer Protocol
(FTP), Terminal network (Telnet), etc., are used for this purpose [7].

Symmetric calculations are commonly viewed, and they are appropriate for
preparing extensive stream of information. A portion of the popular and proficient
symmetric calculations incorporate two fish, Serpent, AES, Blowfish and IDEA.
Also, there are non-specific calculations that offer an elective system for encryp-
tion. Hereditary calculations contain three essential administrators; they are mul-
tiplication, hybrid and change. Furthermore, there are distinctive well-known and
productive deviated calculations like RSA, NTRU and elliptic curve cryptography.

2 Related Work

Li et al. [8] describes IBE technique with outsourcing computation and also offloads
the key generation operations to key update the cloud service provider. It also focuses
on critical issues of identity revocation. It accomplishes consistent productivity for
both calculations at PKG and private key size at client; user need not to contact with
PKG amid key update. PKG is permitted to be disconnect and subsequent to send
the disavowal rundown to KU-CSP; no protected channel or client verification is
required amid key update amongst client and KU-CSP.

Seo et al. [9] proposed the main mCL-PKE scheme without blending operations
and gave its formal security. Our mCL-PKE takes care of the key escrow and dis-
avowal issue. Utilizing the mCL-PKE conspires as a key building block; it proposes
an enhanced way to deal safely and share sensitive information out in the public
clouds. This approach supports quick denial and guarantees the classification of the
information put away in an untrusted open cloud while authorizing the entrance
control strategies of the information proprietor. The exploratory outcomes demon-
strate the productivity of fundamental mCL-PKE scheme and enhanced approach for
people in general cloud. Further, for various clients fulfilling similar access control
arrangements, the enhanced approach performs just a solitary encryption of every
datum thing and lessens the general overhead at the information owner.

Wang et al. [10] proposed a variation of CP-ABE to effectively share the various
hierarchical documents in distributed computing. The hierarchical documents are
scrambled with an incorporated access structure, and the ciphertext parts identified
with characteristics could be shared by the records. Thus, both ciphertext storage
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and time cost of encryption are saved. The proposed system has benefits that clients
can decode all approval documents by figuring secret key once. Therefore, the time
cost of decryption is also saved if the client needs to decode various documents.
Additionally, the proposed plot is ended up being secure under DBDH suspicion.

Xu et al. [11] designed a virtual encryption card framework that gives encryption
card usefulness in virtual machines. In this framework, it displayed the vEC-PPM,
which deals with the encryption resource plan. It saved clients’ information utilizing
a trusted equipment of virtualization in view of TPM. It additionally settled a trusted
chain amongst clients and encryption cards in the light of the composedprotocols. The
design of the virtual encryption card empowers the security and productivity of the
encryption benefit. A usage examination shows that the effectiveness of framework
is similar to that of the native mode. Later on, it proceeds with examination, trying
to plan a virtual encryption cards bunch to help higher encryption speed and more
reasonable similarity with virtualization.

Alabdulatif et al. [12] proposed a safe billing protocol for smart applications in
distributed computing. It utilized homomorphic encryption through adjusting the
Domingo-Ferrer’s plan, which can perform different number arithmetic operations
to fulfil smart grid billing necessities in a safe way. This plan keeps up the exchange
off amongst security and versatility contrasted and other homomorphic plans that
depend on either secure, yet inelastic in terms of arithmetic operations assortment.
Additionally, it proposed an instrument that guarantees both security and integrity
during correspondence between substances. The execution of the proposed system is
very satisfactory; it is sufficiently productive to use in lightweight applications and
can be helpfully connected to cloud-based applications.

Li et al. [13] proposed a CP-ABE scheme that gives outsourcing key-issuing,
decryption and keyword search work. This scheme is productive since it just needs
to download the fractional decryption ciphertext relating to a particular keyword.
In this scheme, the tedious matching operation can be outsourced to the cloud spe-
cialist organization, while the slight operations should be possible by clients. In this
way, the calculation cost at the two clients and trusted specialist sides is limited.
Besides, the proposed plot supports the capacity of keywords look which can enor-
mously enhance correspondence effectiveness and further ensure the security and
protection of clients. It is difficult to stretch out given KSF-OABE plan to help get
to structure represented by tree in [14]. In this paper, based on contingent intermedi-
ary communicate re-encryption technology, an encrypted information sharing plan
for secure distributed storage is proposed. The plan not just accomplishes commu-
nication information sharing by exploiting communication encryption, yet in addi-
tion accomplishes dynamic sharing that enables adding a client to and expelling a
client from sharing gatherings dynamically without the need to change encryption
open keys. Besides, by utilizing intermediary re-encryption innovation, this scheme
empowers the intermediary (cloud server) to specifically share encoded information
to the objective clients without the intercession of information owner while keeping
information security so significantly enhances the sharing execution. In the mean-
time, the rightness and the security are demonstrated; the execution is broke down,
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and the test comes about is appeared to confirm the possibility and the productivity
of the proposed plot.

Liu et al. [15] proposed diagram encryption scheme which just makes utilization
of lightweight cryptographic natives, for example, pseudo-arbitrary capacity and
symmetric-key encryption, instead of moderate homomorphic encryptions. Accord-
ingly, the proposed graph encryption scheme is well disposed to a wide arrangement
of graph information-based distributed computing and edge registering applications,
for example, interpersonal organizations, e-maps, criminal investigations and so on.
Contrast with graph anonymization comes nearer from database group, the proposed
system achieves higher security level as the chart itself is encoded and it does not
make any suspicions on the sorts of attacks.

Song et al. [16] discussed the security enhancement mechanisms including sym-
metric, public key, and homomorphic cryptosystems to enable experts to comprehend
encryption plans for information on distributed storage. AES is utilized as a part of
most secure applications for information on distributed storage. Completely homo-
morphic encryption plans are promising for cloud condition however a long way
from being useful due to their execution rate. Homomorphic assessment of AES
has fascinating applications as a reasonable encryption conspires for information on
distributed storage.

Veeraragavan [17] proposed an improved encryption calculation (EEA) for secur-
ing the data in cloud stockpiling. This is a symmetric encryption calculation. It
utilizes same key for encoding and unscrambling the data previously put away into
cloud. Xu et al. [18] proposed a lightweight accessible open key encryption (LSPE)
conspired with semantic security for CWSNs. LSPE decreases countless calculation
escalated operations that are received in past works; along these lines, LSPE has
sought execution near that of some useful accessible symmetric encryption schemes.
Tsai et al. [19] proposed a protected cloud data encryption framework, named the
circulated ecological key (DENK in short), with which all records are encoded by
one encryption key got from numerous coordinating keys which are keys got from
approved clients’ secret key keys and a believed PC’s natural key. El-yahyaoui [20]
proposed to present an effective and unquestionable FHE in the light of another
mathematic structure that is without commotion.

Thomas [21] described the variousways used in cloud computing for data security.
The information is stored on the incorporated area called data centres that have a
substantial size of information storage. In this way, the customers need to put stock in
the supplier on the accessibility and additionally information security. Beforemoving
information into general society cloud, issues of security gauges and similarity must
be tended to. A trusted screen introduced at the cloud server that can screen or
review the operations of the cloud server. In limiting potential security trust issues
and additionally sticking to administration issues confronting cloud computing, an
essential control measure is to guarantee that a solid cloud computing service-level
agreement (SLA) is set up and kept up when managing outsourced cloud service
suppliers and particular cloud merchants. Cloud computing guarantees to change the
financial matters of the server farm, yet before sensing and managed information
move.
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To resolve the problem with the existing literature, the proposed literature
presents efficient solution. The encryption mechanism with the redundancy handling
mechanism is proposed as described in the next section.

3 Methodology

The methodology of proposed work consists of registration process at first place.
The registration in proposed system will be two-phase process. In the first phase,
registration at data storage provider is made. After successfully registering, user can
load files at data storage provider end. To generate keys, users require performing
registration at key service provider. In order to retrieve the files, users must login to
the DSP and then KSP. The keys generated could be used in order to decrypt the file.
The mechanism also uses redundancy handling mechanism for preserving space for
extra file loading. Also online source of files like Google Docs can be used to retrieve
the files and perform encryption and decryption.

The detailed steps are described as under:

3.1 Registration at DSP

The registration at DSP comprises unique username and password. Username and
password once registered at DSP can be used for accessing file uploading module.

3.2 Registration at KSP

Key service provider (KSP) is used in order to generate the keys for the file which is
uploaded. The proposed system is capable of generating the keys for files generated
from online source.
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Start

Fetch the file from online or
offline source

Apply Redundancy handing Mechanism

Obtain Cipher text

Ciphertext=c

Generate the key using byte level
deduplication and random key generation

and upload it to the cloud

Generate Plain Text

PlainText=Decode(CipherText)

Print Plain Text

Stop



8 M. Kaur and K. Kaur

3.3 Generating Keys

In order to generate keys, usermust login to theKSP.Thefiles uploaded are encrypted,
and corresponding keys are generated. The redundant files are neglected, and rest of
the files are uploaded with the public and private keys generated.

3.4 Encryption and Decryption

For encryption and decryption using byte-level DNA-based EX-3 code, algorithms
are hybridized. The algorithm yields ciphertext after receiving files as plaintext.
Verification of the overall procedure is in terms of time consumed and size of the file
that can be uploaded.

4 Result and Performance Analysis

The result is presented in terms of file size that can be uploaded. Reliability of
encryption and decryption in terms of time consumed is also a performance metric.
The comparison in terms of quality is given below.

Space conservation is achieved using the proposed system. This space conserva-
tion is indicated through Table 1.

The plots correspond to the existing and the proposed literature are given in Fig. 1.
The result deviation obtained using the existing and the proposed system is also

given through the line chart. The line chart is generated by feeding the values obtained
from the simulation as shown in Fig. 2.

The execution time subsequently reduced as file size to be uploaded reduced. The
execution time is estimated by subtracting the end time of simulation from start time
of simulation. The comparison table for the same is given as Table 2.

The plot for the execution time is given using bar and line charts. The chart
generation is done using the facility provided through excel and JFreeCharts (Fig. 3).

The simulation results obtained are also plotted using the line chart. The proposed
system execution time is better as compared to the existing system. The proposed

Table 1 Simulation results
with different file sizes

Simulation Block level (KB) Byte level (MB)

Sim 1 1046 678

Sim 2 1055 500

Sim 3 2010 878

Sim 4 1034 645

Sim 5 1074 788
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Table 2 Simulation result of
execution time

Simulation Block level (ms) Byte level (ms)

Sim 1 123 83

Sim 2 103 67

Sim 3 112 78

Sim 4 187 102

Sim 5 118 81
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system uses the byte-level deduplication, and the existing system uses block-level
deduplication (Fig. 4).

5 Conclusion

From this research paper, we conclude that the cloud computing not only provides the
resources to the users but also develops major security challenge. There are security
requirements for both users and cloud providers, but sometimes it may conflict in
some way. Security of cloud depends upon trusted computing and cryptography. In
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our review paper, some issues are related to data location, security, storage, availabil-
ity and integrity. Establishing trust in cloud security is the biggest requirement. The
problems and corresponding solutions may require further investigation in terms of
key size and complexity. Complexity of key can be further enhanced by the use of
pseudo-random number generator within the key generation phase.

By incorporating complex key structure, cloud performance and user interaction
can be further enhanced.
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TensorFlow-Based Semantic Techniques
for Multi-cloud Application Portability
and Interoperability

Tanveer Kaur and Kiranbir Kaur

Abstract Cloud computing permits plentiful access to shared pools of resources that
are configurable and provide higher-level services to the user, which can be easily and
hastily granted with minimal management effort. With the advancements in cloud
computing, many cloud service providers have started using the distributed high-
end servers to provide services to its users. However, while designing an efficient
cloud environment, it has been found that the application portability is a key issue.
Portability is usually offered to mitigate supplier lock-in. Nevertheless, shifting from
a single method to an alternative for a minimum of work, seeing that is quite possible
together with box companies, which can also improve the durability along with
scalability. Therefore, in this paper, a novel TensorFlow-based semantic technique
is designed and implemented to significantly port the applications between high-end
servers. Extensive experiments have been carried out to evaluate the effectiveness of
the proposed technique. Extensive experiments reveal that the proposed technique
outperforms the existing techniques.

Keywords Cloud computing · Semantic · Multi-cloud · TensorFlow · Application
portability · Vendor lock-in

1 Introduction

Application portability has the capability of an application to be compactly intro-
duced, sent, got to and oversaw—independent of their conveyance display. This term
communicates an application’s adaptability when this is utilized on numerous dis-
tinctive stages or quickly got to from the Internet, a work area or system. Application
portability coordinates various abilities of an application, and that application can be
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got to over the Internet from aWeb program. At the point when disconnected, appli-
cation portability portrays an application’s ability that is to be actualized on basic
working framework (OS) conditions [1]. Application portability likewise alludes to
an application that is transmitted and executed by means of versatile gadgets, for
example, a Universal Serial Bus (USB) pen drive.

Portability. It is possible to move or transmit all portable apps between drives
such as USB flash drive and carry anywhere. If you want to have your favourite
programs available with you at all times, in this case this can be more helpful.

Better privacy. Since compact applications don’t leave any utilization follows
or remaining records behind and they don’t should be introduced. This makes them
quite fit for private usage scenarios.

Synchronization with cloud storage services. Portable applications can be syn-
chronized with cloud storage services such as Dropbox. This is really helpful on the
off chance that you utilize a distributed storage benefit on different PCs to match up
your documents.

Custom application settings. The settings are typically spared with the appli-
cation itself, when you indicate any custom settings for a versatile app (e.g. default
download organizer for a compact browser). So you get a steady client encounter,
regardless of the PC utilized for getting to the versatile application(s) [2].

Cloud Computing is often a model that gives consumers limitless computing
electrical power that may be seen from anywhere based on consumer’s convenience.
User could incorporate rely the time like CPU, memory space, safe-keeping and also
bandwidth along with demand for the reasoning provider [3]. User might also make
use of prefabricated expert services like The amazon online marketplace Cognate,
SuppleBeanstalk supplied by this reasoning service provider in order to boost smooth
operating regarding a questionnaire along with much less labour pool.

2 Technique Used

2.1 The Semantic-Based Approach

The overall model is a graph-based representation, structured into five conceptual
layers. The five conceptual layers are [4]:

• This parameter level shows this criteria associated with the info sort changed
between providers while input in addition to creation of this operations.

• The operations level shows these syntactic criteria in the operation and also benefits
revealed by the cloud services (described through WSDL).

• The service level presents the particular semantic annotation of the vendor-
dependent impair solutions (exposed via OWL-S) as well as the supporting ontolo-
gies necessary to find the particular cloud service provider reinforced operation,
suggestions plus productivity parameters.



TensorFlow-Based Semantic Techniques for Multi-cloud … 15

• The cloud pattern level represents this semantic explanation involving agnostic
in addition to vendor-dependent cloud patterns becoming aware via an OWL
representation. It contains habits in infrastructural level possibly at program level.

• The application pattern level symbolizes the actual account associated with
behaviour expounding on the applying to be ported.

2.2 TensorFlow

TensorFlow is usually anopen-source stockpilewith regard to statistical computation.
It was developed by Google in 2015. Offers allocated concurrent unit understanding
based upon general-purpose dataflow graphs.

3 Related Work

Antoniades et al. [5], Enabling Cloud Application Portability, introduced the Cloud
Application Requirement Language (CARL). CARL can be used for describing the
application software and hardware requirements, information that is then encom-
passed into the TOSCA description of the cloud application, beside the applica-
tion blueprint. CAMF’s information service utilizes both these artefacts to provide
IaaS-specific configurations that satisfy the user’s requirements. Ranabahu et al.
[6], Application Portability in cloud computing, November–December, survived an
abstraction-driven way to deal with location the application convenience issues and
spotlight on the application improvement process. It additionally surviving our hypo-
thetical premise and involvement in two down to earth extends in which it connected
the Abstraction driven methodology. Gunka et al. [7], Moving an Application to
the Cloud, provided help understanding this issue by characterizing an evolution-
ary strategy to relocate a current application to the cloud. The principle ventures
of this change are (1) porting the application to an IaaS, (2) including load adjust-
ing the introduction and business rationale layer and (3) incompletely moving the
application to a PaaS. Next to with every one of the means depicted multi-cloud
methodologies will be considered keeping in mind the end goal to have the capacity
to moderate dangers by using repetitive, free frameworks and to guarantee benefit
vicinity for clients at various areas. Moreover, choice help is required to help rec-
ognizing the best-coordinating cloud stages for each progression. Kolba et al. [8],
Towards Application Portability in Platform as a Service, arranged portability issues
of PaaS; it portrays a model of current PaaS contributions and recognizes distinc-
tive conveyability perspectives. Starting from the model, it infers an institutionalized
profile with a typical arrangement of capacities that can be found among PaaS sup-
pliers and relating with each other to check application transportability in view of
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biological system abilities. It approves our discoveries with a comprehensive infor-
mational collection of 68 PaaS contributions together with an electronic application
for versatility coordinating. It additionally distinguishes advance convenience issues
by moving the application to various PaaS merchants, approving biological commu-
nity movability and giving indications to future research headings. Di Martino et al.
[4]. Semantic Technique of Multi-cloud application portability and Interoperability
2016, presented a semantic-based representation of application patterns and cloud
services exhibited, with a case of its utilization in a normal dispersed application,
which shows how the proposed strategy can be effectively worked for the disclosure
and arrangement of cloud services. Kostosk et al. [3], ANewCloud Services Portabil-
ity Platform, proposed another cloud compactness benefit stage and gave an outline
of the present patterns in the zone of cloud benefit portability, particularly breaking
down the TOSCA’smethodology. The new stage proposition depends on establishing
a connector show, which offers the coveted cloud movability. The new arrangement
characterizes the administrations by a XML TOSCA approach. Cretella et al. [9]
discovered functionalities, APIs and assets required for the application improvement
through semantic-based agnostic (vender independent) portrayals of such applica-
tion segments, and re-aiming to fabricate a custom platform as a service (PaaS) that
can acknowledge and exchange establishments of any convenient applications.

4 Gaps in Literature

• Getting a new progress, interconnected atmosphere is confrontedwithmany obsta-
cles, for example, provisioning, protection, acceptance and personality managing,
flexibility, economic vitality proficiency and so forth;

• Vendor lock-in which ends from the possible lack of interoperability along with
portability is said being a dominant obstacle in the route connectedwith realization
connected with interclouds;

• Communications in Computer and Information Science (CCIS);
• The use of TensorFlow has been pushed aside by means of pre-existing examiner
to provide more cost-effective brings about multi-cloud environment.

5 Proposed Methodology

This section contains the graphical representation of the proposed technique, con-
sisting of various steps which are required to successfully accomplish the suggested
algorithm shown in Fig. 1.

• Step 1. User sends a service request to cloud service provider;
• Step 2. Train the TensorFlow;
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Fig. 1 Proposed block diagram

• Step 3. It checks that whether a job portability is required; if yes, then port load,
and if no, then service request goes to high-end services (HESn), and high-end
service provided the services to users.

The proposed technique is designed usingANACODA.TCPuses a neural network
to evaluate the T-worth function. The input for the system is the current, whereas the
output is the relating T-worth for every one of the activity (Table 1).

Table 1 T leaning information

1 Activity (Ac): Altogether the conceivable moves that the specialist can take

2 State (St): Present circumstance reverted by environment

3 Reward (Rd ): An instant return send back from the environment to assess the last activity

4 Strategy (π ): The methodology that the specialist utilizes to decide the following activity
dependent on the present state

5 Worth (Ve): The predictable lasting return with reduction, as opposed to the temporary
reward Rd . Veπ (c) is refer to as the expected lasting return of the present states under
strategy π

6 T-worth or activity-worth (T): T-worth is like worth; then again, actually it takes an
additional stricture, the present activity u
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We train the network dependent on the T-learning inform condition. Review that
the objective T-worth for T-learning is:

d + γ max
u′ Q

(
εj+1,u

′; σ−)
(1)

The ε is comparable to the state c, whereas the σ represents the strictures in the
neural network, which is not in the space of our dialog. Along these lines, the loss
function for the system is characterized as the squared error among target T-worth
and the Q-worth output from the network.

Algorithm 1: Deep T-learning with experience replay

Originate replay memory M to capacity P
Originate activity-worth function T with random weights σ

Originate target activity-worth function T
∧

with weight σ− = σ

For incident = 1, M do
Originate sequences r1 = {m1} and pre-processed sequence ε1 = ε(r1)
For t = 1, T do
With probability ε select a random activity ut
Otherwise select ut = argmaxaQ(ε(rt), u; σ)

Execution action ut in emulator and observe reward dt and image mt+1

Set rt+1 = rt,ut,mt+1 and pre-process εt+1 = ε(rt+1)

Store transition
(
εt,ut,dt, εt+1

)
in D

Sample random minibatch of transitions
(
εj,uj,dj,εj+1

)
from D

Set nj =
{

dj if episode terminates at step j + 1
dj + γ maxu′ T

∧(
εj+1,u′; σ−)

otherwise

Perform a gradient descent step on
(
nj − T

(
εj, aj; σ

))2
with respect to the

network parameters σ

Every G steps reset T
∧

= T
End For
End For

• Experience Replay: Since training samples in distinctive RL set-up are excep-
tionally corresponded and less data-efficient, it will tougher convergence for the
network. An approach to resolve of the sample distribution issue is adopting back-
ground replay. Basically, the sample transitions are stowed, which will at that point
be haphazardly chosen from the “transition pool” to refresh the knowledge.

• Separate Target Network: The objective T network has identical structure as the
one that estimates worth. In each C step, as indicated by the above pseudocode,
the target network is reset to another. Along these lines, the fluctuation becomes
less severe, bringing about progressively steady trainings.
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6 Proposed Methodology

This section defines the graphmethodologywith the help of parameters like execution
time, number of swaps, load imbalance rate, and overhead time to describe the
effective results in cloud computing environment. Another two strategies are likewise
basic for training TCP.

Figure 2 shows the query execution onVMs, execution atVMswithout any failure,
failure at VMs, response to query (−ve) meaning not active and energy consumption
by VMs.

Execution time. The execution time intended for an activity is described as how
much time the whole usually takes to carry out confirmed job; this includes time
utilized executing work time and also program products and services about its behalf.
The particular apparatus and also system familiar with estimate execution time for a
particular job are described as follows:

Fig. 2 Graphical representation of queries on VM’s
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Fig. 3 Execution time

Fig. 4 Waiting time graph

Execution Time = Stop Time−Start Time

The below graphs show the comparison between the existing system and proposed
system with respect to execution time. Figure 3 shows that existing system had
consumemore execution time than the proposed system. Figure 4 shows that existing
system had consume more waiting time than the proposed system.

7 Conclusion

Interoperability is the capability regarding more than one devices or apps to switch
details and also to mutually employ the details which were exchanged. Cloud inter-
operability is the ability of a customer’s system to connect to a cloud program or
the flexibility for one cloud that wants to connect to alternative cloud solutions by
swapping details based on some given method to receive estimated results. The inter-
operability obstacles with each one of the clouds program classes (IaaS, PaaS plus
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SaaS)might be different. Thatmight bemore challenging to realize behavioural inter-
operability over a couple of uses as opposed in order to connect a compute preferred
to remote control storage, intended for example. In this paper, to enhance equally
interoperability as well as portability, a new TensorFlow-based interpretability has
been designed and implemented. It trains engines your semantic options that come
with multi-cloud programs to boost the outcome further. Extensive experiments have
been carried out to evaluate the effectiveness of the proposed technique. Extensive
experiments reveal that the proposed technique outperforms the existing techniques.
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Enhancing High Availability for NoSQL
Database Systems Using Failover
Techniques

Priyanka Gotter and Kiranbir Kaur

Abstract NoSQL allows fast processing of real-time large data applications. It
allows database professionals to make use of elastic scalability of database servers.
Most of these databases are created to perform on full throttle despite the presence
of low-cost hardware. Users are able to create the database more quickly due to
the non-relational nature of NoSQL. There is no need of developing the detailed
(fine-grained) database model. As a result, it will save lots of development time. The
primary aim of this paper is to present a novel data integration method as well as
workflow that executes the data integration of various source systems in such a way
that user does not require any programming abilities. Middleware is considered as
main part of the proposed technique which provides high availability of data in case
of failures by utilizing the checkpointing. Experimental results reveal that the pro-
posed technique provides efficient results, especially in case of any kind of failures
in distributed NoSQL servers.

Keywords NoSQL · High availability · Checkpointing · Failures

1 Introduction

The capacity to move duplicate or exchange information effectively from one
database, stockpiling or IT condition to another in a safe and secure way with-
out hindrance to usability is termed as data portability. The information must be in
an organization that is interoperable between a few stages if we have to work with
data portability [1, 2]. This concept comes forward to handle the issue of massive
data. Data is increasing day by day and SQL databases are not able to manage this
huge amount of data. There is a need of non-relational (often known as NoSQL)
database management system since relational databases just work with organized
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information [8], which can manage both organized and semi-organized information.
To compose the information, i.e., produced from different applications [4], social
database and other customary databases take after unbending structure. However,
NoSQL database gives adaptability in arranging the information that makes it sim-
ple to get to the information. They are not founded on a single model [5] (e.g., social
model of RDBMSs), and every database is relying on the objective usefulness. ACID
properties are imposed in SQL server [7]. Likewise, BASE property is imposed in
NoSQL. The BASE acronym was characterized by Eric Brewer, who is likewise
known for planning the CAP hypothesis. As per CAP hypothesis, in the meantime, a
circulated PC framework cannot ensure themajority of the accompanying three prop-
erties in the meantime, i.e., consistency, availability and partition tolerance. NoSQL
has recently come out and has developed interest and criticism [11]: interest simply
because they manage specifications which can be significant within large-scale uses
and criticism due to the analysis with popular relational achievements [3]. Uniform
data access is a computational idea explaining an evenness of controllability along
with connectivity across numerous target data sources. Data integration consists
of mixing data residing in various sources and offers users with a unified view of
them. This technique gets to be significant in a range of conditions, such as either
industrial (such because if not one but two equivalent businesses should merge his)
or her database and scientific (combining investigation comes from various bioin-
formatics repositories, to get example) domains. A checkpoint is a local state of a
task kept on secure storage. Simply by routinely performing a checkpointing, one
can possibly help you save a reputation of an activity with regular intervals. In case
any node fails, one may resume computation from the earlier checkpoints, thereby
avoiding restating execution from the beginning.

2 Related Work

This paper offers a novel integration methodology to be able to question information
through different relational databases alongwith NoSQL repository system [12]. The
recommended technique is dependent onmeta-model strategy and it also protects the
structural, semantic plus syntactic heterogeneities of origin system. To demonstrate
the particular usefulness of recommended method, an Internet program is definitely
designed, named hybrid DB. It possesses a database layer which provides whole
database services over origin system. The parameters defined are entire running
time, data retrieval time and native query time. Leavitt [6] learnt thatmany companies
gather huge amount of client, scientific, sales and other details with regard to long-
term evaluation. Traditionally, these types of companies have saved organized data
in relational databases for long-term accessibility and evaluation. However, growing
quantity of designers plus users has begun looking at various types of non-relational,
right now frequently termed NoSQL databases. Different NoSQL databases carry
various approaches. What we share can be that they are non-relational. Its major
benefit is that contrary to relational databases, they hold unstructured information

https://en.wikipedia.org/wiki/Data
https://en.wikipedia.org/wiki/Database
https://en.wikipedia.org/wiki/Bioinformatics
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like files, mails and media efficiently. By using the advantages of NoSQL to migrate
data, Nikam et al. introduce a framework that is helpful to map the MySQL query
to MongoDB query format [9]. Soon after, it fetches the data faster by presenting a
decision maker that chooses the database from which data can be fetched at a rel-
atively faster rate, thus uplifting the system performance. The previous years have
experienced an extreme rise in the quantity as well as the heterogeneity regarding
NoSQL data stores [10]. As a result, researches along with comparison of such infor-
mation stores have gotten difficult. Recently, several info-accessibility middleware
programs with regard to NoSQL have emerged that include use of different NoSQL
info stores out of standard APIs. Rafique et al. presented two complementary studies.
First, Rafique et al. measure the efficiency overhead described by these systems for
the CRUD operations. Second, costs of migration with and without these kinds of
programs are usually compared.

3 Limitations of Earlier Work

Subsequent section describes the limitations of the existing work.

3.1 High Availability

When it is continuing to grow quickly, the NoSQL local community is actually
innovative additionally along with falls short of the maturity on the MySQL end user
base. Definitely, NoSQL will be quickly increasing, but it is experiencing the high
availability issue.

3.2 Lack of Reporting Tools

The unavailability of reporting methods for evaluation and performance testing is
the major issue with NoSQL databases. On the other hand, by using MySQL, you
can acquire many reporting tools to aid you to validate your individual application’s
validity.

3.3 Lack of Standardization

To ensure that NoSQL is growing, it requires an average query language including
SQL. This is a significant problem pointed out by experts at Microsoft, who seem to
report that NoSQL’s absence of standardization could cause an issue for the duration
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ofmigration.Apart from this, standardizationwill be very significant to the repository
sector to be able to bring together themselves while in the future.

4 Proposed Methodology

This section contains the graphical representation of proposed technique, consisting
of various steps which are required to successfully accomplish the suggested algo-
rithm. Each time a checkpoint function happens, many unclean data file web pages
for any repository are usually prepared for NoSQL web server (all web pages may
have improved with memory since they were examined from NoSQL web server as
well as the previous checkpoint), irrespective of the point of transaction that pro-
duced the particular transformation. Before the page is usually prepared for NoSQL
web server, every log data including the new log data conveys a big difference for
that web page that is usually prepared to NoSQL web server (yes, log records may
be cached with RAM too).

Use of checkpointing:

• Preserve condition of task from steady intervals;
• Allow fewCSP to supply higher access to your requests of clients in case of failure;
• Decrease the loss of calculations out while in the indication of failures.

To show the checkpointing structure, 2 metrics are used:

• Checkpoint overhead (due to checkpoint implementation, execution period of task
is increased);

• Checkpoint latency (duration of their time needed in order to save lots of your
checkpoints).

All the jobs are submitted by the clients to request manager. The given job is
splitted into threads by request manager and also assigns one site (service manager)
to threads and updating of global checkpoint took place. In First in First out (FIFO)
fashion, the threads are selected by every site and casually loaded service node is
assigned to it. That thread is executed by service nodes, or if the execution of any
other thread is going on, then this thread may be added in its waiting queue. N1 in
order to N12 is the service node which will supply services for the clients.

Algorithm:

• Step1: Clients send their tasks to distributed NoSQL service provider (DNSP)
present at local site;

• Step2: DNSP split the task in threads. Then min loaded site is distributed to the
jobs;

• Step3: After distribution of sites, updating of global checkpoint took place;
• Step4: Checkpoint will probably function periodically;
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Fig. 1 Existing technique
without failure

• Step5: By analyzing checkpoint DNSP, it checks whether any site has failed or no
failure occurs. New save point is generated if no failure took place and checkpoint
updating took place;

• Step6: The work is transferred from failed node to available site in case of failure
and updating of checkpoint will take place.

Figure 1 shows the existing technique without failure. User submits the NoSQL
query to the query server. Query server performed its job and it decomposes the
query so that it can be run at their respective sites and generates the result. Later on,
the output is fetched from each and every site so that final result is merged, and it
will return back to the user. On the other hand, Fig. 2 describes what if the site 2 is
crashed due to any reason. It will not generate its output. Other sites will wait for
the output so that final result can be merged. This leads to increase the data retrieval
time, and also, final result is not merged (Fig. 3).

This methodology introduces the checkpointing scenario.
The steps included are:

• Step1: Initially, the failures are monitored that are occurring due to any condition;
• Step2: Save the checkpoints that are used to recover the data later;
• Step3: If failure does not occur, it will return to the user back;
• Step4: If failure occurs, then rollback to save point is the phenomenon by which
the availability of data got increased;

• Step5: If queries are terminated, the responses are automatically sent to the user,
and if it is not, then repeat steps from starting.



28 P. Gotter and K. Kaur

Fig. 2 Existing technique
with failure

Fig. 3 Flowchart of
proposed algorithm

Algorithm 1
Algorithm initPPreDeCon

(
Dbuf , d ,∈, μ, λ,e

)

/ ∗ every place inD is noted as unclassified and Dj is a

collection of point Proce
Processor n, 0 ≤ n < p do
for each unclassified 0 ∈ Dbuf do

If C̄ORE
pref
den

(h)then/ ∗ enlarge a new cluster ∗ /

build newmicroClus q − micro
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make new cluster ID
put entirey ∈ N̄ W̄O∈ (h)in queueU ;
While U �= ∅ do
p = initial point inU ;
calculate Z =

{
y ∈ DIRREACHpref

den
(q, y)

}
;

for every y ∈ Z do
if y is classified , in that case
put y inU ;
allot present cluster ID to y
put y inmicroClus
eliminate p fromU ;
otherwise
mark h as noise;
finish.
finish
Add q − micro in q − microClus record
finish.
//combine step
Processor n, 0 ≤ n < P do
For every classified m ∈ Dj do
if |clusID| > 1 in that case
//amount of clustered that point gets
put Min of them as clusID;
eliminate m point frommicroclus in recordlpj
finish

Note: Q_Si = query size, QQ = query queue, QS = query status, AV_QQ =
available queryqueue,AV_RS= available resources status,qi = independent queries,
R_CAP = resources capacity, vm = virtual machine, rvm = reconfigurable virtual
machine, pr= available physical resources, mips=million instructions per seconds.

Algorithm 2

1. Initialize input parameters:
Ni → Number of queries,Aj → arrival time of Ni, rs → resources

2. Sorting queries:
AV _ QQ[] = SORT

[
Ni,Aj

]

j = 0;
AV _ RS = “ready”
for every resources Rs in resource group do
while(Rs is in running state)
skip and choose the next one
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3. Select resources
IfRs

[
j
]
selected

Rsselected [] = Rs
[
j
]

j + +;
k = 0; //for every selected resources

4. Check query dependency:
if (dependent queries in Rs selected [])
assign AV _QQ[k] to Rs selected []

5. Check available resources:
if (R_CAP > Q_size)
submit queries to selected resources
elseif (R_ CAP < Q_ size)&&(AV _ RS = ‘terminated ’)
make new vm tomatch the Q_Si

6. Check vm status:
If (vm failure = true)in that case
make new vm from rvm
check
if (New vm’s capacity(mips) > Q_Si)
assign queries
otherwise

6.1 make vm using one PR to satisfy the Q_size
If (Q_size < avail_(PR))

Create vm
Update vm pool

6.2 Create vm from combining PR to satisfy the Q_size
//for(i = 0; i < +n_PR; i + +)

//for(j = 1; j < n_PR; j + +)

elseif (avail_
(
PRij

)
> Q_size)

create new vmi + vmj

7. Check status of dependent queries:
if qs = executed process Qi

else
repeat the process from step 5

8. Queuing independent queries based on priority:
Select Qi and replicate the similar process from step 5

9. Check status of each and every query:
If (qs = executed &&QQ = empty)
then stop the process
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Fig. 4 Entire running time
analysis

Fig. 5 Data retrieval time
analysis

5 Results

This section defines the graph methodology by using the following parameters:

• Entire running time defines the time taken by the queries to give appropriate results
according to the values;

• Data retrieval time defines the time at which the data is retrieved from the database
management system and there aremany options to store the retrieved data like files.

The comparison between the existing system and proposed system with respect
to native query time, data retrieval time and entire running time is shown in Figs. 4
and 5.

6 Conclusion

A NoSQL checkpoint is a kind of test operation that verifies data retrieved from the
database by comparing that data with the baseline copy stored in your project. That
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may be needed, for example, when you test an application that modifies a database
and want to verify that the appropriate tables are updated correctly. Baseline data
used by the checkpoint for verification is stored at middleware end. Each element
contains connection settings for a database and a baseline copy of the data to be used
for verification. Experimental results reveal that the proposed technique provides
efficient results, especially in case of any kind of failures in distributed NoSQL
servers.
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Implementation of Automated Bottle
Filling System Using PLC

S. V. Viraktamath, A. S. Umarfarooq, Vinayakgouda Yallappagoudar
and Abhilash P. Hasankar

Abstract Automatic bottle filling using programmable logic controller (PLC) con-
stitutes a user-specified volume selection, in which the user can input the desired
amount of liquid or water to be inserted in the bottles. It is generally used where
many bottles of same volume are to be filled by passing bottles over the conveyor
belt. PLC is a main functional block in the automation which tries to minimize the
complexity and increases safety and cost reduction. Using of PLC in filling the bot-
tles allows us to select the required amount of liquid by the ladder language. Filling
is done by using motor, sensors, conveyor belt, PLC, solenoid valve, and so on. The
whole system ismore flexible and time saving. The process of filling is carried out for
packaging of liquid and beverages. This is an interdisciplinary branch of engineer-
ing which includes mechanical, computer, and electronics parts. The process also
enhances the knowledge of fabrication, programming, design, planning, and presen-
tation skills. The PLC is gaining popularity because it is easy for troubleshooting
which makes programming easier and reduces downtime.

Keywords Automation · PLC · Sensor · Solenoid valve · Glass motor
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1 Introduction

Automation is the use of control system for operating equipment’s and informa-
tion technology with minimal or reduced human intervention in the production of
goods and services [1, 2]. Apart from manufacturing, the automation has found a
notable impact in industries. Automation has been achieved by variousmeans includ-
ing mechanical, hydraulic, pneumatic, electrical, electronic devices, and computers,
usually in combination. Major part of the world economy is played by automation.
Automation finds its application in the field where a liquid must be filled continu-
ously for fixed interval or based on volume of the bottle such as soft drinks and other
beverage industries [3, 4]. The work presented is an application of automation, and
the processes are controlled using the PLC. The PLC that was used in this work is
Rexroth-L20. This PLC operates on 24 V DC and variable number of inputs and
outputs.

2 Literature Survey

Control engineering has been the best field of engineering [1–4]. In the past, humans
were employed for controlling the system [5, 6]. Always, there is an eagerness in
human beings to develop better technique in any working process to attain or to
provide less mental stress and more comfort to the operators. The PLC is selected
based on scan time, communication protocol, memory size, and software loaded into
it. Nowadays, electricity is being used as control for automation, but in older days
relays were used as control automation. Relays are very expensive, since they are
mechanical devices it has limited usage and lifetime. The improvements of low-cost
computers have changed trends in the automation fields. The programmable logic
controller was started in the 1970s and has become the most common choice for the
large-scale manufacturing controls in all automation industries [7, 8].

3 Component Description

3.1 Inputs

Infrared (IR) sensor is used as an input. An IR sensor is a device that senses changes
in its surrounding. An IR sensor can sense the heat, and it can detect the motion. In
our project, IR sensor is used to detect the bottle position [7]. The IR sensor is shown
in Fig. 1.
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Fig. 1 IR sensor

3.2 Outputs

The various output devices used are motor and solenoid valve. The motor is used to
drive the conveyor in forward direction. One end of solenoid is connected to the tank
and other for filling process [9, 10]. A solenoid valve operates electromechanically.
Electric current controls functioning of the valve. In fluidics, solenoid valves are used
most commonly to control elements. Their functions are to close, open, distribute,
or mix liquids. Solenoids offer good reliability, easy switching, compatibility with
other devices, and small size. The solenoid valve is shown in Fig. 2.

Fig. 2 Solenoid valve
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3.3 Regulator

The outputs that are obtained from PLC cannot be directly fed to the output devices.
Hence, regulators are used in order to supply with the amount of voltage that is
required by the output devices. In this work, 12-V regulator has been used to step
down the output from 24 to 12 for the motor that was used to drive the conveyor
belt. The regulator is covered by a heat sink in order to control the amount of heat
dissipated while transferring the regulator 7812 IC as shown in Fig. 3.

4 Methodology

Bottles are placed in required position on a conveyor belt. When the power is
switched, the conveyor belt starts to move along with the bottles on it. Once the
bottles appear in front of IR sensor which is placed to detect the bottle, conveyor
belt stops making the bottle positioned still below the solenoid valve. After 7-s time
interval, solenoid valve opens. This results in flowing of liquid from reservoir to
bottle through solenoid valve. Up to 20 s, liquid will be continuously flowing into
the bottle making it full. After 7 s, the conveyor starts to move and carries away the
filled bottles unless and until next bottle is detected. This process continues till the
power is on [11] as shown in Fig. 4.

5 Description

The filling operation takes place when the bottles are kept in sequential manner on
a conveyor belt. The bottles are filled one at a time irrespective of number of bottles
on the conveyor belt. The process is also provided with a volume defined by the user
by adjusting the time interval provided to fill the bottle. The block diagram is shown
in Fig. 5.

Fig. 3 7812 regulator
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Fig. 4 Flowchart of bottle filling system

Fig. 5 Block diagram of
PLC interfacing

5.1 Bottle Detection Using IR Sensor

Bottles are kept in position over the conveyor belt at the input side. IR sensors are
used to detect the presence of bottles. The sensor will detect their position based on
bottle motion. The IR sensor sensing the bottle is shown in Fig. 6.
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Fig. 6 IR sensor sensing the
bottle and filling

5.2 Bottle Filling Operation

Once the bottles are in front of IR sensor, they are detected. Once the bottle reaches
the desired position, the conveyor belt stops, and filling operation begins after 7 s of
delay. Seven seconds of delay is provided to settle the bottle over the conveyor belt.

5.3 Specified Volume of Liquid Introduced

The filling operation is associated with the volume defined by the user. The desired
volume of liquid is fed into the bottle depending on the volume that is already stored
in the program. In this work, the preset value of timer is defined which ensures the
solenoid opening for that time instant. This process continues until there are bottles
on the conveyor belt. The overall setup is power dependent; hence, once the power
is turned off, the system stops. When the bottles are on the conveyor and the power
is on, the process of filling simply continues.

6 Simulation Results

a. When power is switched on, conveyor belt starts moving as shown in Fig. 7.
b. When IR sensor is on, the bottle is sensed as shown in Fig. 8.
c. Solenoid valve opens and closes after filling the bottle as shown in Fig. 9.
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Fig. 7 Conveyor belt ON

Fig. 8 IR sensor is ON

7 Advantages

• Compact and Portable system [12].
• Economical system.
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Fig. 9 Solenoid valve opens and closes after filling the bottle

8 Limitations

• It uses electronic components and circuits; any amount of water leakage will be
dangerous.

• Using this system, only one bottle can be filled at a time.

9 Future Scope

As a future scope, the project can also be employed with various sizes, shapes, and
weights of the bottles and densities of the liquid. A level sensor can be used to detect
the level of liquid filled. Instead of filling one bottle at a time, it can be made to fill
the multiple bottles at a time reducing the time, but design complexity increases. The
process can also be extended to stuffing of definite quantity of capsules in bottles.
The process can be made more efficient using flow sensor which detects the water
flow. The process can be implemented on other controllers and the cost factors. The
system can be made more feasible with advancement in technology. The automation
system finds wide range of applications.
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10 Conclusion

This paper describes a method to develop an automated bottle filling system based
on user-defined volume. The process is controlled by PLC. The entire system is
more flexible. Implementation of automated system increases the productivity and
economy. The language used to design this model is easy and understandable by
common people. This system can be used in every industry. With this work, it is
possible to design other applications of automated system.
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An Integrated Approach to Network
Intrusion Detection and Prevention

B. Bhanu Prakash, Kaki Yeswanth, M. Sai Srinivas, S. Balaji,
Y. Chandra Sekhar and Aswathy K. Nair

Abstract At present, with the expansion of size of the internet, security plays a
crucial role in computer networks. Also with the advancement of Internet of things,
earlier technology like firewall, authentication and encryption are not effective in
ensuring the complete security. This has lead to the development of Intrusion Detec-
tion Systems (IDS) which monitors the events in computer networks to recognize
the threats that violates computer security. With the help of various machine learn-
ing algorithms we have carried out the implementation of IDS. Machine learning
technique increases the accuracy of anomaly detection in real-time scenario. This
work focuses on K-Nearest Neighbor (KNN) classifier and Support Vector Machine
(SVM), which classify the program behavior as intrusive or not. To prevent DoS
(Denial-of-Service) attacks, a new method is implemented in this paper. The KNN
classified data which provides malicious IP address are blocked in routers through
Standard Access-list.

Keywords Computer security · Intrusion detection · KNN

1 Introduction

Computer security vulnerabilities prevail as long as we have flawed security mea-
sures, insecure software programs, weak authentication mechanisms, and network
protocols. Almost all types of information are communicated and stored in public
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switched communication network. This may lead to illegal interception, wiretap-
ping and tampering thereby, damage the entire system that results in irreparable loss
[1, 2]. Security products and Intrusion Detection System (IDS) are the existing meth-
ods to tackle the threats in computer networks. The latter is more intelligent as it
gathers all the information and study the behavior and finally based on that it could
characterize a program’s normal behavior [3]. IDS detects network intrusions and
protects the computer network from unauthorized access. It helps in distinguishing
the bad connections called Intrusions and good connections [4]. The distinguish-
ing is done by using different machine learning tools such as KNN-Classification,
K-means clustering, and probabilistic measures [5]. The term machine learning is
a branch of Computer Science that is closely related to data mining. It is a study
of algorithms and statistical models to improve the performance of a specific task
[6]. These algorithms are used in applications of Intrusion Detection in Computer
Networks, spam emails and some other areas where it is impracticable to develop an
algorithm for performing the tasks [7–9]. There are many ways in which the machine
learns, but the three important ways are:

A. Supervised Learning

It is the branch of machine learning that maps an input variable (x) to an output
variable (Y ) based on the labeled training data. The algorithm is intelligent enough
to map the function, f (x) when we have a new input data, x and we could predict the
output, Y. As the name implies the supervised learning algorithm acts as a supervisor
which teaches the machine using well-labeled data and when a new set of data is
given as input it could predict the correct output from labeled data [10, 7].

B. Unsupervised Learning

It is the branch of machine learning that tests the data which has not been labeled
or categorized as in the case of supervised learning. Here the role of algorithm is to
classify or group the unsorted data itself based on patterns, similarities or differences
[11]. The algorithm has to draw the inference by itself from the data set and because
of this such type of algorithm is used in exploratory data analysis.

C. Reinforcement Learning

It is the branch of machine learning that works on the principle of feedback of the
data given. Reinforcement agent has to learn from the environment and it is bound
to learn from its own experience [12]. There are various issues in intrusion detection
that is still needed to be addressed in detail. This paper has adopted twomethods. One
is to detect the intrusion based on KNN algorithm. To increase the authenticity and
reliability of the system a second phase of IP filtering technique is also added. The
paper is organized as follows. Section 2 describes the methods adopted for intrusion
detection. Section 3 gives the implementation method of the system and Sect. 4
discusses results and analysis and the paper is concluded with Sect. 5.
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2 Methods Adopted

Intrusion detection is performed using KNN algorithm which is the simplest one and
has less complexity compared to other algorithms. Using KNN classifier, it is able
to classify the program behavior in the network as normal or intrusive. The KNN
detection system is integrated with IP filtering technique that increases the reliability
of the system. In IP filtering method, the system is designed to block the incoming
connections which are malicious.

The data set for intrusion detection is obtained from KDD cup99 database which
contains a large sample of attacked data set. For KNN based intrusion detection,
the data set is split into training and testing data set using suitable split ratio. Based
on the distance between the attributes, the class votes are given with respect to the
majority. The Intrusive classes are classified out based on the attributes. After KNN
classifier, an IP filtering is performed in the router. We have performed a simulation
test network for IP filtering using Cisco Packet Tracer software. In Cisco Packet
Tracer, IP address of malicious nodes are listed out and the router is bounded to filter
out the malicious connection with the help of Internet Service Provider (ISP). These
methods are given in Fig. 2.

2.1 KNN (K-Nearest Neighbors)

KNN is one of the simplest algorithms used for classification and it is also most used
learning algorithm. KNN classifiers need two parameters: K value and threshold
value. K value denotes the number of adjacent neighbors and threshold value is
used for the judgment of abnormal neighbors. KNN uses the KDD CUP database
which contains data points that are separated into two separate classes to predict
the classification of a new data point. The model structure is formed from the data
by providing data set along with training data. The KNN was initially executed for
random samples in training set and having observed the accuracy, the same was
performed on test data. The similarity between the know class and unknown class
(unclassified) are identified using Euclidean-distance. Based on nearest neighboring
(Euclidean distance) it allocates new unclassified data point to one of the cluster.

2.2 Cisco Packet Tracer-Blocking Malicious IP Address

Metropolitan Area Network and Malicious IP addressing is implemented in Cisco
Packet Tracer. It is a Simulation tool that allows users to create their own network
topologies. This software also allows user to simulate the configuration of router and
switches using user interface and command-line interface.
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Fig. 1 Flowchart of KNN

3 Implementation

3.1 KNN-Classification

The flow chart for KNN is shown in Fig. 1. We have implemented the K-Nearest
Neighbor Algorithm with the combination of defining several methods

(i) Importing Data: We have defined a method in Python language to import the
data in csv. format. This is for the ease of implementation so that we could
extract the data set smoothly.

(ii) Classifying the data into Training Set and Testing Set: We have used the split
ratio as 0.66:0.33; to split the data, andmade use of an inbuilt-function random()
which returns the next floating-point number in the range [0.0, 1.0). We have
classified the data set into Training Set if the value of random.random is greater
than the split value.

(iii) Calculating the Euclidean-Distance: Calculated the Euclidean-Distance by
Implementing the Distance formula.
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(iv) Extracting the Neighbors based on the K value: Calculated distances are sorted
and the K-nearest neighbors are appended in a list. The K parameter plays an
important role in this method.

(v) Extracting the Response from the K-Nearest Neighbors: Based on the majority
votes from the neighbors, we return the most up-voted class as the predicted
class.

(vi) Calculating the Accuracy: Based on the ratio of the correct value and predicted
value the accuracy is measured.

Fig. 2 Overview of
intrusion detection and
prevention system
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3.2 IP Filtering

In this technique, the router will filter out the malicious IP address that is listed in
the router local database before the route is announced. This is performed using
Access Control List (ACL) that works like filters and deny the packet entering into
the network. The ISP (Internet Service Provider) learns the blacklisted IP address
that is not delegated by IANA (Internet Assigned Numbers Authority) and based on
this router takes the decision for input filtering the malicious IP address. Establishing
MAN in Cisco Packet Tracer using multistep procedure.

(1) Assigning IP address andConfiguration: For proper communication in network,
everyPersonalComputer (PC) is assignedwith IP address, SubnetMask,Default
gateway. PC of same network ID are connected through Switch. Switches helps
to forward the data between PCs and it also forwards and receives the data
packets of Router. In this step, each PC, router, and gateway are assigned IP
addresses.

(2) Router Configuration: Router helps to communicate between Remote Networks
(PC of different Network). PC of one network tries to access web server located
at another network, it should communicate through Routers. Every router forms
its own routing table so that it provides path for data packet to reach destination.
Each router has knowledge of only networks that are connected to it. So, in this
step PCs belong to different networks are connected through routers. Default
gateway at PC helps to reach the router it has connected. Also, configuration of
router hops is performed in this step.

(3) Connection Establishment: Step1 and step 2 make successful connection estab-
lishment between PCs of different networks. In this step 3, we are going to
check whether receiving data packets of one PC to another are in same network
or in remote network through PING command. In cisco packet tracer every PC
is provided with terminal. In that terminal ping IP address helps us to know
whether proper network is established between them.

(4) Malicious IP address detection: Malicious IP Address blocking using Standard
Access-list is performed here. In this step PC with malicious IP address are
blocked in the router of sever located. Access Control List (ACL) works like
filters and enables to control packets that is permitted in or denied out of a
network. Every Router in Cisco packet tracer is provided with CLI (Command
Line Interface). Commands for denying the IP address in router through standard
access-list are en helps to enable the router, configure terminal helps us to
configure terminal, sh access-lists gives list of access-list created, access-list
no deny IP address wildcard subnet blocks the specified IP address the router,
access-list no permit any permits all the IP address in network except the blocked
IP address.
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Fig. 3 Metropolitan area network in Cisco Packet tracer

4 Results and Analysis

The KNN classifier was run for different values of K, and for each K, the algorithm
studies the network features and anomaly detection. After running the program mul-
tiple times, the best K value is chosen that gives less false rate. Simulation result of
number of neighbors, K in KNN versus accuracy is plotted in Fig. 4.

The schematic diagramandconfigurationof a simulation test networkusingpacket
tracer is given in Fig. 3 Cisco Packet.

Based on several characteristics and observations, most reliable value ofK (Near-
est Neighbors) is chosen. Figure 4 shows the accuracy obtained from KNN which
is 89.09%. The screenshot obtained from Python code is given as accuracy = 89.09
(Fig. 5).

Tracer is simulated in a Metropolitan Area Network (MAN). All communicating
nodes in Metropolitan Area Network tries to access web server through Routers and
Switches which are created in our simulation. So we identify the PCs with malicious
IP address and block those PCs in Router. Figure 6 shows that connections from
malicious node addresses to one of the PC is denied at the router.
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Fig. 4 Accuracy versus K-neighbors

Fig. 5 Accuracy report of KNN algorithm

Fig. 6 Blocked IP address denied by router

5 Conclusion

In this project, we have used KNN algorithm for identifying the program behavior
and label as intrusion or not. To increase the reliability of the system, an IP filtering
technique is also integrated with the system. Using IP filtering the incoming connec-
tions which are malicious are blocked. For experimental findings, we have worked
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on Denial of Service (DoS) attack. Our results give a good accuracy for intrusion
detection using KNN algorithm and decreased false rate. The work may be extended
to time-stamping method for accuracy and better detection of DoS attack.
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A New Design of Equiangular Circular
Cum Elliptical Honeycomb Photonic
Crystal Fiber

Ashish Jain, Ravindra Kumar Sharma, Vimal Agarwal and Sunil Sharma

Abstract The design of Silica Glass photonic crystal fiber is proposed for lowering
the chromatic dispersion. For this design, Finite Difference Time Domain (FDTD)
methodology along with the transparent boundary condition (TBC) is applied. This
methodproduces zero dispersion at 0.5 to 1.5µmdiameter of circular and elliptical air
holes. These types of PCFs have high potential as like the dispersion compensating
fiber (DCF) in optical window. The refractive index is calculated with Sellmeier
equation in this method which is equal to the conventional silica glass, i.e., 1.457.
The proposed design is also used to show the non-linear effects of the material used.

Keywords Photonic crystal fiber (PCF) · Chromatic dispersion · Transparent
boundary condition (TBC) · FDTD (Finite Difference Time Domain)

1 Introduction

Photonic crystal fibers are available as an independent and new technologywhich acts
as a pioneered in the filled of communication. It was pinned by Phillip Russell. These
are available in the form of a finite element, two-dimensional or three-dimensional
photonic crystals that have a defect in the center core region. Basically the photonic
crystals are classified into solid core and hollow-core fibers. Number of parameter
can be varied to design a photonic crystal fiber. It includes the lattice symmetry
structure, the hole to hole distance, i.e., pitch and hole size which can be varied
by varying the diameter of hole. The solid core types of fibers shows a high-index
profile of solid core with a lower effective index surrounding medium known as
cladding. On the other hand the hollow core fibers have a lower index profile than
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the surrounding medium of cladding. These Photonic crystals can be widely used as
periodic optical nanostructures. They show high bandwidth range and lower attenu-
ation characteristics. The optical transmission wavelengths available are 850, 1310,
and 1550 nm.

2 Design Considerations for Fiber Optics

It is very important to know about design parameters before designing any type of
fiber optic system. Some key factors must be taken into consideration for this design.
The prime consideration of this design is to transmit lossless signals over the wide
range of channels so that we can have a better reception of signals.

So we must be aware about:

• Modulation and multiplexing techniques that must be used.
• Enough signal strength or power level must be known of the receiver signal, i.e.,
power budget.

• Rising time along with bandwidth must be known.
• What type of fiber/amplifier is best suited for the application?
• Cost-Effectiveness.
• Design structure of the system.
• Dispersion profile of the system.
• Confinement Loss of the system.
• Refractive Index profile of material used for the system design.

Among all these parameter here we have consider dispersion, confinement loss,
refractive index, and design structure for the proposed work.

3 Proposed Structure

The proposed structure is designed by considering various parameters like air hole
diameter is varying from 0.5 to 1.5 µm range. The air hole spacing, i.e., pitch is
maintaining at 2 µm for nine-layer structure (Fig. 1).

This proposed structure is used to minimize dispersion along with maintaining
refractive index equal to the silica material, i.e., 1.457 (Figs. 2, 3).

Above Figs. 4, 5, 6 and 7 shows the 3D viewer of the proposed structure but
with varying parameters. All the above-mentioned figures are showing changes with
respect to change in dimensions and parameters selections. They also show variation
in the amplitude and phase accordingly.
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Fig. 1 Proposed structure of silica glass

Fig. 2 2D structure of proposed design
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Fig. 3 3D viewer of proposed design

Fig. 4 3D viewer of proposed design
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Fig. 5 3D viewer of proposed design

Fig. 6 3D viewer of proposed design
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Fig. 7 3D viewer of proposed design

4 Results and Discussions

For the proposed structure of silica glass fiber, the dispersion is so obtained and a
graph is plotted for the design which shows that it is zero for the selected diameter
range. The variation of dispersion is shown below in Fig. 8.

The refractive index profile of the proposed structure is obtained and plotted in a
graph which shows that it is quite similar to the silica glass, i.e., 1.457. It is shown
above in the Fig. 9.

The transmission curve of the proposed structure is shown below in Fig. 10.

5 Conclusion

Finally, it is concluded that the fiber parameters selected are yield to optimize and ana-
lyze the best-suited results among the data available. The discrepancy may observe
somewhere which is only due to higher wavelength region. Since we know that the
refractive index profile of the material and the effective cladding index are wave-
length dependent. It is also observed that silica glass PCF provides much better



A New Design of Equiangular Circular … 59

Fig. 8 Dispersion obtained
of proposed design

Fig. 9 Refractive index

Fig. 10 Transmission curve
of proposed design
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dispersion results as compared to others of the same structure and parameters. Here
we get nearly zero dispersion in between 0.6 and 1.6µmwavelength region. We also
have a refractive index of silica as 1.457 at 0.2–1.2 µm wavelength region. Around
90% data transmission capability is assumed with the proposed structure.



Survey of Different Countermeasure
on Network Layer Attack in Wireless
Network

Amruta Chavan, Dipti Jadhav, Nilesh Marathe and Nilima Dongre

Abstract In recent times, wireless network builds a bridge between the physical
and virtual worlds. It poses security threats at different layers. The most vital secu-
rity issue is observed on the network layer on different wireless networked systems.
Defense mechanisms are used to shield the network layer from these repetitive mali-
cious attacks. Malicious hubs are detected and differentiated along the network by
using these mechanisms. These networks truly require a unified security answer
for ensuring both course and information transmission tasks on the network layer.
Without a suitable security solution, malicious nodes in the network can disturb
rapidly across the network. This just irritates the system activity from exact delivery
of packets and malevolent hubs that can disturb transmissions or drop all packets
going through them. The main objective is to outline the different attacks and the
countermeasures used to ensure the network security against pernicious attacks.

Keywords Security ·Wireless network · Network layerattack · Countermeasure

1 Introduction

Security has been described as a safe environment to remain free from dangers posed
by adversaries purposefully or unknowingly.With the recent technological advances,
the systems never remain safe from assailants and from any unprotected framework
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which can undoubtedly be disregarded from unapproved sources to take the data for
malignant purposes.

Network security alludes to the usage of network management for monitoring and
specialized measures to guarantee that information protection, integrity, and acces-
sibility, which can be ensured in a network domain. The security of the PC network
covers two viewpoints: physical safety and logical security. However, the network
suppliers are concerned with network data security, as well as how to manage sudden
catastrophic events, for example, a military strike against system equipment harm,
and how to reestablish network communication and keep up network communication
coherence in unusual circumstances.

Themain advantageof awireless networkover awirednetwork is that the users can
move freely within the network with their wireless devices and access the internet
wherever they need. Users are allowed to share files between devices without a
physical connection. The installation time and cost of wireless networks are low
when compared to wired networks. In addition to these advantages, the wireless
networks are prone to several vulnerabilities discussed in subsequent sessions.

1.1 The Need for Security

The security is needed for the following given reasons:

• To protect vital information while still enabling access to trading secrets, medical
records, etc.

• To provide resource authentication and access control.
• To guarantee resource availability.

2 Analysis of Different Attack on Network Layer

2.1 Attacks

1. Blackhole Attack. In this assault, a pernicious node drops all data packets
through this asmatter and energy go away in a black hole fromour universe. In the
event, the assault node is connected between nodes of two parts of that arrange,
isolates the network, it separates the network effectively into two disengaged seg-
ments.All of the data from the fooled neighbor is sent to the deceitful node instead
of the destined base station. The sensor network’s specialized communication
pattern and multi-hop nature make it susceptible to this attack.

2. Wormhole Attack. This type of assault involves receiving information packets
on some point and invokes them to a different fake node. There is a channel or
tunnel between the two nodes called a wormhole attack [1]. The tunnel forms
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between one ormoremalicious nodes during this attack. The distant nodes appear
as close neighbors so that this node’s energy resources are quickly exhausted. This
attack is effective when combined with selective forwarding and Sybil attack,
where detection is very difficult.

3. Sybil Attack. The attacker fools neighboring nodes with several identities [2].
By hacking the identities of the neighboring nodes, the attackers have access to
the corresponding node information. A defective hub or an opponent might have
several identities into show up and work as various separate nodes. The opponent
can then overhear communication or act maliciously after becoming part of the
network. The enemy can control the network significantly by displaying multiple
identities [3].

4. Grayhole Attack. The assailant draws in the information packets by publiciz-
ing himself the smallest way to the goal and after that captures and drops the
information packet. This assault is otherwise called a misbehavior attack, which
prompts to messages being dropped. The hubs drop the packets selectively in
this attack [4]. In the main phase, the hub advertises itself as having a substantial
route to the destination, while in the second phase, the hubs drop intercepted
packets with a specific likelihood.

5. Denial of Service Attack. An opponent tries to disturb communication in a
network by flooding the network with a large number of packages, for example.
When a service attack is denied, the attackers try to temporarilymake the network
resources or a node or machine unavailable to their actual users. They send false
requests to the target so that it is unavailable to serve its intended users. The target
may be temporarily down or destroyed in such attacks. The routing process can be
interrupted on the network layer by changing the packet control routing, dropping
selectively, overflowing the table or poisoning [5].

6. Selective Forwarding Attack. In this attack, only certain packets are selec-
tively dropped by a malicious node. Usually, messages received are faithfully
forwarded by nodes in sensor networks. The message or information received
and sent should be the same for reliable and secure communication. When some
compromised node refuses to forward and this result in loss of important data
[2].

7. Information Disclosure Attack. During the communication process, every con-
fidential exchange of information must be protected. Critical information stored
in nodes must also be protected against unauthorized access. Control data are
sometimes more important for safety than traffic data. A node may release secret
or critical information into unapproved network hubs. Such data may contain
data on the topology of the system, the geographical area of hubs or ideal routes
to authorized hubs in the system.
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Table 1 Comparative study of attacks in network layer

Types of attacks Attack threat Affects on Purpose Attack goal

Sybil Availability,
authenticity,
integrity

Routing, voting,
fair resource
allocation,
distributed
storage

Unfairness;
disrupt the
authentication

Control traffic
attack

Warm hole Confidentiality,
authenticity

Reveres
engineering,
cipher breaking

Unfairness;
disrupt
communication
to be
authenticated

Control traffic
attack

Selective
forwarding

Availability,
integrity

Multi-hoping
protocols

Unfairness Data traffic
attack

Dos attack Availability,
integrity,
confidentiality,
authenticity

Essential
services

Disrupt service
to be
authenticate

Control traffic
attack

Gray hole Availability,
authenticity,
integrity

Normal
communication,
network node,
network
partition

Unfairness Data traffic
attack

Information
disclosure

Confidentiality,
authenticity

Normal
communication

Disrupt
communication
to be
authenticate

Data traffic
attack

2.2 Comparative Study of Attacks in Network Layer

As network layer is susceptible against dissimilar routing assaults, they can gain
access to routing paths and redirect the traffic, propagating fake routing information
into the system. The following Table 1 compares routing attacks on the network layer
based on a threat model, purpose, and security services.

3 Countermeasure Against Attack of Network Layer

3.1 Protection Agaınst Blackhole Attacks

A Detection, Prevention and Reactive AODV (DPRAODV) are considered a black
hole attack countermeasure. Topology graph-based anomaly detection (TOGBAD)
is planning a new centralized approach for identifying hubs attempting to make a
black hole. Adhoc routing protocol (SAR), which can be utilized to protect beside
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black hole attacks, is also proposed. The black hole is a kind of steering attack in
which a vindictive node has the shortest route to all hubs in the earth by sending a
phony course response Thus, the noxious hub can deny the first hub traffic.

DPRAODV (Detection, Prevention, and Reactive AODV): In the Detection,
Prevention and Reactive AODV protocol, the threshold value is dynamically updated
[2]. It is intended to counteract black hole security dangers by telling different hubs
in the occurrence network. It also hinders the rehashed response from the malevolent
hub by diminishing system activity and in this manner, it disconnects the malignant
hub from the network. The results of the simulation in NS2 show that this convention
anticipates black hole attacks as well enhances the general execution of (typical)
within the sight of black hole attacks.

TOGBAD: It a new concentrated methodology utilizing topology diagrams to
detect black hole nodes. Utilize entrenched strategies to pick up learning of network
topology and utilize this information to perform believability minds on the routing
data spread through the network hubs. In this methodology must consider a hub that
generates false data about routing as pernicious. So, if the plausibility check fails,
this method must trigger an alarm. In addition, a hopeful first recreation result is
present. With this new methodology, the attempt to create a black hole can already
be detected before the actual impact before the genuine effect takes place.

SAR (Security-Aware Ad Hoc Routing Protocol): It can be utilized to secure
beside black hole attacks. The ad hoc routing protocol for security-aware depends
on request protocols, for example, AODV or DSR. In the greater part of the routing
protocol, they primarily expect to discover the most routes from source to goal,
which is the length of the route only. A security metric is extra to the RREQ bundle
in SAR and another route detection process is utilized. Intermediate hubs get an
RREQ bundle at a certain level of security or hope. In the event that the security
metric or hope level is fulfilled in intermediate nodes, the hub processes the RREQ
bundle and propagates it to its neighbors by means of prohibited floods. If not, the
RREQ bundle is dropped. If you can find a way with the required security properties,
the target will create an RREP bundle with the particular security metric. In the event
that the destination node does not discover a course with the required level of security
or confidence, it sends a warning to the sender and allows the sender to the sender
and enables the sender to modify the dimension of security to discover a route.

3.2 Protection Against Wormhole Attacks

To prevent the wormhole attack, WAP (Wormhole Attack Prevention) without uti-
lizing particular equipment is proposed. A TrueLink mechanism, a planning-based
defense for the wormhole assault is proposed. A packet with a leash protocol is
considered a treatment to the wormhole. The SECTOR component is proposed for
recognizing wormholes without synchronization of the timer. Directional antennas
are likewise designed to avert attacks with the wormhole.
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Wormhole Attack Prevention (WAP): To prevent the wormhole attack, WAP
without utilizing particular equipment is planned. Not exclusively does the WAP
detect the phony route, but it also takes defensive measures next to the reappearance
of wormhole nodes amid the disclosure phase. The consequences of the simulation
demonstrate that wormholes can be detected and remotely detected during the route
detection stage.

Packet Leashes: Packet leashes for detecting wormhole attacks are proposed [6].
Mainly leashes mean a packet which limits a packet’s maximum transmission space.
A transitory packet leash sets a limit to a packet’s lifetime, which adds a limit to
its movement remove. A sender incorporates the time and area of transmission in
the note. The recipient checks if the packet has ventured to every part of the separa-
tion between the sender and itself inside the period among receipt and transmission.
Transitory packet leashes require tight tickers and exact area information. In geo-
graphic leashes, ensure that the receiver of the packets is some tickers and exact
area information. The area data and inexactly synchronized timekeepers confirm the
neighboring relationship in geographical leashes.

SECTORMechanism: This mechanism is primarily founded on separation bor-
dering procedures single-way hash chains and the hash tree of Merkle. It can be used
with no clock synchronization or area information to avoid wormhole attacks on the
Wireless network. It can also be utilized to anchor routing protocols in the wireless
network through recent encounters and to detect checks through topology following.

3.3 Protection Against Denial of Service Attacks

A DoSP-MAC convention is proposed to enhance network equality. A new firewall-
based format is offered as a countermeasure. In order to prevent a DoS attack, a DoS
moderation procedure utilizing a digital signature is proposed. Efficient on-the-fly
search technology to track DoS attackers was also proposed.

DoSP-MAC Protocol: The execution of the MAC (Media Access Control) pro-
tocol in wireless networks majorly affects generally network performance. In MAC
protocols dependent hubs’ access to the common channel isn’t synchronized and they
battle for the channel when packets are ready to be sent in their buffers. The quick
forward mechanism and the quick trade system are used to reduce self-contention;
however, these mechanisms exacerbate the issue of equality. It will, in this man-
ner, prompt refusal of DoS attacks on the grounds that the last champ is constantly
supported among neighborhood battling nodes, a continually transmitting node can
generally catch the channel and cause other nodes to perpetually disappear. In this
context, a DoSP-MAC protocol is proposed to enhance the reasonableness of the
network in order to improve its execution. This can enhance the medium usage
dramatically [7].

Novel System: A novel system dependent on a firewall. This firewall can discrim-
inate against the assault packets from the bundles sent by authentic clients dependent
on the packet’s stamping quality and along these lines sift through the greater part of
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the assault packets. Our system is very efficient and has a very low cost of deployment
compared to other package marking solutions. In implementing this scheme, only
about 10% of Internet routers would need to cooperates in the checking procedure
and servers would need to make encrypted markings for secure transmission [6]. The
plan enables the firewall to be identified and keeps the first packet assaults on the
DDoS [8, 9].

Mitigation Technique: The digital signature mitigation method for confirming
legitimate packets and crash packets that do not pass the verification. Since nodes are
narrowing minded, they can’t verify the overhead so they can abstain from paying.
A terrible packet escaping verification throughout the entire network way will carry
a punishment for all its forwarders. A network diversion can be developed in which
hubs along a system way are urged to act all in all to modify terrible packets with
the end goal to improve their very own advantages. Analytical outcomes show that
Nash balance can be achieved for players in the proposed game, in which important
advantages can be given to with the goal that a significant number of the terrible
packets are verified.

4 Comparison of Different Countermeasure Techniques

Table 2 describes the attack type, merits, demerits and detection mechanism used
in each technique. Here each technique is proposed in order to detect and prevent
attacks at the network layer.

5 Conclusion

Although there are many strategies to counter security attacks, technological
upgrades are still required. The attacks act against secure communication data avail-
ability target. They drain the energy of the nodes and reduce the life of the network.
In this report, we endeavored to examine attacks and presented countermeasures of
security attacks on the network layer in the wireless system. Existing network layer
attacks like Sybil attack, Wormhole attack, Dos Attack, Selective forwarding attack,
Grayhole attack, and InformationDisclosure attack are analyzed. These attacks affect
voting, routing, network resources, multi-hope protocols and so on. A comparative
study of the network layered attacks is based on the security classes, the location of
security, the nature of the attacker, the target of the attacker. In future, based on the
analysis of these vulnerabilities, an efficient intrusion detection mechanism can be
proposed to overcome most of these attacks.
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Table 2 Comparison of different countermeasure techniques

Name of
algorithm

Attack type Detection
technique

Merits Demerits Remark

DPRAODV Blackhole Checks if the
destination
sequence
number of
RREP is higher
than the
threshold value
or not

Blackhole
detection

Identifies
normal node
as a malicious
node and enter
to blacklist
ALARM
broadcast
make network
overhead

Fixed the
threshold
value

TOGBAD Blackhole Compares the
number of
neighboring
nodes it has
with a number
of neighboring
nodes in
accordance
with topology
graph

Blackhole
detection

The method is
ineffective in
reacting
protocol

Decrease
delay time

SAR Blackhole Nodes checks
if security
metrics or
requirements
are satisfied or
not

Blackhole
detection

Cannot
guarantee
shortest route
discovery

Decrease
detection
time

TELSA Wormhole Checks if the
recipient is in
certain distance
or not

Wormhole
detection

Strict
requirements
in timing

Detect in
required
time only

SECTOR Wormhole Bounding
maximum
distance
between two
neighboring
nodes by series
of fast one-bit
exchange

Wormhole
detection

Need special
hardware to
ensure the
accuracy of
time

Maintain
the accuracy

DoSP-MAC
protocol

DoS Nodes access
to the shared
channel is not
synchronized,
and they
contend for the
channel
whenever there
are packets in
their buffers
ready to be sent

DoS
detection

exacerbate the
issue of
equality

Improve
equality of
network
services

(continued)
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Table 2 (continued)

Name of
algorithm

Attack type Detection
technique

Merits Demerits Remark

Novel system DoS Compared to
other
packet-marking
based solutions

DoS
detection

Enables to be
identified and
keeps the first
packet attack
on the DDoS

Improve
detection
framework

Mitigation
technique

DoS The digital
signature
mitigation
method to
confirm
legitimate
packets and
crash packets
that don’t pass
the verification

DoS
detection

Confirm only
legitimate
packets

Maintain
packet
delivery
ratio
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18. Tomić I, McCann JA (2017) A survey of potential security issues in existing wireless sensor
network protocols. IEEE Internet Things J 4(6):1910–1923. https://doi.org/10.1109/JIOT.2017.
2749883

19. Chen K, Zhang Y, Liu P (2018) Leveraging information asymmetry to transform android apps
into self-defending code against repackaging attacks. IEEE Trans Mob Comput 17(8):1879–
1893

20. Moudni H, Er-rouidi M, Mouncif H, Hadadi BE (2016) Secure routing protocols for mobile ad
hoc networks. In: 2016 international conference on information technology for organizations
development (IT4OD). March 2016, pp 1–7

21. Moubarak J, Filiol E, ChamounM (2018) On blockchain security and relevant attacks. In: 2018
IEEE middle east and north africa communications conference (MENACOMM). Jounieh, pp
1–6. https://doi.org/10.1109/menacomm.2018.8371010

https://doi.org/10.1109/tnsm.2018.2861741
https://doi.org/10.1109/cspc.2017.8305855
https://doi.org/10.1109/JIOT.2017.2749883
https://doi.org/10.1109/menacomm.2018.8371010


Internet of Things: Service-Oriented
Architecture Opportunities
and Challenges

G. R. Sagar and N. Jayapandian

Abstract “Internet of Things” is now a subject that is increasingly growing on both
the job and modern devices. It is a concept that maybe not just get the potential
to influence how we live but in addition how we work. Intelligent systems in IoT
machines in many cases are used by various events; consequently, simultaneous
information collection and processing are often anticipated. Such a characteristic
that is exclusive of systems has imposed brand new challenges towards the designs
of efficient data collection processes. This article is to be discussing various layers
in Internet of things. Those layers are sensing layer, network layer, service layer
and application layer. Various data processing techniques are integrated along with
data filtering and data conversion. Protocol transformation is also feeling the major
challenges faced by enterprises wanting to shift to the style in brand new technology.

Keywords Internet of things · Service-oriented architecture · Security · Protocol ·
IoT layers

1 Introduction

The shift is in regards to both understanding and thinking about IoT. The IoT is
holds: IoT is really a network of connected devices which includes unique identi-
fiers in respect of an IP along with inbuilt technologies which help them to collect,
feeling information and communicate about the surroundings by which they prevail.
But within the broader sense and between the shifts pointed out, the IoT definition
does matter much if not seen with a bigger viewpoint [1]. Now it is perhaps not the
proper time for definitions, and it is time for development, value, business and IoT
in action. Over the last few years, there has been a great development in the area of
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science and technology which has major impact on our daily lives either directly or
indirectly. Internet of things is one such technology which has major contribution to
this development. This IoT is mainly implemented in healthcare industry [2]. The
main idea of IoT is to connect the objects to Internet which will create a path for an
efficient interaction between the physical objects and the cyber-systems which are
also termed as cyber-physical-systems (CPS) [3]. The term IoT gained its popularity
by the value that it promises to create a scalable market and predict the future trend.
This will indeed create smart objects which can understand the user requirements and
act accordingly without explicit instructions. The term IoT has several definitions as
each author tries to concentrate on any one of its fundamental characteristics. Due to
this, it is often depicted as Web of Things allowing exchange of data. Although this
is the fundamental characteristic of IoT, the application of it is so diverse because
the solutions developed are totally dependent on the end-user needs which vary from
user to user. IoT can be broadly classified as consumer IoT (CIoT) and industrial IoT
(IIoT) where CIoT is more user-centric, that is, the interaction is between the user
and the objects which improve the awareness of the surroundings and saving both
money and time [4]. But IIoT is all about digital and smart manufacturing that is
creating a platform for operational technology and information technology to inter-
act [5]. As a consequence, digital manufacturing focuses on product life cycle and
creates ability to counter the dynamic changes in the requirement. Along with this,
the machine-oriented architecture of IIoT finds its application in different market
sectors. This in turn creates a path for understanding the manufacturing process and
enables sustainable and efficient production. In the past, ad hoc solutions were used
by the industries as it provided the necessary flexibility and scalability for IoT com-
munications. Recently, new standards such as WirelessHART and ISA100.11a were
introduced, and cellular technologies such as 4G and 5G are capable of connect-
ing devices over long range [6]. However, the limitations in terms of scalability and
long-range communications are to be solved as even the cellular technologies require
large infrastructure support and licence band. The large heterogeneous devices are
connecting and it provides following features, that is low cost, low power, reliable
and security.

2 State of Art

IoT has been built on various layers such as edge layer, gateway access layer, Internet
layer, middleware layer and application layer which are stacked upon each other.
This architecture is designed to meet the requirements of various domains such as
industries, governments, healthcare and soon.The architecture covers various aspects
such as scalability, modularity and interoperability among different devices using
different technologies. Physical layer—this is the bottommost layer in the stack [5].
This layer is similar to the network physical layer to convert the human sensor signals
into machine language. This physical layer is a main protocol of this IoT device,
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because most of the IoT device is automated signal detection. This type of auto-
detection helps to convert the machine language. It is made up of sensor networks,
RFID and embedded systems which are deployed on the field to capture the data.
This sensor is the heart of the IoT, and without this sensor, there is no meaning in IoT
device. This IoT technology is the combination of computer and electronic devices.
This combination is implemented in mechanical, electrical, transport, logistics and
buildings. This sensor is also fixed in smart city, and the concept of smart city is to
detect the building activity and send it to the server. This signal is stored by cloud
computing technology. The combined IoT and cloud computing is not having local
server; it’s always depend on third party service provider. The purpose of third party
is to maintain the quality and lower the cost. Gateway access layer—next on the
stack is gateway layer. This gateway is an interface between one particular device
and server. This gateway is using some protocol system, and this protocol helps to
provide the better security. This security system is using some encryption algorithm.
The reason for using this algorithm is providing the information security while data
stored in cloud server. The reason for using this algorithm is third-party cloud server
usage [2] (Fig. 1).

This layer consists of various routers which are used for routing, publishing and
performing cross-platform communication when needed. The first level of data han-
dling takes place in this layer. Middleware layer—over the gateway layer comes
the middleware layer. This middleware is the concept of interconnecting the device
mechanism. This device middleware is used to establish and monitor the different
types of IoT device. There are many companies producing the IoT product in same
application. In that kind of situation, this middleware layer is helped to connect dif-
ferent devices with different company products. The most critical functions such as
information management, design management, data filtering, semantic analysis and

Fig. 1 Internet of things
layer
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access control are taken care by this layer. As it is located in-between the hardware
layer and application layer, it also enables the bidirectional flow of data by acting
as an interface. Application layer—on the top comes the application layer which
is responsible for creating a platform for different users to access the data. These
are all some important layers of IoT device to enhance the network and device con-
nection. The individual device ID sensors are generating the encryption key for the
purpose of device authentication [7]. The healthcare industry is also using this IOT
device to monitor patients’ health information [8]. These layers are used in some
fingerprint-based security system [9].

3 Service-Oriented Architecture in IoT

Service Oriented Architecture (SOA) concept is used in different parts of IoT. This
is working on various domain and interoperability between complex heterogeneous
devices. This method is used to reuse software and impose any specific technology
during software implementation [10]. Sensing layer is smart sensors, and RFID tags
are connected to devices to gather the data automatically and provide information
exchange among heterogeneous devices. As number of sensors increases, the com-
plexity of connecting devices reduces. The IoT device is having the unique ID that
technology named as Universal Unique Identifier (UUID). This UUID is used to
track and monitor the IoT device. The goal and working principle of network layer
is to establish the connection in heterogeneous system in inter- and intra-network.
As IoT deals with heterogeneous environments, it is also important to involve QoS
management and control according to clients’ requirements. Security and privacy
issues are addressed in this layer along with other key features such as energy effi-
ciency, data and signal processing and QoS. This security problem is dealt with
symmetric and asymmetric encryption [11]. This QoS is major parameter in hybrid
encryption [12]. The middleware layer is a functional and important layer in service
layer structure. This particular layer is providing higher cost-effective platform in
both software and hardware [13]. It also takes care of other service-oriented issues
such as identification of devices that offer the required services, developing APIs
that can manage the interoperability among different services, data management and
information exchange and storage [14]. Interface layer IoT deals with heterogeneous
devices and many problems related to interoperability and information exchange
arises. This layer consists of user interface and application APIs [15]. This archi-
tecture also creates platform where every object’s functionality can be offered as a
standard service, and each service can be uniquely identified by a virtual element.
The IoT service-oriented protocol middleware problem is to solve various solutions.
The probabilistic protocol is one of the best solutions for this problem. Then face
heterogeneity is also dealt with this problem [16] (Fig. 2).

An emerging trend is to develop production systems integrated with sophisticated
electronics, interconnecting them and using them in the traditional business IT sys-
tems. As a result, IIoT creates a platform for flexible, low cost and resource-saving
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Fig. 2 Service-oriented
architecture layer

productions. With the help of smart services, IoT can also improve the efficiency of
real-time data processing and can reduce the gap between the heterogeneous com-
ponents in current digital economy. Industries deployed with IoT systems follow
greener business models, are more profitable and optimise the resource usage. The
acceptance of this green technology totally depends on the protection of the private
data and information, the trust mechanism, communication security and security of
services and applications. This is also a major challenge in IoT because inter- and
intra-communications between every “thing” is via Internet, and the main source of
internet for IoT is through the conventional mobile networks and sensor networks.
Most of the services which are provided are for consumer IoT, and the same can-
not be used for the IIoT because the number of attack vectors increases rapidly. As
industrial applications require a reliable and secure data transfer methods, a num-
ber of research studies have been done to overcome these major challenges. Based
on the properties of spatial correlation, low-ranked structure and temporal stability,
a data monitoring algorithm for packet loss and re-establishing of sensor network
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was proposed by Kong et al. Lu et al. designed a digital watermarking technique to
establish secure communication. The problem of continuous data collections where
the lower bounds for a single set of data and continuous data collections is derived
and also shortened the data collection process using multiple transceivers. Unlike in
traditional WSNs where the devices are maintained by one user, in IoT applications
the devices can be communicating with several devices deployed and users due to
which data aggregations and processing have to be executed concurrently on same
set of nodes. The delay-aware network structure can reduce the delays of collecting
data simultaneously.

4 Challenges and Opportunities

The only reason for accepting IoT by the industries is to increase their efficiency
and enhance their productions. Even though IoT promises to improve efficiency
and productions, there are major challenges that industries have to look in before
they leap in. These challenges are listed below. Real-time processing is one of the
main features of IoT which attracted the industries. This real time processing unit
is facing different challenges. That challenges are maintain reliability which help
to satisfy the end-to-end connection. Various packets scheduling algorithms such
as time-slotted packet scheduling are developed to achieve the desired QoS. As the
growth of IIoT was dramatically increased in terms of scale and complexity, the
level of difficulty in ensuring real-time performance has also increased. Inter- and
Intra-device communications devices being connected are increasing rapidly inter-
connecting all devices and tracking them becomes a major challenge. To overcome
these, smart devices which can detect, classify and migrate are required. The lack
of interoperability among the devices increases the cost factor and complexities of
the system deployment. Due to this achieving, seamless communication will be even
more complicated. Energy efficiency as IoT devices are deployed on site should be
constantly on for long years and themajor power source is batteries, and it is an impor-
tant factor which cannot be ignored. Therefore, green networking plays an important
role in IIoT to develop a low power consuming and efficient devices at low cost.
Although there are numerous technologies developed for low power consumption
for WSN, these cannot be directly applied for IoT. Due to this, we need to establish
a high power energy generating units which can also produce high density energy
and use with the present low power nano-circuits and allows designing self-powered
smart sensors. Security and privacy are two major factors which define how pow-
erful the IoT system. Due to the large number of sensors and mobility, overcoming
these challenges is complex. Even though there exist a large number of encryption
algorithms, they have to be redesigned to make it faster and consume less power.
Privacy is the next factor which is causing hurdles for IoT. Heterogeneous devices
used in fields add more complexity to achieve privacy. Anonymity for data and net-
work has to be provided, and powerful authentication systems have to be developed.
The major significant of IoT device are connectivity, compatibility and longevity.
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The communication devices and platforms are centred on the fundamental idea and
are being changed such that clients do not go through serious communication issues.
Currently, if a community utilising the client-server, users can communicate through
different channels. Issue that is primary would be the fact that it is well suited for
a number that is large. This technology should increase the quality of service up
to the maximum level. A problem that is similarly independent of the connectivity
would be the scalability. The final outcome of this method is not maintaining security
parameter in designing and development phase. Machines which are manufactured
keeping the security of the product in requirement documents get services and prod-
ucts, and this can be generic. They don’t come because of the storage that’s needed is
capability, computation energy, and system that is operating. This single application
device technology is used in many latest devices that is named as WiFi. Also same
technology is used in ZigBee. The heterogeneous devices are used to collect the
information during this process device compatibility is one of the major issue. The
applications required for connection purposes will not support the hardware used.
As there is huge amount of research and development happening all over the globe,
the technology being used today might not be reliable in the coming up years. There
is a huge scope for researchers in IoT because the technology has its applications in
various domains. Few of the areas are scalable communications, privacy and security,
identification technology, authentication, interoperability of heterogeneous devices;
powerful energy-efficient devices, etc. Developing a context-aware IoT middleware
is another area where a lot of research has to be done. Combining IoT, AI and cloud
can develop smart objects which are self-configured, self-healing, self-protection
and more capabilities.

5 Conclusion

IoT is made up by bringing multiple technologies such as information technology,
network and communications and heterogeneous devices all connected to Internet,
thus creating a new era of smart things. This study should take from nationwide fed-
eral government report. This report helps to improve the future IoT development. The
main development of IoT technology is depending on technological revolution. This
technology should provide energy efficient in heterogeneous devices. The primary
advantage of this technology is decreasing computational cost and secondary advan-
tage is increasing device efficiency. The growth associated with the IoT revealed
many brand new difficulties like the not enough fundamental principle encouraging,
ambiguous design and immature criteria. To satisfy these difficulties, we provide a
structure that is four-layer systems. This technology ismaintaining standard protocol;
this protocol helps to establish the quality connections between one device to other
device. The continuing future of IoT will undoubtedly be anticipated to be unified,
smooth and pervading. Large-scale solution implementation has to be framed in just
a pair of requirements. Therefore, the improvements of IoT being a system that is
smart to be continuing with interoperability, power durability, privacy and safety. IoT
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has grown to be a style that is unavoidable of data business, which bound to create
brand new changes in the way we live.
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Performance Comparison of Multicast
Routing Protocols Based on Route
Discovery Process for MANET

Kinjal Adhvaryu

Abstract Performance of routing protocols used for multicasting is highly depend-
ing on its route searching approach, which is the first step of routing process. Expand-
ing ring search (ERS) is one of the widely used concepts for route searching process
which is also used to reduce the broadcast overhead in MANET. To understand the
effect of route discovery process on the performance of routing protocols, we have
considered two different multicast routing protocols, namely energy-efficient ERS
(E2ERS) and Multicast Ad hoc On-demand Distance Vector Protocol (MAODV)
which are widely used for multicasting in MANET. MAODV uses ERS approach
whereas E2ERS has modified the ERS approach by modifying the transmissions
of RREQ during route discovery process. Here, we have used different parameters
like end-to-end delay, goodput and packet delivery fraction for varying node speed
and varied TTL_Increment values for varied number of receivers to compare the
performance of MAODV and E2ERS protocols.

Keywords Goodput · Control overhead · Broadcasting · Ad hoc network

1 Introduction

Multicasting is one of the efficient ways to set up the group communication when
one sender node wants to send same set of data/messages to more than one receiver.
Performance of routing protocols used for multicasting is highly depending on its
route-finding approach which is the first step of routing process. The goal of the
ERS during route-finding process is to find mobile nodes that have the required route
information to the destination mobile node in their route table or the destination
mobile node by flooding of the route request packets (RREQs) in a controlledmanner
[1–4]. To restrict the flooding of RREQs, TTL-based ERS is used by various routing
protocols inMANET. ‘The ERS based on TTL restricts its searching range by giving
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Fig. 1 Route discovery in
MAODV

RREQs with a predefined TTL value. The TTL value indicates the radium of a
searching space. Each time if it fails to find any destination node or any node that has
route information to the destination node, the source node rebroadcasts the RREQ
with an increased TTL number to allow the RREQ to encoder a larger area. Even
with the controlled manner of flooding, expanding ring search still suffers from high
overhead because each time route discovery process starts from the source node.
Research says that when a larger area of the network needs to be searched, the cost
drastically increases’ [1, 4].

Figure 1 shows the working of ERS which is used by MAODV protocol. Here,
we assume that node S wants to find the destination node. Then it will start its
searching process by broadcasting the RREQ to all nodes which are one hope away,
if TTL_START= 1. Else if the target node is not found, thenTTLwill be incremented
based on TTL_Increment value. Based on the updated TTL value, again node S will
broadcast the RREQ. Node S will repeat the same process until TTL crosses the
TTL_Threshold or in between destination node is found [4–8]. From Fig. 1, we
can see that more number of RREQ packets is required during the route discovery
process.

2 Energy-Efficient ERS Expanding Ring Search (E2ERS)

Here, an alternative energy-efficient ERS scheme is proposed which reduces the
overhead during route discovery, and in this way, it reduces the processing load
on mobile nodes and provides support to reactive types of MANET protocols. The
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Fig. 2 Route discovery in
E2ERS

basic route-finding structure of energy-efficient ERS (E2ERS) is similar to that of
the TTL-based ERS. Main differences from the TTL-based ERS are that the E2ERS
does not transmit the RREQ every time during its routing search procedure from
the sender/source node to all other mobile nodes. Instead of that E2ERS unicast the
RREQ, if destination/target node is not found then it broadcast the RREQ and find
the destination/target node. Still destination/target node is not found then unicast the
RREQ and find the destination/target node. In this way, alternatively unicasting and
broadcasting of RREQ will be done instead of every time broadcasting of the RREQ
to search the destination/target node during path searching process.

In Fig. 2, optimized ERS based on modifying the forwarding RREQ packets is
shown. Instead of broadcasting the RREQ packets, E2ERS is unicasting the RREQ,
then broadcasting theRREQ, then unicasting theRREQ, then broadcasting theRREQ
and so on until interested node is found. Black arrow shows the unicasting the RREQ,
and blue arrows show the broadcasting the RREQ. During unicasting, RREQ will
be forwarded to furthest node from the neighbor list based on current TTL value.
To justify the proposed concept, assume ad hoc network with network diameter 5
and consider total of 5 mobile nodes in radio range of every node, where network
diameter is the longest path between any two mobile nodes. To find out the route to
the farthest node located 5 hops away from the source node, broadcasting RREQwill
start with TTL equal to 1 and increasing by TTL_Increment with each re-broadcast
of RREQ up to the predefined network diameter or TTL_Threshold.

Now for designed network, total 4 + 8 + 20 + 32 + 68 = 132 transmission of
RREQ will be required by E2ERS instead of 4 + 16 + 52 + 160 + 484 = 716
transmissions of RREQ done by TTL-based ERS (as shown in Table 1) which shows
the effective reduction in control overhead during route discovery process. Due to
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Table 1 Required transmissions of RREQ

Diameter: 5, 5 nodes in radio range of every node

TTL Traditional ERS Modified ERS

1 4 4 Unicasting and
broadcasting
alternatively

4 4

2 4 + (4 * 3) 16 4 + 4 8

3 4 + 12 + (4 * 3 * 3) 52 4 + 4 + (4 * 3) 20

4 4 + 12 + 36 +
(4 * 3 * 3 * 3)

160 4 + 4 + 12 + 12 32

5 4 + 12 + 36 + 108
+ (4 * 3 * 3 * 3 * 3)

484 4 + 4+ 12 + 12 +
(12 * 3)

68

Total PKTS 4 + 16 + 52 + 160 + 484
= 716

4 + 8 + 20 + 32 + 68 = 132

reduction in control overhead, processing load onmobile nodewill be reduced, and in
this way, lifespan of mobile node will be prolonged. And this difference in reduction
will go on increasing for bigger values of network size.

3 Performance Comparison

The performance of E2ERS-based protocol is compared with the known multicast
routing protocol MAODV which uses the TTL-based ERS. For the simulation of the
E2ERS-based protocol, NS-2.26 simulator has been used. Data traffic was generated
using constant bit rate (CBR) UDP traffic with 32 network size with one sender and
2, 5 and 10 varying mobile nodes acting as receivers in the multicast group. All
wireless mobile nodes are randomly distributed in a square of 500 m × 500 m. The
nodes use the IEEE 802.11 radio and MACmodel provided by the CMU extensions.
Each simulation executes for 200 s [5, 6, 9, 10]. The number of receiver mobile nodes
is varied from 2 to 10 nodes to see the effect of the number of receiver nodes on
the performance on the system performance. Also other parameter TTL_Increment
value is varied to see the performance of proposed concept. TTL_Increment value
is varied with 1, 2, 3, 4 and 5 and each time, proposed concept is compared with
original approach for various performance metrics. To analyze the effect of number
of receiver nodes, another node speed parameter is also considered with 4, 12 and
20 m/s varying values. The metrics used for performance evaluation are: (i) Packet
delivery fraction—‘the ratio obtained by dividing the number of data packets cor-
rectly received by the destination by the number of data packets originated by the
source’ [5]. (ii) Goodput—‘which is also known as throughput [8, 9, 11–13] of the
network.’ (iii) Average end-to-end delay—‘this includes all possible delays caused
by queuing delay at the interface, buffering during route discovery, retransmission
delays at the MAC, propagation and transfer times’ [2, 3, 9, 14, 15].
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Figures 3, 4 and 5 show the comparison between E2ERS and MAODV protocols
for 2, 5 and 10 receiver nodes for varying node speed values for all three metric
values. From results, it is clear that E2ERS gives better results compared to MAODV
for more number of receiver nodes with increasing node speeds.

Figures 6, 7 and 8 show the comparison between E2ERS and MAODV protocols
for 2, 5 and 10 receiver nodes for varying TTL_Increment values for all three metric
values. From results, it is clear that E2ERS gives better results compared to MAODV
for more number of receiver nodes with increasing TTL_Increment values.
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Fig. 5 E2E delay decrement
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Fig. 6 PDF improvements
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Fig. 8 E2E delay decrement
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4 Conclusion

From the presented results, it is clear that selection of route discovery process affects
the performance of routing protocols. Apart from it, number of receiver nodes and
selection of node speed also affect the outcome of multicast routing protocols. It
is also clear that E2ERS, by modifying the expanding ring search technique which
is used by MAODV, which is state of the art tree-based multicast routing protocol,
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reduces the transmission of RREQ packets. Due to reduction in required transmis-
sions of RREQ during route discovery process, processing load on mobile nodes
decreases and so that the lifetime of mobile nodes and of network is also prolonged.
It also leads less chance of network clogging and less overheads as well and makes
routing process more energy efficient.
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New Complex Hybrid Security Algorithm
(CHSA) for Network Applications

Haider K. Hoomod, Ali Jameel Al-Mousawi and Jolan Rokan Naif

Abstract The raising of Cyberwarfare level require to have the maximum protec-
tion levels in the networks and its applications. Therefore, these systems must be
protected from unauthorized usage of their data using the most powerful security
algorithms. Many and growing challenges facing cybersecurity require cryptogra-
phers and data security engineers to develop stronger and more powerful algorithms
to resist this type of attack. There aremany characteristics thatmeasure the strength of
the electronic security system, including the speed of the algorithm and the strength
of the system against the cryptanalysis. This paper discusses the design, building,
and implementation of a new hybrid algorithm that combines a number of security
algorithms in order to obtain the best results in terms of resistance to multiple cyber-
attacks. This paper also contains an analytical study of the algorithms used and their
effectiveness in resistance to attacks represented by statistical results and graphs.

Keywords Hybrid algorithm · Cybersecurity · Network security · System security

1 Introduction

Many electronic systems around the world have been exposed to cyber breaches by
hackers or by some malicious programs that have enabled hackers to access these
systems and use their data unauthorized.Most electronic systems rely on the principle
of encryption algorithms to protect their data and convert clear data into encrypted
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data that can not be decoded into using special arguments called cryptographic keys.
These systems vary according to the nature of the security algorithms used. Some of
them use cryptographic algorithms of great complexity and high strength. They are
not fast, and those who use fast security algorithms are relatively less safe compared
to their complex predecessors [1].

In order to design a new algorithm, consider the analytical studies of existing or
previously used algorithms and compare them to find the strengths and weaknesses
of each algorithm. As it is known, each algorithm has a number of features and
some disadvantages. The hybrid algorithm is a combination of the properties of
the existing algorithms to take advantage of the characteristics of these algorithms
in improving the results of the new algorithm [2]. For example, when combining
two cryptographic algorithms, one of these algorithms has certain disadvantages,
and their integration with another algorithm may be a reason to address these
disadvantages. It is also possible that new defects will emerge as a result of the
process of integration of the algorithms, so the process of hybridization of algorithms
in the case of increased disadvantages is unsuccessful.

The characteristics of the hybrid algorithm depend mainly on the type of selected
Algorithms. In the hybridization process [3]. The more powerful algorithms are
selected, the better the results are obtained. There are systems based on speed in the
work where the speed is a sensitive issue cannot be compromised in terms of work
so not all algorithms can work efficiently in this type of systems, an example these
systems are wireless systems and most of the Web sites. On the other side, there is
another type of system that requires maximum security regardless of time. It requires
security algorithms with a very high level of complexity and a high level of security
in order to provide the security requirements of information and data such as military
systems and research facilities systems [4].

There are some basic characteristics that must bemet in cryptographic algorithms.
One of the most important features is its strength in the face of code analysis and ran-
domization in generating cryptographic keys, increasing randomization and confu-
sionwithin the algorithm’s body and other properties. Algorithms that are adopted on
systems of a sensitive naturemust have these characteristics at their highest levels [5].

2 Related Work

In this section of this research, it is important to look at the previous studies in
this area, i.e., the most prominent security algorithms in which there is a kind of
hybridization in order to know what characteristics have emerged and what are the
disadvantages that emerged as a result of the hybridization process in the security
algorithms.

Jignesh R. Patel, Rajesh S. Bansode and Vikas Kaul have invented a hybrid
encryption system based on a block cipher [6]. This system was built based on
two main block cipher algorithm which is advanced encryption standard (AES) and
data encryption standard (DES) by merging the two techniques together attempting
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to have both advantages of both systems. In this experiment, a hybrid block cipher
algorithm deals with 64-bit input message were each input message that exceeded
64 bit will be divided into equal size 64-bit blocks. The key size of the algorithm is
128-bit size. The results showed that the hybrid algorithm takes more time to process
the data then each of its components because the processing time increased compared
with the single algorithm. The resultant from the hybridization process shows that
the complexity level increased and the security level increased compared with its
component.

Kirtiraj Bhatele, Amit Singhal, andMayank Pathak in their paper design an archi-
tecture for a hybrid encryption system using multiple algorithms [7]. The algorithms
used are AES, RSA, Elliptic Curve (EC), and additionally, it uses an MD5 algo-
rithm for hashing the component of the encryption algorithm. This architecture also
takes into consideration the use of duel RSA algorithm and its effect compared with
normal RSA. The proposed hybrid system generates a hash value using MD5 and
places it within the encryption algorithms. Meanwhile, the plaintext enters the AES,
RSA and Elliptic curve cryptographic function in order to be encrypted by using the
encryption key. The plaintext is retrieved at the end of the algorithm and by using
of MD5 authentication. When the hash value approved, the Ciphertext decrypted to
retrieve the original plaintext. The resulting ciphertext of this system is resistance to
the square attacks. The algorithm use high bandwidth and low power consumption
as a measurable advantage of this hyper system. A disadvantage of this system it
is noted that the expected execution time is as twice as the normal execution time
of its component. This make this algorithm suitable for a high-security system but
in the same time it is unsuitable for applications and systems that require real-time
execution or fast execution of security algorithm.

PrabhatK. Panda andSudiptaChattopadhyay create a hybrid encryption algorithm
based on RSA and public-key cryptographic systems [8]. Themerging in this process
made by using four prime numbers in order to generate both of public and private keys
so as the complexity in key generation increased. The hybrid RSA (HRSA) results
produced from the experiments made by the researchers show that HRSA is more
secure than normal RSA and also the time taken for the encryption and decryption
process is close to the original execution time of normal RSA. The hybridization
came from the idea of inserting new arguments to the original RSA by using the
properties of prime numbers to generate secure keys. Another focal point that is
noticed in this algorithm is that the randomness in key generation increased and as a
result of that affect the attack resistance capability increased because whenever the
randomness period increased the more powerful the algorithm will be resistance to
all attacks that depend on the predictability.

2.1 Proposed Work (CHSA Design)

Each algorithm has a specific structural security representation that determines the
mode of data flow within it. The more algorithm structure parts correlated together
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the more algorithm is faster in execution. The algorithms whose structure is intercon-
nected have a fast execution time (encryption–decryption) because of this correlation.
On the unrelated or low-correlation algorithms implementation time will be more
than the previous one, but the complexity and strength of the algorithm will be very
large because the process of code analysis will be very difficult resulting from the
structural parts of this algorithm are not understood intelligently. There is a kind of
interconnection between the structural parts of the algorithm that is incomprehen-
sible to the normal algorithm tracer or is very difficult for the code analyst, which
makes this algorithm has a strong structure and thus will be difficult to break. The
general structure of CHSA consists of six basic classes summarized as follows:

1. Block cipher: the truncating of the message made by using block cipher. The
message truncated into the equal-sized block in order to be processed by the other
algorithm steps [9]. All message types processed by the algorithm withier if it is
a multimedia or a string file. The string file truncated into blocks and processed
to the other steps as a binary string while the multimedia file are encoded and
converted into equal size binary blocks. Meanwhile, a conversion method used to
convert the converted binarymessage into a hexadecimal form. Formathematical
and programming reasons, all messages need to be in hexadecimal form to be
compatible with other algorithm arguments.

2. Stream cipher: after processing the truncated message into hexadecimal blocks
the next step is to process the block in stream cipher form. Each character in the
block processed one-by-one using a stream cipher algorithm. The stream cipher
increased the speed in execution time and therefore it decreased the overall time
needed to encrypt the message and convert it into ciphertext form. Stream cipher
algorithm needs to have an initial seed to encrypt the message using this seed as
a key for the encryption process. This step considers the first encryption in the
CHSA using a stream cipher method. The stream cipher key generated using the
CHSA key generation method. CHSA provided with a method for the random
key generation whatever it is requested. The stream cipher algorithm used in this
step is RC4 [10]. The algorithm sends a request to the key generation method
within CHSA in order to receive a random key according to the algorithm type
(more details in Sect. 3).

3. S-Box confusion: one of the basic steps in all cryptographic algorithms is the
confusion [11]. The confusion added by using the s-box matrix. Normal algo-
rithms use pre-build s-boxes in order to distribute the change over the current data
chunk. S-boxes in CHSA is randomly generated by the key generation method.
The generated pattern will be organized into a matrix. The main objective of
the s-boxes in CHSA is to increase the confusion of the message structure and
process the message to the next step. The increase in confusion makes it harder
to analyze the data chunk in case of sniffing during the data transmission or
cryptanalysis attack.

4. Add encryption key: this is the stage where the message is truly encrypted.
Each encryption algorithm takes its strength from the encryption key. The more
the encryption key is strong the more strength will gain against cryptanalysis
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and more resistance to all known attack types. At this stage, CHSA requesting
from the generation center the encryption key to encrypt the current block. The
complexity of the hybrid algorithm is that CHSA requests a key for each block
that is under process. This would add a lot of complexity to the systemmeanwhile
it required to generate multiple encryption keys (the same number of blocks).
This behavior within CHSA is similar to the behavior of one-time pad algorithm
[12] which considered unbreakable algorithm since the generated encryption key
is as long as the message and used only once in encryption and decryption and
then destroyed. The generated hexadecimal key added to the current block which
himself is a hexadecimal quantity and therefore an X-OR operation performed in
this stage. Generated ciphertext blocks transferred into another step to perform
the chaining process within other blocks.

5. Block organization: the resultant blocks from the previous stepwill be organized
into a chain of the block. Eachmessage block enters the algorithm separately from
the other blocks. CHSA works in the parallel mode were each block processed
and encrypted independently from other blocks. Each block of the data needs to
correlate with other blocks in order to produce the final block cipher. The known
methods for the block cipher calledmode of operations. Thesemodes used to join
the blocks after they are encrypted in a manure that can be decrypted later using
the same method in reverse. However, the chaining process of the block cipher
considered a focal point in the algorithm secrecy [13]. CHSA joining the blocks
in a random pattern way generated by the generation center of CHSA. When
the block generated and attended to be chained with other blocks the algorithm
generate a request to the generation center and receive a pattern of the block
order to join the blocks together and when decrypt the original message it will
use the same pattern generated previously to retrieve the original blocks.

6. Probability distribution: in mathematics, the probability is themean of an event
that may or may not occur according to a specific condition [14]. Adding proba-
bility distribution to the algorithms increases the confusion level along with the
randomness of the hall encryption systems [15]. CHSA added this feature to the
ciphertext by using CSHA probability distribution sector in the algorithm body.
This processing method generating a random pattern for the distribution of the
ciphertext algorithm. The input block will be permutated according to the gen-
erated pattern from the distribution center. Probability plays a central role in the
changing event of the block cipher parts. After the chaining process completed,
the ciphertext block enters the probability distribution stage which examines the
ciphertext block according to the pattern. If the probability occurs then the block
ismergedwith the distribution pattern generated from the probability distribution
center. Probability distribution center have a communication link with the block
organization stage because of shared objectives, the distribution center request
from the block organizer to provide the distribution center with the block bound-
aries in order to identify the block border and act according to this border [14, 16].
Whenever the block boundaries received a pattern will be generated automati-
cally and randomly. Ciphertext changed according to this pattern. The form of
change occurs by the probability distribution pattern is multi-form change. What
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this means is that it contain multiple actions to change the ciphertext like shift-
ing, simple stream cipher encryption, substitution encryption, or transposition
encryption. The generated pattern need a key in case of substitution, transposi-
tion, or even stream cipher so this step needs to be provided with keys from the
generation center within CHSA.

All details of CHSA algorithm structure and general design appear clearly in
Fig. 1. Connections, steps, and data flow is represented in details.

2.2 CHSA Generation Center (GC)

The GC is the main nerve of the new hybrid algorithm as it generates all kinds of
keys and patterns used by the algorithm in the performance of various functions.
GC receives the generation requests from the joints of the system. Each of these
joints has a special request to the GC to generate the cryptographic keys. It generates
the patterns of the process of reallocating the bits in the encoded text during the
conversion process from its current form to a more complicated one. The process of
reallocating bits in the current message form requires a pattern generated by the GC
for each step that requires reallocation. Mainly, there are three main steps in CSHA
that requires a pattern for the distribution process. In another hand, there are three
main phases that require keys for encryption.

The hybrid chaotic system used in this proposed system is composed of the Logis-
tic system (Eq. 1) andLorenz system (Eqs. 2, 3, and 4) as shown inFig. 2. TheLogistic
chaos outputs are used in two manners (as KS1 and KS5). First, they are used for
encryption processing. Second, they are used to initialize the Lorenz chaotic system.
The last significant number of each result from the Logistic chaotic system is added
to the initial periods of the Lorenz initial conditions

f (kn+1) = r · kn(1 − kn) (1)

xn+1 = a · (y − xn) (2)

yn+1 = c · x − x · z − y (3)

zn+1 = x · y − b · z (4)

where a, b, c, r is the chaos parameters. While x0, y0, z0, k0, and v0 is the initial
conditions for chaos map.

The GC consists mainly of twomain sectors. The first sector is the Chaos Random
Generation Center (CRGC) which is responsible for providing random keys from
hybrid chaotic system, the patterns depending on random key and pattern generation
algorithm. Blum-Blum algorithm summarized in the following equation:
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2D Logistic Chaotic System

Generate Initial Values for Lorenz 
system

3D Lorenz Chaotic System

Parameters and initial value for Logistic chaos system

Parameter

KS1

KS2 KS3 KS4

KS5

Fig. 2 The hybrid chaotic system used in the proposed system

zn+1 = z2n mod M (5)

where M = p ∗ q and p, q are two large prime numbers. The seed z2n should be
an integer value that its value is co-prime with M. The main purpose behind using
Blum-Blum hybrid chaotic system algorithm is its properties of generating a random
number that approximates the properties of the true random number generation from
hybrid chaotic system [13, 17].

The second sector in the GC is the Storing Center (SC) which is responsible
of storing form holding the key streams and patterns generated by the CRGC. The
storing strategy takes the form of table with identifiers in order to identify the type
of storing operation. Each record in the database of the system contains key streams
or a pattern composed with it the type of the algorithm that request it and the step of
the request. Figure 3 shows a detailed structural view of the GC and its components.

Id Type Block Keystream or Pattern
3 Key B1 A193E1F9912DB14236
4 Pattern B3 ((B1,[1,A,3,D,E,9,6,F]))
5 Key B5 5438762A2ED3C5691A
6 Pattern B11 ((B5),[4,A,6,3,1,E,C]
7 Key B4 B234876E9FE2321129A

Generation Center (GC)
Responds to all requests from the algorithm steps and respond to them by providing all 

keys s-boxes, and patterns

Chaos Random Generation Center (CRGC)
Generate random key , patterns, and S-Boxes randomly

Storing Center (SC)
Stores all the information generated from each step in order to retrieve these 

information when decrypt the ciphertext 

Fig. 3 GC internal design and storing strategy inside SC unit in the GC saves the data on a table
with type of the storing element, block that is related to the stored element, and the generated stream
or pattern
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2.3 CHSA Syntax

The data flow within CHSA goes from truncated blocks and ending with ciphertext
blocks. The encryption process takes six basic steps. All steps within CHSA are
represented in the following algorithm.

a. CHSA Encryption

Below the proposed CHSA encryption algorithm.

Algorithm 1: CHSA Encryption Syntax

The encryption process takes an action under for loop as long as the block size in
order to process all blocks within the plaintext message.
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b. CHSA Decryption

The decryption process as in all encryption standards and algorithms performed by
the inverse of the encryption process was all process taken place in reverse order
to retrieve the original plaintext. CHSA decrypts the ciphertext through the use of
stored keys and patterns inside GC. GC provides the CHSA with all necessary terms
for the decryption process.

Algorithm 2: CHSA Decryption Syntax

Input:
Output:

The decryption process within CHSA depends on the reverse processing and
storing center within GC. All key streams and patterns stored in SC. The process of
specifying the address of the pattern or the key is performed using Address record
stored in the GC. SC contain a special table called AddressT able that containing
the full address of each block and each pattern. The Address of the block stored to
be retrieved by the desirable phase.

The complexity of the encryption/decryption process came from themathematical
processing and pseudo-random pattern and key generation. The chaining process,
confusion process, distribution process, and organizing process make it very hard
and complex for the cryptanalyst to attempt retrieving all the system arguments
because each block has a key that differs from the other keys stored in the SC.
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3 Implementation and Results Analysis

The process of implementation of the new algorithm requires a programming lan-
guagewith a large capacity to deal with data of all kinds and alsomust have the ability
to deal with networks in order to secure the files and transmission over the network
to the recipient. A new system was implemented to implement the new hybrid algo-
rithm within the Visual Studio environment. The algorithm succeeded in encrypting
the data in a newway. It worked on splitting the clear text and then coding it using the
RC4 algorithm and then integrating the key and some additional processes to get the
encrypted text. Table 1 shows the results for each of the algorithm’s operations for,
as well as the total duration of several types of experiments represented in Table 2.

InTable 2, it is possible to note that the time taken to performencryption operations
ranges between 0–2 s and 12 s as the maximum time in the encryption process and
the maximum encoding process can be observed in video files which are the largest
file types in size in network applications. Table 2 represents the time taken by each
encryption process within the hybrid algorithm for the creation of encoded text
since each process has a different key from the other because of the key generation
center, which gives each algorithm a different key depending on the semi-random
generation algorithms. Table 3 shows the results of organization information and
S-box distribution operation performed by the CHSA.

Because the last stage of the algorithm is the probability distribution variable by
semi-random pattern, we find that it is found in Tables 2 and 3. This phase contains
several sub-phases, such as RSA and process stages to increase the randomness
and strength of the encoded text Permutation. Overall, the processes in Table 3
took relatively less time than the encodings in Table 2 because the mathematical
structure of these processes was less than the coding processes. Figure 4 illustrates
the results gained from the encryption algorithms in CHSA with file encryption and
the operations of CHSA on files.

These results were in terms of files within the operating systems within the com-
puters either in the network systems, the implementation of the algorithm is through
the use of PHP programming language as a common language in the applications
of the Internet and networks and various applications of the internal sharing of files.
The CHSA algorithm was built by the PHP programming language and also per-
formed file encryption experiments during the transmission and receiving process.
The results showed that the time spent in the encryption process exceeded what it
was in the operating system due to the time it took to load the file and the time it took
to convert the file to the formula And finally the time spent in the process of sending
to the receiving party and all these additional times increased the overall time spent
in the encryption process using the CHSA algorithm. Table 4 shows the time spent
in encrypting data using the CHSA algorithm for network applications as well as
Fig. 5 that illustrate the difference between the OS operation and network operation
in CHSA.
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Table 2 Results came from file encryption when using CHSA

Data type File size Block cipher
(s)

Stream
cipher (s)

Adding
encryption
key (s)

Probability
distribution
(s)

String
plaintext

180 character 0.2 0.2 0.3 0.4

.TEXT 4 KB 0.5 0.8 0.6 1

.DOC 12 KB 0.9 0.7 0.9 1

.PNG 40 KB 3 3.5 4 2

.PDF 231 KB 7 8 7 8

.MP4 3240 KB 10 11.3 12 10.2

Table 3 Results came from file encryption when using CHSA (organization processes)

Data type File size S-box (s) Block organizer (s) Probability distribution
(s)

String plaintext 180 character 0.3 0.11 0.4

.TEXT 4 KB 0.51 0.55 1

.DOC 12 KB 0.7 0.76 3

.PNG 40 KB 1 2.15 1.5

.PDF 231 KB 4 3.9 4

.MP4 3240 KB 5 4.16 1.2

0

1

2

3

4

5

6

Orginization Process Results

doc png pdf mp4

(a) (b)

Fig. 4 CHSA results from both encryption and security functions

4 Conclusion

The hybrid algorithm is the process of integrating more than one algorithm at a time
in order to take advantage of the existing features in each algorithm. The purpose
of increasing the complexity of the CHSA algorithm is to increase data security.
The greater the complexity, the greater the security of the data. The structure of the
algorithm consists of 6 main parts in each of these parts is a mathematical algorithm
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Table 4 Results came from file encryption when using CHSA (network application using PHP)

File
type

File size Upload
time
(s)

Conversion
time (s)

Block
cipher
(s)

Stream
cipher
(s)

S-box
(s)

Adding
encryption
key (s)

Probability
distribution
(s)

String
data

220
character

0.4 0.1 0.2 0.2 0.1 0.4 0.2

.TEXT 3 KB 1 0.3 0.5 0.4 0.3 0.2 0.9

.DOC 15 KB 1.6 0.5 1.3 1 0.5 0.4 1.4

.PDF 1 MB 4 3 5 5.2 3 1.2 2

.PNG 1.4 MB 4.3 3.1 4 5.2 3.2 1.5 4

.MP4 4 MB 9 6.3 7 6 5.1 2.3 8.1

specialized in data security. In the first part, the algorithm divides the clear text into
blocks in order to be passed to the other stages. This is known as a block cipher
since the data is cut into blocks of equal size. The data then flows to the stream
cipher process, which in turn encodes the blocks that were cut at the beginning of the
algorithm. The third stage is to add more randomness to the system using the S-box.
The fourth stage is to add the key-encryption key to clear text parts. The fifth stage is
the process of redistributing the blocks, which are scattered in a random order. The
sixth and final stage is the process of authentication or coding at random according
to the pattern sent by the generation center.

The CHSA algorithm contains a special center for generating keys called the gen-
eration center, which is responsible for generating all types of keys for all algorithms
within the CHSA. Each of the six algorithms has special keys that differ from the
other algorithms. Therefore, the task of the generation center is to provide these
algorithms with the necessary keys to perform their functions. As for the method
of storage of these keys, there is a storage facility located within the center of the
generation used to store the keys that are generated through the center of genera-
tion and use by other algorithms. The storage unit at the generating station shall be
responsible for storing and retrieving these keys at the time of need in the decryption
process for the recipient in the case of network systems and for the user if he uses
the same operating system.

The algorithm was tested by encrypting a number of files within the operating
system. These files were text string, text file, images, video, and e-books in pdf
format. The algorithm showed its ability to encrypt data in such a complex way
that it is difficult to analyze the code for the algorithm. The results showed that the
minimum time spent in the encryption process in the CHSA algorithm is 0.5 s, which
is the total time spent in the coding process of the text string, which is the simplest
input type for the encryption algorithm, while the largest time taken by the algorithm
is about 32 s when encrypting video files in mp4 format which are considered The
largest input type of the algorithm in terms of size and found that the algorithm
in total takes more time than the rest of the algorithms is relative because of the
multiple stages of encryption contained in the algorithmandbecause of thesemultiple
stages, the encryption takes more time than in traditional algorithms. However, the
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most important feature of the CHSA algorithm is the strength in encryption and
complexity of the encoded text, since the process of parsing the code is almost
impossible given the number of random processes contained in the algorithm and its
encryption algorithms and reliability.

After obtaining results and statistics for the CHSA algorithm, it is necessary to
mention the effect of this algorithm in the face of attacks targeting both the operating
system and network applications. Here lies the real strength of security algorithms in
responding to these attacks. The CHSA algorithm proved effective against Trojans
and viruses that open the gaps between the victim’s operating system and the hacker
to analyze the code as the data will be useless for the hacker. As for the network’s
many attacks, the most powerful types of attacks that network systems may face and
the application of the algorithm have been chosen to determine their effectiveness
in preventing these attacks. It has proven that it has been able to prevent 3 of the 4
attacks considered the most dangerous in the network world.

As a future development of the CHSA algorithm, two main directions must be
developed to develop its work. The first is to increase the complexity of the algorithm
by adding new and complex stages in order to increase the strength in the face of as
many attacks on both the operating system and the network applications. Work on
increasing the speed of the algorithm to make it more suitable for applications that
require real-time processing process, i.e., video applications over networks, which
require high-speed encryption algorithms so increasing the speed of implementation
of this algorithm is an important trend very in the development process.

References

1. Ismail M, Gerard C (2012) Evaluation of different cryptographic algorithms on wireless sensor
network nodes. IEEE Int Conf Wirel Commun Undergr Confin Areas. https://doi.org/10.1109/
ICWCUCA.2012.6402500

2. Timothy DP, Santra AK (2017) A hybrid cryptography algorithm for cloud computing security.
Int ConfMicroelectr Dev Circ Syst (ICMDCS), IEEE. https://doi.org/10.1109/ICMDCS.2017.
8211728

3. Li X, Li X, Wei L (2013) The application of hybrid encryption algorithm in software security.
In: 3rd international conference on consumer electronics, communications and networks, IEEE.
https://doi.org/10.1109/CECNet.2013.6703419

4. Yu L, Wang Z, Wang W (2012) The application of hybrid encryption algorithm in software
security. In: Fourth international conference on computational intelligence and communication
networks, IEEE. https://doi.org/10.1109/CICN.2012.195

5. Mandal AK, Parakash C, Tiwari A (2012) Performance evaluation of cryptographic algorithms:
DES and AES. In: IEEE students’ conference on electrical, electronics and computer science,
IEEE. https://doi.org/10.1109/SCEECS.2012.6184991

6. Patel JR, Bansode RS, Kaul V (2012) Hybrid security algorithms for data transmission using
AES-DES. In Int J Appl Inf Syst (IJAIS) 2(2). ISSN: 2249-0868 Foundation of Computer
Science FCS, New York, USA

7. Bhatele KR, Sinhal A, PathakM (2012) A novel approach to the design of a new hybrid security
protocol architecture. In: IEEE international conference on advanced communication control
and computing technologies, IEEE. https://doi.org/10.1109/ICACCCT.2012.6320816

https://doi.org/10.1109/ICWCUCA.2012.6402500
https://doi.org/10.1109/ICMDCS.2017.8211728
https://doi.org/10.1109/CECNet.2013.6703419
https://doi.org/10.1109/CICN.2012.195
https://doi.org/10.1109/SCEECS.2012.6184991
https://doi.org/10.1109/ICACCCT.2012.6320816


New Complex Hybrid Security Algorithm … 103

8. Panda PK, Chattopadhyay S (2017) A hybrid security algorithm for RSA cryptosystem. In:
4th international conference on advanced computing and communication systems (ICACCS),
IEEE. https://doi.org/10.1109/icaccs.2017.801464

9. Mitchell CJ (2016) On the security of 2-key triple DES, IEEE transactions on information
theory 62(11). https://doi.org/10.1109/TIT.2016.2611003

10. Weerasinghe TDB (2013) An effective RC4 stream cipher. In: IEEE 8th International con-
ference on industrial and information systems, IEEE. https://doi.org/10.1109/ICIInfS.2013.
6731957

11. AhmadA, FarooqM, AminM (2016) SBoxScope: a meta s-box strength evaluation framework
for heterogeneous confusionboxes. In: 49thHawaii international conference on systemsciences
(HICSS), IEEE. https://doi.org/10.1109/HICSS.2016.685

12. Wang X, Wang S, Zhang Y, Luo C (2018) A one-time pad color image cryptosystem based
on SHA-3 and multiple chaotic systems. Optics Lasers Eng 103:1. https://doi.org/10.1016/j.
optlaseng.2017.11.009

13. Vybornova YD (2017) Password-based key derivation function as one of Blum-Blum-Shub
pseudo-random generator applications. Proc Eng 201. https://doi.org/10.1016/j.proeng.2017.
09.669

14. AL-Mousawi AJ, AL-Hassani HK (2017) A survey in wireless sensor network for explosives
detection. Comput Electr Eng. https://doi.org/10.1016/j.compeleceng.2017.11.013

15. Narasimha Mallikarjunan K, Muthupriya K, Mercy Shalinie S (2016) A survey of distributed
denial of service attack. In: 10th international conference on intelligent systems and control
(ISCO), IEEE. https://doi.org/10.1109/isco.2016.7727096

16. Smyth D, McSweeney S, O’Shea D, Cionca V (2017) Detecting link fabrication attacks in
software-defined networks. In: 26th international conference on computer communication and
networks (ICCCN), IEEE. https://doi.org/10.1109/ICCCN.2017.8038435

17. Shaikh AA (2016) Attacks on cloud computing and its countermeasures. International confer-
ence on signal processing, communication, power and embedded system (SCOPES), IEEE.
https://doi.org/10.1109/SCOPES.2016.7955539

https://doi.org/10.1109/icaccs.2017.801464
https://doi.org/10.1109/TIT.2016.2611003
https://doi.org/10.1109/ICIInfS.2013.6731957
https://doi.org/10.1109/HICSS.2016.685
https://doi.org/10.1016/j.optlaseng.2017.11.009
https://doi.org/10.1016/j.proeng.2017.09.669
https://doi.org/10.1016/j.compeleceng.2017.11.013
https://doi.org/10.1109/isco.2016.7727096
https://doi.org/10.1109/ICCCN.2017.8038435
https://doi.org/10.1109/SCOPES.2016.7955539


Performance Assessment of Various
Encoding Schemes with Bit Stuffing

S. Bharath and Gayathri Narayanan

Abstract This paper discusses the implementation of a novel technique of encoding
data bits using the concept of bit stuffing in addition to the conventional methods
of source coding. This technique can be applied to any of the existing methods
of source encoding under controlled conditions. In particular, the method is very
efficient when the encoded bits have more number of ones or zeros than a predefined
threshold, at any point of time and in any part of the stream. Usually, bit stuffing
is a common method used for data compression in data communication layers to
reduce the bandwidth. In this paper, we have attempted to incorporate bit stuffing in
various encoding schemes and have compared the improvement in performance with
and without bit stuffing. The software used for simulation is MATLAB. The primary
motivation of this work is to determine the maximum amount of bandwidth savings
that can be achieved due to bit stuffing for a random series of alphabets.

Keywords Arithmetic encoding · Bit stuffing · Huffman coding · Redundancy

1 Introduction

Source encoding is the process of encoding the data bits and preparing it for trans-
mitting across the channel length in an efficient manner so as to decrease the overall
bandwidth and increase the data rate. Source encoding is done to eliminate redun-
dancy. Redundancy translates to the wastage of bandwidth in the channel. Source
encoding is accomplished by reducing redundancy and compressing the data before
it is sent to the channel while channel encoding adds redundancy to ensure reliable
reception of data stream. Channel encoding is done to overcome the effect of noise in
the channel. A source encoding scheme is applied to a system based on some specific
pattern that the source follows, which could be either the probability of each symbol
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Fig. 1 Model of a simple
digital communication
channel

or uniqueness in the occurrence of the symbols. Any source encoding scheme should
generally satisfy the following properties:

• Uniqueness
• Prefix free
• Instantaneous

The coding scheme should provide unique code words to each symbol used. A
prefix code is a code that follows ‘prefix property’ for example, a code with code
words [4 0 15] may be said to be a prefix code while another code with code words [4
0 41] does not follow prefix property. The code word of any symbol should not be a
prefix of a codeword for another symbol. A prefix code is usually uniquely decodable
because given a complete sequence the receiver can identify each word without
requiring a marker between each word. The final code should be instantaneously
decodable whichmeans that the decoded data should not be ambiguous. In arithmetic
encoding scheme,we transmit a tag value based on the probability distribution in each
symbol instead of making code words for each symbol. The concept of ‘Information’
in Information Theory deals with the amount of uncertainty in an event. Average
entropy is the average rate at which information is produced by a particular stochastic
source. Redundancy is then referred to be the difference of entropy H(X) of an
ensemble X and its maximum possible value, i.e. if there are N ensembles for equal
probability distribution, then (Fig. 1).

R = H(X) − log2(1/N )

2 Related Works

There are certain encoding schemes where probability distribution is not used for
coding the data bits like the Lempel Ziv method [1]. This paper focuses on Huff-
man and Arithmetic encoding schemes by incorporating bit stuffing. Considering the
whole set of existing encoding schemes Huffman and Arithmetic encoding are con-
sidered to be the most effectual based on the compression efficiency. Bit stuffing is a
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novel idea as presented in [2] where we insert a non-informative bit in between the
data stream so as to break a common pattern followed in the data stream. Bit stuffing
is useful only if the data stream follows a specific pattern. There are some existing
works on the use of bit stuffing in steganography [3] to improve the encryption of
data. The above-mentioned paper is about ‘graphstega’ using Huffman encoding to
hide a potential secret. Bit stuffing is also found useful for crosstalk avoidance in
high-speed switching [4].

Huffman code is a particular optimum variable-length prefix code usually used in
the lossless data compression. It is based on the probabilities of each symbol used in
the stream. In one of the reference papers [5], the authors suggest amodifiedHuffman
coding to improve its performance and redundancy based on the minimum variance
Huffman coding. A universal design of arithmetic coding algorithm using the soft-
ware and hardware design is presented in [2] where 256 ASCII codes of distinct
symbols, as a particular example, are accommodated in the alphabet. Accordingly,
both the coding equations are modified by indicating the code values as the lower
end-point value of the coding range and the width of this range. Thus the flow of
sending output codes, solving the so-called underflow problem, and updating the
coding range can be integrated and simply controlled by the value of the coding
range.

Various variants of arithmetic coding schemes are now available for different
purposes like image and audio compression. In [6], a method of context-based adap-
tive arithmetic coding is suggested for compression of image. The concept is based
on parallel leading zero detection and bit stuffing handling where the symbols are
encoded and decoded in one cycle. In this paper, we deal with text as the data
entity and encoding it according to its probability distribution. We present three
main functional blocks namely, ‘arithmetic encoding and decoding’, ‘bit stuffing’,
‘bit de stuffing’ to compare the efficiency of transmitted data after source encoding
with arithmetic and Huffman method.

3 Proposed Work

3.1 Arithmetic Encoding and Decoding

The state of the art in source encoding is arithmetic encoding scheme as it represents
the datamore compactly. It has an optimal performancewithout the need for blocking
of input data. It encourages a clear separation between themodel for representing data
and the encoding of information with respect to that model. In arithmetic encoding,
the message output data is represented by an interval between 0 and 1. The range
of this interval reduces as the size of the message data is bigger. As the size of this
interval reduces more no of bits are required to represent the data. In this paper,
simulation is done with MATLAB and we found that it’s difficult to figure out the
tag number if direct arithmetic coding is applied to an audio signal. Many modified



108 S. Bharath and G. Narayanan

arithmetic logics are presented before like [7] which could compress an image,
audio or video. This paper is to account for a pattern observed in arithmetic encoded
sequences where it’s common to have observed more number of consecutive similar
bits in the code. As the message size increases this pattern is observed to increase.
Consecutive symbols of the message reduce the size of the interval according to the
symbol probabilities generated by the model. The more probable symbols reduce the
range lesser than the least probable symbols adding fewer bits to represent the data.

3.2 Bit Stuffing

As in bit stuffing concepts normally used, it is a method of data compression that
takes care of a certain known pattern used repeatedly in a sequence of data. If a
pattern repeats in a binary sequence, then it could eventually be replaced by a bit
‘1’ stuffed in between the sequence. This requires that a code must check for a
certain pattern regularly and stuff either a ‘0’ for absence or ‘1’ for presence of
that pattern. The encoder and decoder should know the pattern followed and the
method used for bit stuffing so as to decode the message accurately. There are many
existing papers on modification to bit stuffing algorithm as in [8] which are applied
in different contexts. There are some existing works [9] about deriving lower bounds
on the capacity of certain two-dimensional constraints by considering bounds on the
entropy of measures induced by bit stuffing encoders.

In this module used for simulation, the program searches for five consecutive
one’s or zero’s if two of them are already found successively. The module writes the
first two consecutively repeated bits for transmitting and adds an extra bit that says
if the third, fourth and fifth bits are being repeated the same value. This module adds
or stuffs ‘1’ if they are repeated and ‘0’ for the other condition. If the stuffed bit is ‘1’
then the further third fourth and fifth repeated bits are ignored. On the other hand, if
the stuffed bit is ‘0’ no bit is ignored. Thus, if two bits repeating pattern are more in
our sequence with no five-bit repeating pattern, it leads to a considerable increase in
bandwidth.

3.3 Bit De-Stuffing

This is the process by which the bit stuffed sequence at encoder is recovered at
the destination decoder. Here whatever modifications made for bit stuffing which
accounts for the extra stuffed bits indicating the presence or absence of the pattern is
eliminated. In this module used for simulation, every third bit that comes after two
repeated bits is ignored. Also that if this third bit is ‘1’ three repeated 1’s are stuffed
instead of this ignored third bit.
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4 Result Analysis

MATLAB is one of the most widely used programming platforms in which a wide
range of operations can be performed on the input signals and their functions can be
plotted. MATLAB considers any signal as a matrix of numbers and performs opera-
tions on them. This paper focuses on encoding text messages where the probabilities
of individual symbols are taken from Pavel Mika’s database which cites Robert
Leward’s cryptological mathematics. For arithmetic encoding, the probabilities of
individual symbols are calculated according to their occurrences and frequencies in
the sentence. Before transmitting anything the range of themessage is from 0 to 1, i.e.
0 ≤ x < 1. An extract from Stephan Hawking’s ‘A Brief History Of Time’ is taken as
the message for the simulation purpose. The basic procedure for arithmetic encoding
is demonstrated below with a simple example as shown in Table 1. Suppose that
‘HOUSE’ is to be coded under arithmetic encoding scheme. We have the individual
probability distribution of ‘H’, ‘O’, ‘U’, ‘S’, ‘E’ as 0.2, 0.2, 0.2, 0.2, 0.2 taking prob-
abilities based on their occurrence frequencies of each alphabet. As each alphabet
occur only once in the message string, the probability of each alphabet is assumed
to be the same. Initially, both the encoder and decoder know the entire range to be
[0, 1]. As each alphabet is coded the range to be considered decreases. The range for
each letter is assigned by taking the cumulative probability for the ascending order
of alphabets. Thus the range for these alphabets will lie as in Table 1.

When the encoder see ‘H’ it limits the range to [0.2, 0.4] and sets the new range.
When ‘O’ is sensed the range further narrows to the third one-fifth of the above
range and it goes on until the end of the message. Finally, the encoder is left with a
range whose difference is called the tag which is transmitted in arithmetic encoding
scheme.

This binary tag is passed through bit stuffing to realize that the bandwidth is
reduced considerably. Similarly, a Huffman coded sequence is passed through the
bit stuffing module and was found that the bandwidth decrease was less compared
to arithmetic code which gives insight to the pattern followed in the sequence as
mentioned above.

It’s found that bit stuffing has less effect on Huffman coding or rather it may
increase the bandwidth of encoded message for short messages. Considering a text
message of length 5 in MATLAB, length of coded bits is 20 bits without bit stuffing
but the length increases to 27 bits on bit stuffing indicating the presence of 7 stuffed

Table 1 Sample alphabet set
and their probabilities

Alphabet Probability Range

E 0.2 [0, 0.2]

H 0.2 [0.2, 0.4]

O 0.2 [0.4, 0.6]

S 0.2 [0.6, 0.8]

U 0.2 [0.8, 1]
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0’s and no bit savings. For a length 10 text message, the bit stuffed code indicates the
presence of 13 stuffed 0’s and no bit savings. But when the length of the text message
increased to 15, Huffman coded sequence saved 24 bits indicating 12 stuffed 1’s and
added an extra 6 bits indicating 6 stuffed 0’s through bit stuffing. Thus 18 net saved
bits are found with bit stuffing. This says that as the size of the message increases
bit stuffing has a considerable effect on Huffman encoding.

In case of arithmetic coding, bit stuffing has a considerable effect on any length
of message. For a length 5 text message in MATLAB, the coded sequence is 24 bits
long without bit stuffing but it reduced to 16 bits after bit stuffing indicating the
presence of more consecutive similar bits. Similarly, for a length 10 text message,
the code length was 28 bits without bit stuffing which reduced to 22 bits after bit
stuffing. For a length 15 text message the code length reduced from 64 bits before bit
stuffing to 43 bits after bit stuffing. Length of the code varies depending on the text
message and the frequency of each letters in them but this trade-off is taken care off
by suppling similar messages in each case. Thus, arithmetic encoding scheme stands
out as better data compression with bit stuffing.

For random text messages of size 10 and 20 the graphs in Figs. 2 and 3 shows
the effect of the length of Huffman code without bit stuffing, length of an arithmetic
code without bit stuffing, traditional encoding with N bits for 2n symbols without
bit stuffing, normal arithmetic code without bit stuffing, normal arithmetic code with
bit stuffing respectively for a, b, c, d and e shown in X-axis. Figure 2 is about 25
different, random, size 10, text messages generated by ‘rand’ command inMATLAB
environment. Figure 3 is about 7 different, random, size 20, textmessages.Comparing
the two figures, one can observe that as the text size of the message increased the bit
stuffing gets more effective.More sequences are given here to generalize the concept.
We also observe that we have a common convergence point which is because of the
fact that MATLAB software random function generates equal no of different letters

Fig. 2 Code lengths of 25
different, random, size 10,
text messages
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Fig. 3 Lengths of 7
different, random, size 20,
text messages

Fig. 4 Length of varies code
for the size of text messages
N = 5, 10, 15, 20 and 25

most of the time. Figure 4 clearly shows that as size of text message increases bit
stuffing becomes more efficient in arithmetic codes.

5 Conclusion

Thisworkpresents a performance analysis of various encoding schemes likeHuffman
and Arithmetic encoding with bit stuffing. The chosen schemes are the most efficient
in terms of their source encoding efficiency. This work attempts to improve the
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efficiency of Huffman and Arithmetic coding schemes by incorporating the concept
of bit stuffing, under chosen conditions. It shows the importance of bit stuffing in
data compression as the length of the text message increases. The simulation studies
were carried out using MATLAB software. It was observed that arithmetic encoding
with bit stuffing stands out in performance as a better data compression or source
encoding scheme.
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3D(Dimensional)—Wired and Wireless
Network-on-Chip (NoC)

N. Ashokkumar, P. Nagarajan and P. Venkatramana

Abstract Network on Chip is a special unique case of parallel computing systems
defined by the tight constraints such as availability of resources, area, cost of the NoC
architecture and power consumption. NoC is designed with three main components:
switches, Network Interfaces (NIs) and links. NoC is used for several application
domains, such as multi-media processing, consumer electronics, biological applica-
tions, etc. NoC is the technology proposed to solve the shortcoming of buses. This
technique is used to design communication subsystem among IP cores (Intellectual
property core) in a SoC design. In this chapter, we have discussed about 3D inte-
grated circuits, 3D wired and wireless NoC, Emerging Technologies, and Literature
Survey.

Keywords 3D NoC (3Dimensional Network-on-Chip) · TSV (Through silicon
via) ·Wired and wireless NoC · Topology

1 Introduction 3D-ICS

The issues connected with the high wiring network necessities of large scale joining
circuit configuration is investigated in [1] alongside how 3D ICs improve avail-
ability while decreasing the quantity of long interconnects. So also, the creators
of [2, 3] research how 3D ICs can be utilized to battle the developing proportion
of interconnect to entryway delay as highlight sizes diminish. A general diagram
of 3D innovations and the inspirations driving outlining 3D coordinated circuits is
introduced in [4]. The vertical interconnect innovations contain micro bumps, wire
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holding remote interconnects utilizing capacitive/inductive coupling, and through-
silicon vias (TSVs), of which TSVs suggest high-thickness vertical interconnects
and are by a wide margin the most encouraging method [5]. The advantages of uti-
lizing 3D NoC rather than 2D NoC are investigated by Feero and Pande [6]. These
work approaches on the performance and area effects of the network structures rather
than the power and performance tradeoffs of various technologies. 3D ICs gives an
equivalent set by long inbuilt through stacking active silicon layer. In this manner,
one can expect huge increments in execution and lessening in force utilization and
territory with conceivable integration of CMOS circuits with different innovations
[5, 7, 8]. 3D ICs suggest various favorable positions contrasted with 2DICs. These
incorporate:

• Shorter global interconnects
• Superior performance
• Smaller area (footprint)
• Low power consumption
• Scope of mixed-technology ICs
• Higher packing density.

In any case, 3D ICs have huge worries as warm thought. While the general force
dispersal in 3D ICs might be lower because of shorter and less worldwide inter-
connects, the force thickness is much higher because of vertically stacked silicon
layers. Thusly, capable warm organization is the best approach to guarantee the
execution redesigns offered by 3D ICs. For more unmistakable cognizance on this
subject, Emerging Interconnect Technologies for 3D Networks-on-Chip per users
are referred to the distinctive warm methodologies, for instance, physical arrange-
ment streamlining, usage of warm vias, and microfluidic cooling of the vertical stack
reported in the writing [9–11].

The 3D reconciliation innovation we utilized depends on Tezzaron [7] that uti-
lizations TSV for fringe IOs and microbumps for bury bite the dust associations.
The two-level 3D stacking technique depends on wafer-to-wafer holding, up close
and personal technique with by means of first approach as outlined in Fig. 1. The
between kick the bucket micro bumps give high interconnection thickness up to
40,000 per mm2 without interfering to FEOL (front-end-offline) device or routing
layers. It is additionally conceivable to execute four levels by stacking through con-
secutive utilizing TSV of the two face to face stacking so as to have higher outline
many-sided quality yet it won’t be secured in this work.

In advanced technology, we analyze the 3D NoC architectures we select 45 nm
standard library from ST Microelectronic [8]. We utilize comparative 3D structure
for between level associations utilizing microbumps as a part of Tezzaron innovation
however we replace the 130 nm technology of Global Foundries with 45 nm ST
Microelectronic standard library. The 45 nm innovation utilized as a part of this study
has seven metal layers where metal seven is utilized for holding and the steering is
constrained until metal six.
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CMOS

COPPER BUMP

CMOS

Global Foundries 130nm,LVT 
process,1.5v core,3.3V  I/o

6 metal layers, metal 6 
for bonding

3.4 μm diameter,5 um 
pitch bumps

Via-first method, Tungsten 
TSV

1.2 μm diameter,2.5um pitch,6 
μm depth

FACE-TO-FACE

Fig. 1 Cross section of Tezzaron 3D IC technology with corresponding parameters

2 3D-Wired and Wireless NoC

2.1 Wired NoC

As one of the more well known vertical network technologies, through silicon via
(TSVs) and some of their manufacturing methods are described in [5] alongside TSV
electrical characteristics extraction and demonstrating. TSVs add extra many-sided
quality to the fabricating process for 3D ICs yet they lead to offer power, performance
of execution, and chip range qualities.

2.2 Wireless NoC

In [7], a low power and high information rate inductive coupling transceiver is pro-
posed. Inductive coupling is a vertical technology innovation that does not require
adjustments to the assembling procedure, however, the force, execution, and chip
range overheads are regularly restrictive to the appropriation of the innovation. The
design and implementation of a capacitive coupling handset is broke down in [8]
where the force, execution, and region overheads are examined and also limitations
that capacitive coupling joins put on how the layers of the 3D ICs are collected.
Capacitive coupling additionally does not oblige changes to the assembling proce-
dure but rather confines vertical scaling to two layers put confronted to confront



116 N. Ashokkumar et al.

rather than numerous layers put face to back. It too displays poor performance, exe-
cution, and chip zone overheads in respect to inductive coupling what’s more, wired
procedures.

3 Emerging Technologies

Some experimental advances show potential for being powerful at decreasing vital-
ity utilization and increase execution yet are not secured in this work. One of the
all the more encouraging innovations is photonic interconnects. Photonic intercon-
nects exchange information by sending signals over optical waveguides. In [5], TSVs
and a reconfigurable photonic system are used to decrease vitality utilization while
looking after execution. Photonic interconnects have the advantage of their data
transfer capacity being autonomous of the correspondence separation. Lamentably,
there are additional fabricating steps that are required to assemble circuits that incor-
porate photonic interconnects. These additional strides add to the unpredictability
and general expense of these frameworks. Another innovation for associating cen-
ters in a framework uses remote interconnects. Radio recurrence handsets can be
incorporated with the chip and used to transmit information crosswise over bigger
separations with less power and less inertness than customary wires. Little world
systems and millimeter-wave remote systems on chip are investigated in [9, 10]. In
[11], remote interconnects that use CDMA to permit different remote handsets to
work in the meantime are reenacted to break down their execution and vitality quali-
ties. Remote interconnects can likewise be used for exchanging information between
layers of 3D ICs as in [12].

Previously, the possibility of remote correspondence in planar 2D NoCs has been
proposed by a couple of researchers. A remote direct in 2D NoCs wears down
high data transfer capacity, single-skip, long-go correspondence, as against multi-
hop correspondence in steadywiredNoCs, realizing lower stillness, lower power use,
besides, less difficult controlling arrangements. The possibility of remote correspon-
dence in 2D NoCs was at first highlighted by Floyd et al., where a clock dispersal
framework was executed using remote interconnects. In addition, the remote 2D
NoCs using an ultra-wideband coincidence plan have been suggested. Consistently,
a remote redirect in a planar NoC has an accepting wire, framework building, and
handset circuits as its key definitive parts. The idea here is to divide the system into
various subnets with wired intra-subnet correspondence and remote joins conferring
between the subnets. Each subnet involves a base station for setting up the remote
association. Customary wired NoCs (WiNoCs) have an individual subnets, distinc-
tive structures and heterogeneous configuration also those outcomes in essentially
made strides inertness and throughput.

The thought of 3D remote NoC using inductive coupling was first illustrated and
the planned systems predict a 4× 4× 3 3D network system. We have used a coordi-
nation based handset circuit for inductive coupling. The intralayer associations are
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32 bits wide, and the guiding system is dimensional wormhole controlling. Particu-
lar switches have eight data handsets and a solitary clock handset. The handset has
separate twists for data and clock transmission with a resultant vertical association of
transfer speed of 8 bits. The total region of the six-port switch in 90 nm development
is 0.13 mm2, which consolidates a region spending arrangement of 0.03 mm2 for the
nine twists.

4 Survey Results

Many issues in 2D NoC designing and it’s have been concentrated on over the
previous years by covering different perspectives, for example, plan stream, usage
assessment, and configuration space investigation. Nonetheless, examine in 3D NoC
is still new and numerous issues stay unexplored particularly in genuine configuration
and usage. Outline space investigation of 3D NoC topologies through cycle-exact
reproduction have been performed demonstrating the advantages of 3D outline as far
as throughput, idleness and vitality dispersal for cross-section based, what’s more,
tree-based NoC engineering [1]. In [2], zero load latency also, control utilization
expository models of different 3D NoC, topologies have been assessed demonstrat-
ing the benefits of consolidating 3D IC with 3D NoC engineering. We base upon this
writing to examine further the outcomes by doing investigation from physical config-
uration execution results. Another work [3] proposed a novel 3D switch engineering
by disintegrating the switch into various measurements to give better execution over
other 3D NoC structures. We contrast from the past reported fills in as we concen-
trate on apportioning 3D NoC models and assess their execution through design
level netlist for more exact investigation of wire length, timing, territory and force
utilization.

In [13], the study of various 3D situation strategies on the execution of three 3D
designs demonstrated that genuine 3D position strategy produces the most elevated
execution change over other strategies at old innovation (130 nm) denote the signifi-
cance of 3D-mindful apparatuses to get most extreme advantages of 3D combination.
Be that as it may, no past work has been given nitty-gritty execution assessment on
different physical configuration measurements (wirelength, timing, effect of wire
length) of 3D NoC engineering specifically with 3D Mesh-based NoC engineering.
In the course of themost recent quite a while, there has been a developing enthusiasm
for 3D ICs as a way to reduce the interconnect bottleneck as of now confronting 2D
ICs. A key test with 3D ICs is their high warm thickness due to various centers being
stacked together, that can unfavorably affect chip execution and unwavering quality.
In this way a few scientists have proposed warm mindful floor planning systems for
3D ICs [7, 8]. A couple of specialists have investigated interconnect designs for 3D
ICs for example, 3D work and stacked cross-section NoC topologies [5] and a half
breed transport NoC topology [9]. Some late work has taken a gander at breaking
down centers (processors [12], NoC switches [10], and on-chip reserve [11]) into
the third measurement which permits decreasing wire dormancy at the intra-center
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level, rather than the between center level. Circuit level models for TSVs were intro-
duced in [14]. A couple of later works have investigated the framework level effect
of utilizing half and half electro-photonic interconnect models and proposed half
and half Cu-photonic crossbars (Corona, Firefly), Clos systems, fat-trees and torii.
This paper portrays the advantages and disadvantages of various creation techniques
including up close and personal holding and face-to-back holding. With a SOI face-
to-back procedure, the through pitch is minimized, at 0.4 m with a partition of 2 m
between layers of SOI gadgets [15]. Jacob et al. [16] propose utilizing 3D ICs to
enhance the execution of chip by shaping a processor memory stack. They demon-
strate that the mix of processor worries by applying genuine movement designs in a
cycle-precise recreation and by measuring execution through set up measurements
for 3D NoC structures. In [17], 3D ICs were proposed to enhance execution of chip
multiprocessors. Drawing upon 3D IC research, they picked a hybridization of trans-
ports and systems to give the interconnect fabric amongst CPUs and L2 reserves.
The execution of this combination of NoC and transport models was assessed uti-
lizing standard CPU benchmarks. Be that as it may, this examination relates just to
chip multiprocessors and does not consider the utilization of 3D system structures
for application-particular SoCs. Three-dimensional NoCs are broke down as far as
temperature in [5]. Pavlidis and Friedman [9] contrasted 2D MESH structures and
their 3D partners by breaking down the zero-load inertness and force utilization of
every system. This is an assessment that demonstrates a portion of the benefits of
3D NoCs, yet it not one or the other applies any genuine activity design nor does
it gauge other significant execution measurements. We intend to address these wor-
ries by applying genuine movement designs in a cycle-precise reproduction and by
measuring execution through built-up measurements for 3D NoC structures.
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Performance Analysis of Unified Threat
Management (UTM)

Jatin Gharat, Amarsinh Vidhate and Amit Barve

Abstract With the substantial increase in the internet usage and the growing threat
of hackers to infect as many devices as possible, security has become important to
prevent data breaches and industrial sabotage. Unified Threat Management are the
Next-Generation network security appliances that include multiple security features
along with the performance required for future networks. But packet processing
usually consumes 70% of the CPU time and during heavy load it degrades the UTM
performance by dropping important packets. To overcome such limitations, many
techniques and algorithms have been proposed by the researchers. In this paper,
survey and numerical analysis of each technique is done based on the overall packet
processing time. Based on the numerical analysis, we suggest the best technique to
reduce the overall packet processing time in UTM and hence reduce the load under
heavy traffic conditions.

Keywords UTM · Splay tree · Multicore · Graphics processing unit

1 Introduction

With the recent increase in cyber-attacks and security breaches,more security features
are required inside the network. Increasing the number of security devices makes it
difficult to manage each device separately and consumes other resources. A unified
threat management (UTM) is a device used to incorporate number of network and
security features like firewall, packet classification, bandwidth management, etc.
in a single device [1]. Generally, UTM includes functions like firewall, intrusion
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detection, andprevention (IDS), anti-spam, anti-spyware, anti-virus, content filtering,
virtual private network, and other security functions.

We will look into the major application of UTM, i.e., packet processing. Some
packets are targeted to pass through the entire packet filter rule list to finally get
rejected. This can effectively decrease the UTM performance. Also, under severe
load conditions, for example, unwanted traffic, DoS attack, etc. efficiency of UTM
decreases considerably.To improve the efficiency,weneed to search for goodpossible
solutions which can reduce the load on UTM under such extreme conditions. Hence,
we need to study and implement improved packet filtering techniques to provide
up-to-date security.

Subsequent sections are organized in the following order: In Sect. 2 we perform
literature survey giving an overview on the work done in this field. In Sect. 3, we
study some techniques used to improve UTM performance. In Sect. 4, we perform
analysis on the techniques used by authors. Finally, in Sect. 5 we conclude this study.

2 Literature Survey

The research areas in UTM are divided into packet filtering, firewall enhancements
and other techniques like using multicore functionality of CPU and GPU. While
these techniques have resulted in great successes, a lot of problems are yet to be
resolved.

Trabelsi et al. [1] have proposed a hybrid approach using Splay Filters and DPI
Rules Reordering (SFRO) algorithm to dynamically optimize the order of splay
tree filters such that network packets are either early accepted/rejected to reduce
the redundancy introduced by multiple filters in UTM. Gummandi et al. [2] used
OpenMP parallelization methods to reduce the overload on UTM by scheduling log-
ical CPUs for packet processing, firewall, spam filtering, and other security features.
Recent firewall devices are considered complex, time-consuming and error-prone
thus resulting in slow filtering action. Sahoo et al. [3] have presented a unique
approach using CUDA programming for GPU which processes packet in parallel
thread blocks and handles firewall security efficiently.

Trabelsi et al. [4] proposedDynamicRule andRule-FieldsOrderingwithDecision
(DR-RFOD) algorithm to improve the firewall performance and packet classification
byoptimizing thefirewall filtering rules and rule-fields using network traffic statistics.
Another algorithm proposed by Trabelsi et al. [5] uses Statistical Splaying Filters
with Binary Search on Prefix Length (SSF-BSPL) to optimize the matching time
for wanted/unwanted traffic packets. Neji et al. [6] proposed Self-Adjusting Binary
SearchonPrefixLength (SA-BSPL)which can easilyfindmatching for protocol field,
range matching for port numbers, and prefix matching for IP address by dynamic
packet filtering. Adel El-Atawy et al. [7] have proposed Relaxed Policy Expression
(RPE) technique which uses Binary Decision Diagrams (BDD) data structure to
reduce packet matching cost by dynamically changing the pre-filter phase that can
reside on top of any filtering mechanism.
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Harvath et al. [8] proposed pNEGI (parallel NEGI) to parallelize the process of
NEGI, a software SoR simulator, to analyze the layer-7 information using DPI which
is generally difficult. Yunchun Li et al. [9] states that with the increasing demand for
more bandwidth by applications, packet processing capabilities decreases in serial
processing systems. Hence the authors have proposed a parallel processing model
and compared with serial processing system to analyze the performance. Chonka
et al. [10] states that implementing security, in general, affects the performance of
the application. Hence the authors propose a multicore defense framework to deal
with the performance issues.

Shuai Mu et al. [11] states that there always has been a trade-off between through-
put and programmability in modern IP router designs. To overcome these limi-
tations, the authors have proposed a technique using GPU, prefix matching and
string-matching algorithms to achieve a much higher performance. Che-Lun Hung
et al. [12] have provided a solution to the computationally intensive process of pat-
tern matching [19] on CPU by using the computational power of graphics processing
unit to accelerate pattern-matching operations. Kang Kang et al. [13] states that high-
performance routers use proprietary hardware to classify packets but are excessively
costly, consume more power and are less scalable. Hence the authors proposed GPU
based linear search framework which uses metaprogramming technique to enhance
packet processing efficiency. Present network intrusion detection systems (NIDS)
must handle increasing network traffic and more complex packet processing task.
Giorgos Vasiliadis, et al. [14] proposed a prototype system Gnort, which utilizes
computational capabilities of graphics card to perform packet processing operations.

2.1 Survey Analysis

From the literature analysis, we found that we can categorize the papers according
to the techniques used. Hence, we divided the papers into three different categories.
The detailed survey analysis for the three categories is provided below:

• Category I: The first category is based on only the algorithmic techniques used
to enhance the overall packet processing performance. The papers in this category
[1, 4–7] mostly use tree filters as a mechanism to early accept or reject a packet
by checking against a set of rules. The use of network traffic to adapt the changing
traffic load helps to achieve better efficiency.

• Category II: The second category is based on the use of multicore functionality of
CPU based system [2, 8–10]. Multiple functions in UTM like packet processing,
URL filtering, spam filtering, etc. can be processed simultaneously thus increasing
the performance of UTM.

• Category III: The third category is based on the usage ofGraphics ProcessingUnit
(GPU) systemas a special packet processingdevice [3, 11–14].Thedevelopment of
CUDAprogramming architecture hasmade it easy to perform thegeneral taskmore
efficiently. Because the number of threads present in GPUs surpasses any other
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device, the packet processing operation gains considerable amount of performance
improvement from the GPU system.

3 Techniques to Improve UTM Performance

UTM appliances maintain a database of rules for packet classification. Each packet
classification rule consists of a prefix (or range of values) for each possible header
field, which matches a subset of packets. Thus, when a packet arrives, UTM finds a
rule that matches the packet headers; however, if more than one match is found; the
first matching rule is applied.

The main disadvantage of such an approach is the poor scalability since the time
to perform a classification increases substantially with the number of rules in the
rule set. This issue can be resolved by either adjusting the rule set or by using some
parallel processing techniques.

Here we study three techniques: Splay trees with network statistics, Parallel
Processing using OpenMP, and Parallel Processing using GPU.

3.1 Splay Trees with Network Statistics

Splay trees are self-adjusting binary data structure which makes use of splaying
property such that the frequently accessed node (element) is splayed to the root of
the tree. Several authors [1, 4–6] made use of network traffic statistics to effectively
monitor the performance in real-time and predict the patterns of rule and rule-fields
that best suit the next trafficwindow. Filtering rules and rule-fields orders are updated
if the stability test reaches a certain threshold.

To decide which rule applies to a given packet, five filters, i.e., protocol, source
IP address, destination IP address, source port, and destination port are used. Nodes
that are frequently accessed are given position close to the root of the splay-tree.
The longest matching prefix is updated whenever a match is found. When a leaf
is encountered, the search process stops the best length node is splayed to the root
(splaying property). This results in early acceptance of repeated packets with limited
memory access. Similarly, a packet will be rejected if node with minimum length
in splay tree does not match the corresponding packet value. Decision whether the
current splay filters order should be preserved or not for the next traffic window is
taken on the basis of traffic statistics.
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3.2 Parallel Processing Using OpenMP

Parallel processing is a type of computation in which many calculations or the exe-
cution of processes are carried out simultaneously. Large problems can often be
divided into smaller ones, which can then be solved at the same time. A multicore
processor is a processor that includes multiple processing units (called “cores”) on
the same chip. A multicore processor can issue multiple instructions per clock cycle
from multiple instruction streams.

Multiple independent processes in UTM can be parallelly processed using
OpenMP [18]. Assigning different CPU cores to perform different packet processing
operations like URL filtering, spam filtering, etc. parallelly can reduce the overall
time consumption in heavy traffic conditions.

3.3 Parallel Processing Using GPU

A graphics processing unit (GPU) is a specialized electronic circuit designed to
rapidly manipulate and alter memory accelerating the computations in a frame
buffer intended for output. General-purpose computing on graphics processing units
(GPGPU) is the use of a GPU, which typically handles computation only for com-
puter graphics, to perform computation in applications traditionally handled by the
central processing unit (CPU). A single GPU-CPU framework provides advantages
that multiple CPUs on their own do not offer due to the specialization in each chip.
CUDA is a parallel computing platform and application programming interface (API)
model created by Nvidia. The CUDA platform is a software layer that gives direct
access to the GPU’s virtual instruction set and parallel computational elements, for
the execution of compute kernels. The general process flow of data between CPU
and GPU is as follows:

1. Copy input data from CPU memory to GPU memory.
2. Load GPU program and execute, caching data on-chip for performance.
3. Copy results from GPU memory to CPU memory.

4 Comparative Analysis

In this section, we perform comparative analysis on different techniques proposed
by authors. Table 1 shows the notations used for analysis.
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Table 1 Notations Notation Description

P Total number of packets

S Size of a single packet segment/queue

T1 Number of threads in a GPU

T2 Number of threads in a multicore system

m Cost of memory latency

T in Time taken to modify/queue incoming packet

Tout Time taken to update result/rule set

tlock Cost of thread locking

tunlock Cost of thread unlocking

T total Total packet processing time in ms

tupdate Cost of the rule/result table update

Tprocess Time taken to process packet using an
algorithm/technique

Cswitch1 Cost of context switching in GPU

Cswitch2 Cost of context switching in the CPU

4.1 Analysis

Let T total be the total time taken for packet processing. T total can be represented as:

Ttotal(ms) = Tin + Tprocess + Tout (1)

where T in is the time taken to queue/modify a packet or transfer it to threads. T process

is the time taken to process packet using an algorithm, and T out time required update
the result/rule set.

Category I: Packet Processing Using Splay Trees and Other Algorithms

In Category I, we consider the techniques which make use of different algorithms
for packet processing. The methods discussed in this category do not use the multi-
threading. Hence, cost of context switching is not involved.

In the paper, proposed by Trabelsi [1], considering Eq. (1) and rewriting it, we
get:

Ttotal = (P/S) + (P × 2m) + (
P × tupdate

)
/S (2)

where Tin = P/S, here P/S represents number of incoming packet segments,
T process= P × 2 m, here m represents memory access provided for each packet
which is at most two memory accesses, and T out= (P × tupdate)/S, where tupdate is
time required to update the splay tree filter only if previous traffic is not same. Hence,
we consider the update for different packet segments S.
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In a similar paper proposed by Trabelsi [4], considering Eq. (1) and rewriting it,
we get:

Ttotal = (P/S) + (P × m) + (
P × 2 × tupdate

)
/S (3)

where Tin = P/S, here P/S represents number of incoming packet segments,
T process= P × m, here m represents memory access provided for each packet, and
T out= (P × 2 × tupdate)/S, where tupdate is time required to update the splay tree filter
only if previous traffic is not same and to calculate the optimumwindow size. Hence,
we consider the update for different packet segments S.

Again, in paper [5], considering Eq. (1) and rewriting it, we get:

Ttotal = (P/S) + (P × 2m) + (
P × tupdate

)
/S (4)

where Tin = P/S, T process= P × 2m, herem represents memory access provided for
each packet, T out= (P × tupdate)/S, where tupdate is time required to update the splay
tree filter order.

Evaluating paper [6], considering Eq. (1) and rewriting it, we get:

Ttotal = (P/S) + (P × 4m) + (
P × tupdate

)
(5)

where Tin = P/S, T process= P × 4 m, since memory access is frequent for the
greater number of rules, and T out= (P × tupdate), here, splay filter gets updated more
frequently.

Evaluating paper [7], considering Eq. (1) and rewriting it, we get:

Ttotal = (P/S) + (P × 15m) + (P × ( tupdate + 2m)) (6)

where Tin = P/S, T process= P × 15 m, here memory is accessed more frequently
and packet needs to be converted to boolean form, and T out= (P × (tupdate+ 2 m)),
updating the filter, calculating the network statistics requires memory usage.

Category II: Parallel Processing Using Multicore Processors

Multicore Processors can parallelly process packets by assigning them to multiple
threads. We evaluate the techniques used in this section. Here context switching with
CPU usage is involved. The thread locking and unlocking delays are ignored in some
techniques (included wherever necessary) since it is very small compared to other
delays.

In the paper [2], considering Eq. (1) we can write:

Ttotal = (P × Cswitch 2) + (P/T2) + (
P × tupdate/T2

)
(7)

where T in= (P × Cswitch2), the context switching associated with each packet,
T process= P/T 2, T 2 represents number of threads created in CPU, and T out= P ×
tupdate/T 2, tupdate represent the time to update the accepted/rejected packet list.
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For paper [8], evaluating Eq. (1) we get,

Ttotal = (P × 2 × Cswitch 2 × tlock/S) + (P/T2) + (
P × (

tupdate + tunlock/S
))

(8)

where T in= (P × 2 × Cswitch2 × tlock/S), here the main thread creates child threads
and queues are locked before multithreading, T process= P/T 2, T out= (P × (tupdate+
tunlock/S)), here tunlock represents cost of thread unlocking.

Similarly, for paper [9], the threads are queued according to the stream they belong
to. The queues need to be locked to protect them. Hence rewriting Eq. (1) we get,

Ttotal = (P × Cswitch 2 × tlock/S) + (P/T2) + (
P × (

tupdate/T2 + t + tunleck/SS ))
(9)

where T in= (P × Cswitch2 × tlock/S), T process= P/T 2, T out= (P × (tupdate/T 2+ t +
tunlock/S)), here let t be the delay caused by asynchronous computation between
threads. Let t = m and then we can rewrite Eq. (9) as:

Ttotal = (P × Cswitch 2 × tlock/S) + (P/T2) + (
P × (

tupdate/T2 + m + tunlock/S
))

(10)

Using the technique presented in paper [10] and re-evaluating Eq. (1) we get,

Ttotal = (P × Cswitch) + (P/T2) + (
P × (

tupdate + t + 2m
))

(11)

where T in= (P × Cswitch2), T process= P/T 2, T out= (P × (tupdate+ t + 2 m)) here let t
represent the intercommunication delay and m is the memory latency involved. Let
t = m, then Eq. (11) becomes

Ttotal = (P × Cswitch 2) + (P/T2) + (P × (tupdate + 3m)) (12)

Category III: Parallel Processing Using GPU

In this category, we consider the techniques which make use of highly efficient
Graphic Processing Unit (GPU) for packet processing. The context switching,
Cswitch1, in the following papers do not involve CPU time since the packets are
transferred using Direct Memory Access (DMA).

In the paper [3], considering Eq. (1) we can write:

Ttotal = (P × Cswitch 1) + (P/T1) + (
P × tupdate/T1

)
(13)

where, T in= P × Cswitch1, here only the context switching time for packet queue is
involved, T process= P/T 1, packets are distributed among threads for processing, and
T out= P × tupdate/T 1 is the time taken to update the list of accepted/rejected packets.
This process happens in GPU itself.

For paper [11], evaluating Eq. (1) we get,
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Ttotal = (P × Cswitch) + (P/Tl) + (
P × (

4 × tupdate + m
))

(14)

where, T in= P × Cswitch1, the context switching time for packet queue is involved,
T process= P/T 1, T out= (P x (4 × tupdate+ m)), here transition table has to be accessed
frequently. Hence the algorithm is memory bound.

Similarly, for paper [12], rewriting Eq. (1) we get,

Ttotal = (P × Cswitch) + (P/Tl) + (P × tupdate) (15)

where T in= (P × Cswitch1), T process= P/T 1, T out= (P × tupdate), here the result of list
of packets are updated in the host.

Using the technique presented in paper [13] and re-evaluating Eq. (1) we get,

Ttotal = (P × Cswitch) + (P/T1) + (P × (tupdate + 2m)) (16)

where T in= P × Cswitch1, T process= P/T 1, T out= (P × (tupdate+ 2 m)), here metapro-
gramming involves compilation time of the C Program in CPU. Linear Search also
require some time to find the exact match.

Evaluating paper [14] using Eq. (1) we get,

Ttotal = (P × Cswitchl) + (P/Tl) + (
P × (

4 × tupdate + m
))

(17)

whereT in=P×Cswitch1,T process=P/T 1,T out= (P× (4× tupdate+m)), here four addi-
tional factors are required to be checked to correctly identify packets. This process
is done in the CPU.

4.2 Numerical Analysis Results

In this study, we used a dataset consisting of 32,506 packets containing 97.6% TCP,
2.3% UDP, and 0.1% ICMPv6 of the total traffic. The average packet size is 730
bytes with 528.5 packets per second. Let us assume that the traffic window contains
S segments with each segment containing 8 packets. For the context switching time,
we can say that Cswitch1 < Cswitch2. This is because while transferring packets from
host toGPUwe useDMA techniquewhich reduces the switching time. This is not the
case in multicore CPU systems where CPU processing cost is involved. From paper
[17], we can approximate the values of Cswitch1 ≈ 4.2 µs and Cswitch2 ≈ 5 µs. The
memory latency involved is approximated to be m ≈ 100 µs [15]. The table update
cost is approximated [15] to be around tupdate ≈ 50 µs. The thread locking/unlocking
delay is approximately taken around tlock= tunlock ≈ 100 ns [16].We consider number
of threads inmulticore system,T 2 = 16while that inGraphics ProcessingUnit, taking
32 warps and each warp can execute 32 threads concurrently, T 1 = 1024.

The results are shown in Tables 2, 3 and 4.We compare the total packet processing
time (in ms) for each method.
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Table 2 Results for Category I

S. No. Title Result (in ms)

1 Hybrid mechanism towards network packet early acceptance and
rejection for unified threat management [1]

4064.10

2 Dynamic traffic awareness statistical model for firewall performance
enhancement [4]

4064.31

3 Multilevel early packet filtering technique based on traffic statistics
and splay trees for firewall performance improvement [5]

4064.10

4 Dynamic scheme for packet classification using splay trees [6] 4066.18

5 Adaptive early packet filtering for depending firewall against DoS
attack [7]

4070.40

Table 3 Results for Category II

S. No. Title Result (in ms)

1 Effective utilization of multicore processor for unified threat
management functions [2]

2031.89

2 Parallel packet processing on multicore and many-core processors [8] 2033.25

3 A parallel packet processing method on multicore systems [9] 2033.58

4 Protecting information systems from DDoS attack using multicore
methodology trees [10]

2034.39

Table 4 Results for Category III

S. No. Title Result (in ms)

1 Firewall engine based on graphics processing unit [3] 31.88

2 IP routing processing with graphic processors [11] 38.71

3 An efficient parallel-network packet pattern-matching approach
using GPUs [12]

33.51

4. Scalable packet classification via GPU metaprogramming [13] 34.16

5 Gnort: high-performance network intrusion detection using graphics
processors [14]

38.71

From the above analysis, we can conclude the following:

• In Category I, the method presented in paper [1] is more efficient than others (see
Fig. 1). Thememory access time is limited in this technique to atmost two accesses
which helps in faster packet processing.

• In Category II, the method proposed in paper [2] is more efficient (see Fig. 2). This
is due to the fact that multicore functionality is implemented not only for packet
processing but also for packet reception/transmission. Also, the memory is highly
managed to further improve the system.



Performance Analysis of Unified Threat Management (UTM) 131

Fig. 1 Category I

Fig. 2 Category II

• In Category III, the method proposed in paper [3] is most efficient compared
to other techniques (see Fig. 3). The GPU handles most of the network traffic
efficiently and using the zero-copy technique the transferring time is greatly
reduced.

In our further analysis, we compare the best paper in all three categories. From
the overall analysis (see Fig. 4) we can conclude that the technique presented by
Sahoo et al. [3] is most efficient in terms of total packet processing time. Thus, by

Fig. 3 Category III
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Fig. 4 Overall comparison

incorporating the processing power of Graphics Card, we can substantially increase
the packet processing speed and improve the system performance to the next level.

5 Conclusion

A UTM device provides high-end security in a single device. We have seen that an
increase in network traffic can create problems and it consumes almost 70% of the
resources. From our analysis, we can conclude the following.:

• The performance can be increased by using multicore functionality in the device
itself. From the analysis, it can be noticed that the processing capabilities of GPU
system outperform any other device capability. Hence, we can say that incorpo-
rating GPUs in our UTM system, we can drastically improve the performance and
overcome any load situations arising as a result of heavy traffic.

• In our future work, we plan to use the multicore functionality of CPU for other
UTMfunctions like anti-virus, anti-spamdetection, etc. once the packet processing
results are received from GPU. Also, we plan to use a self-adjusting tree data
structure for rule-fields ordering in GPU and compare the results for dynamically
changing traffic environment especially for DoS attacks.
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Development of an Efficient
Nondestructive Grading Method
for Pomegranate Using Magnetic
Resonance Imaging and Neural Network

Surekha Yakatpure and Krupa Rasane

Abstract The pomegranate fruit has gained popularity due to its nutritional values
and pharmacological properties. India ranks high among growers of pomegranates
across the world and hence there is tremendous potential for its export. Here in
our work the Bhagwa, a prime Indian pomegranate cultivar was studied. Total sol-
uble solids (TSS) were measured experimentally. Internal images of the fruit were
obtained nondestructively using Magnetic Resonance Imaging (MRI). The textural
features from image were given as input to the nonlinear autoregressive neural net-
work. The results showed that T1-weighted MR images were sensitive to physical
and chemical changes. The R-value for measured TSS and model-predicted TSS for
training data was 0.99 and testing data was 0.92. This study shows that MRI has
higher potential for nondestructive method of grading pomegranate fruit based on
the chemical values which are the basis for determining the maturity of the fruit.

Keywords Pomegranate · Nondestructive · MRI · Texture · Neural network

1 Introduction

India ranks high among growers of pomegranates across theworld as per the statistics
of APEDA [1] and therefore India can use this natural produce to increase the export
of this fruit [2]. To increase exports, it is necessary to improve the quality. If wemake
improvement in the quality of fruit then only we can cater the ever-increasing need
and stand tall in the market. For the obvious reason there is demand of developing
innovative non-destructive techniques to characterize internal quality attributes to
cater the ever-increasing market throughout the year by further extending the shelf-
life. To gain consumer appreciation and increase local and exportmarketing supply of
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graded and sorted fruits becomes a norm. Outer quality attributes considered are size,
shape, color, tenderness, hardness can be obtained by just observations and touch
senses. But these methods which are thus conventionally graded can lead to a risk of
internal faults as pale arils, dead tissues and browning, which go undetected, as they
are not externally seen. Thismarks a grave problem to the food processing units based
on fruits and also endangers the export market causing rejections and reputation of
the cultivar used for export to the destination country. Much work has been done to
estimate the maturity index and quality of fruit, analytically. In many works, data
analysis has been done over different physiochemical values as total soluble solids
(TSS), pH, weight, titratable acidity (TA), etc. were obtained from the instruments
in the laboratory which are laborious, cause loss of fruit and above all much slower
and hence less efficient for speedy quality determination. Nondestructive detection
of internal quality factors is a great challenge. Researchers have been working to
develop new methods which can determine the internal quality attributes without
breaking the product under observation. The various techniques based on operating
principles of optics, acoustics, and ultrasonics do model few physical values related
to quality. Moreover, where some nondestructive techniques as X-ray and CT used
for interpreting internal qualities of fruit, turn hazardous for the biological cells due to
electromagnetic radiations. On the other side, safer techniques of optic and acoustic
result in lesser penetration in the fruit due to varying thickness of skin and pulp.
These methods are not able to measure internal physicochemical values required for
grading based on internal qualities [3]. Magnetic resonance imaging (MRI) has been
introduced around middle of 1980s for studying internal physiochemical values of
various vegetables and fruits. MRI had certain limitations used for inline grading,
firstly due to the small sample size, secondly the rate of processing. As today’s
medical field needed improved powermagnets, technologyhas devised the higher end
requirements for them and hence these facilities can be used for other application as
for nondestructive method for literally diagnosing the fruit internally and thoroughly
for quality grading.

1.1 Magnetic Image Processing Techniques Used for Fruits

The operating principle of MRI consists of secured interaction among radio waves
and hydrogen from the water molecules in the fruit under the influence of strong
magnetic field made available in the assembly. Unlike X-ray and CT imaging, it
bears least ill effects concerned with the magnetic field. MRI, as is sensitive to
hydrogen nuclei, present ample in any biological cell, every detail can be observed
inside the soft tissues of the fruit. Highest benefits of MRI are its potential to vary
the contrast of the images far better than X-ray and CT. With the advancement of
MRI hardware and efficient algorithms for the acquired data and improved methods
of analyzing data, the applications based on MRI have spread the tentacles in the
domain of food science and technology including the fruit industry [11, 12]. Various
work done are summarized in Table 1.
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Table 1 Physiochemical values determination and grading for fruits and food using MRI as
nondestructive method

S. No. Purpose Type of fruit/food Author Reference

1 Mealiness assessment
and internal
breakdown

Apple and peach P. Barriero [4]

2 Water-core Apples Wang S. Y.,
Herremans,

[5, 6]

3 Internal damage Tomato Milczarek [7]

4 Internal quality Orange Wasiu A. Balogun, [8]

5 TSS Pomegranate Khusroo [10, 11]

6 Physiochemical values Loin Daniel Caballero [12]

Mealiness in apple has been detected using MRI technique [4]. In the apples,
those features representing mealiness were correctly obtained as markers of affected
fruit. Here skewness in histogram was checked and it was observed that the effected
ones were having more skewness than those which are not affected by mealiness.
Water core in apple fruit was related with increased water content and was observed
byMRI technique. It was seen in the image that water core-affected tissues generally
got obvious due to increased intensity for the corresponding region in the image
[5]. The study was done over many varieties and a classifier was modeled using
gray-scale histograms of MRI images to classify the water core apples from the
unaffected ones [6]. Neural network method was used to classify MRI image of
orange fruit into defect or good classes based on pixel intensity level. Here evaluation
of models performance was tested based on R-value and mean squared error [8].
Using this method study was carried out to make the prediction of those features
of the pomegranate which define its internal quality. In the study, it was concluded
that MRI method can estimate many quality features which can be used for grading
[9]. Also, this technique has provided greater knowledge of the internal variations
taking place throughout the stages of growth in pomegranate and has helped detect
maturity in pomegranate fruits [10]. Image attributes were quantified using eleven
co-occurrence matrix texture features and five run-length matrix texture features
extracted from theMRI images of pomegranates. In another work of same author, the
featureswere used as input to aMLPNeural networks and predicted thematuritywith
correlation coefficient, R = 0.93 and R = 0.90 for training and test data, respectively
[11]. Recently, researchers have devised the model to predict the physicochemical
values of loins and related them with 3D features of features obtained from the
MRI imaging. [12]. The aim for this present study is to optimize the work done for
correlation coefficients [11] and develop an efficient method of grading pomegranate
using MRI as a nondestructive method based on the maturity index which is defined
by the physiochemical values. In the work here a model is developed wherein texture
attributes fromMRI of pomegranate, combined with nonlinear autoregressive neural
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networks technique to improve the correlation coefficient for training and testing
data increasing the grading potential of the model.

2 Materials and Methods

Pomegranates of “Bhagwa”, cultivar which is a prime export variety in India, had
been collected from local market at normal temperature and sent to Shri Markandaya
Solapur, Sahakari Rugnalya and Research Center, for scanning purpose. We have
used a 1.5TMRI scanner (Siemens)with 2Dspin-echo sequence for our study. Table 2
shows the comparative table of the parameters for the sample of our project and the
reference work [11]. Figure 1 shows magnetic resonance image of the pomegranate.

Table 2 Comparative parameters used in study

Author MRI
scanner

TR
(ms)

TE
(ms)

FOV
(cm)

Slice
thickness
(mm)

Inter
slice
gap
(cm)

Total
slices

Matrix

Alireza
Khoshroo

1.5T
scanner

800 18 29.6 3 1.56 12 336 by
512

Our
sample

1.5T
scanner

800 18 29.6 3 1.56 18 256 by
256

Fig. 1 Magnetic resonance
image of the pomegranate
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After MRI imaging as shown as an example in Fig. 1, TSS of fruits are obtained
from laboratory of National Research Center of Pomegranate, Solapur. In this study,
to estimate total soluble solids of pomegranates, texture features which are obtained
from texture analysis ofmagnetic resonance images after preprocessing are combined
with regressive neural network, along with the laboratory values.

Here we have considered a dynamic neural network for our study, where this
model having memory help predict the new coming value of TSS, based on the past
input values. The model can be defined in a simple manner mathematically as

y(to) = f {y(to − 1), y(to − 2), y(to − 3), u(to − 1), u (to − 2), u (to − 3) . . . u (to − n)}

where the next outcoming value is obtained by feedback of the past output and the
corresponding input. The new output is based on these new inputs to the neural
network. Again the two-layered feed-forward network which is used for correctly
approximating the function defined over the inputs has an advantage that it is best
suited for the training purpose. Also the added grace is that inputs to this second layer
are very accurate. Here the neurons required were 20, and epochs for the improved
correlation were 12.

2.1 Methodological Steps in Detail

Step 1 Pre-processed all images using imadjust which assign I image of particu-
lar intensity values to that of different intensity values present in J image,
wherein this newly formed image shows improved contrast.

Step 2 Our thresholding function

f̂(i, j) =
{
f(i, j) ≥ Tr
0 otherwise

Here, f(i, j) being original and f̂(i, j) the filtered image and Tr is
thresholding value, here we applied Tr = 100

Step 3 Calculated GLCM 4 features using GLCM function
Step 4 Created feature vector and target vector based on TSS values
Step 5 Experimental setup: Database is divided into 50, 15, and 35% for training,

validation, and testing. Created neural network model and then tested for
the generated feature space with target values of TSS from the lab values,
which finally predicted TSS values. Later calculated correlation coefficient
using both values and obtained the results. The comparative steps involved
in the experiments and with the experiment performed in the earlier work
[10, 11] referred with due courtesy are shown in Table 3.
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Fig. 2 R values obtained
while training of the data

Fig. 3 R values obtained
while testing of the data

3 Results

For the experiment, from 324 images of pomegranate, 162 images for training, 113
images for testing and 49 images for cross-validation were used. Textural features
extracted from the images were given as input to the network. The R-value for
measured TSS and model-predicted TSS for training data was 0.99 and testing data
was 0.92, and are shown in Figs. 2 and 3 in the order. Experimentation has been done
with Matlab 17.

4 Conclusions

Nondestructive imaging of pomegranate based on magnetic resonance imaging pro-
vides a greater potential to determine maturity and internal breakdown, which are
controlled by the internal physiochemical values. For the internal attributes, four co-
occurrence matrix texture features were extracted from the images. These features
were provided as input to the NARX neural network which predicted higher correla-
tion coefficient,R= 0.99 andR= 0.92 for training and test data, respectively, as com-
pared to the MLP architecture. With the improved correlation results obtained, the
proposed future work for grading the pomegranate based on physiochemical values
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satisfying those of export values can be carried out. With the advent of deep learning
neural network techniques, fruit grading for different cultivars of pomegranate can
be implemented to predict the maturity and internal breakdown of the fruit extending
the availability of the fruit in the market. The improved results states that MRI as
nondestructive method of grading is evolving with a promising technique for on-line
sorting of pomegranate fruit and with ever-increasing improvement in MRI facilities
this goal will be achievable in near future.
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Implementation of Differential Privacy
Using Diffie–Hellman and AES
Algorithm

P. V. Vivek Sridhar Mallya, Aparna Ajith, T. R. Sangeetha, Arya Krishnan
and Gayathri Narayanan

Abstract Differential privacy is a method adopted to check for any privacy breach
that occurs during communication for the exchange of confidential information.Here,
in this work, differential privacy is being implemented in the context of vehicular
ad hoc networks (VANETs). In this paper, we implement the concept of differential
privacy using the Diffie–Hellman key exchange algorithm and the advanced encryp-
tion standards (AES) algorithms that are very powerful in terms of their performance.
Algorithms like Laplace andGaussian algorithms, which are currently themost com-
monly implemented algorithms, have been used for verification. The algorithmswere
analyzed by considering a situation where an initial location and final location have
been defined and these have been encrypted using the mentioned algorithms and the
privacy has been preserved.

Keywords Differential privacy · VANETs · Diffie–Hellman algorithm · AES

1 Introduction

Differential privacy helps us obtain accurate data from a collected set of data and also
to handle the privacy issues connected to it while dealing with data. One common
application of this concept is with regard to individual database. Differential privacy
aims in identifying the difference within the database of each and every individual.
Even if the individual is an active or passive entry in the database, there should
not be any difference to the individual. An adversary should not be able to access
anything new from the database containing the information of the individual. For
this purpose, different algorithms have been adopted such as Diffie–Hellman key
exchange algorithm and advanced encryption algorithm.

At first, we consider a few set of auxiliary information of a particular individual.
The auxiliary information of the individual or group like name, occupation, etc.,
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constitutes the statistical database. The statistical database contains the private infor-
mation of a particular group which has been collected by a particular entity. This
information might be medical reports of an individual or routine information which
are associated with the identity of a person. A privacy breach occurs when an adver-
sary hacks this particular data. The adversary hacks this information by accessing a
statistical database [1].

Privacy is of supreme importance, especially in today’s transparent society. It
demands the protection and safe handling of data associated with individuals. The
concept of differential privacy aims at maximizing the correctness of the queries
from the defined databases while measuring how the privacy is affected on individ-
uals whose information is stored in the database. Search engines, hospital records,
corporate firms, and other such institutions possess large amounts of data much of
which are very sensitive. Such data are no longer just important to their domain
agencies but are becoming widely common to all those who use that data. In mak-
ing the data available for public, they also need to face the consequences in terms
of the legal, financial, and moral pressure since they are also bound to protect the
identities of the individuals. Hence, a trade-off between privacy and utility is of great
importance.

2 Differential Privacy

2.1 Need for Differential Privacy

Consider a situation in which we want to take the medical records of a person “K.” If
a privacy breach occurs and all identifiable information such as name, identity proof
number, mobile number, etc., had to be removed from the original data set, then the
available records would contain only information such as date of birth, gender, and
address details. These fields are more than sufficient to provide a unique combination
that they are often required to identify an individual from the database. The technique
used here is to pick out the information that is linked with “unidentified” records by
tagging it with some additionally available data. Generally, when people are asked
for their personal information, they are hesitant to provide it, for fear of the data
being misused in some way or the other. Nevertheless, if the data are used in a
differentially private manner, then the individual can be assured that the data will be
virtually hidden and that it will not be available to any third party for misuse. This
would prompt the users to provide their data since they know that it is secured in the
right sense.
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2.2 Epsilon-Differential Privacy

Dwork,McSherry, Nissim, and Smith in 2006, in their article, introduced the concept
of epsilon-differential privacy. The main agenda behind the definition of epsilon-
differential privacy in 2006 is that it is not possible to sacrifice the privacy of an
individual by a statistical release of their data from the database. So, the goal here is
to provide each and every individual the same privacy that would result from having
their data removed; that is, the statistical functions running on the database should
not depend too much on their data of any of the individual. A mechanism provides
differential privacy if for all databases x, x′ which are adjacent and for all z ∈ Z, we
have

P(K = z/X = x)

P(K = z/X = x ′)
≤ eε

The result is the ε-differential privacy [2]. Here, ε (privacy parameter) is a positive
real number. ε can be viewed as a relative measure of privacy. Its value can be
chosen upon analyzing the goal of hiding any person’s presence or absence in a given
database [3].

2.3 Application Scenario—VANETs

VANETs or vehicular ad hoc networks are exchange networks where data packets
are exchanged between vehicles which are commonly referred to as common nodes
traveling on defined constrained path. In vehicular networks, there is a chance of
privacy risks where vehicles could be tracked by the information transmitted by the
vehicle-to-vehicle (v2v), vehicle-to-infrastructure (V2I), or vehicle-to-x (V2X) com-
munications implemented with the dedicated short-range communications (DSRC)
standards operating at 5.9 GHz. VANET requires fully decentralized network control
since no central entity could or should organize the network [4].

In VANETs, the nodes, which are vehicles, are installed with on-board units
(OBUs) to them to communicate with other vehicles in the vicinity and also to sta-
tionary structures as the application demands. VANETs therefore form a special case
of sensor networks. Here, in wireless sensor networks (WSNs) the sensor nodes are
installed near the roadside to monitor the road condition and to send the information
about dangerous conditions to vehicles regardless of the connectivity of the VANET.
Each vehicle has the functionality of being a packet transmitter, receiver, or router
which enables the vehicles to communicate with other vehicles or access points
which form the stationary roadside units (RSUs) [4].

There are three main types of vehicular communication system. They are:

1. Vehicle-to-Vehicle (V2V)—Using vehicle-to-vehicle, a vehicle can detect the
position of and movement of other vehicles which are half a kilometer away.
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This topology allows mobile-to-mobile interface among vehicles. Pure ad hoc
communication is actually vehicle-to-vehicle communication. Each vehicle in
V2V communication has a lot of gadgets attached to global positioning system
(GPS) networking devices, sensors, and digital map which contain the route map
and relevant information and computing devices. These vehicles communicate
with neighboring vehicles by sensing its own trafficmessages and sending beacon
messages to the other vehicles periodically. The data communication techniques
implemented inV2Vcommunication are unicast andmulticast packet forwarding
techniques between the source and destination vehicles. Here, unicast means
sending or receiving packets to and from its own direct neighbors. Unlikely,
multicast forwarding helps to exchange packets with remote vehicles also by
making use of intermediate vehicles as relays.

2. Vehicle-to-Infrastructure (V2I)—V2I is the intelligent technology for the next
generation. This topology allows interface between vehicles and roadside units.
Here, the infrastructure plays an important role in coordinating the communica-
tion by collecting local or global information on the traffic conditions in the road
and then suggesting some of the behaviors on a group of vehicles. For example,
one technique which employs V2I is the ramp metering. It requires limited sen-
sors and actuators for measuring the traffic density. V2I communication which is
enabled by a system of hardware, software, and firmware, by nature is wireless.
The major implication is that infrastructure components such as lane markings,
signboards, and traffic signals or any other infrastructure can wirelessly provide
information to the vehicle and vice versa.

3. Vehicle-to-X (V2X)—It is referred to as vehicle-to-everything communication.
InV2Xcommunication, information fromvarious sensors on theOBUs and other
sources travel via a large bandwidth, low latency, and high-reliability links, giving
the experience of fully autonomous driving. All the other types of networks fall
under this topology. By following this type of network configuration, vehicles
can easily communicate with other vehicles, to infrastructural units like traffic
signals or smart parking lots, to pedestrians holding their cell phones, and also
to central hubs or data centers using cellular networks.

3 System Model and Implementation

Trajectories are generated by vehicles in large numbers, which are significantly dif-
ferent from pedestrian locations. Assuming T = {location 1, location 2, location 3,
…, location n}, where T is a set consisting of vehicular locations appearing in a
sequential manner. Every point denotes a location in trajectory, which is an ordered
pair comprising of longitude and latitude. In order to conform to the standards that
are required to be met in order to ensure the protection of privacy, some interference
items are added to generate the published trajectory TR = {T1, T2, T3, …, Tn}. By
referring to the map, the third-party hackers can clip the interference items because
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of the limitation of roads in VANETs [5]. The most precarious of the situation would
be that if the hackers are able to obtain even a small set of values out of the total
location space, they will be able to interpolate the points in between and thereby
generate a trajectory which will bear a very close resemblance to the original trajec-
tory. Keeping this in perspective, this project aims at creating a cost-effective indoor
localization and tracking system that does not require any infrastructure assistance.
Just with the help of smartphones, the user can be localized.

A differential privacy protection protocol is implemented in the Java language
based on the Diffie–Hellman key exchange algorithm and the (AES) Advanced
Encryption Standard 256 algorithm. Firstly, a symmetric key is generated by the
D–H key exchange algorithm, and then, the AES 256 algorithm is used to encrypt
the transmitted content, thereby protecting the privacy of the user information. The
idea of the differential privacy protection prototype can be understood with the help
of a simple observation: when the data setD contains the individual Alice, it is set to
perform random query operations on D (such as counting, summing, mean, median,
interquartile range, or other related queries). The result obtained is f (D). On carrying
out the operation, if the result yielded on querying Alice’s information fromD is still
f (D), it can be considered that Alice’s information is not included in data setD. In the
middle of it creates additional risks. Differential privacy protection is to ensure that
any individual in the data set or in the data set has little impact on the final published
query results. The goal of differential privacy is to maximize query accuracy and
minimize the risk of privacy breaches [6].

The Diffie–Hellman key exchange algorithm, denoted as D–H algorithm, is a very
powerful protocol in public-key encryption. It allows the parties to institute a key
over an unsecured channel with no previous intimation from the other party. The
advantage being that this key can be used as a tool, a symmetric key, to encrypt the
communication content in ensuing communications [7].

3.1 D–H Key Exchange Algorithm

Consider a scenario where we have Alice, Bob, and Eve as shown in Fig. 1. Alice
and Bob are exchanging some sort of data among each other, and Eve being an
intermediator who is constantly watching Alice and Bob. But, here Eve, she does not
disturb the subject or content of the communication. Now, consider a public prime
base say g = 3 which is known to all the three. Next, consider a public data known
to Alice, Bob, and Eve which are p = 12. Now, consider Alice’s key (private key)
which is known to her alone which is a = 6. Next, consider Bob’s private key known
only to Bob as b = 15.

Let A denotes the public key of Alice known to Alice, Bob, and Eve where

A = (
Ga

)
mod p = 9

Let B denotes the public key of Bob known to Alice, Bob, and Eve where
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Fig. 1 Conceptual representation of the D–H algorithm

B = (
Gb

)
mod p = 7

Next, Alice and Bob exchange each of their public keys. Let s denotes the shared
secret key common to both Alice and Bob, but which is not known to Eve.

For Alice,

s = (
Ba

)
mod p = 1

For Bob,

s = (
Ab

)
mod p = 1

So, even if a hacker attacks, hewill not be able to provide the actual data because he
does not know the key to decode it. In real scenario, consider Alice and Bob represent
two vehicular ad hoc networks, while Eve represents the transmitting medium or
mediator. Thus, the above algorithm is real-life implementation of VANETs [8].
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3.2 Advanced Encryption Standard Algorithm

The advanced encryption standard is an encryption method in which the characters
are replaced by some other kind of operation such as addition, subtraction, exclusive-
or, or any such similar operators. By this, it is possible to produce infinite number
of combinations. Subbytes, shiftrows, mixcolumns, and addroundkey are some of
the techniques which can be used for making rotations. The AES algorithm consists
of AES-128, AES-192, and AES-256 block ciphers. The three variants of AES are
based on different key sizes (128, 192, and 256 bits) [9].

4 Results

This section shows the results that have been taken in terms of the location values,
encrypted and protected. The values considered are assumed to be data taken from
the on-board unit of a car which conveys the exact location of the vehicle. As can be
seen, the initial location conveyed is the location of the house, assuming that the car
is parked at the house and is starting from there (Figs. 2 and 3).

In this work, we are presenting the comparison between the above algorithms for
the following choice of values as shown below:

k = 28

q = 117686837408564885453421841793708809347228146689137677955112976
83943548586519985787950858001297977310173110996763173093591148833
987835653326488053279071057

p=3295231447439816792695811570223846661722388107295854982743163351
5041936042255960206262402403634336468484710790936884662055216735165
9398293141665491813989597

g=2936079689421990213596959618831699609892128325127375389414219745
98430263629524708683392530750033382195532008794395609507801074545519
29347513371119440534090946249252931698618289251122473408140692956145
46100216572732567527559463356954948075734550545288593249436517685280
135130178110107249280453035685425826946616

Setup:

k01=728873398441318548710301394139479150676176393886425534408519502
48251796148100167365253903634953054476322942772847795760914393651709
75316064521074730852743

N = 50

Setup use time is 95 ms
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Fig. 2 Output data as computed by the algorithm

ke1 = 0

Phase 2: Encrypt use time is 7 ms

ke2 = 0

Encrypt xN = 26520

Decrypt xN = 26520

Decrypt use time is 9 ms

k is the number of bits in the data, p and q are the encryption key known to two
vehicles, and g is known to vehicles and the adversary. After using Diffie–Hellman
algorithm and advanced encryption method, keys are produced which is not known
to adversary; that is k01, ke1, and ke2 are the key used for encryption. The encryption
time and decryption time have also been calculated [10].
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Fig. 3 Output data as computed by the algorithm

5 Conclusion

Differential privacy can be effectively used to ensure security in vehicular ad hoc
networks. The contribution of the work is that this approach has been implemented in
the context of security in vehicular ad hoc networks. The implementation of the algo-
rithms for finding the trajectory of motion of vehicle when start and end longitude
and latitude is available along with a matrix defined containing the locations nearby
is obtained. Also, the comparison between Laplace algorithm and Median algorithm
was done which are commonly used to implement differential privacy in VANETs.
Along with this, we also obtained the result for the implementation of two currently
used algorithms Diffie–Hellman key exchange algorithm and advanced encryption
standards algorithm. In today’s society driven by big data, where these data hold enor-
mous significance, it is necessary to ensure that privacy is not compromised. This
work is a small attempt in that direction. The project aims at creating a cost-effective
indoor localization and tracking system that does not require any infrastructure assis-
tance. Thus, just with help of smartphones, the user can be localized. Although it is
a promising area of research and one of extreme importance, this concept has not
been explored to its full capability due to limitations in understanding it completely
and also due to its non-trivial method of implementation.
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Implementation of Neural Signals
in MATLAB (Thought Signals)

Kambhampati Sai Sandilya, Poornima Mohan,
Madiraju Akshay Bharadwaj, B. Maragatha Eswari, K. Namitha,
O. Rajasekhar Reddy and J. Vaishnu Saran

Abstract The most intelligent creatures on the earth are homosapiens since their
brain is gifted with the ability of thinking and expressing emotions through different
means. The human brain is a universe consisting of a cluster of neurons connected
to each other. There are about 100 billion neurons in the human brain. Estimated
that a neuron connection transmits at least one signal per second, and some theories
proved that some of the specialized connections transmit up-to 10,000 signals per
second [1]. Briefly, we can say that when we experience something through sense
organs which are having direct contact with our brain, release some or other chemical
called hormones. For instance, if we feel something ‘very good to our heart!’ or like
start loving something by sensing anything, our brain produces a hormone called
‘oxytocin’. As there is an extraction of this hormone happens in a ‘Patterned’ manner
from an import gland of our human body called as the pituitary gland, the pattern
creates an electrical signal/impulse which transmitted to our brain in a fraction of
seconds, making us experience the emotion called love on that particular object or
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person. The electrical impulse created here and transmitted to the brain is nothing
but a thought/emotion signal. Our main aim is to extract a converted written text or
an image of the electrical impulse created, this electrical impulse is extracted out
from a human brain through EEG signals.

Keywords EEG signals · Patterned signals · Electrical impulses · Neurons

1 Introduction

1.1 What Is a Thought Signal?

Thoughts are the effect of simulation that happens when we feel touch, smell, taste,
sound or sight through the five sense organs namely skin, nose, tongue, ears and
eyes. These stimuli when we sense something will have direct neural contact with
the brain generating a special kind of fluid from the glands present in our body known
as the hormones. The amount of production, the speed, and timing of the production
of these hormones produce stimuli or an electrical impulse in our brain, which are
generally a form of signals in electronics terminology and are known as thoughts
in general case. These can also be ideas, believes on self or on others. Assume, the
human body as a machine made up of a microcontroller called the brain, which is
made of some sensors or microprocessors called sense organs which can send and
receive the impulses or signals from the brain. These signals are passed through a
medium for which these sensors are connected to the brain, which is called nerves.
Every sensor is made up of a very large scale integrated circuits (VLSI circuits)
called transistors [2]. Similarly, our nerves are made of nerve cells or neurons [3, 4].
Let us consider an example of a tennis player playing a tennis match. As the player
watches the approaching ball, two types of senses activate immediately, his/her sight
on the ball, and the sound of the air through which the ball is coming [5, 6]. Then
the impulses are sent to the brain and the brain sends some signals to the motors of
the machine that our hands and legs to move, to hit the ball. Everything and every
thought process happen the same [7, 8]. But, it is not known how to visually look at
these signals, which are in our mind. Let us have an assumed theory, to visually find
our thoughts. With this, we have another application also, we can see our dreams as
an image signal [9, 10] (Fig. 1).

The above figure illustrates how a thought signal is generated in a tennis player
when he is standing in the tennis court and the ball is running towards him.
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Fig. 1 Stimulation of thought signals in a tennis player

2 Methodology

2.1 Brain and Computer Interface (BCI)

At present in the field of Biomedical Engineering, Brain and Computer Interface
(BCI) has a huge demand [11]. BCI technique is that creates a great link between
the computer and the human brain. Nowadays BCI technique is mostly used in
Artificial Intelligence (AI), that is in controlling robots, through the human brain,
mobility commanding system, the best example is Stephen Hawking’s chair and
communication fields. Here the signals are captured as an Electroencephalography
(EEG) signals through a device called EMOTIV EPOC EEG amplifier [1] (Fig. 2).

This amplifier consists of electrodes that are fit to the head of the subject and
extracts the signal. This raw signal is transferred into the computer through a
Bluetooth interface and saved as a .edf file [11].

2.2 Methods to Implement

Selecting the Subjects. The EEG information to be collected from some people aged
20–30 years approximately [11].
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Fig. 2 EEG measurement
positions on the head

Training the Subjects. The subjects are given with different kind of inputs. For
instance, Subject A is given something to look at, and similarly, all other subjects
are given something to sense with so that their brains start producing the electrical
impulse [11] (Fig. 3).

Collecting and Storing the Signal. The generated signal is collected from the
EMOTIV EPOC EEG amplifier and stored into the computer in the form of .edf or
.mat files through Bluetooth and taken into MATLAB for further evaluation. The
EEG measurements on the brain are explained in the following Table 1.

Signal and Image Processing. EEG signals are generated in the form of Analog
signals. Analog Signals are continuous signals which have time-varying quantities.

Fig. 3 Block diagram illustrating the signal transmission into MATLAB
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Table 1 The EEG functional
measurements on the brain
[11]

Lobe Function EMOTIV EEG
(positions/channels)

Frontal Emotions, cognition AF3, AF4, F3, F4, F7,
F8, FC5, FC6

Parietal Movement P7, P8

Occipital Sight, vision O1, O2

Temporal Hearing T7, T8

EEG signals vary from 5 to 500 Hz of the sampling frequency. As the .edf file is
converted into the .mat form, it can be directly used into the MATLAB. To plot the
EEG signal in MATLAB, initially, after loading the .mat file into the MATLAB,
subtract the value provided ‘Gain’ and divide the whole value with the provided
‘Base’.

val = load(‘Subject00_2_ed f m.mat’) (1)

eeg = (val − Gain)/Base; (2)

Now for plotting the cure, we need to calculate the time of the curve with the
provided sampling frequency and obtained signal.

time = (0 : length(eeg)− 1)/Fs (3)

Fs = Sampling Frequency

Whenwe try to plot the signal with these specifications given, a continuous analog
signal with about (1 × 5000) double length is plotted as shown in (Fig. 4)

Now, the signal is generated as an Analog signal. This Analog signal needs to
be converted to Digital signal using Analog to Digital conversion (ADC) technique.
In ADC technique, calculate the quantization value with the given needs range and
number of bits of the required plot.

q = r/
(
2n − 1

); (4)

q = quantization, r = range of the signal, n = number of bits.
Now, we divide the signal with the obtained quantization value and will get a

quantized signal, and use decimal to binary conversion of the quantized analog values,
which will convert the analog values of the quantized EEG signal into binary values.
Plot the binary values with respect to the original raw EEG plot, with a decrease
in the number of values in the original signal to make the process easy. But, the
drawback in the method is we need to take the absolute values of the original signal
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Fig. 4 Plot of raw EEG signal

to plot the binary plot. The below plot represents the binary converted EEG signal
[12] with respect to the original raw signal.

Figure 5 represents the plot of digitalized EEG signal with respect to the absolute
raw signal.

Figure 6 represents the illustration of the only Digitalised EEG signal. This is the
plot of all the converted digital values of quantized Analog values.

Fig. 5 Plot of a digitalized EEG signal with respect to raw EEG signal
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Fig. 6 Plot of a digitalized EEG signal

3 Results and Future Scope

3.1 Results

After digitalizing the signal, modulate the digital signal either in Amplitude (AM) or
Frequency (FM) format if needed. Digital values are obtained from the digitalized
signal. These digitalized values are arranged as a matrix, such that when the matrix
is plotted in the form an image using ‘imshow’, an in-built command in MATLAB,
converts the produced matrix into an image by considering each value in the matrix
as a pixel. Here, a rough sketched image of the digitalized EEG signal is generated,
where ‘0’ value of the signal is taken as black colour and ‘1’ value as white and
displays a pixelated image.

Figure 7 Interpreters an object that is shown to ‘Subject00_2’, one of the subject
in the experiment.

3.2 Future Scope

This BCI (Brain and Computer Interface) can be improved further and can be used
in getting a visual image of the dreams of people. Most of its applications can be
used for those people who are in the state called ‘COMA’, but can hear and couldn’t
respond to the outer world. Their thoughts can be reconstructed as an image and
can rectify what the problem is. Involving the machine learning concept to this may
increase the accuracy and speed of the resultant.



160 K. S. Sandilya et al.

Fig. 7 Plot of a digitalized
EEG signal in the form of an
image signal

4 Conclusion

The above-mentioned research work clearly explains, how a EEG thought signal
collected from a human brain can be interpreted as an image. The output must be
furthermore modelized in a more equipped and developed apparatus, like increasing
the pixels of the image and using other image processing techniques such that the
subjects’ thoughts are purely displayed as an image in either black and white or RGB
frame.
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A Framework for Formal Verification
of Security Protocols in C++

R. Pradeep, N. R. Sunitha, V. Ravi and Sushma Verma

Abstract Every communication system is a safety-critical system, in which the
communicating entities share the confidential data over the untrusted public network
by using a set of cryptographic security protocols (CSPs). Many security protocols
proved secure were cracked within a short span of time, and the best example is
Needham–Schroeder authentication protocol. The quality assurance about the cor-
rectness of security protocols is one of the key challenges. In software testing, it is
not possible to prove the correctness of security protocols, because testing has got
major drawbacks and the tester cannot predict what knowledge an attacker may gain
about the communication system by interacting with several runs of the protocol,
and also testing shows the presence of bugs but can never show the absence of bugs.
Formal verification has proved to be a reliable solution as the correctness of the CSP
can be proved mathematically. In the proposed work, a new framework is proposed,
which includes a library of functions to specify a security protocol in C++ by follow-
ing a set of rules (syntax and semantics), a interpreter to interpret the C++ code to
security protocol description language (SPDL), and finally a model checker Scyther
backend verification engine. The proposed framework is successful in identifying
the attacks on IKE version-1. Also the Skeme and Oakley versions were verified for
their correctness.
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1 Introduction

CSPs help to achieve secure communication between the communicating agents.
They are at the core level of most of the communication systems, such as secure
Internet communications, bank transactions, or any electronic way of fund trans-
fers. Such applications should not be delivered without verifying the crypto-analytic
weaknesses of the underlying algorithms.

Security protocols are difficult to design, even under the assumption of perfect
cryptography. Many CSPs claimed as safe and used for many years were “cracked”
within a short span of time, one such protocol is Needham–Schroeder authentication
protocol [1] proposed in 1978, and this protocol was used for decades to provide
authentication for agents using a hybrid method which involves both public-key and
symmetric-key cryptosystems. The Needham–Schroeder protocol was cracked by
Galvin-Lowe [2] in 1995 using FDR [3], and a new updated version calledNeedham–
Schroeder-Lowe protocol was released. This shows that there is a need for formal
verification of security protocols.

In the development phase of security protocols, if the design errors or functionality
errors are introduced, then it is very difficult to detect and debugwith testing. Todetect
and correct the design errors and to achieve high reliability ofCSP, formal verification
is one of the key solutions and it gives amathematical proof for the correctness for the
security protocols. There are threemain approaches for formal verification of security
protocols [4]: 1. BAN-logic, 2. Casper/FDR (model checking), and 3. Stranspace.
BAN-logic is a light-weight method under the assumption of honest agents and a
passive intruder. The Casper/FDR approach translates a high-level description of a
security protocol along with its security requirements and a particular instantiation
into CSP that can be machine-verified using the FDR model checker [5], and the
intruder is in control of the network and is allowed to participate as one of the agents.
The same holds for the strand space approach which is basically a Dolev-Yao model
[6] which represents a strong adversary and his capabilities. For of all these three
approaches, the state space explosion problem is a challenge, in which for a system
with “N” number of concurrent processes the number of states increases in the global
state graph may grow exponentially with N. [7] Explains a solution to avoid state
explosion problem with the help of temporal logics.

In order to use the CSPs in network devices like router, switch, and modems, the
protocols have to be implemented using a programming language like C, C++, or any
other similar high-level programming language. But there is no mechanism available
to formally verify a security protocol which is implemented using a programming
language C++. In the proposedwork, a new framework is proposed to perform formal
verification of security protocols in which a library of security primitives is speci-
fied in C++ by following a set of rules (syntax and semantics). A new interpreter
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is proposed, which converts a CSP specified in C++ language to security protocol
description language (SPDL), and a library of APIs is proposed to support crypto-
graphic primitives for CSP specification. In the proposed framework, the Scyther
model checker [8] is used as back end verification engine, Scyther has support for
multiprotocol black-box analysis mechanism, it is efficient in handling state space
explosion problem, and Scyther uses Dolev-Yao channel to model the adversary and
guarantees termination of verification process.

To communicate securely over a public network, computers make use of vir-
tual private network (VPN), and VPNs use IKE security protocol to exchange keys
between the agents, to authenticate mutually without revealing the identities of the
agents. This protocol needs to be formally verified because the agents will be sharing
private data over a VPN which is created over a public network. The main challenge
in formal verification of security protocols is, building abstract models from the for-
mal specifications, identifying the security properties to be satisfied by a security
protocol. In the proposed framework, the secrecy and authentication security prop-
erties can be verified for the security protocols, for verification of IKE protocol, the
formal specifications are drawn from the RFC 2409 [9], the framework is successful
in verifying the IKE version-1, Skeme [10], and Oakley. The framework is successful
in identifying the attacks for IKE version-1. The Oakley and Skeme version security
properties are proved safe.

2 Proposed Framework to Formally Verify Security
Primitives of CSP Coded in C++

Formal verification is a challenging task and requires a lot of effort and knowledge,
but the automated tools help to perform verification with ease, these tools are called
model checkers, and the verification technique is called formal verification using
model checking. A model checker is required to evaluate the security properties by
searching through the state space to check whether even a single state violates the
security properties specified.

The main challenge in formal verification of security protocols is generating the
abstract CSPmodel and identifying the security properties to be verified. Building an
abstract CSPmodel depends totally on themodel checker being used, it changes from
onemodel checker to other, and there is nomechanism toverify aCSP implemented in
a high-level language. To solve this problem, in the proposed work, a new framework
for specifying a security protocol in C++ language is developed and it is interpreted
to the backend model checker Scyther using an interpreter program. Figure1 shows
the architecture of the proposed framework, in which the CSPs will be represented
in an abstract level and the implementation details are hidden in order to build the
CSP model easily. Using this framework, the CSP model can be specified in C++
language using a set of cryptographic library functions. The library contains all
the cryptographic primitives such as generation of keys, nonces values, encryption,
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Fig. 1 Framework architecture

decryption, hash functions, key exchange, send, and recv. The library is extendable
for user requirements and the definitions for the library functions can be changed
based on the user requirements.

To build a CSP model using the proposed framework, a protocol structure has
to be followed as shown in Listing 1.1. The nesting of classes is used to bind the
communicating agent behaviors in a single class. The outer class represents the
protocol name along with the communicating role names, and the inner classes
represent the communicating agents named as roles. The agents communicate with
each other by sending and receiving messages. This takes place by calling the send
and recv functions.

The role definition is the set of library function calls, which are bind in a single-
member function. The role objects communicate by calling the single-member func-
tion, and thereby, all the communication takes place. Listing 1.2 gives an overview
about the CSP specification using the proposed framework.

2.1 Scyther Model Checker as Verification Engine

Scyther is a formal analysis and verification tool, and it uses black-box analysis
technique for verification of CSPs under the perfect cryptography assumption, which
states that adversary learns nothing from the ciphertext unless he has the decryption
key. The tool is basically used to identify the design errors of the security protocols.
The protocols either proved correct or attacks will be detected.

Scyther uses Dolev-Yao threat model [11] as channel to model the adversary,
on which the agents communicate, and the adversary has the upper hand and he
can eavesdrop every message, perform reply attacks, can have knowledge about the
cryptographic primitives, can remove sent messages and examine their contents,
insert his own messages, or reroute or simply retransmit messages.
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The key feature of Scyther is multiprotocol analysis, in which during the
communication between the roles, the communicating agents use multiple CSPs
in parallel, and then the attacker can gain the knowledge about the cryptographic
primitives from one protocol run and can successfully perform an attack on the
other. Scyther helps to perform formal analysis and verification of multi-protocols
CSPs as well as a single CSP in isolation.

2.2 Dolev-Yao Channel

Dolev-Yao adversary model [11] is used to model the adversary, on which the agents
(communicating parties either a sender or receiver) communicate, and the adversary
has the upper hand and he can eavesdrop every message, perform reply attacks, can
have knowledge about the cryptographic primitives, can remove sent messages and
examine their contents, insert his own messages, or reroute or simply retransmit
messages.

The Dolev-Yao adversary model will be running in parallel with the security pro-
tocol model. This model views the message space as a term algebra. Term derivation
rules specify how agents can obtain new terms from old ones. Fix countable sets A,
N, K, and V, denoting the set of agents, nonces, keys, and variables, respectively.
The set of basic terms is B = A ∪ N ∪ K. For each A, B ∈ A, assume that sk(A),
pk(A) and shk(A,B) are keys. Further, each k ∈ K has an inverse defined as follows:
inv(pk(A)) = sk(A), inv(sk(A)) = pk(A), and inv(k) = k for the other keys.

The important features of the Dolev-Yao model are: 1. secrecy properties, 2.
stateless parties, 3. concurrent execution, and 4. public-key cryptography and infras-
tructure. [11] Explains all these features in detail.

The intruder has access to all public information and can block and replay any
terms sent by honest agents. The intruder is essentially the network itself—any terms
sent by honest agents are received by the intruder and then forwarded onto the
intended recipient (or not), and any terms received by honest agents are assumed to
have come from the intruder. He can also send terms under masquerade, in the name
of any agent (all agents’ names are public). The intruder can send out any terms he
can derive from the set of terms he has access to. An agent A might send out a term
t for the intended recipient B, and the intruder might send a term t to B, pretending
to be A, thereby effecting a forgery in A’s name. A key component in checking for
what terms the intruder can get access to is solving the derivability problem. The DY
channel helps to model the channel which gives a strong adversary for verification
of CSP.
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2.3 The C++ to SPDL Interpreter

Formal verification cannot be done directly for a CSP implemented in a high-level
language like C++, because the model checker cannot process C++ code. In order to
overcome this language mismatch and to use a model checker for verification of CSP
in C++ language, an interpreter is required which can convert C++ code to security
protocol description language (SPDL) code. In the proposed framework, to specify a
protocol in C++ a set of rules (syntax and semantics) must be followed. The protocol
structure will be as follows.

Listing 17.1 Protocol structure
hashfunction g( ) ;
class protocol_protocolname_rolename1_rolename2 / /Outer class
{

class rolename1 / / Inner class1
{
void function1 ()
{

}
};

class rolename2 / / Inner class2
{

void function2 ()
{

}
};

};
int main()
{
protocol_protocolname_rolename1−rolename2 : : rolename1 obj1 ;
protocol_protocolname_rolename1−rolename2 : : rolename2 obj2 ;
obj1 . function1 ( ) ;
obj2 . function2 ( ) ;
return 0;

}

The communication between the agents takes place by sending and receiving
messages, and this is specified in the protocol description by using send and receive
functions. The syntax for send and recv functions is as follows:
send(sequence − number, Sender − role − name, Receiver − role − name,
data);
recv(sequence − number, Sender − role − name, Receiver − role − name,
data);
sequence-number—is a message sequence number, Sender-role-name- class name
of Sender role, Receiver-role-name- class name of Responder role.

An example of message exchange is illustrated in Listing 1.2
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Listing 17.2 Message exchange
hashfunction g( ) ;
class protocol_demo_role_Initiator_role_Responder
{
class role_Initiator
{

fresh x;
void fun1()
{
send(1 , Init iator , Responder, encrypt(g(x) ,k( I ,R) ) ) ;
claim( Initiator , Secret , x ) ;

}
};
class role_Responder
{

var x;
void fun2()
{
recv(1 , Init iator , Responder, decrypt(g(x) ,k( I ,R) ) ) ;
claim( Responder, Secret , x ) ;

}
};

};

The data can be sent with encryption or without encryption during the commu-
nication by using send function. If the data has to be sent securely, then encryption
can be used, and this is done using an encryption function in the data field of send
function, as shown in Listing 1.2. For the encryption function, the last parameter
must be a key, either a public key, secret key, or a session key, and its syntax is as
follows.

encrypt(parameters... , key);
decrypt(parameters... , key);

The encryption function encrypts all the parameters passed to it by using the key
which is the last parameter in the encryption function, and it returns a ciphertext. In the
proposed framework, the RSA encryption/decryption algorithm is used for public-
key encryption and 128-bit AES algorithm is used for symmetric-key encryption.

Keys—pk(I) represents the long-term public key of role I, sk(I) represents the
long-term secret key, and k(I,R) represents the long-term session key of role I and
role R. If a public key or secret key is used to encrypt the data, then a public-key
encryption function RSA is called. If a symmetric key is used to encrypt the data,
then AES encryption library function is called. To use a cryptographic hash function,
a hash function has to be declared as global functions as shown in Listing 1.2, in
order to use it by the roles. In the proposed framework, MD5 hash algorithm is used
to generate unique hash values. Finally, the security properties to be formally verified
are represented using the claim functions as shown in Listing 1.2. The syntax for
claim function is as follows:

claim(Role-name,Security-Property,data);
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Role-name: The name of the role which is claiming the property, Security-
Property: Property to be satisfied by the role for the data (the different security
properties are discussed in the below paragraph), data: The data on which the prop-
erty to be checked.

Security properties for CSPs are very important, and to verify a CSP, one should
know the exact security properties to be satisfied by a CSP. The security properties
are represented in claim functions, and its mathematical meaning is as follows.

Claim—Let γ be a claim role event of a protocol P. For a security property, it is
required that some predicate Q on traces(P) × ClaimRunEv holds for each instance
of γ in all traces of P. A property is true for the protocol if and only if: ∀ t ∈ traces(P)
∀(inst, γ ) ∈ t : Q(t, (inst, γ )) where we use the notation e ∈ t as an abbreviation for
∃ i: ti = e. There will be many security properties for a particular CSP to be proven
correct, and the proposed framework focuses on secrecy and authentication.

Secrecy property states that the sent or received message must be secretly deliv-
ered to the honest agent without revealing the message to the intruder.

Authentication is identification of the right communication partner across the
public network. There are three forms of authentication, namely 1. aliveness, 2.
synchronization, and 3. message agreement.

Aliveness is checking of the existence of communication partner.

Synchronization verifies the sequence of messages exchanged between the
agents, and thereby, the behaviors of the communicating agents are checked. In the
presence of an active adversary, other behavior (not defined by the protocol descrip-
tion) might occur. For example, if there is no agent performing a certain role, this
contradicts the protocol description.We consider any behavior that is not specified, to
be unauthenticated. This leads to a natural definition of strong authentication, which
is called synchronization.

Message Agreement requires that the contents of the received messages cor-
respond to the sent messages, as specified by the protocol. As a result, after the
execution of the protocol the contents of the variables will be exactly as specified by
the protocol. After the execution of the protocol, the parties agree on the values of
variables. Modex [12] is a tool to extract verification models from implemented C
code to the SPIN model checker. The proposed interpreter works similar to Modex
by interpreting each line of CSP C++ code, with help of regular expressions and
pattern matching the C++ code is converted to SPDL code, Finally, the generated
model is executed by the Scyther (Figs. 2 and 3).

Fig. 2 Interpreter
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Fig. 3 Interpreter architecture

3 IKE-Internet Key Exchange Protocol

For formal verification of IKE protocol, the formal specifications are drawn from
the RFC-2409 [9], and the security properties to be verified are also obtained from
the same RFC. IKE is the protocol used to set up a security association (SA) in the
IPsec protocol suite. IKE builds upon ISAKMP, Oakley, and Skeme. It uses X.509
certificates for authentication and uses either pre-shared or distributed keys using
DNS and a Diffie–Hellman key exchange to set up a shared session secret from
which cryptographic keys are derived. IKE is used in most of the communication
devices to provide authentication and key exchange between the agents, particularly
in establishing a VPN connection to a remote host by hiding the identities of the end
parties. It uses two basic methods to establish an authenticated key exchange—Main
Mode and Aggressive Mode. [9] Gives the details about these modes. The ISAKMP
SA is the shared policy and keys used by the negotiating peers in IKE protocol to
protect the communication. Oakley and Skeme each define a method to establish
an authenticated key exchange. Oakley defines modes, and Skeme defines “phases.”
IKE uses public-key encryption for authentication and exchanges key between the
entities with the help of Nonces. SA is a negotiation payload with one or more
security proposals provided by the sender. An initiator can providemultiple proposals
for security negotiation, but the responder must reply with only one SA. IKE uses
hash functions to uniquely identify the messages, and prf() is the pseudo-random
function—often a hash function—used to generate a deterministic output that appears
pseudo-random. prfs are used both for key derivations and for authentication. Listing
1.3 shows the IKE communications. HDR is an IKE header whose exchange type
is the mode, HDR* indicates payload encryption, SA is an SA negotiation payload
with one or more proposals, and KE is the key exchange payload which contains
the public information exchanged in a Diffie–Hellman exchange. The IKE Oakley
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version uses three modes—1. Main Mode, 2. Aggressive Mode, and 3. Quick Mode.
[9] Explains these three modes in detail along with packets exchanged.

Listing 17.3 IKE message exchanges
Ini t ia tor Responder

−−−−−−−−−− −−−−−−−−−−−
HDR, SA −−> HDR, SA

<−−

HDR, KE, Ni −−> HDR, KE, Nr
<−−

HDR∗ , IDii , HASH_I −−> HDR∗ , IDir , HASH_R
<−−

4 Verification

A model checker is required to generate all possible behaviors of protocol under
verification, it is called state space or search space, and it is stored in a tree structure.
The verification of each security property is done by the model checker by searching
through the state space for each security property represented as claim events. For
search operation, the model checker uses a DFS or BFS algorithm. The claim events
represent the safety property of verification, which states something bad is never
going to happen. For a security property, if there is a trace pattern in the state space
which violates the claim, then the corresponding attacks can be obtained with the
help of model checker by traversing from the initial state to the state where the claim
property was failed, the path or trace gives the execution or behavior of the system
which violates particular property, and the trace includes the detail how the claim
got failed and the possible attack can be derived from the attack graph. If there is
no trace pattern which violates the security property claim, then it is proved safe. A
trace is a partially ordered set of symbolic events, and a pattern represents a set of
traces. The set of pattern events or Event is defined by the following BNF grammar:

AdvEvent ::= decr ({ | RunTerm |} RunTerm ) |
encr ({ | RunTerm |} RunTerm ) |
app (Func(RunTerm∗ )) | in i t | know (RunTerm) ,
SendRecv ::= send | recv ,
RolePos ::= Role^#RID | Agent,
CommEvent ::= SendRecv Label (RolePos, RolePos,RunTerm)^RID ,
ClaimEvent ::= claim Label (RolePos, Claim [ , RunTerm]) ,
AgEvent ::= CommEvent | ClaimEvent,
PatternEvent ::= AdvEvent | AgEvent.
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5 IKE Verification Results

The IKE version-1 in main mode is vulnerable to the brute force attack on keys
exchanged between the agents. The agents share a set of (falsely) authenticated sym-
metric keyswith the attacker, the attacker gets the symmetric keys, and the authentica-
tion security property gets violated. The proposed framework successfully identified
this attack on IKE version-1, and it is shown in Fig. 4. IKE Oakley and Skeme ver-
sion uses quick mode for security association negotiation and exchange of nonces
to provide protection against replay attack. The nonces are used to generate fresh
key material and prevent replay attacks from generating bogus security associations,
with the help of nonces and Diffie–Hellman key exchange, and the protocol is proved
safe in Skeme and Oakley. The results for Skeme and Oakley versions were shown
in Figs. 5 and 6, respectively.

6 Conclusion and Future Work

The formal verification of cryptographic security protocols has the potential to
improve the reliability of the security protocols and can give mathematical proofs
for CSP’s correctness. Building the model for the security protocols and identifying
the security properties is one of the key challenges in formal verification of CSP.
By using the proposed framework, the CSP models and its security properties can
be easily specified and verified for CSPs specified in C++. The IKE security proto-
col is formally verified using the proposed framework, and the results are obtained

Fig. 4 IKE version-1 verification result
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Fig. 5 IKE-Skeme version verification result

Fig. 6 IKE Oakley version verification result

as shown in Figs. 4, 5, and 6. The framework shows how a model checker can be
used to verify CSP code specified using a high-level programming language C++.
Finally using proposed framework, we can achieve high reliability of the CSPs. The
framework can be further extended to additional security property requirements, and
the same methodology can be incorporated to specify CSPs in other high-level pro-
gramming languages like Java and Python, and the new interpreters are required to
interpret CSPs specified in high-level languages like Java or Python with different
model checkers.



A Framework for Formal Verification of Security Protocols in C++ 175

References

1. Needham RM, Schroeder MD (1978) Using encryption for authentication in large networks of
computers. Commun ACM 21(12):993–999. https://doi.org/10.1145/359657.359659, http://
doi.acm.org/10.1145/359657.359659

2. Lowe G (1996) Breaking and fixing the Needham-Schroeder public-key protocol using FDR.
In: Margaria T, Steffen B (eds) Tools and algorithms for the construction and analysis of
systems. Springer, Berlin, pp 147–166

3. Gibson-Robinson T, Armstrong P, Boulgakov A, Roscoe AW (2014) FDR3—a modern refine-
ment checker for CSP. In: Ábrahám E, Havelund K (eds) Tools and algorithms for the con-
struction and analysis of systems. Springer, Berlin, pp 187–201

4. Cremers C, Mauw S, de Vink E (2003) Formal methods for security protocols: three examples
of the black-box approach. NVTI Newsl 7:21–32. Newsletter of the Dutch Association for
Theoretical Computing Scientists

5. Roscoe AW (1994) Model-checking CSP. In: A classical mind. Prentice Hall International
(UK) Ltd., Hertfordshire, UK, pp 353–378. http://dl.acm.org/citation.cfm?id=197600.197628

6. Herzog J (2005) A computational interpretation of Dolev-Yao adversaries. Theor Comput Sci
340(1):57–81

7. Clarke EM, Grumberg O (1987) Avoiding the state explosion problem in temporal logic model
checking. In: Proceedings of the sixth annual ACM symposium on principles of distributed
computing. ACM, pp 294–303

8. Cremers C, Mauw S (2012) Operational semantics and verification of security protocols.
Springer

9. Carrel D, Harkins D (1998) The Internet Key Exchange (IKE). RFC 2409. https://doi.org/10.
17487/RFC2409, https://rfc-editor.org/rfc/rfc2409.txt

10. Krawczyk H (1996) Skeme: a versatile secure key exchange mechanism for internet. In: Pro-
ceedings of the 1996 symposium on network and distributed system security (SNDSS ’96).
SNDSS ’96, IEEE Computer Society, Washington, DC, USA, p 114.http://dl.acm.org/citation.
cfm?id=525423.830460

11. Herzog J (2005) A computational interpretation of Dolev-Yao adversaries. Theor Comput
Sci 340(1):57–81. https://doi.org/10.1016/j.tcs.2005.03.003, http://www.sciencedirect.com/
science/article/pii/S0304397505001179. Theoretical Foundations of Security Analysis and
Design II

12. Holzmann G (2003) The spin model checker: primer and reference manual, 1st edn. Addison-
Wesley Professional

https://doi.org/10.1145/359657.359659
http://doi.acm.org/10.1145/359657.359659
http://doi.acm.org/10.1145/359657.359659
http://dl.acm.org/citation.cfm?id=197600.197628
https://doi.org/10.17487/RFC2409
https://doi.org/10.17487/RFC2409
https://rfc-editor.org/rfc/rfc2409.txt
http://dl.acm.org/citation.cfm?id=525423.830460
http://dl.acm.org/citation.cfm?id=525423.830460
http://www.sciencedirect.com/science/article/pii/S0304397505001179
http://www.sciencedirect.com/science/article/pii/S0304397505001179


Locality—Aware Scheduling
for Containers in Cloud Computing

G. Charles Babu, A. Sai Hanuman, J. Sasi Kiran and B. Sankara Babu

Abstract The cutting edge scheduler of containerized cloud administrations con-
siders load balance as the main rule, numerous other imperative properties, including
application execution, are ignored. In the period of Big Data, applications advance
to be progressively more information escalated and subsequently performed inade-
quately when conveyed on containerized cloud administrations. With that in mind,
this paper means to enhance the present cloud administration by considering appli-
cation execution for the cutting edge compartments. The more explicitly, in this
work we fabricate and break down another model that regards both burden equaliza-
tion and application execution. Dissimilar to earlier examinations, our model edited
compositions the predicament between burden equalization and application execu-
tion into brought together steaming issue and after that utilizes a factual technique
to effectively settle it. The most difficult part is that some sub-issues are amazingly
unpredictable (for instance, NP-hard) and heuristic calculations must be formulated.
To wrap things up, we actualize a framework model of the proposed planning proce-
dure for containerized cloud administrations. Exploratory outcomes demonstrate that
our framework can fundamentally support application execution white safeguarding
generally high burden balance.

Keywords Cloud computing · Load balance · Containerized cloud
administration · Safeguarding · NP-hard
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1 Introduction

The previous couple of years have seen a developing number of versatile and sensor
applications that depend on Cloud support. The job of the Cloud is to enable these
asset constrained gadgets to offload and execute a portion of their register serious
undertakings in the Cloud for vitality sparing and additionally quicker preparing.
Notwithstanding, such offloading to the Cloud may result in high system overhead
which isn’t reasonable for some portable/sensor applications that require low idle-
ness. In this paper,we propose a territorymindful burden-sharingmethod that permits
edge assets to share their remaining task at hand so as to keep up the low inertness
necessity of Mobile-Cloud applications. In particular, we examine how to figure out
which edge hubs ought to be utilized to impart the remaining task at hand to and
the amount of the outstanding burden ought to be shared to every hub. Our trials
demonstrate that our region mindful burden-sharing procedure can keep up low nor-
mal start to finish idleness of portable applications with low inertness variety while
accomplishing great use of assets within the sight of a dynamic remaining task at
hand.

Objectives

• To examination prescient investigation of territorymindful storage tier information
obstructs over Hadoop;

• To plan area mindful burden part taking in versatile distributed computing;
• To structure toward territory mindful planning for containerized cloud adminis-
trations;

• To examination territory mindful booking for holders in distributed computing.

2 Literature Review

2.1 Structuring Your Paper

LaValle et al. [1] the term “Enormous Data investigation’s alludes to an extensive
scale answer for overseeing mammoth datasets in a parallel domain. Hadoop is a
biological community that forms vast datasets in appropriated processing situation.
The biological community is additionally classified into four sub-ventures, for exam-
ple, HDFS, MapReduce, YARN, and Hadoop Commons. The Hadoop Distributed
File System (HDFS) is a spine of biological system, which helps putting away and
handling substantial datasets. As of late, HDFS is moved up to heterogeneous capac-
ity level condition that adapts to information square handling over various capacity
gadgets for example Plate, SSD, and RAM. The square position strategy dispatches
information squares to the gadgets without figuring I/O exchange parameters and
territory points of view. In addition, HDFS chooses arbitrary Datanodes that could
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be situated into the following rack having longer way than neighborhood rack. This
expands the information square handling dormancy and results in a colossal post-
ponement for reproduction the board in heterogeneous capacity level. To determine
this issue, we propose a prescient examination that fabricate a territory mindful
capacity level hub outline and anticipate the most adjacent accessible capacity level
for square occupation preparing. The test assessment delineates that the proposed
methodology diminishes information square exchange time overhead, copy exchange
time overhead and diminishes hub ways to an ideal availability over the bunch.

Cloudera [2] in this paper, we propose a system for security safeguarding redis-
tributed medication revelation in the cloud, which we allude to as POD. In particular,
POD is intended to enable the cloud to safely utilize different medication recipe sup-
pliers” medication equations to prepare Support Vector Machine (SVM) given by
the logical model supplier. In our methodology, we configuration secure calculation
conventions to enable the cloud server to perform generally utilized number and divi-
sion calculations. To safely prepare the SVM, we plan a safe SVM parameter choice
convention to choose two SVMparameters and develop a safe consecutive negligible
enhancement convention to secretly invigorate both chose SVMparameters. The pre-
pared SVM classifier can be utilized to decide if a medication substance compound
is dynamic or not in a security safeguarding way. In conclusion, we demonstrate that
the proposed POD accomplishes the objective of SVM preparing and concoction
compound order without protection spillage to unapproved parties, just as exhibiting
its utility and productivity utilizing three certifiable medication datasets.

Kala Karun and Chitharanjan [3] cloud-helped Internet of Things (IoT) gives a
promising answer for information blasting issues for the capacity imperatives of
individual items. Nonetheless, with the influence of cloud, IoT faces new security
challenges for information commonality between two gatherings, which is presented
without precedent for this paper and not as of now tended to by customary method-
ologies. We research a protected cloud-helped IoT information overseeing technique
to keep information classification when gathering, putting away, and getting to IoT
information with the help of a cloud with the thought of clients increase. The pro-
posed framework novelly applies an intermediary re-encryption plot, which was
proposed in \cite{XJW15}. Henceforth, a protected IoT under our proposed strategy
could oppose most assaults from the two insiders and untouchables of IoT to break
information classification, and in the interim with consistent correspondence cost for
re-encryption against gradual size of IoT. We further demonstrate the technique is
handy by numerical outcomes.

Abbas et al. [4] Information spillage is the coincidental revelation of delicate data
through relationship of records from a few databases/accumulations of a cloud infor-
mation distribution center. Vindictive insiders represent a genuine danger to cloud
information security and this legitimizes the emphasis on data spillage because of
maverick representatives or to pariahs utilizing the qualifications of authentic work-
ers. The exchange in this paper is confined to NoSQL databases with an adaptable
construction. Information encryption can lessen data spillage, however, it is illogical
to scramble huge databases and additionally all fields of database records. Encryption
restricts the tasks that can be carried on the information in a database. It is along these
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lines, basic to recognize touchy reports in an information stockroom and focus on
endeavors to secure them. The limit of a spillage divert presented in this work eval-
uates the instinctively evident intends to trigger cautions when an insider aggressor
utilizes unreasonable PC assets to correspond data in various databases. The Sensi-
tivity Analysis dependent on Data Sampling (SADS) presented in this paper adjusts
the exchange offs between higher effectiveness in recognizing the dangers presented
by data spillage and the exactness of the outcomes gotten by testing vast accumula-
tions of reports. The paper gives an account of trials surveying the viability of SADS
and the utilization of specific disinformation to confine data spillage. Cloud admin-
istrations distinguishing touchy records and decreasing the danger of data spillage
are additionally talked about.

Tsuruoka [5] with the appearance of distributed computing, an ever-increasing
number of individuals will in general re-appropriate their information to the cloud.
As a basic information use, securewatchword look over scrambled cloud information
has pulled in light of a legitimate concern for some specialists as of late. Be that as
it may, the majority of existing looks into depend on a perfect suspicion that the
cloud server is “interested however genuine”, where the list items are not checked.
In this paper, we think about an all the more difficult model, where the cloud server
would most likely carry on unscrupulously. In view of this model, we investigate
the issue of result confirmation for the protected positioned catchphrase seek. Not
the same as past information confirmation plans, we propose a novel obstacle based
plan. With our cautiously formulated check information, the cloud server can’t know
which information proprietors, or what number of information proprietors trade stay
information which will be utilized for confirming the cloud server’s rowdiness. With
our methodically structured confirmation development, the cloud server can’t know
which information proprietors’ information are installed in the check information
support, or what number of information proprietors’ confirmation information are
really utilized for confirmation. All the cloud server knows is that when he carries on
untrustworthily, he would be found with a high likelihood, and rebuffed truly once
found. Besides, we propose to enhance the estimation of parameters utilized in the
development of the mystery confirmation information cradle.

3 Methodology

Thepredictive analysis consists of twophases, i.e., (i) Storage-tier summary container
and (ii) Predict the most nearby Datanode.

The storage-tier summary container collects all the Datanode and storage media
information, i.e., computing capacity and storage-tier devices with volume statis-
tics. Moreover, the media predictor performs training sessions over the dataset and
predicts the most nearby Datanode with available storage-tier media as seen from
Fig. 1.
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Fig. 1 Storage tier
predictive analysis over
HDFS cluster

Fig. 2 Storage-tier
summary architecture

Storage-tier Summary Container

The summary container consists of Datanode information, i.e., CPU, storage media,
accessibility time, 1 MB data block receiving time and volume sizes of each storage
(Fig. 2).

4 Results

Environment

The biological community comprises of Intel Xeon processor with 8 CPUs, 32 GB
memory, and capacity gadgets, for example, 1 TB Hard plate drive and 128 GB
Samsung SSD. Notwithstanding that, we use Intel center i5 with 4 Core, 16 GB
memory and capacity gadgets for example 1 TB Hard circle drive and 128 GB
SamsungSSD.We introduce 5 virtualmachines having virtual box 5.0.16 as observed
from Table.
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Fig. 3 Storage-tier summary
container message collector

The exploratory dataset comprises of:

(i) 250 arbitrary SSD word check information squares of 64 MB (40 GB size),
(ii) 250 irregular DISK word tally information squares (40 GB size) and
(iii) 250 arbitrary RAM word check information squares (40 GB size).

Storage-tier Summary Collector

The collector fetches event traces of computing capacity, storage-tier I/O, Acces-
sibility Path timestamp, Datablock receiver timestamp and Volume Space statistics
over container. The message length varies between 0.5≤ size≥ 5 KB and consumes
a resource between 0.2 ≤ Bandwidth ≥ 500 KB/s. The summary container stores
2.7 GB of log information over 120 GB data blocks as observed from Fig. 3.

After generating container messages, we perform prediction simulations over
three “250” random data blocks. In the first hour of simulation, we observe that
predictor detects pattern of “109” SSD data blocks, “78” DISK data blocks and “63”
RAMdata blocks. In the second hour of simulation, we use “500” randomdata blocks
and analyze that predictor observes pattern of “211” SSD data blocks, “192” DISK
data blocks and “97” RAM data blocks. In the third hour of simulation, we evaluate
“750” random data blocks and evaluate that predictor observes pattern of “322” SSD
data block, “219” DISK data blocks and “109” RAM data blocks as observed from
Fig. 4.

The media predictor depicts locality-aware nearby Datanode statistics with avail-
able functional media. The predictor lists processing timestamp, accessibility times-
tamp, and completion timestamp of data blocks over respective storage media. As
a result, we calculate locality-aware path and observes that proposed processing,
node, and storage-tier approaches are 39.1, 54.7, and 22.9% efficient than default
data block processing. This reduces storage-tier latency, node latency, and overall
processing latency as observed from Fig. 5.
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Fig. 4 Storage-tier media
block job prediction

Fig. 5 Latency optimization
over HDFS cluster

5 Conclusion

In this paper, we think about the issue of burden-sharing to deal with runtime ele-
ments in a Mobile-Edge Computing (MEC) condition. Our inspiration depends on
the dynamic property of the outstanding burden in MEC alongside the low idle-
ness prerequisite for a considerable lot of the present portable/IoT applications. The
Edge Cloud stage that has been proposed to give computational loading backing to
versatile applications faces extra difficulties in taking care of outstanding burden
elements since the hubs in Edge Clouds are ordinarily associated by WANwith high
system inertness and constrained transmission capacity.We propose a regionmindful
burden-sharing method that permits edge hubs to share their outstanding task at hand
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to different hubs to meet the low dormancy prerequisite of the versatile applications
on account of remaining task at hand increments. Our heap sharing system enables
hubs to

(1) Intelligently decides if to share their outstanding burden to different hubs,
(2) Selectively picks which hubs the outstanding burden ought to be imparted to,

and
(3) Determines the amount of the remaining burden ought to be shared. Our trial

results dependent on a genuine Twitter’s follow demonstrate that our territory
mindful burden-sharing strategy can keep the general dormancy of versatile
applications near the applications’ ideal objectives just as better use assets even
on account of dynamic outstanding task at hand.

Headings should be capitalized (i.e., nouns, verbs, and all other words except
articles, prepositions, and conjunctions should be set with an initial capital) and
should, with the exception of the title, be aligned to the left. Only the first two
levels of section headings should be numbered. Kindly refrain from using “0” when
numbering your section headings.
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TorBot: Open Source Intelligence Tool
for Dark Web

P. S. Narayanan, R. Ani and Akeem T. L. King

Abstract The dark web has turned into a dominant source of illegal activities. With
several volunteered networks, it is becoming more difficult to track down these ser-
vices. Open source intelligence (OSINT) is a technique used to gather intelligence on
targets by harvesting publicly available data. Performing OSINT on the Tor network
makes it a challenge for both researchers and developers because of the complexity
and anonymity of the network. This paper presents a tool which shows OSINT in the
dark web. With the use of this tool, researchers and Law Enforcement Agencies can
automate their task of crawling and identifying different services in the Tor network.
This tool has several features which can help extract different intelligence.

Keywords Dark web · Osint · Security · Tor

1 Introduction

We know that the Internet is an ocean of data that is scattered across the Internet.
Open source intelligence (OSINT) is a technique used to analyze this scattered data
hastily by identifying meaningful relationships among data points to get meaningful
information [1].

Data becomes valuable when it disseminates information, and unfortunately, all
data is not self-descriptive and requires context to reveal information. The Internet
has been a major source of this type of data in large quantities, and we can generate
valuable information if we can provide context to it. OSINT refers to the analysis
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of unclassified information that is spread across the Internet [2]. OSINT plays an
important role in criminal investigations. There are many OSINT tools available to
gather intelligence, for example,

• Maltego, an inbuilt tool inKali Linux, helps to performa significant reconnaissance
against targets.

• Recon-Ng, which is also included in theKali Linux distribution, has various inbuilt
modules.

• Shodan, a search engine for hackers, gives a huge footprint of IoT devices which
are connected to the Internet.

• Reaper [3], a credential and threat intelligence automation tool.

A smaller portion of the Internet exists which is surreptitious from the normal web
traffic. This part can be accessed only using special software likeTor, I2P [4], etc. This
hidden part is known as the dark web. It comprises numerous unindexed web pages.
This is so because the traditional web crawlers and spiders are not able to access this
part of the Internet [5, 6]. Thedarkwebhas been entertaining criminals for performing
many illicit activities and deploying illegal services. Identifying such actions is not a
simple procedure, especially doing sowith the darkweb. Information gathering is one
way to identify the relations among dark web contents. Law Enforcement Agencies
and researchers rely on the manual investigation, which is time-consuming and thus
inefficient [7, 8].

Similarly, there exists a larger portion of the Internet known as the deep web.
Deep web may be defined as the part of the network in which the contents are not
indexed by standard search engines. It is a reference to any web page that cannot be
accessed using a conventional search engine, such data remains obscured from the
users.

TheTor network ensures a better privacy and security for Internet users by creating
a series of virtual tunnels for communication rather than making a direct connection.
Tor is a tool which secures the users from surveillance otherwise identified as traffic
analysis by distributing the requests and responses over several places on the Internet.
Tor allows the data to be incorrigible and does not lose its integrity. Tor is mainly
used by individuals, journalists, whistleblowers, etc. [9, 10].

TorBot is an open source intelligence tool developed in Python which primar-
ily focuses for the dark web content. It simplifies the process of identification and
analysis of onion services and gathers intelligence about dark web service. Manual
intelligence collection and classification in the dark web is not efficient. To speed
up the process and to help researchers, we developed TorBot. Extensive use of dark
web for communication of terrorism-related information makes it a challenge for
Law Enforcement Agencies. TorBot should be able to fetch data and later using the
data on different machine learning algorithms, and it should be able to identify such
illegal activities that are happening in this encrypted network. Therefore, this tool
will be able to ease the task of finding such activities by an intelligence group or
researchers, thus making this the main objective of TorBot.
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2 Literature Review

2.1 Challenges

Brian Nafziger has presented a study in which he discussed the challenges when
collecting open source intelligence data from the Darknet. This includes using a spe-
cialized set, refining, and evaluation tools. He proposed an automation tool set that
helps us to scan across the Darknet connecting, gathering, refining, and analyzing
the data. The tool is created on behalf of anonymity system, the collection of intel-
ligence using a web crawler system, the refining using a big data system, and the
evaluation by implementing an NLP technique and a relational linking system [11].

2.2 Accessing Dark Pages

Another research byAhmed T. Zulkarnine et al. proposed an enhancedDark Crawler.
It was able to access the Tor network while accessing the surface Internet. It searches
services within the Tor network based on a set of pre-defined keywords, then stores
this unprocessed data in a database. Some challenges they have faced are a high
volume of data, low-quality content, and unintentional DOS attack when crawling.
They have also discussed and implemented solutions for these problems. For this,
they have used a dataset containing over 10,000 distinct Tor domains and 50,000 Tor
web pages. After that, they have constructed a directed graph using Tor web pages
it got where each web page is treated as a vertex and the hyper-links as edges [8].

2.3 Analysis of Tor Hidden Services

In a study conducted by Iskander Sanchez-Rola et al., the design and privacy analysis
of Tor hidden service is measured using a dedicated analysis platform which they
applied it to crawl and analyze millions of Tor URLs. According to their study,
Tor services are organized in an infrequent but highly connected graph. They have
also discussed about the connection that exists between Tor services and the surface
web. Their design of dark web crawler was implemented on top of the headless
browser PhantomJS. For privacy, they have implemented a number of advanced
hiding techniques. Using their tool, they randomly extracted a sample of the initial
seed domains and evaluated the page loading time [12].
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2.4 Open Source Intelligence

The research conducted by Blake Butler et al. proposed a tool named REAPER for
automated threat intelligence and OSINT. Their primary aim was to find the distri-
bution and source of where a credential dump first appeared while also maintaining
an in-depth study into the intelligence data that can be achieved by examining the
criminal activities associated with it. They measured the effectiveness of the tool
using 30 unique credential dumps which were found from different sources across
the surface web and dark web. Then, the focus was given primarily to the identifica-
tion of an earlier release, identification of ‘Dark’ domains associated with the dump,
identification of additional dumps, and finally, the number of credentials identified
per-domain [3].

3 Design and Methodology

The TorBot includes several modules, and the core functionality is its crawler and
the visualizer module. This section provides a closer look into our tool design and
features.

3.1 Crawler

TorBot’s crawler is designed such that it crawls the dark pages fast and recursively
through a breadth-first exploration. It further identifies other links, e-mails alongwith
metadata, and text. It utilizes the multi-threading feature for improved performance.
It has a sub-module called randomizer which randomizes the header information and
IP address after every ‘n’ requests. This helps in maintaining anonymity. Moreover,
this helps prevent IP blocking from certain Web sites which are protected by web
application firewalls (Fig. 1).

The crawler bydefault checks for ‘onion’ domains only.But, this canbeoverridden
by specifying the additional domains using TorBot’s ‘-e’ flag. Before adding a link
to the queue, it checks whether the site is live or not. This is simply by sending a
request to the site address and analyzing the response.
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URLs = input(url) 
while (URLs is not empty) do

dequeue url
request page
parse for Links 
for (link in Links) do

if link is live && link is not visited then
add link to URLs

store page content

Fig. 1 Pseudo code for crawling the page

3.2 Intelligence Extractor

A typical OSINT tool comprises several modules which makes it a perfect tool. One
such module is the intelligence collection module. Just as it sounds, it collects Intel
from the parsed web page. This Intel can be later used for classification or to find
some key information. The TorBot’s Intel module collects as much information as
possible. It collects scripts, robots, files, e-mails, fuzz URLs and checks for basic
web vulnerabilities [13–15]. The output is stored for future reference.

• Robots.txt: This function checks for Robots.txt file. This file is created by web-
masters to instruct web robots how to crawl their Web site. It is included in the
robots exclusion protocol (REP). The basic structure of Robots.txt is:

User-agent: [user-agent name]

Disallow: [URL string not to be crawled]

This function checks for URLs in the robots.txt file, and then, the new URLs (if
present) are added to the queue.

• E-mails: The Intel module searches for e-mails in the page using regex. This e-mail
can be used as Intel information. E-mails often help to map the link with surface
web. Therefore, e-mail plays a vital role in open source intelligence.

• Files: Files present in web pages are fetched using this feature. This includes
images, PDFs, etc.

• Bitcoin Hashes: Bitcoin is unregulated peer-to-peer virtual currency [16]. Bitcoin
hashes are more widely present in the dark web than in the surface web.
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Fig. 2 Architecture diagram of TorBot

3.3 Visualizer

The data harvested by TorBot is presented visually using this module. It has the
ability to examine the relationship of links using a tree with the given link as the root
node. Currently, it is capable of checking the length of the tree if a link exists within
the tree. The visualizer module creates an interactive tree graph and displays it to the
user (Fig. 2).

The generated tree can be saved as PNG, SVG, or PDF.

4 Results and Discussion

The result presented here is the final output of extracting information from a given
random Tor service. After successful execution, we can see that it extracted an e-mail
address associated with the page along with URLs and a Bitcoin address as shown
in Fig. 3. The e-mail address extracted is an address associated with a surface web.
Therefore, this hidden service can be mapped with the corresponding surface web.
The visualizer was able to produce a tree graph of the links after further crawling the
dark page as shown in Fig. 4. The crawler was able to find over 200 links which were
directly or indirectly related to the given Tor service. After analyzing, the Bitcoin
hash extracted from the service, and we found a Silkroad transaction, which was one
of the best-known drug markets in the dark web.
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Fig. 3 TorBot intelligence report

5 Conclusion and Future Work

In this paper, we introduced a tool that can be used for crawling and extracting deep
web contents. Furthermore, it provides a visual module which represents the data in
tree form. GUI for TorBot is currently in development, and users can expect a simple
beginner-friendly GUI for easy interaction.

Currently, TorBot does not have a machine learning model to classify the services
and images. A good ML model could help in classification of services as well as
images [17–21]. Other specific directions for future work are to integrate social
media with TorBot which could help generate more information and to create a data
collection feature for creation of datasets for classification and analysis.



194 P. S. Narayanan et al.

Fig. 4 Visualizer tree graph

References

1. Glassman M, Kang MJ (2012) Intelligence in the internet age: the emergence and evolution of
open source intelligence (OSINT). Comput Human Behav 28(2):673–682

2. Bradbury D (2011) In plain view: open source intelligence. Comput Fraud Secur 2011(4):5–9
3. Butler B, Wardman B, Pratt N (2016) Reaper: an automated, scalable solution for mass

credential harvesting and OSINT. APWG Symp Electron Crime Res 1–10
4. Zantout B,HaratyRA (2014) I2PData communication system I2P data communication system.

April 2002
5. Qin J, Zhou Y, Lai G, Reid E, Sageman M, Chen H (2005) The dark web portal project:

collecting and analyzing the presence of terrorist groups on the web. In: Proceedings of the
2005 IEEE international conference on intelligence and security informatics, pp 623–624

6. Moore D, Rid T (2016) Cryptopolitik and the Darknet. Survival 6(3):38
7. Weimann G (2016) Going dark: terrorism on the dark web. Stud Confl Terror 39(3):195–206
8. Zulkarnine AT, Frank R,Monk B,Mitchell J, Davies G (2016) Surfacing collaborated networks

in dark web to find illicit and criminal content. In: IEEE conference on intelligence and security
informatics (ISI), pp 109–114

9. Minárik T, Osula A-M (2016) Tor does not stink: use and abuse of the Tor anonymity network
from the perspective of law. Comput Law Secur Rev 32(1):111–127

10. Loesing K, Murdoch SJ, Dingledine R (2010) A case study on measuring statistical data in
the {T}or anonymity network. In: Proceedings of the workshop on ethics in computer security
research (WECSR)

11. Nafziger B (2017) Data mining in the dark: Darknet intelligence automation
12. Sanchez-Rola I, Balzarotti D, Santos I (2017) The onions have eyes: a comprehensive structure

and privacy analysis of tor hidden services. In: Proceedings of the 26th international conference
on world wide web, pp 1251–1260

13. Mouli VR, Jevitha KP (2016) Web services attacks and security-a systematic literature review.
Proced Comput Sci 1(93):870–877



TorBot: Open Source Intelligence Tool for Dark Web 195

14. Cova M, Felmetsger V, Vigna G (2007) Vulnerability analysis of web-based applications. In:
Test and analysis of web services, Springer, Berlin, Heidelberg, pp 363–394

15. Holland BR (2012) Enabling open source intelligence (OSINT) in private social networks
16. Nakamoto S (2009) Bitcoin: a peer-to-peer electronic cash system. Cryptogr. Mail. List https://

www.metzdowd.com
17. Wesam M, Nabki A, Fidalgo E, Alegre E, De Paz I (2017) Classifying illegal activities on Tor

network based on web textual contents, vol 1, pp 35–43
18. Sathyadevan S, Gangadharan S (2014) Crime analysis and prediction using data mining. In:

2014 first international conference on networks and soft computing (ICNSC), August 19, IEEE,
pp 406–412

19. Chau M, Chen H (2008) A machine learning approach to web page filtering using content and
structure analysis. Decis supp syst 44(2):482–494

20. Ani R, Jose J,WilsonM,DeepaOS (2018)Modified rotation forest ensemble classifier formed-
ical diagnosis in decision support systems. In: Progress in advanced computing and intelligent
engineering, Springer, Singapore, pp 137–146

21. Ani R, Augustine A, Akhil NC, Deepa OS (2016) Random forest ensemble classifier to predict
the coronary heart disease using risk factors. In: Proceedings of the international conference
on soft computing systems, Springer, New Delhi, pp 701–710

https://www.metzdowd.com


A Novel Approach to View and Modify
Data in Cloud Environment Using
Attribute-Based Encryption

Swaminathan Subbiah, S. Palaniappan, Sigamani Ashokkumar
and Ananthakrishnan BalaSundaram

Abstract The Big data and cloud integration is a challenging Task. To enhance the
data security issues, ABE can be deployed. In proposed model, a improved concept
has been implemented and the integration of cloud and Big data is achieved. Security
is the major threat for cloud computing applications. Every user has to feed user
name, password, and primary key for Data access into the cloud data center. Data
owner generates a new key to the users for accessing the data. Policy updating is also
implemented in the proposed system, that is the accountability for the data access
has also been implemented. In case of the change of policy, the altered data stored
in the cloud is not affected. In addition to that, admin generates policy key based on
the user’s profile. If any user tries to misbehave, an immediate alert is sent to the data
owner. Data owner can change the policy key and access policy in the run time. Our
system should be able to update its policy automatically.

Keywords Big data · Cloud computing · ABE

1 Introduction

Big data is described using 3 V’s, they are volume, velocity, variety and this was
defined in the year of 2011. In the year of 2013, in addition to that, another V’s are
introduced, namely veracity, variability, visualization, and value. Nowadays, the Big
data is getting humongous in size. It also provides a way to process a large quantity
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of data that are stored in the cloud server and also uses analytics. Hadoop is one of
most important frameworks to process the big data. It is used to save a file and also
process the file. To save the file, it uses hadoop distributed file system and to process
or to do analytics, it usesmap reduce algorithm. Hadoop helps to handlemodification
process. In this concept, Big data helps to modify the content dynamically without
waiting for process to complete. It also has grains of what are all modifications done.
It also used for processing the variety of gathered information in high velocity. The
speed of processing this kind of data is faster than comparing with other previous
database management systems. Big data also recovers and discovers the select data
that user wants to do. It helps to improve the decision making and error detection
dynamically. Because of this high velocity data processing in big data is introduced
because previous database management tools are not suitable for process that kind
of large data. For this kind of processing, big data uses cloud to store and process
these large data sets. This can be accessed using efficient way by user. So that user
can process this data at anytime and anywhere. After storing this processed data. In
cloud, security is major threat . Sometimes, data owners not trusted the cloud parties.
Attribute-based encryption (ABE) is one of the most important techniques used in
the cloud. It helps to provide end-to-end data security when the data stored in the
cloud. It allows user to have access polices, using that user or data owner can encrypt
and decrypt the data according to their access policies. When multiple organizations
and enterprises stores data into the cloud, then changing the policy becomes a major
issue as data access policies may be changed dynamically and frequently by users
or data owners. If the data is transferred back to the local site from the cloud, again
the encrypted data contains new access policy after updating that policy it should be
moved back to the cloud server.

2 Issues and Limitations

In the existing system contains policy update issue, but we can neglect this using
attribute-based encryption method [1]. Because, once data owner farm out the data
into cloud server, they won’t store in client system or their own system. To modify
the policy of cipher text in the data storage unit, it helps to get the data and reencrypt
under the newoutcomepolicy, and then send it back to the cloud server. But it contains
some difficulties like high communication overhead and heavy computation on data
owners.

In this system also takes more time for updating, using ABE we can easily update
the policy. That is when we go for any integration in cloud and big data it is somehow
a challenging task. Because during that time, we must shut the cloud server access
it also takes more time.

For example: If we enter into any college portal, it provides different data for
different users, if you are a student most of time, you do not have to update in your
portal. In case of Professor or Head of department, sometimes, they need to update
some data (like attendance, exam marks, exam timetable, etc….) during that time
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they should have their own user ID, password and secret key using this they can
login it also provides security. In case of any content updating by data owner in
cloud server they cannot allow to modify or view the data. To neglect that we created
view and modify policy, During the normal time, if user login through their account,
it shows two buttons one for view only and another one for view and modify, If any
of updating take place by data owner then data which are all present in the cloud
server before the update is transferred to secondary server.

So in that time users only allowed viewing that content they cannot allow them
to do update.

3 Modified Approach

It is already known that, admin generates policy key based on the User’s Profile.
Some would have view policy and others would have modify policy. If any user tries
to misbehave, automatically their secret key will be changed by the data owner. Data
owner can change the policy key and access policy dynamically. So the misbehaved
user does not have time to do move further. This policy is provided according to their
role in the organization and their role decides to limit the authentication, i.e. if the
person is working as a Professor or Head of the department in a desired institution,
their limit only resides in their department, they will not get access to view or modify
beyond their limits. If he or she tries to access their policy key, it will be immediately
changed. If the person is a student, he gets view policy and he will not be allowed
to mody the content. To find their role in the organization, we are using big data
which used to analyze the streaming of data. In this paper, we have introduced policy
method but usually we have two methods, one is view policy and another one is
modify policy. Using this modify policy, we can modify the data in cloud; the view
policy is used for read only access. In case of content change or implementation, the
modify policy is unbuttoned. So, we cannot allow doing any changes at a time. We
can only allow viewing and once the implementation is done, it allows users to work
normally.

4 Data Flow Explanation

Data owner uploaded the data, policy settings, and policy key for user based on their
user profile. This user profile explains the role and responsibility of each user. The
secret policy is also generated by the data owner, it helps to find out the misbehaved
user. Once it is done, the data is stored in the cloud server. When the user login
through the search engine, the cloud displays login form and it contains the identity
field; after submitting the formwith the relevant information, the browser checks and
encrypt the data and send to the relevant cloud server. If the entered are authenticated,
then it allows the user to access the data according to their access policy. After that,
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it asks user to type their policy key, then this policy is forwarded to the data owner.
Then, data owner sends access key to the user mobile or any other devices. Then, it
asks the user to enter the access key then it allows the user to modify the contents or
data that resides within their access limit. Data manipulation is done.

5 Architecture Diagram

User
Data owner
Misbehavior
Cloud
Big data

(1) User

A person who utilizes resources (like computer, software product, websites, etc…)
is called user. User often has an account, it contains identity like username, login ID,
password, etc. It helps to know authorized user and accessing the data. User often
called as end user, they also defined as operators. This user identity also helps to
create unique ID for each user. They login their account by submitting the identity,
sometimes password, fields are defined as case sensitive, it does not allow special
characters. In this paper, user is people, who viewing and modifying the data in the
cloud server.

(2) Data owner

A person who can authorize or deny the access to certain data, he is also responsible
for accuracy, security, integrity, and authentication. It is act of having legal rights
and overall control over a single or set of data elements. He has the ability to create
a new data field for user, it helps to edit, modify, and share over the networks. He
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can also be allowed to restrict access for particular elements and also distributed the
policy. Sometimes, they uses legal actions to claim the copyrights, because if there
any illegitimately breached by unknown users. In this paper, data owner stores data
in cloud server.

(3) Misbehavior

Here, the details of the misbehaved users will be stored for the reference of the data
owner. Then only the system will identify the users when they request for the key
generation, the policy will be takenwhether they can be allowed to allocate the policy
to modify/view the data. Due to this, the data stored in the cloud server will be kept
in the safe environment as well as the unwanted modifications of the data can be
avoided.

(4) Cloud server

Cloud is a centralized storage. It is also known as on-demand computing and ubiqui-
tous computing. The information, data, and resources are shared with other computer
and other devices (e.g. network, servers, storage, applications, and services) if they
want. Cloud is used for storage purpose and sharing the resources. It also helps the
large companies to avoid upfront infrastructure costs and focus on projects. Nowa-
days, cloud computing has become a highly demanded service, because it provides
high-speed computation, less cost and easy to maintain characteristics. Security is
the major threat in the cloud computing. It provides three categories of service such
as Platform as a Service (PaaS), Infrastructure as a Service (IaaS), and Software as
a Service (SaaS). It helps the user to work on any software product at any platform
without any cost. In this, the cloud server is used for data storage which is created
by the data owner and provides multiuser access through the network.

(5) Big data

Big data is the term used to define large amount of both structured (traditional data)
andunstructured data (like images, text, audio, video, etc…). It reduces the challenges
like analysis, searching, sharing, storage, querying, etc…). Big data overcomes the
challenges that were faced in the traditional method. Because in the traditional data
processing method, we use database management system (DBMS) and (relational
databasemanagement system (RDBMS),whichprocesses only the business data. The
business data is arranged in the formof table (intersection of rows and columns). Each
row holds record, each column is called as tuple. In that, storing the large amount
of unstructured data is a major problem because of that manipulation of data. To
overcome that,wehave introduced big data and its capacity to store terabytes.Hadoop
is the open-source framework used to develop distributed storage and distributed data
processing. In this, hadoop is used to perform analytics in user profile to know their
access policy limitations and modify the new contents.
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6 Modules

A. User registration
B. Big data deployment
C. Dynamic policy generation misbehavior detection
D. Cloud deployment
E. Policy key generation

A. User Registration

Once the user creates an account, they are allowed to login into their account to
access the applications. Based on the user’s request, the server will respond to the
user. All the user details will be stored in the database of the server. Every time user
tries to login, this checks the authentication of the username and password.

Special characters and ASCII value are not allowed in the password; therefore,
password becomes case sensitive in nature. This password is used for security purpose
and also used to check whether the authorized user is accessing the data.

B. Big data deployment

Big data is described using 3 V’s they are volume, velocity, variety, this was given in
the year of 2011. In the year of 2013, in addition to that, another V’s are introduced
veracity, variability, visualization, and value. In day by day, the quantity of big data
emerges in the form of increasing orders. It also provides a way to process a large
quantity of data that are stored in the cloud server and also uses analytics. Hadoop
is one of most important frameworks to process a big data. It is used to save a
file and also process the file, inorder to save the file, it uses hadoop distributed file
system and to process or to do analytics, it uses map reduce algorithm. Hadoop helps
to handle the modification process. In this concept, Big data helps to modify the
content dynamically without waiting for the process to complete.

C. Dynamic policy generation misbehavior detection

In this module, we create a dynamic policy generation, i.e. data owner will give the
file access permission to some data user to view and some user to edit, if they edit
without the permission or misbehave, then the policy can be changed dynamically.
After that, if the user enters previous key, he or she will not be allowed to access
data.

D. Cloud deployment

Cloud is a centralized mobile data access center. We can use any device to access
the cloud data. It also provides platform as a Service (PaaS), Software as a Service
(Saas) and Infrastructure as a Service (Iaas ) platforms. Multi and different devices
connected using cloud; this provides unique and different information for a particular
entity. Cloud also provides data storage. Hence, the data can be accessed at anywhere
and at anytime.
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E. Policy key generation

In cloud, policy key generation is the most important paradigm and it is an efficient
way to secure the data from the external and internal attacks. It is also used to tackle
that kind of attacks. The cloud server will set the policy key for each and every user
based on their designation. So that, legitimate users can view the data stored in the
cloud only up to their privilege level. They are not allowed to view the data beyond
their privileges. This policy key is also used for developing an unique identity. The
format of the policy key differs according to their departments. The first two digits are
used to identify their department and the next one digit is used for their designation.
It improves the data security for both data owner and users.

7 ABE Implementation

ABE is defined has attribute-based encryption, it is one of the public key encryptions
in which the secret key depends upon the attributes or characteristics (like person
name, age, account number, etc…). It can be also used for log encryption. Instead of
encrypting each part of a logwith the keys of all recipients, it is possible to encrypt the
log only with attributes that match recipient’s attributes. For the decryption process,
the same key can be used. This primitive can also be used for broadcast encryption
in order to decrease the number of keys used.

8 Conclusion and Future Work

In this paper, cloud and big data integration challenges are explained. Analysis has
been done on the policy updating problem by using the big data control systems and
derived some challenging tools that are needed to solve this problem. We have also
created an useful model to update the date in the server, which can satisfy all the
needs in the big data process.We have also explained a detailed attribute-based access
control for big data in the cloud server, and designed policy updating algorithms for
different types of access policies. Furthermore, we can use this method to check the
data integrity. Data security in the cloud environment has been much improved by
the proposed model and also monitors and records the misbehaved users. Hence, the
system can improve its decision making when it goes for the new key assignment
to the users by this the system and also avoids the unauthorized user access into the
system.
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Root Cause Detection of Oscillation
in Shell and Tube Heat Exchanger
Process

S. Abirami and S. Sivagamasundari

Abstract The key emphasis on Control Loop Performance Monitoring (CLPM)
includes the detection of oscillations in control systems. Oscillations are the results
of plant performance degradation and are a very common problem that occurs in the
control loops of the process. This paper discusses the technique for detecting oscil-
lations in process variables. The occurrence of oscillation in control loops, results in
deviation from the setpoint, hence reducing the productivity and thus the profitability.
Oscillations in control loopsmay be due to several causes such as aggressive tuning of
the controller, external disturbances and sometimes may be due to stiction in control
valve. Lowmaintenance of valves frequently produces large oscillations in a process
which in turn affects the throughput. In time domain, detection of oscillations is tough
when the signal includes disturbances. In frequency domain, Bispectrum analysis is
a great tool for the detection and analysis of oscillations. To detect the oscillatory
behaviors, the Modified Bispectrum tool was applied to a highly nonlinear Shell and
Tube Heat Exchanger (STHX) process.

Keywords CLPM · Oscillations · Plant performance degradation · Control loops ·
Control valves · Modified bispectrum · STHX

1 Introduction

Root-cause detection of oscillations in process control loop is still a problem at
the current juncture; with which one detects the malfunctions of a loop in many
conditions [1]. Poor control loop performance is commonly the result of unnoticed
deterioration arising in control valves and external disturbances. The field of data-
driven approaches for Control loop Performance Monitoring (CPM) is significantly
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improved by having comparable and standardized sets of data which is used for
testing. They [2] anticipated that companies involved in production gradually and
steadily useCPMtools to tackle loopperformanceproblems. Stiction is the frequently
found control valve problem in process industries. Several attempts have been made
to understand, model and then detect stiction in control valves. The data-driven
method of valve stiction [3, 4] is used with regular plant model to get the required
oscillating data. HOSA with closed-loop data detects the root cause for poor control
loop performance utilizing its tools namely cumulants or moments, bispectrum and
bicoherence to develop the non-gaussianity and the nonlinearity indices so as to
detect and quantify the source of nonlinearity [5]. The techniques of HOSA have
been extensively used in various fields. One such major contribution includes the
bio-medical area [6].

The works done in this paper has been originated from the ideas gained by sur-
veying the literature, specifically from the various chapters of [7–10]. This paper
emphases on the detection of oscillations present in the control loops of STHX pro-
cess using modified bispectrum analysis.

2 Mathematical Modeling

2.1 Energy Balance Equations

The Energy Balance Equations derived from “Rate of energy stored in the control
volume is equal to the rate of gain of energy from neighboring control volume”, for
shell-side and tube-side [11], respectively, are given below.

Shell Side:
ρsCsVs

N
∗ dTco

dt
= ṁsCs(Tci − Tco) + hsAs

N
(Tho − Tco) (1)

Tube Side:
ρtCtVt

N
∗ dTho

dt
= ṁ tCt(Thi − Tho) + htAt

N
(Tco − Tho) (2)

2.2 Process Parameters and PID Controller Parameters

The controller parameters are calculated using the process parameters by Zeigler
Nichols tuning technique [11]. The process and PID controller parameters for various
operating regions are computed and specified in Table 1.
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Table 1 Process and PID controller parameters

Flow rate
(lps)

Operating
region (°C)

Gain
(°C/lps)

Time
constant (s)

Time delay
(s)

Kc Ki Kd

0.02–0.04 44.96–45.5 −33.3 0.827 0.137 −0.218 −0.796 −0.0149

0.04–0.06 44.65–44.96 −15.5 0.773 0.134 −0.447 −1.668 −0.0299

0.08–0.10 44.42–44.52 −5.5 0.606 0.122 −1.084 −4.443 −0.066

0.12–0.10 44.41–44.34 −3.5 0.335 0.161 −0.7134 −2.216 −0.057

0.08–0.06 44.65–44.5 −7.5 0.776 0.159 −0.781 −2.456 −0.0621

0.06–0.04 44.96–44.5 −14 0.816 0.192 −0.3643 −0.949 −0.03497

3 Valve Stiction Model

3.1 Structure of Pneumatic Control Valve

Figure 1 shows the general structure of a pneumatic control valve. The valve is
opened by air force and closed by elastic pressure. The position of the plug regulates
the balance between elastic pressure and air force thus regulating the flow rate. The
valve stem connected to the plug is moved in contrary to static force caused by gland
packing, a device which is sealed to prevent process fluid leakage.

Fig. 1 Structure of
pneumatic control valve
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Fig. 2 Closed loop system with valve stiction model

3.2 Closed Loop System with Valve Stiction Model

Figure 2 shows the block diagram of closed-loop system with the control valve
stiction model. The controller chosen here is PID controller and the process taken
is Shell and Tube Heat Exchanger. The single parameter model [12] is utilized for
valve nonlinearity as valve stiction model.

3.3 One Parameter Model

Theactual valve position (xt )differs from the control signal (ut) if the valveundergoes
stiction, hence resulting in a poor control loop performance. For detection problem,
a simple valve model uses model-based approach [12]. The actual valve position (xt )
is considered to be piecewise constant, as a function of time.

xt =
{
xt−1, if|ut − xt−1| ≤ d
ut , otherwise

(3)

4 Oscillation Detection

4.1 Bispectrum Analysis

Scrutinizing the nonlinear signals in Higher Order Statistics encloses the relations
between phase components. The bispectrumB (f 1, f 2) of a non-Gaussian signal, x (t),
is a 2-D Fourier transforms of the third-order cumulants gives the info not presented
by the spectral domain is defined as

C(m, n) = E [x(k) x(k + m) x(k + n)] (4)

where E is the Expectation function. The bispectrum formula related to (4) is:

B( f1, f2) � E [X ( f1)X ( f2)X ∗ ( f1 + f2)] (5)
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where X (f ) is the Fourier transform of x (t) and * represents its complex conjugate.
Bispectrum contains the facts about the relation of phase between the frequency
components at f 1, f 2, and f 1 + f 2 [11].

4.2 Modified Bispectrum Analysis

In Eq. (5) some modifications are made to bispectrum formula and hence termed
as Modified Bispectrum analysis, which is used to detect the root cause for process
control loop oscillations of STHX process.

BM( f1, f2) � E [X ( f2 + f1) X ( f2 − f1)X ( f2)X ∗ ( f2)X ∗ ( f2)] (6)

The total phase of modified bispectrum is,

∅M( f1, f2) = ∅( f2 + f1) + ∅( f2 − f1) − ∅( f2) − ∅( f2) (7)

As the two components f 1 and f 2 are in coupling, their phases are related as

∅( f2 + f1) = ∅( f2) + ∅( f1)

∅( f2 − f1) = ∅( f2) − ∅( f1) (8)

By substituting Eq. (7) in (6) for modulated signal bispectrum, the total phase
is zero and modulated signal bispectrum amplitude is the product of the four mag-
nitudes, which contributes to the maximum of the complex product. Therefore, a
bispectral peak appears at (f 1, f 2) [13]. For checking the probable presence of a non-
linear element in control loop, the process variable (PV) data is used by the modified
bispectrum.

5 Results and Discussions

Detection of oscillations in process control loop is essential as it reduces the plant
profitability. Root causes for oscillations are not only due to the occurrence of nonlin-
earities (Dead band, Hysteresis, Stiction, etc.,) but also due to external disturbances.
The stiction in control valve causes the process output to oscillate around the set
point. The manipulated variable considered in the STHX process is cold water flow
rate and the controlled variable is hot water outlet temperature. White noise is intro-
duced in the closed-loop to collect datasets due to external disturbance. For getting
nonlinearity induced oscillatory data, a stiction model is introduced in control loop
with knownvalues of stiction parameters. From these responses simulated sets of data
were collected and used as input vector for modified bispectrum analysis. Modified
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bispectrum plots of external oscillatory disturbance for various operating regions in
STHX (PV) are displayed from Figs. 3, 4, 5, 6, 7 and 8. Modified bispectrum plots of
stiction (both weak and strong stiction) for various operating regions in STHX (PV)
are presented from Figs. 9, 10, 11, 12, 13 and 14. The estimated modified bispectrum
values for external oscillatory disturbance and for stiction are presented in Tables 2
and 3.

The bispectral amplitude with graphical plots has been used to diagnose the root
causes for the bad performance of control loops. The threshold value is specified
to be 0.1. If the bispectrum value exceeds the threshold value, nonlinearity can be
confirmed. The threshold limit for nonlinearity detection is chosen based on the
experience of using this tool in process performance diagnosis and for this case
clearly detects the stiction nonlinearity present in the process output. Comparing
the plots, highest bispectrum value is observed for the PV data which is affected by
the existence of stiction in control valve, i.e., the higher value indicates significant

Fig. 3 Positive step change—Region 1 (44.96–45.5)

Fig. 4 Positive step change—Region 2 (44.65–44.5)

Fig. 5 Positive step change—Region 3 (44.41–44.34)
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Fig. 6 Negative step change—Region 1 (44.96–44.5)

Fig. 7 Negative step change—Region 2 (44.65–44.5)

Fig. 8 Negative step change—Region 3 (44.41–44.34)

Fig. 9 Weak and strong stiction for [positive step change—Region 1 (44.96–45.5)]

Fig. 10 Weak and strong stiction [positive step change—Region 2 (44.65–44.5)]
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Fig. 11 Weak and strong stiction [positive step change—Region 3 (44.41–44.34)]

Fig. 12 Weak and strong stiction [negative step change—Region 1 (44.96–44.5)]

Fig. 13 Weak and strong stiction [negative step change—Region 2 (44.65–44.5)]

Fig. 14 Weak and strong stiction [negative step change—Region 3 (44.41–44.34)]

Table 2 Estimated modified bispectrum values for external disturbance

Disturbance Positive step change Negative step change

Region 1
(44.96–45.5)

Region 2
(44.65–
44.96)

Region 3
(44.42–
44.52)

Region 1
(44.96–44.5)

Region 2
(44.65–44.5)

Region 3
(44.41–
44.34)

Modified
bispectrum

0.064 0.068 0.08 0.098 0.069 0.07
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Table 3 Estimated modified
bispectrum values for stiction

Regions Modified bispectrum values

Weak
stiction

Strong
stiction

Positive step
change

Region 1
(44.96–45.5)

0.37 0.99

Region 2
(44.65–
44.96)

0.4 1

Region 3
(44.42–
44.52)

0.35 0.88

Negative step
change

Region 1
(44.96–44.5)

0.15 0.68

Region 2
(44.65–44.5)

0.37 0.65

Region 3
(44.41–
44.34)

0.12 0.57

nonlinearity. The bispectrum values less than 0.1 is due to external disturbance. In
this case, the bispectrum is found to have multiple peaks with lesser amplitude.

5.1 Modified Bispectrum of External Disturbance Induced
Oscillations for Various Operating Regions in STHX (PV)

See Figs. 3, 4, 5, 6, 7 and 8.

5.2 Modified Bispectrum of Stiction (Weak Stiction
and Strong Stiction) Induced Oscillations for Various
Operating Regions in STHX (PV)

See Figs. 9, 10, 11, 12, 13 and 14.

6 Conclusion

Higher Order Statistical technique such as bispectrum is used in this paper to detect
the oscillations present in the process variable for STHX process. The bispectral
values with graphical plots have been used to diagnose the root causes for the bad
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performance of control loops. The magnitude of bispectrum indicates the presence
or absence of process nonlinearity. The results clearly shows that modified bispectral
analysis gives promising results for oscillation detection. The future scope of this
work involves compensating techniques to overcome stiction nonlinearity present in
control valves.
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Performance Assessment of Spread
Spectrum Communication Receivers

P. Anand Krisshna, K. Vandith Sreenivas and Gayathri Narayanan

Abstract This paper mainly focuses on implementing a new approach rather than
using the conventional method of generating an intermediate frequency in a mixer.
The ordinary mixer is compared with a switching mixer through several techniques
in order to strengthen the point that switching mixers have a better performance.
Theoretically, we know that switching mixers are more efficient but here we also
give it a practical justification through this paper. Software such as MATLAB and
Proteus has been used for the same. The main objective of this research work is
to determine the maximum amount of noise that can be removed to obtain a good
reconstruction of the input signal.

Keywords AGWN ·Monte-Carlo simulation ·Modulation schemes · BER · SNR,
DSSS, FHSS

1 Introduction

A mixer is a basic electronic circuit that mixes a radio frequency signal with a
local oscillator signal and produces the sum and difference frequency as the output.
The output port is also called as the Intermediate Frequency port. The mixer is an
important component of the receiver in any given communication system. The Fig. 1
gives a mathematical representation of a mixer circuit.

fIF = fLO ± fRF

They limit the dynamic range of a system through the following specifications
mentioned below

• Noise figure and LO noise
• Power compression
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Fig. 1 Model of a simple
mixer

• Conversion Efficiency
• Port to port isolation
• Single tone inter-modulation distortion
• Multi-tone inter-modulation distortion.

There are basically two ways in which the process of mixing is done, one is
the non-linear way and the other is by switching depending upon the local oscillator
signal. The non-linear frequency mixer creates new frequencies from the two applied
signals, whereas the switching mixer aims to perform linear operations on the signal
by hard switching that will be driven by the local oscillator.

2 Related Work

Commercially switching mixers are preferred to non-linear ones and the advantage
that it gives is a lower noise figure along with a larger conversion gain, by applying
the same effort, because the switching diodes act like an open switch as well as a
closed switch and in both the case only a minimal noise will be added [1]. Switching
mixers are the mixers that are most used in the field and theoretically it has around
3.9 dB efficiency. They are roughly split up into two, the passive and the active.
The passive ones can further be divided to diode based and FET based. The noise
generated in mixers is caused due to the diodes, transistors, and agitation of electrons
in conductor that cause resistive losses which further becomes thermal noise. Mixers
have a large range of applications in communication systems. The Super-heterodyne
receiver as well as the direct conversion receiver architectures use mixers at the
input to down-convert and demodulate the digital information [2]. Therefore mix-
ers are widely used in analog or RF front end of receivers. They can be used for
demodulation and also as analog multipliers. The application of spread spectrum
techniques is not restricted to mixers. Here, the signal is prone to jamming, which
affects transfer of information, especially in critical cases such as the transmission
of encrypted data. As reference [3] suggests, a Frequency Hopping Spread Spectrum
(FHSS) system is often deployed to protect wireless communication from jamming
or to hinder undesired reception of the signal. [4] suggests a scheme of combining
spread spectrum technology with the MSK-LFM waveforms. The spread spectrum
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technology is applied to the radar signal, which can remarkably improve the perfor-
mance of the signal ambiguity function. Using adaptive frequency hopping, a system
implemented to enhance immunity toward frequency interference by avoiding usage
of congested frequency channels in hopping sequence [5]. CMOSmixers can also be
used to implement these techniques and they performwell in noisy environments [6].
In Cognitive Radio (CR) networks, less utilized spectra can be detected using spread
spectrum techniques due to their ability to cover wider spectra [7]. Conventionally,
Additive White Gaussian Noise (AWGN) is the noise type that will be encountered
during transmission, so analysis of AWGN helps in simulation of the technique in
MATLAB [8]. BSIMmodels are used for transistor design (MOSFETS), designed by
UC Berkeley. These transistors hare hence used in receiver circuits [9]. SDR (Soft-
ware Defined Radio) reduces hardware and maintenance costs due to the majority of
its functionality being software. In particular RTL_SDR (Realtek Software Defined
Radio) reduces the cost further thus making it a good option for transmission of
signals over a channel [10].

As mentioned above, CMOS Radio Frequency (RF) circuits are used in transmit-
ters and receivers [11]. A bandpass sampling receiver of a certain design will help in
efficient transmission of signals over multi-channel networks; these radio receivers
can be built using switching mixers for lesser BER [12].

3 Proposed Work

The principal objective of this work is to compare the spread spectrum techniques by
using both ordinary and switching mixers and to verify that the bit error rate (BER)
of the switching mixer is lesser than that of the ordinary mixer, thus implying that
switching mixers are more efficient. The verification is done using MATLAB, where
a random value is chosen for further operations.

For effective communication, the transmitted signal has to be received as it is on
the other side. This is ideal, since over a channel (in most cases air), the signal may
experience the effect of noise, which will hamper its efficiency. The interference of
noise may be unintentional, such as another signal being transmitted over the same
channel, or intentional, such as a signal jammer or an enemy trying to intercept
signals. One type of technique that can avoid this kind of interference is the ‘Spread
Spectrum ‘technique. This technique creates a special code for the transmitted signal
that increases its bandwidth substantially and makes it look like a noise signal in
itself. This code is known only to the transmitter and receiver. The most commonly
used techniques areDSSS (Direct Sequence Spread Spectrum) and FHSS (Frequency
Hopping Spread Spectrum).
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Figure A. FHSS 

Bandwidth and power are the major shortcomings faced in the study of digital
communication systems. These important parameters need to be improved in order
to achieve effective performance. But, there is a trade-off in this efficiency in order
to provide an important objective in communications i.e., Security. There will be
no meaning for a system, where messages can be detected by unwanted listeners.
The major advantage of Spread Spectrum (SS) is its ability to counter interference
whether unintentional (i.e. another user trying simultaneously to transmit over the
channel) or intentional (i.e. a jammer or interceptor).

Figure B. DSSS

4 Result Analysis

A. Signal Generation Using Different Modulation Schemes
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MATLAB is one of the most commonly used programming languages in which
different operations are performed on the input data or signals and their functions
can be plotted. In order to analyze the difference between a normal frequency mixer
and a switching mixer, we have used three kinds of modulation schemes (BPSK,
QPSK, and QAM). In BPSK modulation a carrier wave and a binary sequence is
multiplied and it is further given as the input. According to the value of the binary
input the phase of the output changes from 0° to 180°. In QPSKmodulation there is a
two-bit input in which the even and the odd bit are separately multiplied by the same
carrier. The output signal will have a 90-degree phase shift. In QAM the number
of input bits can be two or more. The input signal for each of these schemes was
generated respectively. The signal that reaches the mixer usually contains noise as it
passes through the receiver channel. Since the input signal is randomly generated and
the continuous probability distribution of thermal noise is Gaussian, thus the noise
in MATLAB is represented by Additive White Gaussian Noise (AWGN). Noise is
added to the transmitted signal and the power spectral density of the noise is constant
and has a Gaussian distribution of power spectral density. Inside the mixer the input
signal gets multiplied with the LO signal and turns out to give an IF signal as the
output. In a normal mixer the LO signal is usually a sine wave whereas in a switching
mixer it is a square pulse. On comparing the outputs from the two, it is evident that the
switching mixer output contains lesser noise and gives a much better reconstruction
of the input signal as compared to the normal frequency mixer.

Figures 2, 3, 4, 5, 6, 7, 8, and 9 represents the time and frequency domain effects
of various kinds of modulation schemes. As is the principal objective of the paper,
the responses of the modulation exhibited by both the ordinary and switching mixers
are compared.

Fig. 2 Time domain analysis of ordinary mixer a QAM input signal, b input signal with noise,
c LO signal, d mixer output without noise, e mixer output with noise
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Fig. 3 Time domain analysis of switching mixer a QAM input signal, b input signal with noise,
c LO signal, d mixer output without noise, e mixer output with noise

Fig. 4 Frequency spectrum of ordinary mixer a BPSK input signal, b input signal with noise, c LO
signal, d mixer output without noise, e mixer output with noise

B. Comparison of Responses

Figures 2 and 3 show the time domain analyses of a QAM modulated signal for
ordinary and switching mixers respectively. The output with noise is the last plot in
each figure, this is the signal that will be acted upon using spread spectrum techniques
to give a noise like appearance. From here on, Figs. 4, 5, 6, 7, 8, and 9 show frequency
spectra. Figures 4 and 5 show BPSK modulated outputs with noise for both mixers.
Figures 6 and 7 show QPSK modulated outputs for ordinary and switching mixers
respectively. It is observed that the switching mixer gives a better amplitude than that
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Fig. 5 Frequency spectrum of switching mixer a BPSK input signal, b input signal with noise,
c LO signal, d mixer output without noise, e mixer output with noise

Fig. 6 Frequency spectrum of ordinary mixer a QPSK input signal, b input signal with noise, c LO
signal, d mixer output without noise, e mixer output with noise

of the ordinary mixer. Figures 8 and 9 show frequency responses of QAMmodulated
signals for both the ordinary and switching mixers, respectively.

The responses show that using a switching mixer will produce better plots
attributed to the switching by the local oscillator (LO).

C. Performance Analysis

In order to compare the performance of the different modulation schemes, the SNR
vs. BER curve is plotted as shown in Figs. 10 and 11. BER gives the number of
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Fig. 7 Frequency spectrum of switching mixer a QPSK input signal, b input signal with noise,
c LO signal, d mixer output without noise, e mixer output with noise

Fig. 8 Frequency spectrum of ordinary mixer a QAM input signal, b input signal with noise, c LO
signal, d mixer output without noise, e mixer output with noise

bits that are in error or have variations due to noise as it passes through the AWGN
channel. SNR is a ratio of the signal uncorrupted by noise to the amount of noise
present. An increase in the SNR value indicates that there is more of the signal and
less amount of noise and a decrease in BER. BER varies for the different modulation
schemes. The BER of communication receivers operating in AWGN Monte Carlo
Simulations are used. This is commonly used when there is interference from a large
number of random variables and at the same time model the probability of different
outcomes in a process that cannot be easily determined.
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Fig. 9 Frequency spectrum of switching mixer a QAM input signal, b input signal with noise,
c LO signal, d mixer output without noise, e mixer output with noise

Fig. 10 Mixer and switching
mixer output for QPSK

D. Application of Spread Spectrum Schemes

Frequency Hopping Spread Spectrum (FHSS) is a method of transmitting radio
signals by rapidly switching a carrier among many frequency channels, using a
pseudo-random sequence known to both transmitter and receiver (as shown in Figure
A). The FHSS output is shown in Fig. 12. The spread signal resembles a noise
signal, and thus ensures uninterrupted transmission. Inclusion of Additive White
GaussianNoise (AWGN) in the technique creates a noise-like pattern that can trick the
intercepting party into thinking that the transmitted signal is just some random noise
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Fig. 11 Mixer and switching mixer output for 16 QAM

Fig. 12 FHSS spread signal

signal. Direct Sequence Spread Spectrum (DSSS) is a spread spectrum technique
whereby the original data signal is multiplied with a pseudo-random noise spreading
code (as shown in Figure B). This spreading code has a higher chip rate (this the bit
rate of the code), which results in a wide band time-continuous scrambled signal.
Figure Fig. 13 shows the reconstructed signal.
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Fig. 13 DHSS spread and reconstructed signal

5 Conclusion

This work aims at simulating the performance of the conventional and switching
mixer receivers in communication systems which employ spread spectrum modula-
tion techniques. The simulations were carried out inMATLAB and the objective was
verified. It was observed that the BER is higher in the case of the conventional mixer
as compared to switching mixer receivers and hence we see that the performance of
switching mixer is much more efficient. Thus usage of switching mixers can help
achieve better results.
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Computationally-Light Metrics
to Quantify Link Stability in Mobile
Sensor Networks

Natarajan Meghanathan

Abstract We propose three innovative location and mobility-independent
computationally-light metrics to quantify the stability of links in mobile sensor net-
works (MSNs). The proposed metrics (Normalized Neighbor Degree: NND, One
Hop Two Hop Neighbors: OTH, and Fraction of Shared and Unshared Neighbors:
FSU) are computed on the egocentric network of an edge and the hypothesis is that
larger the extent of shared neighborhood between the end vertices of an edge, larger
the stability (lifetime) of the link in the MSN. The computation times of all the three
metrics are about 15–40 times lower than the computation times of the bipartivity
index (BPI) and algebraic connectivity (ALGC) metrics that were adapted from Net-
work Science in an earlier research to quantify link stability in MSNs. The lifetimes
of the DG trees obtained with the proposed computationally-light link stability met-
rics are appreciably larger or comparable to that of the ALGC and BPI-based DG
trees.

Keywords Link stability · Computationally-light metrics · Computationally-heavy
metrics · Mobile sensor networks · Data gathering

1 Introduction

A mobile sensor network (MSN) is a distributed network of dynamically changing
topology and the communication structures of the sensor nodes (like network-wide
data gathering trees) need to be frequently reconfigured. In an earlier paper [1] aswell
as this paper, we address the problem of quantifying the stability of links in a MSN
using the neighborhood information of the nodes. In [1], we adapted two Network
Science metrics (such as Bipartivity Index: BPI [2] and Algebraic Connectivity:
ALGC [3]) and computed them on the egocentric network of an edge [1] to quantify
the stability of the edge (also referred to as ‘link’) in a MSN. The egocentric network
of an edge includes the end vertices and their neighbors as vertices and the edges
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connecting the end verticeswith their neighbors as the edges. The lifetimes of theBPI′
(=1 − BPI) based data gathering (DG) trees were observed [1] to be significantly
larger than those of the predicted LET (link expiration time [4, 5], adapted from
mobile ad hoc networks [6])-based DG trees.

Prior to [1], the LET approach [4, 5] was the only well-known approach to deter-
mine stable DG trees in MSNs. However, the LET metric requires the mobility and
location information of the nodes. Other relevant approaches (such as self-healing
[7]) proposed in the literature of wireless networks also cannot be adapted for MSNs
as these would also require the location information of the nodes. On the other hand,
one does not require themobility and location information of the nodes to compute the
BPI′ andALGCmetrics. However, a major weakness of these twometrics is that they
are computationally-heavy and could impose a significant burden on the resource-
constrained sensor nodes. Hence, the motivation is to develop computationally-light
metrics (that are also location- and mobility-independent, like BPI′ and ALGC) to
quantify the stability of links in MSNs. Our hypothesis is that the link whose end
vertices are closer is likely to bemore stable (i.e., exist for a longer time) than the link
between two end vertices that are farther away from each other. The above hypothesis
was observed to be true [1] for both BPI′ and ALGC, and we anticipate it to hold
true for the computationally-light link stability assessment metrics proposed in this
paper.

The rest of the paper is organized as follows: Sect. 2 introduces the three
computationally-light metrics to quantify the stability of a link in a MSN. Section 3
presents simulation results for computation times incurred with the five met-
rics (including BPI′ and ALGC), explores the rank-based correlation between the
computationally-light and computationally-heavy metrics and compares the DG
tree lifetimes incurred using the link stability scores quantified using these met-
rics. Section 4 summarizes the contributions of this work and concludes the paper.
Throughout the paper, we interchangeably use the terms: ‘link’ and ‘edge’, ‘node’
and ‘vertex’, ‘network’ and ‘graph’. They mean the same.

2 Metrics to Quantify Link Stability

Our hypothesis is that larger the extent of shared neighborhood between the end
vertices of an edge (u, v), the larger the stability of the link (edge). We use the
notion of “egocentric network of an edge” proposed in our earlier work [1] for all
the analysis. From notation point of view, for an edge (u, v): let N(u) represent the
set of neighbors of a vertex u and let EgoN (u, v) represent the set of vertices (vertices
u, v and their neighbors, with each vertex, represented exactly once) that are part of
the egocentric network of the edge.
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2.1 Normalized Neighbor Degree (NND)

For an edge (u, v), its NND (see formulation 1 below) is the ratio of the square
root of the sum of the squares of the degrees of the neighbor nodes and the number
of neighbor nodes in its egocentric edge network. The neighbor nodes of the end
vertices u and v in the egocentric network of edge (u, v) could have a degree of either
1 or 2. If a neighbor node has degree 2, it implies the node is a neighbor of both
u and v and is part of the shared neighborhood. If a neighbor node has degree 1,
then the node is not part of the shared neighborhood. Hence, the larger the number
of neighbor nodes with degree 2, the larger the extent to which the neighborhood is
shared.

NND(u, v) =

√ ∑
i∈EgoN (u,v)−{u,v}

k2i
∣∣EgoN (u, v) − {u, v}∣∣ (1)

2.2 One Hop Two Hop (OTH) Neighborhood

For an edge (u, v), its OTH is computed on the basis of the number of one hop and
two hop neighbors of the end vertices u and v in its egocentric edge network. From
the point of the end vertices u and v, it is desirable that all the vertices in EgoN (u,
v) be their one hop neighbors. However, if a vertex in EgoN (u, v) is not present
in the neighborhood of either u or v, then it becomes a two hop neighbor of the
corresponding end vertex. The presence of two hop neighbors in an egocentric edge
network decreases the extent with which the neighborhood is shared; on the other
hand, the presence of one hop neighbors increases the extent of shared neighborhood.
We propose an auxiliary metric called weighted neighborhood hop count (WNH)
as a weighted sum of the one hop and two hop neighbors of the end vertices u
and v (see formulation 2). As seen in the WNH formulation for an end vertex, we
complement the end vertex for having one hop neighbors and penalize for having two
hop neighbors (by a factor of 2). In other words, the presence of two hop neighbors
is modeled to weaken the stability of the neighborhood and negate the advantage that
comes with the presence of one hop (shared) neighbors.

We opine the sigmoid function (typically used in the formulation of the cost func-
tion for logistic regression [8] or artificial neural networks [9]) to be an appropriate
function to introduce the needed non-linearity (a stronger decay or a stronger ascent
even for egocentric edge networks with moderate differences in the number of one
hop and two hop neighbors) that is not incorporated in the WNH linear formulation.
The OTH for an edge (u, v) is thus computed using a sigmoid formulation (see for-
mulation 3) involving the WNH scores of u and v. Also, a sigmoid formulation will
transform the input (WNH values) to an output that is confined in the range of (0,
…, 1).
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WNH(u) = |N (u)| − 2 ∗ ∣∣EgoN (u, v) − N (u)
∣∣

WNH(v) = |N (v)| − 2 ∗ ∣∣EgoN (u, v) − N (v)
∣∣ (2)

OTH(u, v) = 1

1 + e−(WNH(u)+WNH(v))
(3)

2.3 Fraction of Shared and Unshared (FSU) Neighbors

For an edge (u, v): let f sharedu and f unsharedu denote respectively the fraction of shared
neighbors and fraction of unshared neighbors among the neighbors of vertex u;
likewise, let f sharedv and f unsharedv , respectively denote the fraction of shared and
unshared neighbors of vertex v. The fraction of shared neighbors for an end vertex u
(or v) in an edge (u, v) is the ratio of the number of neighbors that are shared by both
the two end vertices u and v and the number of neighbors of the end vertex u (or v),
excluding the other end vertex v (or u). Likewise, the fraction of unshared neighbors
for an end vertex u (or v) in an edge (u, v) is the ratio of the number of neighbors
of u (or v) that are not shared with the other end vertex v (or u) and the number of
neighbors of the end vertex u (or v), excluding the other end vertex v (or u).We define
an auxiliary metric called “shared unshared ratio (SUR)” as shown in formulation
(4) that is in turn used to compute the FSU metric for edge (u, v): see formulation
(5). The SUR ratio values could range from −1 to 1; the FSU formulation basically
transforms the SUR values to a scale of 0 to 1.

Like in the case of WNHmetric (see above), we can notice in the formulation for
SUR(u, v) that the presence of unshared neighbors for a vertex could be considered to
negate the advantages that comewith the presence of shared neighbors. However, the
difference lies in the extent of penalty given for the presence of unshared neighbors.
The SUR/FSU metric uses a linear penalty alone, whereas the WNH/OTH metric
incorporates both linear and non-linear penalties.

SUR(u, v) =
(
f sharedu + f sharedv

) − (
f unsharedu + f unsharedv

)
(
f sharedu + f sharedv

) + (
f unsharedu + f unsharedv

) (4)

FSU(u, v) =
{
1 + SUR(u, v)

2

}
(5)
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3 Simulations

Weconducted exhaustive simulations to evaluate the following aspectswith respect to
the proposed computationally-light metrics (vis-a-vis BPI′ and ALGC) to quantify
link stability as a measure of the extent with which the neighborhood is shared:
(1) Computation time (2) Correlation (3) Stability of DG trees. The node mobility
model used is the RandomWaypoint model [10]; the maximum velocity (vmax) of the
nodes is varied with values of 1 m/s (low mobility), 5 m/s (low-moderate mobility),
10 m/s (moderate-high mobility) and 30 m/s (high mobility). The number of nodes
is varied with values of 50 (low density) and 100 (high density). We generated
100 mobility profile files for each of the above combinations of node mobility and
density scenarios, with the simulation time being 1000 s. We averaged the results for
the following for each of the above scenarios and each of the five metrics: (1) the
Computation time (on a per-edge basis); (2) the Spearman’s correlation coefficient
(at randomly sampled time instants in the mobility profile files) between any two
of the five metrics; (3) the lifetime of the DG trees. The computer on which the
simulations are ran is a Dell workstation with Intel i-2620 M CPU@ 2.70 GHz and
8 GB RAM.

3.1 Computation Time

Table 1 presents the average computation times (in microseconds) to determine the
link stability score for an edge with respect to each of the five metrics. For this
purpose, we sampled a total of 1000 randomly chosen edges in the network at ran-
domly chosen time instants in each of the 100 mobility profile files and averaged the
computation times. TheOTHmetric incurs the lowest computation time for both low-
density and high-density networks. The computation times for the FSU metric has
been observed to be slightly larger than the OTH metric. The NNDmetric incurs the
largest computation time among the three computationally-light metrics proposed in
this research. The computation times for the NND metric are about 2–3 times larger
than the computation times of the OTH and NNDmetrics. The computation time for
the ALGCmetric is the largest among all the five location and mobility-independent

Table 1 Computation times (in microseconds) for the link stability metrics

Condition BPI′ ALGC NND OTH FSU

50 nodes, vmax = 10 m/s 38.177 42.643 6.514 2.450 2.771

50 nodes, vmax = 30 m/s 36.255 39.889 6.181 2.419 2.596

100 nodes, vmax = 10 m/s 83.839 93.825 4.902 1.967 2.062

100 nodes, vmax = 30 m/s 79.574 89.133 4.960 1.881 2.230
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metrics. Between BPI′ and ALGC, for a given node velocity: the difference in the
computation times increases as the node density increases.

The computation times for BPI′ and ALGC are about 15 and 40 times larger than
that of OTH and FSU in low-density networks and high-density networks, respec-
tively. For a given node velocity, the computation times for BPI′ and ALGC almost
double (i.e., increase by a factor of 2 or more) as the number of nodes is increased
from50 to 100.On the other hand, for a given node velocity, the computation times for
the three computationally-light metrics (NND, OTH, and FSU) decreases (by about
20–25%) as the number of nodes is increased from 50 to 100. As a result, we can
say that the time savings obtained with the computationally-light metrics (vis-a-vis
the computationally-heavy metrics) increase with increase in node density.

3.2 Rank-Based Correlation

We determined the Spearman’s rank-based correlation coefficient values [11] for the
edges between the computationally-heavy versus computationally-light link stabil-
ity metrics for every second during the simulation time of 1000 s in each of the 100
mobility profile files and averaged these correlation coefficient values for each pair
of the link stability metrics (as reported in Table 2). For each of BPI′ and ALGC, we
identify the computationally-light metric for which the largest value for the correla-
tion coefficient is obtained (the entries in Table 2 are shaded). We observe BPI′ to be
very strongly correlated with OTH for all the four scenarios (in each case, the corre-
lation coefficient is above 0.90).We thus establish OTH to be a computationally-light
alternative to rank the edges in lieu of the computationally-heavy BPI′. In the case
of ALGC, it is strongly correlated with NND in low-density scenarios and with FSU
in high-density scenarios. The ALGC-FSU correlation in high-density scenarios is
more stronger than the ALGC-NND correlation in low-density scenarios. For a given
node mobility, with increase in node density, the correlation coefficients associated
with ALGC increase and the correlation coefficients associated with BPI′ decrease.

Table 2 Spearman’s rank-based correlation coefficient between computationally-heavy versus
computationally-light link stability metrics

Scenarios NND OTH FSU

50 nodes, vmax = 10 m/s BPI′ 0.3283 0.9566 0.9260

ALGC 0.8029 0.7183 0.7766

50 nodes, vmax = 30 m/s BPI′ 0.2985 0.9514 0.9287

ALGC 0.7946 0.7389 0.7878

100 nodes, vmax = 10 m/s BPI′ 0.2583 0.9252 0.8444

ALGC 0.8168 0.8185 0.9051

100 nodes, vmax = 30 m/s BPI′ 0.2414 0.9291 0.8487

ALGC 0.8045 0.8158 0.9054
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3.3 Data Gathering Tree Lifetime

In Fig. 1, we report the normalized values of the DG tree lifetimes (normalized using
the square root of the sum of the squares of the raw lifetime values) incurred with
the five metrics. The lifetimes of the DG trees determined based on each of the three
computationally-light metrics are greater than that of the ALGC-based DG trees.
Between BPI′ and ALGC, the BPI′-based DG trees incurred the largest lifetime for
both networks of low density and high density. The largest tree lifetimes incurred
with the {NND, OTH, FSU} metrics are very much comparable with the largest
tree lifetimes incurred with the {ALGC, BPI′} metrics. The maximum difference in
the tree lifetimes could be observed in the low mobility and high-density scenario
(vmax = 1 m/s and 100 nodes). For a given mobility level of the nodes, the DG tree
lifetimes for all the five metrics increases with increase in network density, due to
the increase in the extent of shared neighborhood (and thereby an increase in the
stability of the links). Among the three computationally-light metrics, the OTH-
based DG trees incurred the largest lifetime in low-density networks that is almost
the same (or even sometimes larger) as the lifetime of the BPI′-based DG trees. The
FSU-basedDG trees incurred the largest lifetime in high-density networks that is also
almost the same (or even sometimes larger) as that of the BPI′-based DG trees. Thus,
the OTH and FSU metrics could, respectively, be computationally-light alternatives
for BPI′ in low and high-density networks.

Note that a common theme among the BPI′, OTH and FSU metrics is that they
follow the strategy of penalizing the link stability score (LSS) of an edge if its
egocentric network comprises of unshared neighbors and rewarding if the egocentric
network comprises of shared neighbors. The relatively larger normalized lifetime
values for the BPI′, OTH, and FSU-based DG trees (vis-a-vis the ALGC and NND-
based DG trees) could be attributed to such a combined strategy of rewarding as
well as penalizing the LSS scores of the edges depending on the extent of shared
and unshared neighborhoods, respectively. On the other hand, the ALGC and NND
metrics follow the strategy of just rewarding the LSS score of an edge if it comprises

Fig. 1 Normalized lifetime of the data gathering trees with respect to link stability metrics



234 N. Meghanathan

of egocentric networkswith shared neighborhood and not penalizing if the egocentric
networks comprise of unshared neighborhood.

4 Conclusions and Future Work

We have developed three computationally-light metrics (NND, OTH, and FSU),
two of which are shown to be potential alternatives (OTH and FSU) to the
computationally-heavy metrics BPI′ and ALGC. The computation times of BPI′ and
ALGC are 15–40 times larger than that of OTH and FSU (the difference increases
with increase in node density). On the other hand, we observe strong-very strong pos-
itive correlation (for ranking the edges) between OTH and BPI′ as well as between
FSU and ALGC. The lifetimes of the data gathering (DG) trees determined using
the OTH and FSU metrics (as the link stability scores) are observed to be as large as
those determined using the BPI′ metric in low-density and high-density networks,
respectively. In an earlier research [1], the BPI′ metric was observed to determine the
most stable DG trees for mobile sensor networks (when compared to the use of the
predicted link expiration time, LET [4, 5]). Thus, we are very confident to have iden-
tified two computationally-light metrics based on the extent of shared neighborhood
to quantify link stability in mobile sensor networks. In future, we plan to predict the
actual BPI′ values for the links using their OTH and FSUvalues itself so that we could
determine BPI′-based DG trees by avoiding a heavy computation overhead. We also
plan to incorporate computationally-light secure encryption techniques (like [12])
to exchange the neighborhood information of the nodes for building the egocentric
edge networks.
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MockRest—A Generic Approach
for Automated Mock Framework
for REST APIs Generation

Anshu Soni, Virender Ranga and Sandeep Jadhav

Abstract Mock is an object that replicates the behavior of a real object in a
disciplined way and improves unit testing. Unit testing is a testing where each indi-
vidual or component is tested. The purpose of unit testing is to validate each unit
of designed software and allow to verify the generated code is working properly,
regardless of its dependencies. A system under test has some external dependencies
like APIs and creating a mock object based on that kind of dependencies would be
efficient rather than generate a test case on the actual instance of the dependencies.
A real working system such as banking, autonomous vehicles, online-supply chain
businesses, and E-commerce platforms are heavily dependent on a server and facing
difficulty while testing with a real server. Mock server helps in testing by simulating
the behavior of a real server. Mocks could be used for testing and developing the
front-end even when the back-end is not available. The aim of our research work is to
propose a generic approach in which we propose a mock framework named Mock-
Rest for REST API in Java. The main reason to propose such kind of framework is to
get a consistent response while real API is down at the moment by creating a mock
of REST API as it allows the developer to stay constructive while the API is being
implemented. Application Programming Interface (API) allows interaction between
software programs, exchanges their informationwhile REST is an architectural style,
and applies to the design of API. A Web API that follows the standards of REST
architectural style is a REST API. Based on the description of Web services by its
interface, Mock simulates its behavior.
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1 Introduction

Unit testing targets to test a single unit of a program individually. It is difficult to test
in isolation as code can interact with external dependencies such as a server, database,
and API. For example, test a unit that interacts with external dependencies, which
requires “real” file to be existed or to be created in order to ensure unit testing. A Java
Web application consists of two constituents—front-end and back-end server. Both
are dependent on eachother and run simultaneously. The front-enddeveloper depends
on the back-end for a server, third-party APIs, database, and other external services
required. For effective and efficient testing, a major challenge is to handle the various
dependencies such as external data, third-party services, and external libraries. In
unit testing, tester tests the software component without incorporation of external
dependencies. In a real, system such as banking, autonomous vehicles, online-supply
chain businesses, and E-commerce platforms exchanges their data through a server
and a database where customer services are handled by a different server, and admin
handled their services through another server. It would be burdensome for tester as
well as for a developer to do testing. During the development phase, in order to
ensure test with a real server, it would be difficult to evaluate test cases by a tester or
a developer. So, to provide effective testing, there is a requirement of a mock server.
It will remove the dependency on a real server and allows testing by the developer
itself. Figure1 gives a visual representation of a mock server in place of a real server.
Client or anyWeb application sends HTTP request to the real server and server return
HTTP response get back to the client over the Internet. Now, in order to effectively
utilize our time and improve testing mechanism, there is a requirement of a mock
server that behaves as a real server and mimics its dependencies. In order to simulate
external dependency and model the environment, developers can create a mock.

Fig. 1 Mock server



MockRest—A Generic Approach for Automated Mock … 239

Fig. 2 Mock server

Mock objects can be used to reconstitute the real software dependencies by mim-
icking the admissible feature of software dependency. Reduction of time takes place
while testing software development by the creation of mock objects. Some of the
mocking frameworks available to unit test java application are Jmock, Mockito, and
EasyMock.

RESTstands for “Representational StateTransfer,” an architectural style for devel-
oping Web services. API is a software intermediary that allows two applications to
talk to each other. RESTful Web services in Java applications have been developed
by JAX-RS with jersey.

When front-end and back-end developers work parallelly, then front-end devel-
oper needs mock responses even API is not available or not implemented yet. By
mocking RESTAPI, simply means creating a mock server which returns pre-defined
responses and other parameters such as status codes and headers onmatching request
by the client.

This research paper proposes a framework of our generic approach that generates a
mock ofRESTAPI.Wiremock and SoapUI are the existing tools available generating
REST API mock, but they have some limitations as they are not creating mock
responses as many REST APIs simultaneously, and generate stub responses. There
is a lack of study that explores REST API mock creation; this paper gives an idea
of framework creation for mock REST API. Figure2 shows the behavior of mock
server.

As discussed above a generic idea of mock server and the basic steps used to
implement a mock server is shown below:

1. Pass the REST API to the framework that is created with the code.
2. Expectations can be set in the mock server according to our requirements.
3. Mock server returns responses according to the API defined and pre-defined

responses.
4. Finally, codeunder test verifies the responses by themock serverwithout including

dependency of real server.
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2 Related Work

Mock object is a technique that assists unit testing by simulating the real object.
Thomas et al. [1] is the well-known literature about mock objects. This paper demon-
strates the usage of mock objects. These mock objects can be used when real objects
have non-deterministic behavior, difficult to set up, has a user interface. When a real
object does not exist yet, then there is a need of mock objects.

Kim et al. [2] identify a mock object model for test-driven development(TDD).
They identify the features and limitations of the existing mock object model and
propose a new model to overcome limitations of previuos proposed work.

Spadini et al. [3] observe why developers apply mock objects after conducted
a survey over 105 developers from software testing communities. They have done
interviewed of developers to understand why some dependencies were mocked and
some are not as well creation of MockExtractor,a tool that extracts a list of mocked
and non-mocked dependencies in test suites. We have observed the following facts
after doing the literature review thoroughly:

– Database, Web services, and external dependency are mocked dependencies.
Domain objects are only ∼36% mocked.

– In integration testing, mock is not used.
– Interfaces are mocked so that there is no need to depend on specific
implementations.

– Test support and Java libraries are not mocked.

While creating mock, developers faced most of the challenges that are maintaining
mock behavior of original class along with its compatibility. Mocking with legacy
system (where architecture is not well developed) is the major challenge.

Mostafa et al. [4] have given a study on four most popular mocking frameworks,
i.e., EasyMock, Mockito, JMock, JMockit by considering 5000 Github open-source
software projects. They have also found out that how developers have used mocking
frameworks in open-source software projects. They have shown that 23% of software
projects used mocking frameworks.

Singhal et al. [5] propose an approach that quickly generates a mock in front-
end that behaves exactly like an actual back-end. It makes front-end and back-end
developer independent and utilizes their time effectively.

Ashikhmin et al. [6] describe a architecture and its implementation which can
generate mock services based on RAML specification and deploy with Docker con-
tainer. Define Gateway, Request validator, Path Resolver, and Response Generator
are the four components in mock services as well give an overview of microservices.

Adamczyk [7] distinguishes twoarchitectural stylesRESTandSOAPandexplains
briefly about the RESTful Web services and demonstrates four principles of REST
coined by Roy Fielding based on a survey of existing Web services.

Simple rules have been defined to design Web services as discussed in [8]. The
authors also discuss why REST API should be designed and configured and define
the tips to address the client’s needs.
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Kao et al. [9] introduce the performance testing framework for REST-based Web
applications and provide software tester an integrated process from test case design,
generation of test scripts to the execution of tests. This framework decreases the
effort to understand the design and implementation of application.

Haupt et al. [10] provide a framework for structural analysis of REST APIs which
consists of metrics and graphical representation of APIs. They also convert the
description of REST API, present in different languages into a canonical model
that describes the structure of REST API explicitly.

Ed-douibi et al. [11] focus on REST API automated test case generation by using
OpenAPI for automatic REST API development. They have proposed an approach
to generate test cases automatically and test API specifications according to the
requirements and provide a tool for testing 91OpenAPI specifications. They conclude
that 41% test APIs are failed. Their approach depends on a model-based procedure
to automate test case generation.

Arcuri [12] considers the testing at the development phase by the developers
having full code access. They have proposed an approach that uses an evolutionary
algorithm for automatic test case generation based on white-box testing approach.
They have done their experiments of proposed approach on EvoMaster, open-source
tool.

Munonye and Martinek [13] analyzed the performance of REST Web services
based on Java and .Net implementations and concluded their performance.Onvarious
test scenarios, they found that Java-based Web services perform better for GET
method around 80.36%, and .Net performs better for PUT method and performance
is 11.6% lower. They came across the conclusion that Java-basedWeb services should
be used on business-to-business purposes while .Net-based Web services preferable
on forms updating applications having user involvement regular update and deletion
takes place.

Sinha et al. [14] scrutinize a new approach for application integration on cloud
with REST Web services.

Giessler et al. [15] identify best practices for developing REST services and
clarify the usage of Web services on different applications. This paper illustrates
eight different categories of Web services and 23 best practices.

Qiu et al. [16] simplify the usage of API in Java programming language. They
discuss howAPI engages in software projects. They have done the empirical analysis
on 5000 open-source Java projects, understand the core API and third-party API in
Java, knowing the concept of API libraries. They conclude that coreAPI is not widely
used, most of the APIs that are deprecated are still used.
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3 Background Study

3.1 Unit Testing

A chunk of code written by a developer that handles a very tiny, specific area of code
being tested comprises unit testing [17]. Unit testing basically done over different
methods or classes. It is done to prove that chunkof code does exactlywhat developers
think. It should be done over all modules independently before twomodules combine
together. Will make developer’s life easier by reducing the amount of time spent on
debugging. Use assertion to check whether a chunk of code behaves exactly as a
developer wants. An assertion is a method that verifies whether testing statement
returns true or not. For the Java programming language, JUnit framework is used.
There are frameworks available for Java are NUnit, TestNG, and many more. Many
assert methods available in JUnit library like

assertEquals(String[message],expected,actual),

assertTrue(string[message],boolean condition) and much more.

The objective of the testing is to exercise one method at a time, but when method
depends on the external database, third-party APIs, then there is a need of mock
objects to reduce time handling these external services. Figure3 shows a flow chart
of unit testing and our focus on testing with mock.

3.2 Mock Objects

Mock objects are referred to as a simulated object that simulates the nature of real
objects in a disciplined way. To simulating the required environment, mock objects
[17] are required. It is essential for test case generation. EasyMock, Mockito, Pow-
erMock, and JMock are the Java mocking frameworks available. The purpose of a
mock object is to enable unit testing by testing the code if it has interaction with
external dependencies by simulating them.

Interfaces are the basic concept in object-oriented systems. Interfaces are lan-
guage constructs that contain only a set of methods signature, expected behavior
of the object, does not contain any implementation details [18]. Their implementa-
tion is defined by its class. The system adopts interfaces have three characteristics:
Flexibility, Extensibility, Pluggability.

For unit testing,mock objects can be used in place of real objects by simulating the
interfaces required. Mocks are easiest to use while interface-based design systems.
Test suites and domain code can be improved by mock objects used in unit testing.
Term Endo-Testing [19] have been announced, in which code has been tested from
inside where mock objects are passed to the target domain code. Mock objects are
the good technique to make testing easy for developers without interfering with
external dependency, third-party server when they are not available and not yet been
implemented. There is some pattern to be followed for unit testingwithmock objects:
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Fig. 3 Unit testing flow
diagram

– Build an instance of mock object.
– Define states of mock objects.
– Prescribed expectations, responses in mock objects.
– Set mock object as parameter under domain code.
– Verify mock objects under testing.

3.3 REST API

An architectural style for developing Web services is REST(Representational State
Transfer) was first conferred by Roy Fielding in 2000. It defines a set of constraints
for developingWeb services. Fielding [20] defines seven constraints described below
in their dissertation report:

– Starting with NULL style: It is an empty set of constraints. It is the starting point
to describe REST.

– Client—Server: separation of client and server architectural style to evolve inde-
pendently of each other, thus improves the portability under user interface and
scalability by facilitating server components.
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– Stateless: Communication between client and servermust be stateless.Any request
of the client will not be saved. No session nor history be made of a client request.
Management of resources is not required. This constraint brings about the prop-
erties of scalability, visibility, and reliability.

– Cache: To improve network efficiency, cache constraint is added between client
and server communication. This constraint requires that response is declared as
cacheable or non-cacheable explicitly or implicitly. Cacheable response requires
the client to reuse the response. Caching improves the performance over client-side
and scalability be improved over server-side.

– Uniform Interface: REST architectural style different from other network style
is through uniform interface constraint. It decouples and simplifies the architec-
ture, which enables to evolve independently. Four interface constraints have been
defined, i.e., identification of resources, manipulation of resources through repre-
sentations, self-descriptive messages, and hypermedia as the engine of application
state (HATEOAS).

– Layered System: To improve Internet-scale requirements, the layered constraint
has been added. In this, architecture is composed of hierarchical layers so that
each component was not able to view beyond the immediate layer toward they
were connected. A layered constraint is applied to enclose legacy services. The
disadvantage over this system is that it increases the overhead and delay to the
data processing.

– Code-on-demand: Functionality be added under REST to downloading and exe-
cuting code. It allows the client to reduce features that would be needed to be
pre-implemented. This constraint improves system extensibility.

API (Application Programming Interface) acts as an interface that allows communi-
cation between two software programs. API that uses HTTP protocol for interaction
between different programs are Web services. Basically, the interaction of Web ser-
vices is the request and response type between client and server. An API follows
REST rules or standard for creating Web services, which are REST API. REST is an
architectural style, not a protocol that develops over HTTP. For request and response,
REST [11, 12] usesHTTP (HyperText Transfer Protocol) to define the desired action.
To allow communication, there are resource methods or request types available:

– GET: Retrieve resource information.
– POST: Create new resource.
– PUT: Update the existing resource.
– DELETE: Delete the existing resource.

Figure4 represents REST API workflow following HTTP methods and returns
response to clients in JSON/XML format. HTTP methods described above can be
safe and idempotent [15] as well.

Table1 exhibits the properties of HTTP methods which are idempotent and safe.
Idempotent methods are those HTTP methods that can be called as many times
without any effect on stored data, whereas safe methods are those HTTP methods
which do not update the resources, these methods are read-only.
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Fig. 4 REST flowchart

Table 1 Properties of HTTP
Methods

HTTP methods Idempotent Safe

GET Yes Yes

POST No No

PUT Yes No

DELETE Yes No

The representation of state can be in JSON or XML format. Usually, today most
preferable response format will be in JSON format. There is some structure [8] that
is to be followed while creating a REST API.

– Base URI: To identify resources Uniform Resource Identifier(URI) be used.
Example: http://api.example.com
URI format:
scheme“/”authority“/”path[“?”query][“#”fragment]

– Resource modeling: Representation of data is called resource. It can be a singleton
or can be a collection, and it may contain sub-resources also. Resource modeling
can be separated by a forward slash in the URI path.
Example: http://api.example.com/customers/{customerid}

– Query Design(Parameter): Query string is separated by “?” symbol. It contributes
to the identification of resources uniquely. It contains parameters that identify
hierarchically along with path segment.
Example: http://api.example.com/customer?item=pen

Figure5 shows rest API structure consists of BaseURI, resources, Parameters, and
Query String.

http://api.example.com
http://api.example.com/customer?item=pen
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Fig. 5 REST API structure with example

4 Existing Tools

4.1 WireMock

WireMock [21] is an HTTPmock server, a simulator for APIs. It can be used to mock
API for testing. Today’s, mocking REST services are necessary for our development.
It can give the canned responses (known as Stubbing) to an individual request match-
ing. It is considered as amock server or service virtualization tool. It facilitates to stay
productive when API not yet developed or down at a time. By any JVM application,
it can be used as a library or can be used as a standalone and configured via JAVA
API, JSON files, or JSON over HTTP.

To includewiremock into test cases can be configuredwith JUnit rule.With default
port (8080), basic usage of wiremock into test cases by @Rule annotation described
below.

@Rule
public WireMockRule wireMockRule = new WireMockRule();

With programmatically, it can create, start, and stop as specified with command.
It can do stubbing with stubFor method which takes HTTP methods and URL for
request matching and will return a response in JSON mapping format. It is a bit
faster as it avoids sending a command over HTTP. It will concur with a third-party
server and record tested API and response as a cache. Basically, it behaves like a
cache while API testing. For one API server, one wiremock instance is configured. It
will not create a client object if anyone can want to mock multiple services it should
be declared as a rule(@Rule) per service. It will deploy as a WAR into a servlet
container.

Limitations

– Too slow and complicated as don’t test for the same database again and again.
– Daily update Wiremock if it has date function calls.
– All test cases can’t be mapped in one set.
– Mocking is done with only one instance of wiremock. If a client wants to connect
to more than one server, multiple wiremock instances run on different ports and
pointing to one proxy server.



MockRest—A Generic Approach for Automated Mock … 247

– If user resets the API, then it cannot turn back to original API could be done by
restarting the server again.

4.2 SOAP UI

A tool is used for testing Web services. It is a complete Automation framework
for API (SOAP or REST) testing. It contains many features like inspection Web
services, development, Mocking API, and simulation. It will create a static mock
implementation in seconds and also create a Load and Functional tests of mock
Web service before their actual implementation. With SOAP UI, multiple responses
depending on request by scripting and also allows different status codes according to
the request and response defined. With scripting, modify the mock response headers,
contents at the time dispatching to a client. Able to add more than one responses
according to the request initiated dynamically.

Limitations

– Assertion to JSON response not easy.
– Having a delay in response.
– Don’t handle different REST API at a time and generate mock server accordingly.

5 Motivation

As discussed before, we can use mock objects to test code in isolation without
integrating with external dependencies. To verify the interaction of class under test
(CUT), the mock objects are used. It returns responses to method calls that are pre-
defined under the mock framework. While testing, developer has to decide accord-
ingly whether to test a unit in isolation by simulating all of its dependencies or test
along with its dependencies together. By simulating its dependencies, developers
gain focus over testing a single unit not on its dependencies as far as testing with-
out simulations slows down the execution of a test, testers require full control over
external dependencies, and it is costly to prepare for testing. For getting a quick and
consistent response, there is a need to mock REST API. Back-end service that is
slow to respond should be mocked. Not to get dependent on back-end developers,
front-end developers require dummy data or response.

As shown in (Fig. 6), the process of developing REST API or any other software
gone through these steps without mock.

1. Define interface of REST API, their Base URI.
2. Implement RESTAPI resource methods their associated parameters, query string

along with Base URI.
3. Development server testing has been done by the developers. It is an essence layer

in software development where all set up like hardware, software, and other nec-
essary component required to debugging and test the code directly by developers.
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Fig. 6 Development process without Mock

4. Stagging server testing is a pre-deployment process. In this server, simulation is
set up as a real environment for testing, all production configuration has been set
up. It is the endwise step before final production of software.

5. Production server whereWeb site, RESTAPI get deploy and hosted, also referred
to as a live server. Its environment is actually identical to staging server. It is the
terminal for all the accomplished task which has been done.

In this complete development process cycle, development server testing takes
almost 3h, and staging server takes around 4h for testing the REST API. Without
creating a mock object takes lots of time and efforts for development. By creating
a mock object, we save our time and utilize it efficiently. This research paper gives
an idea of how we can create a mock of REST API. There are already existing tools
available like wiremock and SoapUI for mock REST API, but they have limitations
while creatingmock. They don’t create different instances ofmock of different REST
APIs. They worked efficiently for only one instance at a time. To overcome these
limitations and save time during development, there is a need of mock.

6 Proposed Approach

6.1 Challenges

In this research paper, we have shown a general approach to create amock framework
for REST API. Getting independence from back-end services and improving the
execution of a class under test is done by creating a mock server. For creating mock
objects, most common Java frameworks available are JMock and EasyMock. They
allow us to create mock objects and define the behavior of it, exactly what you expect
when we call methods on the mock object. This research work proposes an approach
of how a mock framework of REST API is generated so that there is no need to
interfere with the real server code according to our need. We create a framework of
mock server and use it according to our requirements. Our mock server takes input
data through a XML file which is not hard-coded in the framework design.



MockRest—A Generic Approach for Automated Mock … 249

6.2 MockRest Framework

In our proposed approach, we define a framework of a mock server that mock the
third-party component in which expectations are already defined according to our
requirements against API. We have tested our system against API and got a response
from the mock server accordingly. We propose a framework that makes it easier to
generate mocks for REST API services. Our approach supports as many API calls
as required. Our framework allows taking data through an XML file not to be hard-
coded in the framework design. Return responses, throw exceptions, events for API
call if required and allows Test Driver to verify REST API calls, their behavior with
the mock server not with the real server.

An approach described in Fig. 7 givesMockRest Framework operations andmeth-
ods and their behavior while generating mock instances. As said above, framework
takes their data through an external document containing XML/JSON data and gen-
erating instances of mocked REST.

A mock server contains all those mocked instances and return responses with the
status code, exceptions, and events as defined according to the requirements when
test case runs. To assert with test cases, mocked instances have to pass as an argument
of the constructor of the code under test. This is how Mocked REST API helps in
testing during the development phase. Figure8 shows the document containing XML
data that would be passed in a MockRest framework to read data through an XML
file by JAXB. Figure10 shows the sequence diagram of RestMock (Fig. 9).

6.3 Create REST API with Java (JAX-RS) Using Jersey

Jersey is an open-source framework for developing REST services in java that sup-
ports JAX-RS APIs. JAX-RS has been designed to make it easier for development
of RESTful Web services in java.

Fig. 7 Approach of MockRest framework
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Fig. 8 input.xml

Fig. 9 Jersey dependencies in maven

Technolgies used:

– Jersey version—2.25
– Apache Maven—3.8.0
– Tomcat 7.0
– Eclipse Java IDE Mars 2.0.

In order to add jersey in Maven Project creating REST API, dependency should be
added as shown in Fig. 9.
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Fig. 10 Sequence diagram of RestMock

Fig. 11 web.xml

Under theweb.xml, these changes to be reflectedwhile creatingRESTservicewith
URL Pattern “rest” as shown in Fig. 11. Table2 describes some of the annotations
by JAX-RS.

6.4 Read XMl File Through JAXB

JAXB is a Java standard that defines API to convert Java object to and from XML. It
stands for JavaArchitecture for XMLBinding. It provides structure towrite(marshal)
Java objects into XML and unmarshal(read) XML into Java object. There are no
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Table 2 JAX-RS annotations

Annotations Description

@Path Specify the URI path

@GET Annotate HTTP GET request method

@POST Annotate HTTP POST request method

@DELETE Annotate HTTP DELETE request method

@PathParam Extract URI path parameters

@QueryParam Extract URI path query parameters

@Produces Specify media type to be produced

@Consumes Specify media type to be produced by REST

Table 3 JAXB annotations

Annotations Description

@XmlRootElement(namespace =
“namespace”)

Define the global(root) element of xml tree

@XmlElement Annotate field that need to be in output

@XmlType Mention order of xml elements

@XmlAttribute Maps java Bean property to xml attribute

external libraries for JAXB as long as jersey builds on the project. There are some
of the annotations required to support XML binding described in Table3. To convert
XML data into Java objects, Unmarshal() method to be used. In JAXB, there is an
abstract class named JAXBContext that provides client’s entry point to the JAXBAPI,
gets initializedwith the class used, creates Unmarshaller, and returns an unmarshaller
object that can be used to convert the XML data. Unmarshaller interface provides
client XML data and converts into Java object by the function named unmarshal().

7 Results Observed

Two REST APIs created dependent on each other.
http://myserver.com/messenger/rest/messages
and
http://myserver.com/messenger/rest/messages/1/comments

Both REST API for messenger one for retrieving messages and other for retrieving
comments are given by messageid. As shown above, comments are dependent on
message-id. By giving message-id in the REST API, comments are retrieved by Get
Http method. File input.xml shown in Fig. 8 has been passed into the framework, and
mock server generates expected result after creating mock of REST API as shown
in Fig. 12. As observed, mock server returns comment and its created date with

http://myserver.com/messenger/rest/messages
http://myserver.com/messenger/rest/messages/1/comments
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Fig. 12 Result after creating Mock

status code 200, a status message with type Success and header of application/xml
and mocked response as a message with message-id “Messageid:1 with comments
returned Successfully.” in response tag.

8 Conclusion

This research work proposed a generic approach to create a mock framework for
REST API. The MockRest framework generated a mocked object of REST APIs.
Mock server generated a pre-defined response, events, and exceptions to improve
testing by the developers without getting involved with a real server. Mocked APIs
could be used by testers to simulate external dependencies and make efficient testing
with mocked APIs.
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TheMockRest framework has also taken the dependent list of APIs and generated
mocked objects on existing mock server which are not been able to do as they have a
one-to-one relationship. Future benefits of RestMock are that it could manage third-
party services, speed up the testing and development, and speed up the generation of
test cases.
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Abstract DDS is a real-time protocol for fast communication. It implements Data-
Centric Publish–Subscribe (DCPS) implementation and an optional higher-layer
Data Local Reconstruction Layer (DLRL). DCPS ensures the reliability of message
delivery to proper recipient and uses in syntactic interoperability in different plat-
forms and languages. ROS is a widely used platform to develop robots, drones, and
other cyber–physical systems (CPSs). ROS 2 is built on top of middleware DDS and
provided abstraction in communication. Adaptive AUTOSAR (Automotive Open
System Architecture) also adopted the DDS standards as one of the communication
bindings. This research paper proposes connection establishment and interoperabil-
ity between ROS 2 and Adaptive AUTOSAR software using DDS as a middleware.
Interoperability is the major challenge with the increasing number of IoT devices,
being solved by DDS. The outcome of this research is useful for autonomous cars,
and the proposed concept can be extended for fog computing and other interoperabil-
ity problems. DDS will bring a revolution in the near future in automotive industry,
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1 Introduction

DDS is a decentralized messaging architecture where we need not worry about inter-
face interaction from the development point of view. It is persistent, scalable, and
fault tolerant. It can control throughput, data latency, data availability, and data deliv-
ery. Now, with the support of DDS in many softwares, it is possible to communicate
between them.

1.1 ROS 2.0 and Adaptive AUTOSAR

Robot Operating System (ROS) is the widely used platform nowadays to develop
robots, drones, and other cyber–physical systems (CPSs) as explained previously. It is
a very popular middleware that can provide abstraction at communication level. ROS
is maintained by Open Source Robotics Foundation (OSRF) and Willow Garage. It
uses publish–subscribe transport method [1, 2], multiple libraries (e.g., rcl, OpenCV,
and the Point Cloud Library (PCL) [3]), and tools to help low-level abstraction and
enhance the productivity.

Adaptive AUTOSAR is the automotive software stack that provides standard
interfaces. It is currently being used in automotive industry for developing state-of-
the-art ECUs running on multi-core processors. Its interfaces allow the equipment
manufactures to implement autonomous driving, over-the-air updates, IoT features,
media streaming, and other advanced services.

The main aim of this research work is to propose an approach to solve interoper-
ability problem using DDS. In this research paper, a systematic approach is proposed
for syntactic interoperability between ROS 2.0 and Adaptive AUTOSAR. Our work
demonstrates the publisher–subscriber method and communication between them.
Figure1 shows a communication model through DDS.

2 Related Work

In the new era of communications, for a large number of IoT devices, people from
different domains, systems, and knowledge are required to communicate with each
other [4] and heterogeneity is the major problem. It can be solved by DDS. Next
section shows the literature review done by us.

2.1 ROS Literature Review

ROS is themiddleware that was initially used to build small robots, but it is now being
used to make drones’ applications as well as in large projects. Our proposed research
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Fig. 1 Communication via DDS bus

work aims to integrate ROS [5–7] with Adaptive AUTOSAR for autonomous drive
capabilities in automobile industry.

Rhoades et al. [8] describe ROS, CAN, and QRE to enable control vehicle via
ROS and enable the independent development and communication. The authors
use RX63n board for evaluation and control. RX63n is used to send message to
ROS master. ATV and QRE are used to receive the messages from ROS master and
controlled the vehicles.

Mauyama et al. [9] give in-depth overview of ROS 2. With the adaptation of
DDS in ROS 2, there is an evolution in the ROS. Now, it can be used for real-time
communication. This paper analyzes the DDS capabilities and evaluates various
challenges, overhead, and constraints of DDS and ROS. ROS adopts DDS only
for inter-process communication. The experimental part shows the capability and
efficiency of DDS in ROS 2, and it shows that data is not lost even if message size is
4 MB. The authors evaluate the performance of ROS 2 and ROS 1 in various cases
of remote and local communication and also evaluate the parameter of QoS in ROS
2, number of threads, memory consumption, throughput, and latencies. Finally, this
paper concludes the advantages of using DDS. The authors show that DDS makes
ROS real time and capable of running on multiple platforms.

Liu et al. [6] observe DDS in ROS 2. They conduct the experiments for the
messages of high priority and come up with the result that it would be great if the
system could buffer six or more messages. The authors propose a non-preemptive
system and analyze its properties using auto-meta. It is noted that the high-priority
nodes can preferentially transfer data with system deadlock-free and secure also.
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Mishra et al. [5] propose a robot–human interaction with an experimental setup.
They use TurtleBot platform for the simulation and rtabmap_ros for mapping and
localization. They propose a Adaptive Monte Carlo Localization for navigation and
visualized using rviz. They show that robot can run successfully by navigating itself
to target even if robot is placed at any different locations.

Dauphin et al. [10] brief about the implementation, evaluation, and design of a
system for mini-bots. They use ROS 2 on top of RIOT and aim to reduce gap between
robotics and IoT. Their research work investigates the future of open-source robotic
platform with IoT to command mini-bots.

Reliability and Achievements of ROS 2 This section focuses on finding most
appropriate background of ROS 2 applications. In the implementation:

– We evaluate latency and throughput performance of ROS 2.
– We conduct the experiment on DDS and VPN, and compare them.
– We implement Real Time Publish–Subscribe (RTPS) communication standards,
under middleware ROS 2.

Returning to general OpenSSL library with FIPS module may refine target module’s
security and its security functions. It is emanated from research that VPN may be a
better choice for simple system architecture.

2.2 Data Distribution Services

Koksal and Tekinerdogan [11] propose a well-organized review paper. They have
done a large review of 468 papers. They introduce the study on DDS, because DDS
has a huge scope. They categorize DDS into 11 topics for a systematic study. Their
classification is shown below:

– Problems in DDS.
– Conduct, quantification, and progress in DDS.
– Execution of DDS protocol.
– DDS incorporation in WAN.
– DDS use in wireless network and mobile computing.
– Ability to communicate among different DDS vendors.
– Data uniformity in DDS.
– Security and robustness of DDS.
– Scaling-up of nodes in DDS.
– Certainty and reliability of DDS protocol.
– Integration of DDS with real-time systems (Table1).

Yim et al. [12] propose a paper in the category of DDS in real-time system. They
deal with the interoperability and heterogeneity problems in data/services/events.
Following is the description of topic given by the authors on DDS as illustrated in
Fig. 2.



Syntactic Interoperability in Real-Time Systems, ROS 2 . . . 261

Table 1 Integration of real-time systems with DDS
Research papers Years Important points

S.A. Hadiwardoyo et al. 2018 Information passing between the train wagon and station

Adding more number of subscribers does not effect

Y. Park et al. 2015 High-level architecture for vehicles-to-everything communication using
OpenSlice DDS

Experiments using SUMO v0.22.0 for traffic simulation and OMNeT++ v4.6
for network simulation

It achieves interoperability and workability of HLA features

Research affix control functions of network QoS, network conduct, and
scalability from DDS features

H. Perez et al. 2016 A point of view to use DDS and hypervisor technologies in multi-core systems
is suggested

DDS design is consistent with ARINC-analogous segregated systems

They endorse through a dossier from the energy domain

P. Bellavista et al. 2013 It is the comparison of different DDS implementations (PrismTech and RTI)

We can infer that OpenSplice has superior execution for small data

RTI scale-up adeptly due to a better accomplishment message split-up and
memory management tasks

Z. Heng et al. 2017 Application of DDS, i.e., live virtual and constructive training used in US Army

It is the real-time integration concept presented and reliability test for DDS

DDS uses Interface Description Language (IDL) which makes it platform
independent

W. Zeyu et al. 2017 Designs the test system for DDS

It is the real time integration testing presented and reliability test for DDS

M. Takrouni et al. 2017 Designed a Simulink DDS blockset

It solves the problem of manually setting up the publisher–subscriber in DDS

They also explained the XML Script to understand functioning of blockset

A. Alaerjan et al. 2017 Practical conduct of DDS using Object Constraint Language (OCL)

It defines briefly distinct layers in the DDS, i.e., DLRL, DCPS, and RTPS and
conduct of DCPS

DCPS behaviors are explained for generating entities and publish–subscribe
data

T. Chen et al. 2018 They used ARINC 653 (Avionics Application Standard Software Interface) and
VxWorks boards

DDS was integrated into VxWorks

ARINC 653 and VxWorks were integrated via AFDX bus

Setup had a delay due to VxWorks and AFDX drivers which is noticeable

DDS integration inside ARINC 653 is a difficult task according to researchers

H. Yuefeng 2018 DCPS data transmission

Experiment was conducted in VxWorks5.5 environment

Transmission of data was steady and reliable

Conclusion: DDS can be used for real-time systems

A. Alaerjan et al. 2018 DDS in smart grid

Transmission of data was steady and reliable

Conclusion: DDS can be used for real-time systems
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Fig. 2 Topic description file structure

2.3 Adaptive AUTOSAR

Adaptive AUTOSAR is a automotive software that is being used for automation of
driving, over-the-air updates, and car-to-everything architectures (Car-2-X). Here is
the literature review of Adaptive AUTOSAR. Furst et al. [13] describe Adaptive
AUTOSAR for automotive and its characteristics as well. Adaptive AUTOSAR is a
very well-suited platform for adapting and accepting the new challenges.

– It is very well suited for different software platforms.
– The mode of communication, i.e., service-oriented and signal-based communica-
tion, was inefficient for huge volumes of dynamic data.

Han et al. [1] describe TCP/IP analysis in Adaptive AUTOSAR. The average
number of ECUs in vehicles are increasing rapidly. In order to fulfill its needs,
Adaptive Platform is developed to enhance the performance of some of features of
TCP/IP. Address Resolution Protocol (ARP) cache entries should be updated based
only on ARP packets. When service is not provided by the peer at the requested
protocol or port, it should respond with RST (reset) rather than responding with port
unreachable.

3 Background Study

3.1 Robot Operating System (ROS)

In contrast to ROS 1, many proposed changes are adopted in ROS 2 as it inculcated
DDS in its architecture. ROS 2 does not require a master for publish–subscribe
communication, thus making it more secure.
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Fig. 3 Architecture Of ROS

ROS Architecture. Figure3 illustrates ROS architecture.

• Nodes: It is individualistic module of userland code.
• Topics: Identification of message/data between publisher–subscriber.
• Message:Message in ROS andROS 2 is very similar to C structs. It sends complete
table for communication. So, we do not need different interfaces.

• Publisher: Sender of the data/client.
• Subscriber: Receiver of data/server.
• Package: ROS 2 software stack is composed of packages, where each package
provides important functionality.

ROS 2 is middleware for development of small/large robots. User code is built on
top of ROS client libraries. ROS provides rclcpp for C++ and rclpy for Python as the
basic client libraries for development. Support for other languages is being provided
by the community. Client libraries are responsible for the execution of a thread,
IPC, services, parameters, console, and logging. RCL and RMW implementation
are bound by a library. RMW is the ROS middleware implementation. RMW is
responsible for different DDS implementations, QoS, and discovery.
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Fig. 4 ROS 2 file structure

ROS 2 File Structure. File structure of C++ package of ROS is shown in Fig. 4:

– build: Temporary files are generated during the build. It can be used to check the
built files.

– CMakeLists.txt: This folder contains package dependencies and how to build them,
how to generate binaries and libraries, and where to store them.

– install: It contains files to be included in its subfolders, i.e., lib and share.
– include: Stores all the necessary files/directories for building and linked in cmake.
– log: Contains information about build.
– package.xml: It tells us about the type of build and dependencies.
– src: It contains the files developed by the ROS 2 developer.

File structure of Python packages in ROS 2 is very similar to C++ package, but only
difference is CMakeLists.txt does not exist in Python package; instead, setup.py file
is used. setup.py performs similar function.

3.2 Data Distribution Services

DDS stack has three layers: Data Local Reconstruction Layer (DLRL), Data-Centric
Publish–Subscribe (DCPS), and Real-Time Publish–Subscribe (RTPS). DCPS is
compulsory for interaction of DDS components. DLRL is a discretionary layer.
RTPS supports interoperability between different DDS layers. DDS architecture is
depicted in Fig. 5. DCPS contains modules, and each of the modules has multiple
classes for its operations.

• Domain Module: It manages various DDS modules through domain ID differen-
tiation. It has the following classes.
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Fig. 5 Architecture of DDS

– DomainParticipantListener (interface)
– DomainParticipant
– DomainParticipantFactory

• Publisher Module: It aids publication.

– Publisher
– Publication type specific classes
– PublisherListener (interface)
– DataWriterListener (interface)

• Subscriber Module: This module contains all the support for subscription.

– Subscriber
– Subscription type specific classes
– Subscription type specific classes
– DataSample
– SampleInfo (struct)
– SubscriberListener (interface)
– DataReaderListener (interface)
– ReadCondition
– QueryCondition

• TopicDescriptionModule: It specifies topic objects and specifies quality of service
for them has the following classes.

– TopicDescription (abstract)
– Topic
– ContentFilteredTopic
– MultiTopic
– TopicListener (interface)

• Infrastructure Module: This module contains the abstract classes and interfaces,
which are used by the different modules. It assists interoperability between the
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application and the Data Distribution Service. Interaction between DDS and appli-
cation may be event- or state-based. It contains the following classes.

– QosPolicy (abstract, struct)
– Listener (interface)
– Status (abstract, struct)
– WaitSet
– Condition
– GuardCondition
– StatusCondition
– Entity (abstract)
– DomainEntity (abstract).

3.3 Adaptive AUTOSAR

The software platform, AUTOSAR Adaptive Platform (AP), provides a software
stack for development of automotive and other ECUs. AP offers high computing
functions and communication and offers flexible software design based on software-
oriented architecture (SOA), e.g., to support software update over the air, distributed
architecture, hybrid and central fusion. Figure6 shows the modules of AP which are
listed below.

Fig. 6 Physical architecture of Adaptive AUTOSAR
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• AP uses Operating System Interface (OSI) rather than building its own OS. OSI
is POSIX compliable interface. Adaptive application (AA) shall use PSE51 as an
OSI. Scheduling is also defined under POSIX standard, and OS provides multi-
threading and multi-process support. AP provides “freedom of interferences”
among functional clusters and adaptive application. Multiple processes can run
together, and multiple instance of a single process can run in different address
spaces.

• Execution Manager (EM): It is responsible for start and shutdown of application.
It views all the functional clusters and an application as well. EM is responsible
for application life cycle.

• Communication Module (CM): It is responsible for IPC and application interac-
tion. There is no direct communication between adaptive applications.

• RESTful Communication: ara::com and ara::rest are used for communication
betweenAAs. It ensures interoperability with non-AUTOSAR clients, as an exam-
ple ara::rest service can transfer data with a adaptable client and vice versa.

• Persistency: It provides mechanism to store data and makes available Key-Value
Storage, File-Proxy Storage on the device, and the combination of two. Persistent
data is always private to each application.

• Time Synchronization: TS performs synchronization between adaptive applica-
tions, ECUs, and other entities.

• Update and Configuration Management : It handles all the update request. Its
function is same as to dpkg or YUM in LINUX.

• Diagnostics: It perceives ISO 14229-5 (UDSonIP). ISO 14229-5 is based on ISO
14229-1 (UDS) and ISO 13400-2 (DoIP).

4 Motivation

• Hussain et al. [4] propose a detailed study of various issues in IoT like scalabil-
ity, interoperability, heterogeneity, quality of service, and security. The proposed
research work focuses on heterogeneity.

• In automotive industry, “interoperability between ROS 2.0 and Adaptive
AUTOSARwill bring two heterogeneous softwares to communicate among them-
selves to increase automation, efficiency, and ease of development.”

• This research provides a lot of innovative ideas with DDS.
• It will be boon to the students and researchers as it will give them a direction
and quick start in world of autonomous vehicles. There is only a limited literature
available for the Adaptive AUTOSAR and ROS 2.

• This work will not only help in automotive but also make the us aware scope of
DDS.

• Adaptive AUTOSAR and ROS are having high cohesion and low coupling. AAs
are developed independently on different machines and OS. So, there is a scope
of syntactic interoperability if DDS implementation is carried in IPC of ROS and
adaptive.
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Fig. 7 Case 1

Fig. 8 Case 2

5 Approach

After the ROS 2 is integrated with DDS and Adaptive AUTOSAR is also adopted
the DDS standard. Many papers in the literature propose the idea and feasibility of
syntactic interoperability between ROS and Adaptive AUTOSAR. Figures7 and 8
give an idea of communication between ROS 2 and Adaptive AUTOSAR by con-
sidering two different cases with first on the same machine and second on different
machines, respectively.

5.1 Communication Management in Adaptive AUTOSAR:
Network Socket

AP can be depicted as follows in Fig. 9.
Layer named ara::com is responsible for AA communication. Service-oriented

communication, i.e., in addition to the operating system such as intra-/inter-machine
communication, is also carried out by com layer.

Illustration of application registry and discovery services in adaptive is shown in
Fig. 10.

Language binding is carried out by a source code generator that is provided by
the service interface definition (ARXML) file. It defines how service is translated
into available identifiers by implementing target language characteristics. ARXML
is the interface description and fed as input to tools for code generation. It is strongly
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Fig. 9 Socket approach of Adaptive AUTOSAR

Fig. 10 Service registry and discovery of an application

typed, i.e., all arguments are pre-defined. Network binding in ara::com can be using
SOME/IP (default), IPC using DDS, or other transport layers.

Network binding in ara::com can be using SOME/IP (default), REST, DDS or
other Transport Layers.

5.2 ROS 2 Publish–Subscriber

The following steps may be followed for workflow in ROS 2

– Create the ROS node: Initialize the ROS client library you want to use and create
node using create_node() method.

– Publish it: After the contents and parameter of ROS topic is decided, we publish
it.

– rmw and rmw_implementation: ROS message is converted to DDS message and
published.

– Adaptive Platform understands the message and decodes it.
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Fig. 11 Plug and socket approach for connection

5.3 The Connection

Figure11 shows the view connection. We explain the connection using plug and
socket approach, where either of ROS or adaptive can act as plug/socket.

6 Results

We have conducted many experiments with the talker and listener scenario in our
system and observed the results on the samemachine and differentmachines. The fol-
lowing results have been achieved. Figure12 depicts the talker and listener instances
on a same machine.

We compare RTPS and UDP based on different parameters as shown in Fig. 13.

– Reliability: It is measured as overall consistency of a protocol. It is shown that
UDP is an unreliable protocol, whereas DDS offers abstraction on TCP/IP or UDP
and is reliable protocol.

– QoS Setting: It is observed that DDS offers Process Interface Management (PIM),
configuration, and interoperability. It can use both TCP and UDP and can have a
large set of QoS setting as well.

– Latency: It is observed that UDP has less latency over an unreliable network, but
if we want to offer reliability in the protocol itself, the latency of DDS is the same.

– Interoperability: The pub–sub concept itself was designed to solve the problems
of interoperability. By having different configurations, it can communicate.

– Complexity: DDS is easier to implement because of abstraction it offers.

Figure14 shows talker and listener instances on different machines.
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Fig. 12 Running instances of ROS on single machine

Fig. 13 Comparison of DDS (RTPS) and UDP

7 Conclusion and Future Work

– It is possible to connect two different software stacks using DDS.
– IPC implementation in both ROS 2 and Adaptive AUTOSAR needs to be imple-
mented for syntactic interoperability between ROS 2 and Adaptive AUTOSAR. It
is clear from the study of ARINC 650 [14, 15] that there is a need to have build
support DDS inside your software.

– DDS can be implemented on top of unreliable protocol like UDP, but it offers
reliability setup over it. It can use unicast or multicast, depending on the network.
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Fig. 14 Running instances of ROS on different machines using Ethernet cable

– Interoperability is solved usingDDSby using differentmechanisms, QoS services,
shared space, etc. DDS is easier to implement due to abstraction. It also offers
implementation in many different programming languages.

– Our research gives full conceptual view on DDS, AP, and ROS 2. Even more
softwares can be integrated according to need of the future.

– DDS in Fog Computing: If we want to shift our computing from cloud to edge,
interoperability could be a major challenge addressed by DDS. Fog computing
is also another critical part of autonomous vehicles in remote areas, large farms
using autonomous vehicles in a slow connection.

– As the number of IoT devices are increasing day by day at a very fast rate, DDS
can solve such interoperability and heterogeneity problem.

– We feel that DDS will bring a revolution in IoT in the near future.
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IoT-Enabled Water Quality Monitoring
System

G. Kanagaraj, T. Primya, K. Sashi Rekha, C. Vinothini and P. Anitha

Abstract In case of water quality monitoring, smart solutions are gaining more
importance with communication technology. By using a specific equipment, the
quality of water is tested on each attributes like minerals, temperature and so on.
This process consumes more time to complete for the given sample. This paper
contains twomain activities. In application side, a detailed survey on recent work has
been carried out to perform smart water quality monitoring in terms of application,
communication technology used, and types of sensors employed. The next is by
using controller with inbuilt Internet connectivitymodule tomonitor parameters such
as temperature and turbidity using low cost and less complex smart water quality
monitoring system. The system contains an appropriate webpage for enhancing the
user convenience on the deviation of water quality parameters.

Keywords Arduino · Ethernet shield · ThinkSpeak · Turbidity sensor

1 Introduction

Due to the enormous sources of pollutants, ensuring the safety of water is considered
as a major challenge. Water over exploitation of natural resources is the main cause
for it. Water pollution to a large extend is due to the rapid industrialization and
agricultural growth. Sometimes, the problem is aggravated due to the non-uniform
distribution of rainfall. To determine the quality of water, individual practices play a
major role [1].

The point and non-point sources of pollution tend to adversely affect the water
quality, which includes discharge from sewage, industrial discharge, agricultural
fields’ run-off and run-off from urban. The next level sources of water contamination
include droughts and floods and user’s lack of awareness and education. To maintain
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the quality of water resources, user involvement needed in the areas such as hygiene,
storage of critical elements, disposal ofwastematerials and environmental sanitation.
Diseases can spread through poor quality water, which may lead to death and also
socio-economic progress hampers [2].

In order to provide data, contents such as define real-time conditions and trend
happenings are taken into account at specified locations and ordered intervals. The
aim of water quality monitoring through online contains critical water quality mea-
surement parameters such as physical and chemical properties, microbial, to identify
parameters deviations and supply early warning hazards identification. The monitor-
ing system provides actual time investigation of data composed and suggests suitable
corrective measures [1].

2 Automated Water Quality Monitoring System

2.1 Using Raspberry PI

The use of raspberry pi along with Arduino kit helps in the storage of data in a Secure
digital card (SD card) and then inspected when the memory is full or at a periodic
time. The data sent from the sensors are collected from the Arduino and the raspberry
pi stores the data along with the time in a specified format for retrieval. This type of
storing the data and analysing it in a periodic interval are possible if the water quality
is measured for a small range or it is measured near to the analysis area.

Drawbacks

The raspberry pi can be used as a storage for the sensor data but there is no constant
maintenance of the values when the tanks are placed at a distance. And if there are
more than one storage places, SD card should be provided to all the places and the
collection of SD cards after memory is full or it should be done at periodic intervals.
This is a difficult task [1].

2.2 Digital LCD Display

The digital LCD form of display can be utilized for viewing the values that are read
from the sensors. This LCD display helps in the real-time monitoring of data that are
produced by the sensors. Any change in sensor value can be seen and the rectifying
steps can be taken within minutes. The LCD display is a module connected to the
Arduino. Sensors provide data to the Arduino and Arduino helps in viewing the data
in the LCD display. LCD display can be mounted on the central maintenance or the
place where there is a constant maintenance of the tanks.

Drawbacks



IoT-Enabled Water Quality Monitoring System 277

For a small project with one/two storage spaces, it is easy to manipulate the data
from the LCD display. But it cannot be maintained for a large scale like colleges as
there are more number of storage tanks. Thus, the usage of LCD display appears as
a major drawback [3].

3 IoT-Enabled Water Quality Monitoring System

Water is utilized for numerous activities such as utilization, gardening, and travel,
which may concern mainly on the water quality. The water quality monitoring
is essential, which includes numerous substance parameters like alkaline, redox
potential, conductivity, dissolved oxygen, ammonium and chloride ion amount.

The existing systemwill observe thewater bodies, and it is agreed that themethods
used in laboratory are too unhurried to develop a running response and it does not
provide a planeof public health fortification in real time.Owing to the infinite increase
in output of the global industry, and the over-utilization of terrain andmarine property,
the excellence of water available to public has been deteriorated deeply.

The overall decrease of water quality has internationally contributed with the
high use of fertilizers in farms and other chemicals in sectors like withdrawal and
production. Water is an important necessitate for human endurance and there must
be mechanisms position in place to powerfully analyse the quality of water that has
been offered for drinking in urban and municipality. The accessibility of superior
eminence water is overriding to prevent water-borne diseases as fit as recovering the
worth of life. The surface water monitoring improvement in network is an essential
element in the evaluation and fortification of water quality. A prototype is developed
for easy to mount expertise by which the diverse surface water value indicators can
be considered [4].

With the help of Ethernet shield, the details will be uploaded constantly in real
time from the Arduino board. The management and upload of this data to cloud and
the daily report will be published in the website specially designed for this project.

3.1 Architectural Design

Figure 1 shows the architectural design of IOT-enabled water quality monitoring
system which consists of the subsequent key components (Fig. 2).

3.2 Implementation

The implementation of quality monitoring is explained by the flow chart given in
Fig. 3.
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Fig. 1 Architecture design

Fig. 2 Architectural view
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Fig. 3 Implementation
design

4 Components Involved

4.1 Data Retrieval

The data retrieval is amodule to collect all themeasurement data at a periodic interval
from the storage and sent it directly to the Arduino. This module can only collect
the data. It cannot do further processing from the data collected. The further process
with the data can be taken care of the Arduino board. The data retrieval is done using
different types. Here, we use the sensors to collect the data from the storage tanks.
The sensors are connected to the Arduino and programmed in a way that the entire
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sensor sense the environment at the time of filling of tanks and sent the sensed data
to the Arduino. The model diagram for the data retrieval is shown Figs. 4, 5 and 6.

Fig. 4 Arduino connection to temperature sensor

Fig. 5 Data retrieval from temperature sensor
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Fig. 6 Data retrieval from other sensors

This is the connection of the Arduino with the temperature sensor that can send
the temperature of the water at the particular time. The measurements are sent to the
Arduino and it is then uploaded to the cloud.

4.2 Ethernet Shield Connectivity

To connect the Ethernet shield with Arduino hardware and PC, the Ethernet shield is
placed firmly on the Arduino hardware. An Ethernet shield stacked on the Arduino
hardware is shown. The Ethernet shield can be connected to a network router, or to
computer, using an RJ45 cable (Figs. 7 and 8).

An Arduino board is linked with Internet using Arduino Ethernet Shield 2. The
WiZnetW5500 provides a complex stack consist ofmutual TCP andUDP. It supports
up to eight concurrent socket relations. TheEthernet library is second-hand to inscribe
sketches that join to the Internet by means of the shield. The Ethernet Shield 2
connects to an Arduino board with long wire-wrap headers throughout the shield. It
keeps the pin arrangement intact and allows a different shield to be stacked on the
peak of it.

4.3 ThinkSpeak–Cloud Connectivity

The cloud architecture used to store the data here is ThinkSpeak. The collected
information from the sensors is then send to the Arduino where the records are sent
to cloud services with the aid of Ethernet shield.
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Fig. 7 Ethernet shield connectivity

Fig. 8 Arduino with Ethernet shield

The statistics is maintained in the cloud and the periodic information is sent to
the management team in that particular area who maintains the water quality system.
Any deviation in measurements is intimated to the team in order to take quick actions
(Figs. 9 and 10).

ThinkSpeak is an IoT analytics podium service that allows aggregating, visualiz-
ing and analysing survive statistics streams in the cloud. It gives immediate visual-
izations of facts posted by the devices to ThingSpeak. To performMATLAB code in
ThingSpeak, carry out online examination and dispensation of the data as it comes
inside. ThingSpeak is worn for prototyping and evidence of idea IoT systems that
need analytics.

ThingSpeak Key Features
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Fig. 9 Cloud inculcated with IOT

Fig. 10 ThinkSpeak with IOT

The key capabilities of ThingSpeak include the capability to:

• Simply configure devices to convey data to ThingSpeak by means of trendy IoT
protocols.

• Envisage the sensor data in real time.
• Collective data on-demand beginning third-party sources.
• Use the power of MATLAB to make sense of your IoT data.
• Scamper IoT analytics repeatedly based on schedules or actions.
• Example and construct IoT systems without location up servers or initial Web
software.

4.4 Website Creation

The website is created to provide easy maintenance and to get the real-time values
updated as a graph so that the management can easily view the current situation
happening in the place where this project is set. The site is done offline and site
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Fig. 11 Water level sensor

is hosted in the heroku hosting platform. Heroku, a container-based Platform as a
Service (PaaS) in cloud.

The developers use Heroku to organize, administer and extent modern applica-
tions. Its platform is graceful, supple and effortless to use, offeringdevelopers the sim-
plest path to getting their apps tomarket. It is completelymanaged give developers the
liberty to centre on theirmiddle creation lacking the disruptionofmaintaining servers,
hardware, or communications. The Heroku understanding gives forces, equipment,
workflows and linguist sustain, all considered to improve developer efficiency.

In this heroku hosting the heroku hosting customer for windows have to be down-
loaded from the executive site. Then once setting up, the command line can be worn
for easy hosting after login in the command prompt.

5 Hardware Requirements

5.1 Water Level Sensor

Without any affecting parts, the liquid plane sensor calculates the fluid level in tanks,
reservoirs and in its surroundings. The sensing probe element comprises of an extraor-
dinary wire cable which is accomplished for truthfully sensing the exterior level of
almost any fluid, together with water, salt water and oils. Sensor element is electri-
cally insulated and secluded from the water into which it is inserted, and will not
deteriorate in the overload of time. Contrasting other sensors, the quantity range is
changeable from a few cm to a few metres. The appraisal is reported back as an ana-
logue voltage ranging from 0 to 3 V where 0 V represent the non-immersed sensor,
and 3 V represents the highest water level (Fig. 11 and 12).

5.2 Temperature Sensor

It includes a humidity sensing component, a NTC temperature sensor and an IC on
the reverse side of the sensor. The humidity sensing component is used to measure
humidity, which has two electrodes with dampness holding substrate among them.
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Fig. 12 Temperature sensor

Fig. 13 Temperature graph

The conductivity of the substrate varies or the resistance among these electrodes
varies as the humidity changes. The variation in resistance is calculated and processed
by the IC which makes it prepared to be converted by a microcontroller.

To assess temperature, NTC temperature sensor or a thermistor is used. A thermis-
tor is a changeable resistor that varies its resistance with variation of the temperature.
This type of sensors is finished by sintering of semi conductive equipment such as
ceramics or polymers in order to supply overweight changes in the resistance with
just tiny changes in warmth. The term “NTC” means “negative temperature coef-
ficient”, which income that the confrontation decreases with augment of the high
temperature (Fig. 13).

5.3 Turbidity Sensor

In a fluid, turbidity is the quantitative enumerate of pending particles. It may be soil
in water or chocolate flake in favourite milk shake. While chocolate is somewhat
so wanted in our drinks, soil particles are completely undesired. There are several
manufacturing and family circle solutions that make use of water in some or other
way keeping aside the moveable purposes. A car use water to unsoil the windshield,
a power plant desires it to cool the reactors, washing machines and dish washers
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Fig. 14 Turbidity sensor

Fig. 15 Arduino UNO

depends on water like fish. How does this equipment get to be familiar with concern-
ing the turbidity? The nature’s evolutionary contribution of senses to discover soil
in the water, but what about washing machines? No eyes to see, no tongue to taste,
no skin to feel but just a plastic body with some buttons and motor inside. How does
it so elegant to work as per soil deferment? Turbidity sensor, which the length of
with a micro controller unit, takes care of turbidity capacity. It is craft with synthetic
and some metal-alloy traces, turbidity sensor uses light to put across in sequence in
relation to turbidity in water (Figs. 14 and 15).

5.4 Arduino Uno

ArduinoUno is amicrocontroller board based on theATmega328P. It includes 14 dig-
ital input/output pins, 6 analogue inputs, a 16MHz quartz crystal, a USB connection,
a power jack, an ICSP header and a reset button. TheATmega328 on theArduinoUno
comes pre-programmed with a boot loader that allows uploading innovative code to
it devoid of the use of an external hardware programmer. It communicates during the
original STK500 procedure. The board can be power-driven via the USB connection
or with an outside power supply. The power source is particular by design. It can
activate on an external contribute from 6 to 20 volts. If it is complete with less than
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7 V, the 5 V pin may used to supply less than 5 volts and the board may become
unbalanced. The use of more than 12 V, the voltage regulator may overheat and
injure the board. The suggested range is 7 to 12 V. Arduino/Genuino Uno contains
quantity of facilities for communicating with a computer, another Arduino/Genuino
board or other microcontrollers. The ATmega328, provides UART TTL (5 V) serial
communication, is accessible on digital pins 0 (RX) and 1 (TX).

5.5 Ethernet Shield

Arduino board is used to connect the Arduino Ethernet Shield 2 with the Internet.
The WiZnet W5500 provides a network stack capable of together TCP and UDP.
It chains up to eight concurrent socket connections. The Ethernet library is used to
inscribe sketches that attach to the Internet by means of the shield (Fig. 16).

The Ethernet Shield 2 connects to an Arduino board with long wire-wrap headers
from end to end the shield. It keeps the pin layout unbroken and allows a different
shield to be stacked on apex of it. The current modification of the panel exposes the
1.0 pinout on rev 3 of the Arduino UNO Board. It has a paradigm RJ-45 connection,
with an incorporated line transformer and Power greater than Ethernet enabled. It
gives an onboard micro-SD card slot, it can be used to store files for helping over
the network and it is well-suited with the Arduino Uno and Mega using the Ethernet
library.

Fig. 16 Ethernet shield
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6 Software Requirements

6.1 Arduino IDE

For a compiler, a program for Arduino may be printed in any programming language
that produces binarymachine code for the objective processor. It gives a development
surroundings for their microcontrollers, AVR Studio and the newer Atmel Studio.

6.2 HTML

To create Web pages and Web applications, Hypertext Markup Language (HTML)
is the standard markup language The Web browsers, obtain HTML documents from
a Web server or from local storage space and provide the permit into multimedia
Web pages. Hypertext Markup Language defines the constitution of a Web page
semantically and initially included cues for the exterior of the document. HTMLmay
embed programs written in a scripting language such as JavaScript which affects the
performance and substance of Web pages. Insertion of CSS defines the appear and
design of content.

6.3 CSS

Cascading Style Sheets, referred to asCSS, is a trouble-free design language intended
to make things easier the process of makingWeb pages reasonable. CSS controls the
colour of the text, the style of fonts, the spacing among paragraphs and it explains
how columns are sized and laid out.

6.4 Bootstrap

For faster and easierWeb development Bootstrap is an authoritative front–end frame-
work. It too comprises HTML- and CSS-based design templates for familiar user
interface components like Dropdowns, Alerts, Modals Typography, Forms, Buttons,
Tables, Accordion, Carousel Navigations, Tabs, and many other as well as optional
JavaScript extensions.
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7 Summary

The result of the proposed project lies in developing a water monitoring IOT set-up
with a website linked to the set-up to provide a real-time management of the quality
of water. The scope of the project lies in integrating the hardware sensors using
Internet of things and the software part of the website. It also helps all the people
in management team to know the current status through the website. The use of the
website hosted is very helpful in monitoring the quality of water and ease of use.

8 Snapshots

See Figs. 17, 18 and 19.

Fig. 17 Data retrieval
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Fig. 18 Website creation

Fig. 19 ThingSpeak water monitoring
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Energy-Efficient Routing-Based
Clustering Approaches and Sleep
Scheduling Algorithm for Network
Lifetime Maximization in Sensor
Network: A Survey

Rajiv R. Bhandari and K. Rajasekhar

Abstract Along with number of problems associated with WSNs, one of the major
issue we chose to study is their clustering topology and energy utilization techniques.
Both these parameters are very much responsible in determining the life of nodes,
quality of service, delay in data transmission, etc. So, it is very important to examine
the cluster-based routing protocols and energy optimization protocols. The cluster
routing is based on the selection of cluster head nodes for data transmission, and the
parameters which are used for the making of an optimized network mainly depend
on number of nodes, position of base station, and the network size. So, a well-settled
cluster is tried to be designedwith the studyof various algorithms early proposed.And
for energy optimization of network, we studied “sleep/wake-up” algorithm, which
makes the nodes sleep during its ideal mode and wake it up when data transmission is
to be done.With this sleep/wake-up algorithm important point to be kept an eye is the
delay during this shifting between sleep and wake up or making sure that the selected
path should not be engaged as well as it must be shortest path from base station. So,
based on these two protocols, various papers are studied, and the comparative result
of this protocol in various scenarios is carried out.

Keywords Routing · Clustering · Wireless sensor network · Sleep/wake up

1 Introduction

InWSN, network is formed by sensor nodes that are aligned arbitrarily or in immobile
manner according to the network application [1]. The typical working of WSN is
that the sensor nodes sense data and transmit it to neighbor node or to sink node
within network or outside the network which totally depends upon the application.
Since this sensor nodes are running on the battery, and hence, due to this limitation
of energy, it must be optimized in order to give a better durability of these sensors. So
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sensor nodes are designedwith consideration parameters like tiny node size, minimal
costing, etc. These are considered in order to improve the efficiency of sensors and
also make the network fast and steady. So, to overcome such network issues we
come with the comparative study of many algorithms so as to make a fully optimized
network which is smart as well as responsive when needed. For this, we are mainly
looking forward to two types of protocols one is cluster-based routing protocol and
another one is sleep/wake-up protocol.

In routing based cluster protocol most of the time depends on network structure
and can be roughly divided into two categories: hierarchical and uniform routing. In
a uniform topology, all nodes accomplish same jobs and have same functionalities of
every node within network. In this topology, data communication is achieved in hop-
by-hop, flooding, and gossiping manner. In a hierarchical topology, different nodes
performed different tasks and are well organized in cluster according to specific
requirements or metrics. Generally, there is cluster head along with other member
ordinary nodes, and all are arranged in hierarchical levels. The communication and
data processing are carried out by a monitoring node called as cluster head node
(CH), and all other nodes are called as member nodes and are used for sensing the
information. Among many routing protocols which are used in WSNs, low-energy
adaptive clustering hierarchy (LEACH) is the classic one. Here, we are making
comparative study of various such routing protocols. And we have also made a study
based on sleep/wake-up protocols too, which aims to minimize idle processing time
[2]. In order to study sleep/wake-up protocols, adjustments of sleep and awake time
for sensors during particular period are important to study. Basically, during ideal
state of node, the energy supplied is wasted as during this ideal time it won’t transmit
any data. Hence, the motto of sleep/wake-up scheduling is to minimize or make the
adjustment in wake time of sensor. These methodologies for wake-up methods are
classified into three types: (1) on-demand, (2) synchronous, and (3) asynchronous. So,
the comparative study of various algorithms associated with the energy optimization
and time scheduling is also done here.

1.1 Clustering and Routing in WSN

The basic structure of standard cluster consists of number of sensors (for data cap-
turing and analysis) and transceiver (to transmit data through gateway node), power
source (mainly batteries), sink node (to sense data and communicate with base sta-
tion), and many other parts. Figure 1 shows a simple cluster-based network. In
intra-cluster, the communication is done between a node within a cluster, but in
inter-cluster, communication is carried out between one cluster head with other and
with the sink. This is to be done so as to save significant energy required for all
the nodes. With the use of these techniques, we can make communication between
clusters so that all the nodes need not to be active all the time and also the range
of particular base station is increased as nodes from one cluster can communicate
with other node within different cluster. This technique is very useful in making an
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Fig. 1 Cluster and routing
system

efficientWSN routing. Moreover, this technique allows not only reduction in routing
tables calculations for both CH selections as well as for member nodes selection but
also making the bandwidth reusability possible.

Here, in this figure, we can see the inter-cluster and intra-cluster communication
is done. It makes a system energy efficient as we can see we do not need all this node
to be awakened, and the range of particular cluster is extended.

Calculation for the cluster head selection depends on its score, as nodewith higher
score has priority to be elected as CH and other nodes join this CH in its proximity.
The calculation of score is done by the following Eq. (1).

score(v) ←
number of neighbours∑

i=1

1

dist2(v, i)
(1)

In Eq. (1), the score of node v is calculated. Basically, the selection depends
up to two metrics-node degree (defines number of neighbors in cluster range) and
node centrality (centrality of a node among its neighbor). Cluster head formation is
dependent on the value of this node v calculated from the neighboring node, and if
this distance is small, ultimately, the value of score(v) is increased and this value also
depends on the number of nodes (proportionally increases). So, we can say node v
is more likely to be CH and creates the intense network. For applications, creating
more closely compacted clusters is very supportive to group nodes in close locality.

The basic steps involved in cluster routing are shown in Fig. 2.
Figure 2 shows the complete procedure of the clustering process algorithm in

which the selection of CH is calculated by using the following equation:

CHprob = MAX(Cprob ∗
(
Eresidual

Emax

)
, pmin) (2)

where Eresidual is current energy of node and Emax is maximum energy. It is to
note that the value of CHprob should fall below pmin. After this, the while loop is
iterated (from Fig. 2). Up to step 8, the node decision took place means whether
the node will become a CH or will join any other CH. Next iteration is performed
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Fig. 2 Clustering process

after collecting the coded and doubled value of CHprob from pervious iteration level.
When the CHprevious reaches value 1, the respective node will terminate the loop.
So, termination of node with higher energy level will be done prior to other nodes
with lower energy. After successful execution of 17–20 steps, member nodes having
lower energy level will join the deterministic CH. But, it is to be noted that during
this complete cluster formation, every deterministic CH or candidate CH can send
CH_msg only once. Hence, like this, we can form the more efficient routing protocol
for WSN.

1.2 Sleep/Wake-up Algorithm

Another protocol is sleep/wake-up protocol, which is mainly used to make system
energy efficient. In this protocol, the nodes are made sleep while in its ideal mode,
means it consumes very less amount of energy. In order to make system energy
efficient, during this ideal mode, the node won’t transfer any data but wakes up
whenever needed with very low response time. The sleep/wake-up algorithm mainly
depends upon the duty cycle. Figure 3 shows the duty cycle working of node.

In this figure, we can see how the sleep andwake-up switching is done. The packet
transmits and receive is donewhenever required after listen and in rest of the time, the
node is in ideal state or sleeping state. Energy inMAC-based sleep/wake-up protocol
is determined by its sleep time. In time slot TR , for some period, time interval is given
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Fig. 3 Duty cycle of node

as (1−waketime)×TR . A new node will be in sleeping phase for entire time length,
and during this interval, there will be no transmission of data taking place. The time
interval for this protocol is given as:

t = E(0)TR

T
× d

where T stands for frame duration and d is for duty cycle.
In this system, energy saved by each node can be calculated as:

Esave =
E(0) × TR × d × Pidle ×

[(
ng−1
ng

)2×nh
]

T

where Pidle represents power consumption of node during its ideal state. And the
power of “n” number of nodes can be easily calculated by multiplying the above
energy-saving equation with this number of nodes, i.e., “n” [3].

Based on these two protocols, we have studied number of papers which have done
research on same topics.

2 Literature Survey

2.1 Worked Based on Clustering Protocols

This paper presents a study of WSN clustering protocols in order to make more reli-
able and optimized network. Various routing indoor and outdoor network protocols
are presented in below section.

Amjad et al. [4], in that paper, presented a quality of service-based routingmethod
for heterogeneously clusteredWSNswhich is donebyusingnodeswith different level
of energies and also having different initial energy. So, minimal energy is the point to
be calculated in order to achieve the energy optimization of network. The simulated
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results show improvement in terms of network life, consistency, throughput, and
delay minimization.

Kang et al. [5], in that paper, presented a distributed delay-efficient scheme named
DEDAS-D to address the MLAS problem in duty-cycled WSNs. DEDAS-D cov-
ers two new algorithms for data accumulation, tree construction, and scheduling.
This method while addressing MLAS problem gives better simulation results like
reduction in data aggregation, and delay of DEDAS-D is reduced by 50.95%.

Zhou et al. [6], in that paper, proposed a new clustering protocol in which the
relay nodes are used to share the load of the cluster heads, and for energy optimiza-
tion, they proposed an improved PSO algorithm which improves the efficiency of
cluster structure for longer distance coverage. The improvement in cluster energy
management is successfully shown by simulation results.

Wang et al. [7], in that paper, presented a load-balancing and routing protocol
which is a multilayered and multihop routing protocol. Although TLCBMH have
more message and protocol complexity than RDCA, but still, they both have similar
clustering power. In this TLCBMH-based process, the base station access is done via
multihop frequency and it makes the system robust. The result comparison of both
these techniques shows that the TLCBMH provides better service as it does not lose
any clustering ability.

Deepa et al. [1], in that study, presented a routing algorithm analysis with or
without data aggregations called as hybrid hierarchal cluster-based secure (HHCS)
routing algorithm. The method provides good level of nodal level security as it con-
sists of both group key and pair wise key. Also, it reduces traffic of the network using
data aggregation method. The comparative result with LEACH algorithm showed
that this HHCS algorithm is more secure as well as more energy efficient.

Sreevidya et al. [8], in this paper, suggested a new energy monitoring and opti-
mization technique for cluster-based routing protocol. In this algorithm, mainly, the
energy in data transfer is optimized and end-to-end delay is also optimized, which
increase overall lifespan of network. The comparative results with that of AODV
protocol show that the life of nodes is enhanced after implementation of this new
protocol.

Gnanambigai et al. [9], in this paper, suggested a new hybrid algorithm in order to
reduce the energy of system and improve the durability of system and they called this
system as QBLEACH. This algorithm limits the usage of number of active nodes
for transmission of data which is done in order to reduce the energy required to
transmit the data. The simulation results precisely describe the energy required to
transfer data, and accordingly, the distribution is done. Depending upon this energy,
the distribution path and the number of nodes selection are done which ultimately
improve the life of sensor as well as the better energy optimization is observed.

Behera et al. [10], in this paper, defined a best-suited cluster for IoT applications.
This algorithm works in the selection of shortest path for data transmission and also
selects minimum distance between the active cluster heads. This method gives very
efficient results by optimizing lot of energy while transferring data to base station
or vice versa. They also proved that the results obtained from this protocol are quite
better than that of HEED, PEGASIS, HEER, and TEEN.
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Xiao et al. [11], in this paper, introduced the 6LoWPAN hierarchical routing
protocol which is based on a switched hierarchical structure. In this protocol, the
transport path is merged with the IP address which stores very small amount of
routing information. In this protocol, the data can be transferred from any node
within cluster as well as outside the cluster to another node of different cluster even
cluster in like a node. Another benefit of this protocol is that even if any node gets
fail, then the network failure will not affect as data will be passed through another
node. The compared result with the traditional RPL protocol shows that the HCPR
has faster efficiency of transmission and has less storage of routing information.

Shaha et al. [12], in this paper, defined the new routing protocol for optimizing
the routing path for transmission of data from cluster head to respective nodes and
finally to sink. And if the node is in direct contact with sink, then the information
will be directly sent to sink itself. They used shortest path algorithm to define the
most optimized path and faster delivery of packets. They also grouped the nearby
nodes in such a way that all these nodes are combined to form a greater network.

Acharjee et al. [13], in this paper, suggested a modified hierarchical cluster-based
routing protocol which works in reducing the load on themesh point portal and group
heads. In this algorithm, they introduced helping nods for cluster head, means in case,
if the cluster head fails, then this assistant cluster head will take the responsibility
of the defined CH node. This algorithm is mainly useful for large area network and
hence is more independent and reliable and also gives more throughput than older
network. The result of this algorithm has much better throughput for larger network,
but for less number of nodes, packet delivery ratio is less than that of HWMP, but
for larger number of nodes, it provides lower PDR than BATMAN algorithm.

Misra et al. [14], in that paper, surveyed the clustering-based algorithms based
on the state of art. Comparative study based on energy competence, cluster stabil-
ity/reliability, and loadbalancing is carried outwith respect to this proposed algorithm
and other algorithms. This algorithm serves and educates in terms of clustering tech-
niques which is a concern for both military and civil applications. This algorithm is
utilized for various applications like security surveillance, environment monitoring,
and healthcare system.

Lenka et al. [15], in this paper, suggested a cluster-based rendezvous routing pro-
tocol.With respect to this algorithm, the clusters are structuredwithin the rendezvous
area in order to achieve scalability and to maintain network load. To find the sink
position, not only cluster heads are part of communication, but also nodes are not
involved in sink selection. But, in other protocols like LBDD, ring routing, railroad
and rendezvous routing protocol, all the nodes inside the virtual infrastructure are
involved in transmitting the information from source to sink and vice versa. But, in
this proposed strategy, only cluster heads establish the efficient route to send the data
to the sink.

Pant et al. [16], in that paper, proposed a routing algorithm which is based on
multihop routing technique and uses an EEBCDAmethod. In this work, sensor nodes
along the network are divided into unequal grid as on EEBCDA and this division is
done in such a way that grid which is away from the sink has a larger size and has
more number of sensor nodes within this network. The formation of grids and the
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structure of this grid are well elaborated in this framework, also, the path for the hop
is defined, and all these works improve the stability, coverage, and overall lifetime
and efficiency of network.

Based on the above study, the following algorithms are compared with each other
as given in Table 1.

2.2 Worked Based on Sleep/Wake-up Protocols

The study of sleep/wake-up protocol is very important as it deals with the energy
optimization of network node. It is important to study because many times the node
may be located at remote geography, so many times it is not possible to keep a watch
on supply, and network may get interrupted due to power cutoff. So, to avoid such
issues, sleep/wake-up protocol is an healthy approach to extend the life of power
source by making node sleep while it is in ideal state and wake it up when data is to
be transmitted. Here is some part of the study done based on this protocol.

Ye et al. [2], in that paper, suggested a self-adaptive sleep/wake-up scheduling
algorithm. In prior works, the duty cycle technique was used, which fails to deliver
the expected result in terms of both packet deliverywait and also energy optimization.
But, the suggested system is fast enough and energy efficient too as it is not based on
duty cycling. The proposed technique is corroboration for learning-based technique,
in which each node decides its individual role means weather it will sleep, listen, or
transmit data for particular time slot and in distributed manner during each time slot
in a decentralized way. Hence, this paper discourses a good knowledge regarding
sleep/wake-up algorithm, and the results lead to energy efficiency of system as well.

Panahi et al. [17], in that paper, worked on the power consumption of base stations
(BSs) by the use of sleep/wake-up algorithm. For base stations (BSs) of a hetero-
geneous network (HetNet), energy-proficient sleep/wake-up protocol is suggested
using a fuzzy Q-learning (FQL). This system works by monitoring the BSs, means
the less used BSs will get switched off in accordance with the local traffic profile,
required area coverage, and cell EE, and all this leads to energy efficiency of system
as less number of nodes are active. Their result shows much improvement in energy
consumption.

Kovásznai et al. [18], in that paper, proposed a satisfiability modulo theories
(SMT) validation forWSNs, which is used in and is based on sleep/wake-up schedul-
ing algorithm for solving various network issues. This method can only be used with
optimizationmodulo theories (OMT) which is anotherWSN sleep/wake-up schedul-
ing. They addressed the energy optimization issues by using graph standards and
examined their associations with the degree of challenge for OMT solvers.

Panahi et al. [19], in their paper, proposed a methodology for energy conservation
inWSN.They used device-to-device (D2D)-based communication in order to enlarge
the network coverage area so that the area of which the BS is not inworking condition
also gets network service. An energy optimization is also done with the help of this
methodology.
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Lin et al. [20], in this paper, elaborated the use of body area networks (BANs)
which enable the data exchange and monitoring between wearable/implanted
devices. Due to lack of channel fluctuation consideration in many previous tech-
niques, the improper information is inefficient in a BAN. Along with this, channel-
aware polling-based MAC protocol CPMAC is also used which heals the network
failure or loses of packets issues. These techniques trigger sensors to spread or receive
data whenever the channel is sufficiently strong to promise fast, steady, and more
unfailing transmission. This is really very important problem-solving techniques
having very efficient results.

Latif et al. [3], in their paper, proposed a communication protocol for small area
network like home. Thismethod targets to solve issues like energywastage during the
idle heeding, crashing situation, and overhearing processes. The suggested algorithm
performs various tasks like reducing the energy of each node, eases communication
for stable traffic, and provides adaptive regulated load for fluctuating traffic load.
The results based on this MAC protocol give better results as compared with other
older techniques.

Alhalaf et al. [21], in that paper, presented an energy cross-layer design for WSN
which theynamed“green task-based sensing” (gTBS) scheme. In the suggestedgTBS
techniques, they blend the sleep and wake-up techniques with power adjustment
which active or evoke the active nodes. The use of gradient-oriented unicast technique
helps to get over the synchronization issue of data transmission, diminishes network
traffic issues, and reduces the whole general energy utilization of the network. The
result output shows the improvement in network energy.

Vaiyshnavi et al. [22], in their proposed paper, specified a scheduling method
called (LECSA) load and energy consumption-based scheduling algorithm. In this
algorithm, the cluster heads have the power to decide the path for data transmission,
means based on the certain calculations, the CH will derive the nearest active node
which transfers the data. The dynamic selection of nearest node is calculated by using
an energy balanced tree construction, and this schedule is dependent on load and
residual energy at that particular moment. The improvement by use of this algorithm
is seen in the result obtained.

Kuo et al. [23], in their paper, elaborated the working ofWSN using asynchronous
sleep-wake scheduling algorithm. This method is an effective tool to optimize the
overall energy consumption as this method defines the sleep schedule for sensor
nodes. The proposed system is designed with combinations of two algorithms which
are asynchronous sleep-wake schedules and opportunistic routing called ASSORT.
The simulation results with the use of ASSORT lead to lifetime extension.

Zheng et al. [24], in their paper, proposed an organized method for designing
asynchronous wake up of sensor nodes for an ad hoc network. This work revolves
around power management with consideration of two factors: on slot-bases and on-
demand bases, combining these factors gives better overall power enhancement. This
algorithm addresses various wake-up problems and forms an efficient network.

Kumar et al. [25], in their paper, tried to solve the problem of lesser life span of
sensors in a WSN by defining a more optimal algorithm. This algorithm not only
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results in lifetime improvement of sensor but also deals with maintaining barrier
coverage and also provides options for fault-tolerant connectivity.

Zhang et al. [26], in this paper, introduced a general intermittent energy-aware
(IEA) and (EH-WSN) energy-harvesting wireless sensor network platform. The sys-
tem works as it adopts a double-stage capacitor structure to make sure node’s syn-
chronization without energy harvesting, and an integrator is used in order to achieve
ultra-low power measurement. Number of experiments is performed to verify perfor-
mance of IEA in terms of life and reliability of network. The results of IEA platform
utilized show ultra-low power consumption and high accuracy (Table 2).

3 Conclusion

This paper offers protocols which make relative study and give appropriate solutions
for various WSN issues. But, among various network problems, the main concentra-
tion of the study is to find appropriate cluster routing protocols and the sleep/wake-up
protocol for more optimized network. The main motto of this study is to make them
more reliable and energy-efficient network, and after this study, the utilization of
more trusted protocol is done in the future implementation. The comparison of these
two protocols with the other parameters used in optimization of WSNs is shown in
graphical manner as follows:

From the above study, we come to know that we can design an optimized andmore
reliable WSN by working on these two parameters (cluster routing and sleep/wake-
up). Other parameters like network lifetime, security, and data gathering also play
important part in making healthy WSN, but these two play a very durable and more
efficient role in terms of network lifetime betterment and energy management, as
we can see with the improvement in these two protocols, the overall improvement in
WSN is seen.
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Table 2 Comparison of the various algorithms is done here

S.
No.

Name Author Algorithm/techniques used Results

1 A self-adaptive
sleep/wake-up
approach for
wireless sensor
networks

D. Ye 1. Sleep/wake-up protocol
2. During each time, the
slot packet transmission
depends upon the node

The proposed
system doesn’t
work on the duty
cycling algorithm,
instead it uses an d
sleep/wake-up
algorithm for more
optimized network

2 Green
heterogeneous
networks via an
intelligent
sleep/wake-up
mechanism and
D2D
Communications

F. H. Panahi Fuzzy Q-learning (FQL)
and device-to-device
(D2D) communications

The results are
more optimized for
small area network

3 Investigations of
graph properties
in terms of
wireless sensor
network
optimization

G.
Kovásznai

Optimization modulo
theories (OMT) and
satisfiability modulo
theories (SMT)

With the use of this
OMT solver, more
graphical optimizes
criteria of WSN are
gathered

4 Green
heterogeneous
networks via an
intelligent power
control strategy
and D2D
communications

F. H. Panahi Fuzzy Q-learning (FQL) Result of their
proposed method
leads them to
achieve an
operative
energy-optimizing
sleep/wake-up
system

5 Channel-aware
polling-based
MAC protocol for
body area
networks: design
and analysis

C. H. Lin Channel-aware
polling-based MAC
protocol CPMAC

The result shows
that improvement
in polling periods
improves energy
efficiency
adaptively

6 Improved
scheduling
algorithm using
dynamic tree
Construction for
wireless sensor
networks

M. P.
Vaiyshnavi

(LECSA) load and
energy-consumption-based
scheduling algorithm

The results
obtained are more
efficient as
compared with
other
sleep/wake-up
protocols
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Journey of Wireless Communication

Vignesh Parameswaran and M. Shanmugasundaram

Abstract Development of mobile communication is rapid, with different methods
and techniques being introduced in wireless communications. The next few pages
will dealwith the detailed studyofwireless cellular technologies—first, second, third,
and fourth generations eventually leading to the fifth generation as well. This will
visualize the evolution from analog system transmissions to digital transmissions
which brought the usage of audio, graphics, video, etc. The evolution also gave
rise to Internet on the cellular mobile phones which were once realizable only in
computers through broadband connections. With improved technologies, we saw the
development of fourth-generation cell phones which harnessed the use of LTE. The
world is moving very fast, and the corporates involved in mobile communications
are in a strong tussle to achieve the fifth generation of mobile networks which will
shift the world’s entire way of functioning from autonomous vehicles to IoT and
many other things which could be seen only as part of sci-fi movies.

1 Introduction

The exchange of data which can be in any form between points that are not connected
physically is wireless communication. It helps us avoid the recurring cost incurred
in setting up physical means of communication such as cables. It is the fastest devel-
oping field in the world today. This development has been triggered by the need of
employing the major use case of wireless communication—voice transmission, to
be accompanied by video, packet, and data transmission on the air. There was a time
when there used to be research conducted to increase the capacity of wired lines.
This has reached a point wherein the world is researching on increasing the capacity
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of the wireless modes [1] of communication to accommodate the fifth generation
of wireless communication so-called 5G. As there are limitations in increasing the
bandwidth and maintaining power requirements, research is widely carried out on
the types of signal transmission and the signal processing methods used in receiver.
Due to rapid increase in the number of mobile subscribers, many issues such as
congestion, low speed, and low bandwidth are faced. But above all this there are
many advantages of wireless communication as well which include saving cost of
installation of cables, saving time of installing the same, and at the time, instance
creating mobility of devices connected to a network. But wireless communication is
not only restricted to the cellular communication part. It also includes radio satellites
which are used to communicate across the world as well as the networks which work
inter-continentally. Even though we have come this far in the evolvement, there is
still scope for perfection. The journey of coming to the fifth generation of networks
is very long, and many researchers and companies have had to give in to the needs of
the present world. Those who could not adapt were left back. For instance, Nippon
Telegraph and Telephone (NTT) were the first to start a commercial cellular network
which was automated in 1979 creating huge popularity which went to become the
first nationwide 1G network in Japan. NTT is still at the forefront in the world in
revenue terms. Nordic Mobile Telephone (NMT) was an early 1G network mostly
used in Nordic countries. As the NMT specifications were free and open, many com-
panies tried their recipes and companies like Nokia, Ericsson, andMotorola [2] came
to the fore in manufacturing communication equipment. Some of these companies,
however, could not survive the retail market beyond the 2G networks because they
could not adapt to the changing needs of the people in cellular phones. And then
came many other mobile operating systems which were all outclassed by Android
and IOS. Chipmanufacturing companies like Qualcomm,MediaTek, Broadcom, etc.
have had their share of successes till date. As 2G evolved into 3G, people started
expecting more and eventually came 4G which changed the outline of the cellular
market. The corporates involved in the development of 4G dished out all companies
surviving on 2G and 3G, and it has come to a stage where service providers like
AT&T, Verizon, Jio, etc. have either completely shut down the GSM network-related
infrastructure or are in the process of phasing it out soon. As companies started
cashing on the success of 4G, a survey claims that more than 54% of the companies
involved in technology and as service providers have started developing technologies
for 5G with 16% already partially deployed.

2 Evolution of Mobile Cellular Networks

Wired communication using landlines and setting up public switched telephone net-
work (PSTN) is considered the most reliable source of communication wherein we
see very good speech quality and high-speed broadband services. Cable television
providers still use wired systems from their control room because of the quality and
reliability in spite of being costly. The evolution of the mobile cellular networks has
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been phenomenal, and lots of scene changing episode have made this field evergreen.
It was presumed that satellite phones first used for communication between boats will
become a sensation, but this vision was proved wrong by the upcoming discoveries
in the wireless ocean.

2.1 First Generation

This generation ofwirelessmobile communications supported communicationwhich
was only analogue in nature. Theywere used predominantly for voice. They improved
on earlier systems by providing automatic switching, handover of calls to different
cells thus using the cellular concept. Japan’s NTT paved way to different adapta-
tions by different operators in various countries. NMT was the first system to sup-
port automated handover and international roaming. This was used in most parts
of Europe. AMPS from USA and total access communication system (TACS) from
Europe (ETACS) and Japan (NTACS) were more successful. These systems had only
a major difference in channel bandwidth with AMPS deploying a 30 kHz channel
whereas NTACS deployed 12.5 kHz and ETACS used 25 kHz [3]. A quick summary
can be seen in Fig. 1.

AMPS used frequency division multiple access (FDMA). Subscribers were
assigned a pair of voice channels (forward and reverse) for the duration of their
call. AMPS had a coverage of 2100 square miles. It had only ten base stations. Each
of them had height of antenna tower around 150–550 ft. They mostly deployed a
frequency reuse pattern of 7 cells with 3 sectors for each cell. The Federal Commu-
nications Commission (FCC) allocated the spectrum to two operators per market in
USA. Each operator supported a total of 416 AMPS channels and assigned 20 MHz
of spectrum, in each market. Of the 416 channels, control information was sent in 21
channels and the remaining 395 channels for voice traffic. Control information was

Fig. 1 Major first generation cellular systems
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sent using frequency-shift keying (FSK) and frequency modulation (FM) at higher
frequencies typically 150 MHz and above was used for the transmission of analog
voice. Such typical systems had a lifetime of a decade from 1980 to 1990. The rate
at which data was sent was around 2.4 Kbps. When such 1G phones started get-
ting popular, the number of people who started using it rose to 20 million by 1990
which meant an astonishing growth rate of around 40%. It has bad voice links, less
capacity, more noise interference, not so reliable handoff, and susceptibility to eaves
dropping by hackers. Also the phones were big in size and had a poor battery life.
Even after 2G came into picture, such systems were used as a fallback network by
service providers and also for providing roaming between different operators with
incompatible 2G systems.

2.2 Second Generation

This generation evolved mainly due to hardware platforms depicting increased pro-
cessing abilities. It also aimed toward efficient voice communication only but adapted
digital modulation in contrast to 1G systems. This shift also increased the system
capacity through use of digital speech codes which were efficient spectrally, thus
deploying time or code division multiple access to multiplex many users on the same
frequency channel. It could also realize frequency reuse due to better digital mod-
ulation, coding, and equalization techniques. Better speech codecs and signal-level
processing also improved voice quality. Security was also worked upon in 2G to pre-
vent eavesdropping through simple encryption techniques which differed for every
channel access and known only to mobile station and the infrastructure.

Global System for Mobile Communications (GSM), IS-136 TDMA, and IS-95
CDMA systems were the prominent cellular systems in this generation among many
others. IS-95 was used mostly in some parts of Asia and North America. IS-136,
touted as a digital improvement over AMPS using 30 kHz channels, was a TDMA-
based system.However,GSMwas themost used technique andwidely adaptedwhich
went on to becomea standard.GSMis also basedonTDMA, andone200kHzchannel
is time shared between 8 users in different time slots [4]. It used Gaussian minimum-
shift keying (GMSK) for modulation because of its ability to provide constant enve-
lope andproviding efficient use of the spectrumalongwith goodpower characteristics
[5]. GSM did not stop here and went on to provide numerous services. Short mes-
saging service (SMS) was one of them, and this does not describe at all. Besides
voice and SMS, circuit-switched properties started to get imbibed. Around middle of
the 1990s, European Telecommunications Standards Institute (ETSI) that had taken
charge of the GSM standard introduced GSM Packet Radio Systems (GPRS) as a
stepping stone toward increasing the data rates. The architecture for GSM and GPRS
was almost the same in the signaling links and also usage of the same bands as well
as slots in time. GPRS could garner average data rate of 30 kbps. GSM also got a
further push during the early part of 1997 in the data domain with the innovation
of Enhanced Data Rate for GSM Evolution (EDGE). EDGE could increase the data
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rate to around 59 kbps per slot by addition of the 8 PSK scheme of modulation. This
was almost 3 times as that of GPRS. Practically EDGE could provide average user
rates around 100 Kbps.

CDMAwas claimed by Qualcomm in 1989 as a more efficient and higher quality
technology. The unique property which it provided was the usage of same frequency
at same timebymanyusers. It used a 12.5MHzbandwidth to transmit a voice signal at
around 9.2 Kbps. Other advantages include every cell using same frequency channel
in turn simplifying the planning for frequency and increasing the capacity. It was
also instrumental in the innovation of a mobile station able to connect to a new base
station before the disconnection from the previous one which was referred to as soft
handoff [6]. It also was able to provide one dedicated channel for data at 9.6 kbps
which went on to become around 14.4 kbps later on. CDMA was instrumental in
the fast transition to 3G through newer versions like CDMA2000-1X and EV-DO
thus challenging GSM which was undertaking a subtle evolution through GPRS and
EDGE to 3G.

2.3 Third Generation

The second generation improved voice capacity and quality and began data support
for Internet. But the circuit-switched way was inefficient for data providing low data
rate. Hence, the need for third-generation systems to provide increased data rate
and advanced services and applications was felt thus triggering the International
Telecommunications Union (ITU) to invite proposals for such systems. It laid out
criteria such as 2 Mbps in fixed, 384 Kbps in pedestrian, and 144 Kbps in wide area
vehicular environments. There were parallel evolutions going on in the GSM and
CDMA trackwhichwere carried out by consortiumbodies for standards calledThird-
Generation Partnership Project (3GPP) and 3GPP2 (spearheaded by Qualcomm),
respectively [7].

CDMA2000-1X was 3GPP2’s first bet (here 1X implied that it uses same band-
width as IS-95). As it provided specifications less than the standards set, it was
referred to as 2.5G. CDMA-1X increased capacity by doubling the number of for-
ward channels as compared to previous 64. In contrast, 3GPP was created as a con-
sortium of 6 regional standards in telecommunication. The 3G system based on the
evolution of GSM was Universal Mobile Telephone Service (UMTS), indigenously
developed by ETSI. The characteristics of UMTS were a core network (CN) which
provided routing, user management in addition to switching. It also comprised of
UMTS Terrestrial Radio Access Network (UTRAN) and the User Equipment (UE).
UMTS was consistent with the architecture used for GSM/GPRS. It is described in
Fig. 2. The air interface used wasWide-band CDMA (W-CDMA) inspired by IS-95.
The system supported 100 voice calls at the same time and maximum data rates from
384 to 2048 kbps due to bandwidth of 5 MHz.

Further additions to 3G family included EV-DO which was the first system to
deliver speeds comparable to broadband developed byQualcomm (the 3GPP2 group)
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Fig. 2 GSM network architecture

in 2002, 3years aheadofHSDPAdeployedbyGSM. It providedup to2.4Mbpsdown-
stream and up to 153 kbps upstream. The modulation and coding could be dynami-
cally adapted according to conditions byEV-DO.High-SpeedDataAccess (HSPA), a
combination of HSDPA andHSUPA (downlink and uplink), was additional enhance-
ment to the 3GPP standard. It introduced new advanced techniques such as adapting
modulation and coding according to channel conditions, fast dynamic scheduling of
packets, and hybrid automatic repeat request (H-ARQ), an improved retransmission
technique, to soft-combinemultiple erroneous retransmissions to recover from errors
more quickly. Various other additions occurred to the family which are considered
as part of 4G or 3G by different explanations which will be seen further as part of
4G here.

2.4 Fourth Generation

This generation has lots of arguments of technologies not meeting the standards set
by ITU for 4G. HSPA+, WiMAX, and LTE are some of the most prominent ones.
HSPA+ uses higher order modulation such as 64QAM and 16QAM, in addition to
multiple-input multiple-output (MIMO) wherein two transmit and receive antennas
each are used to enhance diversity, beamforming, and spatial multiplexing. It uses
dual-carrier downlink operation for doubling data rates and could enhance capacity
in addition to data rates. It also gave attention to the draining batteries of the devices
using discontinuous transmission and reception. WiMAX has many features adapted
by LTE, the most prominent one being orthogonal frequency division multiplexing
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(OFDM) [8]. OFDM can operate even when not in line of sight and can resist mul-
tipath. Its peak data rate is 74 Mbps. Support for advanced antenna techniques and
dynamic allocation of resource to a user are other characteristics of OFDM.

LTE, referred to as Long-Term Evolution, has many features inherited from
HSPA+ andWiMAX.When 3Gwas at its peak, theworldwasmoving rapidly to high
bandwidth applications such as music downloads, video streaming, and IPTV. It was
the time when smart devices started proliferating. We started using laptops, netbook
computers, large screen devices, devices for gaming, camcorders and projectors with
built-in wireless interfaces, portable media players, cameras, and other machine-to-
machine communication devices. Also service providers and device manufacturers
started cashing in on this and the need was felt for bringing the performance on wire-
less devices on par with broadband in addition to lowering the cost per megabyte of
data for the users to make the market competitive. But this had to be done using the
already existing spectrum taken up by 2G and 3G. OFDM had many advantages. It
had reduced computational complexity due to use of known FFT/IFFT techniques,
frequency diversity, was robust against narrowband interference, and had graceful
degradation of performance under excess delay. Advanced multi-antenna solutions
[9] such as beamforming, spatial multiplexing, and transmit diversity in addition
to MIMO that made the spectrum efficient, increased capacity, and made a robust
link were provided by the LTE standard. The core design to support LTE is called
Evolved Packet Core (EPC) which can be seen in Fig. 3. LTE has a capability of data
rate up to 150 Mbps. LTE-Advanced has been targeted to obtain 1 Gbps downlink
and 500 Mbps uplink [10]. With such capability, the existing 2G and 3G systems
are being planned to be phased out to free the spectrum which is captured by them.
But it is not an easy task because LTE alone cannot guarantee service in every nook

Fig. 3 Evolved packet core architecture
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and corner of the world. 2G is the best fall back network option available in this
fast-evolving industry of wireless networks.

2.5 Fifth Generation

The world has started becoming greedy. From the smart handheld devices to more
advanced use cases such as online gaming, virtual reality, artificial intelligence, 3D
4K–8K cloud and video streaming, autonomous cars, big data [11], and the most
important one which will drive all the previous, Internet of Things (IoT), the vision
forward has been just like some sci-fi movie. The extent of people realizing tech-
nology to aid in surgery and medical tracking proves the fact that we humans have
progressed to unimaginable levels. To envisage this vision, IUT has aimed for a
standard peak data rate of 20 Gbps and latency of 1 ms for 5G systems. Basi-
cally, IUT has defined 3 categories of service. They are enhanced Mobile Broad-
band (eMBB) or handsets, Ultra-Reliable Low-Latency Communications (URLLC)
including industrial applications and autonomous vehicles, and Massive Machine
Type Communications (MMTC) or sensors. As the throughput requirements have
increased enormously, a large number of new spectrum called the 5G NR frequency
bands have been allocated which work in the GHz range and some particularly in
millimeter wave bands. In addition to this, multiple access schemes, modulation
methods, Future PHY/MAC, flexible duplexing methods, and massive MIMO have
all been under research for 5G [12]. Corporates like Qualcomm, Intel, and Huawei
are actively involved in modem technology while Nokia, Cisco, ZTE, Samsung, and
Ericsson are involved in infrastructure of 5G. Companies have left no stone unturned
to safeguard their architecture or design for the 5G systems due to which details on
the architecture are only an imagination.

3 Conclusion

Every generation of wireless mobile communication intended to raise the bars set
for that particular decade. 2020 is seen as a revolutionary year in this field where we
will be able to experience some technologies which were imagined only in movies.
The journey so far has been fantabulous and will continue to be. No generation can
be considered as a winner as all of them satisfied the needs of that decade very well
in their own way and own limitations.
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A Survey on K-Means Clustering
for Analyzing Variation in Data

Pratik Patil and A. Karthikeyan

Abstract Most of the times data for certain task seems to be varying due con-
stant changes made to method of data collection as well as due to inclusion of new
parameters related to the task. This may result in false conclusion derived from data
generated and might lead to failure in task or degradation in the standard of activity
related to that task which is being monitored from that data. Clustering is basically
the grouping of similar kind of data wherein each cluster consist of data with some
similarities. Whereas most of the data is unstructured or semi-structured, and that’s
where unsupervised K-means Clustering method plays role to convert the data into
structured one’s for clustering. This paper consist of K-means clustering method
which is being used to keep an eye on such variations which are occurring in data
generated for a task when certain changes are incorporated in technique to track this
data.

Keywords K-means · Clustering ·Machine learning · Dataset · Variation ·
Analysis · Data mining · Iterations · Parameters · Eucledian · Structure

1 Introduction

Data analysis and its mining are basically related to data science field of computer
science which are the major part of nowadays technique to understand the pattern,
structure and hidden specifications of large data that is being generated by user
activities on daily basis. This Data analysis plays a major role in keeping track of this
huge amount of data and improving the application whose data is being monitored.

Clustering is the machine learning method which involves grouping of data
according to their characteristic, behaviors, and features. These data points are
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grouped such that, each data point in a particular group differs from other group
data point and shows some similarity with the other points in its own group. Cluster-
ing technique is an unsupervised MLmethod wherein input data points are clustered
into groups without any reference data about its features. These clustered data can
then be utilized to understand the behavior, pattern in these groups for better under-
standing of the problem. The clusteringmethod ofML follows unsupervised learning
procedure for training.

Unsupervised learning is themethod of training an artificial intelligence algorithm
with data that is neither labeled nor classified so as making the algorithm to work
through it without any help or guide. There are two types of clustering technique
hard clustering and soft clustering. In hard clustering, every data point in the group
either belongs to its cluster completely or partially. Whereas in soft clustering, the
likelihood of each data point to be in a particular group is assigned instead of putting
it in separate group.

Based on the task of clustering, there are different methods which can be used to
define the likelihood between the data points viz. connectivitymodel, centroidmodel,
distributionmodel, and densitymodel. Connectivitymodel takes into account the data
space exhibited by the data points and the points which are closer, are clustered in one
group. Centroid model considers the centroids defined by user and according to data
points distance from centroids they are grouped in particular group. Distribution
model works on basis of similarity of data point probable distribution (Normal,
Gaussian), whereas density model search for areas of varied density of data points
in data space.

2 K-Means Clustering

K-means clustering is an iterative technique which involves finding local maxima
during each iteration so that data points are grouped properly. For processing the
data points, first it works with formation of groups for randomly selected centroids.
Then it performs the optimization through iterative method. Whereas the groups are
formed through calculating closest distance to the centroid using Eucledian distance.

Let say there are two points,

L = (x1(L), x2(L), . . .) and

M = (x1(M), x2(M), . . .)

Then its Eucledian distance will be,

d(L ,M) = sqrt((x1(L)− x1(M))2+ (x2(L)− x2(M))2+ · · ·)
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The centroids mentioned are basically the means of the points that are assigned
to it in the cluster, which can be calculated by either random initialization method or
through selection of centroid in range of dataset values.

The Algorithm is as follows:

• First we select the number of clusters k (using different methods).
• Then select random k points which are the centroids (not necessarily from your
dataset).

• Assign each data point to the closest centroid according to distance from the
centroids, this forms K clusters.

• Now compute and place the new centroid after recalculation.
• Reassign each data point to the new closest centroid. If any reassignment took
place again repeat the step four, otherwise stop as final clusters are formed.

3 Procedure for Finding Clusters

If we use the random initialization method, then we face the issue of random ini-
tialization trap wherein the clusters formed after the iterations are unexpected and
results in improper data analysis. So to solve this issue we are using the K means
Elbow method or K-means ++ method (Figs. 1 and 2).

Fig. 1 Actual clusters expected
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Fig. 2 Cluster obtained (Random initialization trap)

Steps for K-means Elbow method to find number of clusters,

• So first start with number of clusters to be as k = 1, 2, 3… (Fig. 3).
• Calculate for each k value the Within cluster sum of squares WCSS given by
equation,

Fig. 3 Elbow method plot
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WCSS =
∑

distance(Pi,C1)2 +
∑

distance(Pi,C2)2 +
∑

distance(Pi,C3)2 + · · ·

Pi are the distance of points in dataset

This is the distance of all points in cluster from centroid which are squared and
summed.

• Now use these WCSS values for each value of k to make the WCSS plot as shown
in fig.

• Lastly, find the optimized value of k where we have almost unvarying distortion
i.e. WCSS (check the point where there is no steep descent).

4 Analysis of Data Variation Using K-Means

Many of research fields are utilizing K-means for keeping the track of data variation
happening in the data generated by particular field, wherein the number K is decided
for the expected variation understanding. The data points from previous version of
task and its further changed version are compared to get complex clustering plot for
the task.

This data can be used to keep a complete understanding of changes incurred over a
period of time and then accordingly act to handle the errors or further improvements
in the system. From Fig. 4, we can see that the plot formed show variation in terms of
cluster with respect to some parameter related to the system under analysis. Wherein
the data points are grouped into eight clusters each with varying density. Data points
in each cluster indicates the variation, for example from cluster 6 it is clear that the
data points present in it are collected from system with different versions whose
properties are related whereas in some case the variation is unique to itself example
cluster 2 and 5 wherein it has less data points from few version of changes system
and may indicate a major change in system or some serious bugs in system. This
gives researcher’s a good understanding of the system behaviors and can utilize it to
overcome the issue.

5 Advantages and Disadvantages

5.1 Advantages

Easy implementation and being unsupervised it doesn’t require any reference output
for training, i.e., based on input it finds patterns and forms cluster. For large number
of variable, it require high computational power compared to other clustering algo-
rithms. It can change clusters with each iteration thus generating new centroid for
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Fig. 4 Clustering data for variation in data points

perfect optimization. Clusters produced by K-means are almost accurate for each
data points. This method reduces the noise and spatial course.

5.2 Disadvantages

There is no unique solution for this method, as for different k value we get different
result being sensitive to local optima and initial values. Also for the K value as it is
not known properly for accurate results. Generates same size clusters mostly even
if input belongs to different size cluster. Rescaling the data can change the result in
other way. The way in which data is feed to K-means model also decides the results.

6 Conclusion

Clustering methods are the best one when something related to analyzing large
unstructured data comes up. But since it requires large amount of dataset for learning
the pattern it has its drawbacks for small database systems. In this paper, we mostly
talked regarding K-means clustering method which involves lots of iterations and try
to get optimal results but this is not efficient solution. Hence K-means elbow method
can be utilized which again requires some computation power. K-means clustering
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being unsupervised learning doesn’t require any reference output data for analysis as
is not easily available inmost system. This clusteringmethod can further be improved
by using multiple iteration for optimized value or by utilizing K ++ method which
uses elbow criteria to find optimized k. For variation analysis of data K-means seems
to be perfect method as it is simple, easy to implement and moreover it catches the
changes in system at very cheap cost compared to other algorithms. Also being sim-
ple in clustering mechanism it ignores the too small detail which is good for some
system with some exceptions where only certain issue leads to problem.
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A Review on Mobile Cloud Computing
Interoperability Issues and Challenges

Tribid Debbarma and K. Chandrasekaran

Abstract Mobile cloud computing (MCC) is the convergence of two recent tech-
nologies namely “Cloud Computing” and “Mobile Computing” with wireless net-
works as a communication backbone. There are mainly three paradigms that use
the concepts of MCC, viz. edge computing, fog computing and cloudlets. Due to
the presence of various heterogeneous hardware and software platforms in MCC,
there are many interoperability issues which create vendor/services lock-in prob-
lems, it also makes data and application portability difficult. This paper studies the
different paradigms of MCC and the challenges in making them interoperable in
heterogeneous hardware and software platforms. We have summarized some of the
MCC-based research papers and their findings. Contribution of this paper is the sum-
mary of challenges and research scopes in the field of MCC where it needs to be
addressed to mitigate the interoperability issues.

Keywords Mobile cloud computing · Interoperability · Portability ·MCC

1 Introduction

Cloud computing (CC) and mobile computing (MC) are the two most happening
technologies in the recent information and communication technology (ICT) and
computing world. Cloud computing has changed the ICT infrastructure in a great
way. The days of companies/organizations handling their own ICT infrastructure is
replaced with cloud data centres and cloud storage services. On the one hand, mobile
device technology is growing by leaps and bounds. Still, these technologies are not
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without its own limitations; e.g., CC does provide distributed services accessible
from anywhere in the world, but it has limited or no mobility. On the other hand,
mobile computing devices are having limited battery, storage, processing power and
data storage capability due to its small form factor.

MCCmerges two technologies and makes cloud computing services mobile. Fur-
ther,mobile devices are augmentedwith large cloud storage and unlimited computing
power of servers by accessing data centre infrastructure. The access to cloud server
systems can help mobile devices to save the energy consumption by different tech-
niques, e.g. by using computational offloading techniques [1, 2] and partitioning of
mobile applications at the runtime to execute the application in the mobile device
and cloud servers with dynamic/static context awareness.

Despite having many advantages, MCC has certain challenges, viz. interoperabil-
ity and portability of the cloud services in the vastly heterogeneous mobile operating
system (OS) and hardware platform, different wireless communication technology,
offloading overheads, security, privacy, etc.

This paper summarizes differentMCCand cloud computing-based researchworks
findings and highlights the research scopes inMCC, present scenario, and challenges
that need to be addressed. Specifically, the aspects of interoperability and portability
of the MCC services with data portability to the end-users are highlighted for further
work.

The rest of the paper is organized in different sections as follows: Sect. 2 discusses
the background of MCC and motivation behind this work. Section 3 discusses CC-
andMCC-relatedworks. Section 4 discusses the challenges inMCC,Sect. 5 discusses
the research scopes in MCC field including interoperability issues, and in Sect. 6,
conclusions of this review and future work are discussed.

2 Background and Motivation

MCC is the convergence of mobile computing and cloud computing. Mobile cloud
computing leverages cloud computing and mobile computing for a pay-as-you-use
manner.

According to Sanaei et al. [3] “Mobile Cloud Computing is a rich mobile com-
puting technology that leverages unified elastic resources of varied clouds and net-
work technologies toward unrestricted functionality, storage, and mobility to serve
a multitude of mobile devices anywhere, anytime through the channel of Ethernet
or Internet regardless of heterogeneous environments and platforms based on the
pay-as-you-use principle”.

There are different paradigms that are based on MCC concepts. Below, we dis-
cussed some of the extended MCC concepts that are being studied and implemented
at a different level in the industry and academia.

Edge Computing (EC): This architecture primarily transfers the processing, data
analysis, communication and other tasks from the edge gateway or the source devices
to the programmable automation controllers (PACs) instead of sending it to the cloud
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data centres. Only the large data and processing jobs are sent to the cloud systems.
This approach reduces the latency of different operations where it does not need the
service of large cloud systems [4].

Cloudlets: Computing systems connected at the edge of the Internet, which can
act as local cloud computing data centre and access point to the mobile devices
covering a small area and provides low latency computing services with a limited
area of mobility [5].

Fog Computing (FC): This term was first introduced by Cisco Systems [6]. The
concept of fog computing has been coined after edge computing. In FC, the cloud
computing is extended to the edge of the Internet. Themobile devices and IoT devices
transfer the data processing tasks into IoT gateway or fog nodes instead of directly
connecting to the cloud data centres. The availability of local gateway and fog nodes
can greatly reduce access latency of different services. The IoT gateways and fog
nodes can access centralized cloud data centres as and when additional resources are
required. OpenFog Consortium [7] formed by academic and industrial organizations
are supporting, and developing guidelines for fog computing-based systems.

2.1 Motivation

Though there are different studies which have emphasized different issues related to
cloud computing and MCC such as security, scalability, VM migration [1], portabil-
ity and interoperability [8, 9] issues. Still, there is no common industry standard till
date for MCC services interoperability and portability. The industry is yet to adapt
standard interoperable application and service frameworks. Interoperability is non-
trivial in the MCC as the hardware and application software’s of mobile devices are
vastly heterogeneous in nature. Moreover, different wireless network technologies
on which the mobile devices are connected to the cloud systems make the interoper-
ability issues more challenging and also makes it vulnerable to security and difficult
to maintain QoS.

Presently, some of the cloud services that are extended to MCC services, e.g.
Dropbox, Google Drive, etc., support storage services across different mobile OS
and device categories which end-users can access without any device/OS lock-in. On
the other hand, service like iCloud Drive mobile app-based service is not supported
outsideApple products. Voice assistant service Siri (byApple) is supported only in an
Apple-developed operating system; this creates a lock-in situation where the users of
other devices from non-Apple products cannot access such services. Here, the service
and device lock-in create a situation where the end-user may have to compromise in
his/her requirements. MCC with interoperable applications and services is the need
of the hour.
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3 Related Works

There are various studies on CC and MCC. Some of the studies’ findings have been
summarized in Table 1.

Haile and Altmann [8] studied the impacts of portability and interoperability on
the value of cloud computing platforms and their users. Their findings give us an idea
of how closed platform lock-in is counterproductive for the cloud service providers
and can be dissatisfying to the end-users.

Table 1 Summary of different MCC studies

Studies/proposed systems Proposed solutions

CloneCloud [1] Migrates application into the computational cloud with
dynamic profiling and static analysis to optimize
energy and execution time. It is designed to offload the
tasks of android-based systems to the cloudlets

MAUI [10] Computation offloading with context awareness for
decision-making

Marmalade [11] Is a cross-platform toolkit that converts the application
code to the target platform-supported format
automatically

SAMI [3] SOA-based system to facilitate application portability
prevents energy losses by using nearest resources and
provides interoperability by using MNO

Cloudlet [5] It uses virtualization techniques to mitigate the
heterogeneity problems of mobile devices. It is a small
cloud data centre that provides low latency
compute-intensive services to nearby mobile users

MOMCC [12] MNOs are used to authorize and govern mobile users to
enhance computing capabilities in the cloud platform

Mirage [13] A cloud OS that runs on top of a hypervisor. Different
portable cross-platform and applications can be
produced in the normal OS, and they can be compiled
to run in the mobile devices

Aneka [14] Architecture and platform for distributed application
development in the cloud computing. This allows to
develop cloud applications for different cloud
infrastructures

Akherfi et al. [9] A middleware to adapt cloud Web services by
transforming SOAP to REST and XML to JSON

Green Cloudlet Network (GCN) [15] A private virtual machine executes the offloaded tasks
of user equipment. The cloudlets are run by green and
with grid power as a backup

Manjunatha et al. [16] A cloud mobile hybrid application development
systems using domain-specific language (DSL) for
auto-generation of a communication link between
mobile systems and target cloud platforms
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Sanaei et al. [3] proposed a three-tier architecture based on service-oriented archi-
tecture (SOA) for MCC that provides interoperability by using mobile network oper-
ators (MNOs) and portability by utilizing SOA concepts. But the use of MNOs for
arbitration process in a continuous manner adds processing overheads. CloneCloud
[1] concept tries to resolve the energy consumption and execution time issues of
mobile devices by offloading the process into the mobile device’s clone, i.e. running
in a cloud system.

Aneka [14] is a development environment for the CC that allows to develop cloud
applications which can be deployed in various cloud infrastructures.

By providing portability and interoperability, cloud service providers can give
better leverage to the users of differentmobile platformswhich are verymuch present
in the MCC scenario.

The summary of some of the MCC studies, their proposed solutions are given in
Table (1).

4 Challenges of MCC

The challenges of MCC are inherent to cloud computing and mobile computing.
Many of the issues overlap with cloud computing and mobile computing. The aug-
mentation of mobile computing systems into the cloud computing adds additional
challenges in the existing CC issues. Table 2 provides summary of different MCC
survey studies. The major issues and challenges in MCC are listed below.

Privacy and Security: Privacy is one of the most pertinent issues in MCC, where
there is a thin line between personal/private data and data which is to be shared. So
when amobile device is connected to the CC service, its application which is keeping
the private data and shareable data within the same application’s accessibility is a
major concern of accidental and unwanted breach of those private data.

Table 2 Summary of different MCC survey studies

Studies Discussed open issues and challenges

Sanaei et al. [17] Context awareness, live VM migration, trust, security, privacy, mobile
communication congestion

Abolfazli et al. [18] Lightweight techniques, portability, interoperability, seamless
connectivity, live VM migration

Han Qi [19] Data delivery, task division, better service

Dinh et al. [23] Low bandwidth, network access management, quality of service,
standard interface, service convergence

Chang et al. [20] Privacy, SaaS design for mobile, green computing and energy saving,
mobility, architecture and infrastructure for mobile cloud

Fernando et al. [21] Mobility, mobile cloud security, incentives for surrogates

Roman et al. [22] Security issues for the edge computing
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Privacy issues ofMCC [20] have been discussed as a requirement forMCC in their
review study. Fernando et al. [21] discussed the mobile security issues as challenges
in the MCC. Roman et al. [22] in their study highlighted the security challenges in
the edge computing platforms.

The underlying security issues of cloud computing are also omnipresent in MCC.
In addition to this, the use of wireless networks introduces the security vulnerabilities
of wireless communications.

Portability: Portability issues are very much inherent in different mobile cloud
services; e.g., songs purchased through iTunes service are not compatible or portable
to other players. This service is application’s platform-dependent. They do not sup-
port outside of other players out of the box. Portability of different mobile services
among different OS vendors and hardware is still a prevalent issue which is not
addressed fully.

Interoperability: The underlying technologies of MCC are heterogeneous in
many ways. The major components of MCC are MC devices with different OS ven-
dors and versions, wired and wireless networking technologies (3G, GSM, WAN,
4G, etc.) and different cloud service vendors with proprietary architectures. Interop-
erability is of major concern to the customers of MCC as the changes in MC tech-
nologies happen very rapidly and the end customers might fall in a vendor/service
lock-in situations which are not desirable. There are some open standards and APIs
and middleware’s to support the issues. But there is still a gap in the adaptability of
any common standard by different cloud service providers.

The interoperability and portability issues and challenges have been discussed in
[21, 18].

Limitation in the interoperability among cloud services is a major issue which
creates cloud vendor/services lock-in situations where the end-users/clients are
compelled to accept compromises. The interoperability among different cloud
infrastructure and services are to be resolved in many dimensions.

5 Research Scopes

The interoperability challenges need to be studied in more detail at the academia
and industry. Primarily, interoperability issue is mainly concerned to developers
and service providers for management of IaaS, PaaS, and SaaS layers of the cloud
computing. But the growing interest ofMCC services among end-users who are non-
developers has increased the importance to extend the benefits of the interoperability
and portability of services and data towards them also. In [24], it interpreted the
interoperability and portability with five different scenarios. In this guide, scenarios
1–3 give guidelines on how to achieve the interoperability and address the issues
related to it. The scenario becomes more complex when these cloud services are to
be augmented with mobile devices. Vertical and horizontal heterogeneity [17] nature
of MCC needs to be considered on different aspects to achieve an MCC system that
supports the interoperability.
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Survey studies [17] discussed the taxonomy and open challenges issues of hetero-
geneous MCC. In their study, they have pointed out some open issues which need to
be addressed, e.g. context awareness, live VM migration, trust and security issues.

ReSTful models have been used in CC systems for achieving interoperability in
the industry and in academic studies. The ReSTful model can be integrated with
SOA into the MCC platform to achieve interoperability and data portability.

5.1 Summary

There are many studies and development of middleware and application program-
ming interface (API) taking place to provide interoperability among the services for
the management of PaaS as well as IaaS and SaaS layers, but fewer works have been
carried out for interoperableMCCapplications that serve end-users ofMCC services.
End-users needmobile applications that are interoperable across variousmobile plat-
forms, and the ability to port the data has to be incorporated in the new architectures.
Further researchworks need to be carried out for the development of frameworkswith
ReSTfulWeb services and service-oriented architecture for seamless interoperability
and portability among various MCC services.

6 Conclusions

Many research activities addressed different challenges pertaining to MCC. Still,
there is a need to develop standards and frameworks to handle the interoperability
and portability issues of MCC.

This paper discussed about the findings of different review studies and MCC
related sources. Many studies have proposed application migration techniques using
with static/dynamic profiling for optimized decision to reduce energy consumption
and augment the processing power of cloud systems. Some studies discussed on the
security and privacy issues as major challenges. But few studies have emphasized
on the portability and interoperability issues of MCC applications and services at
the end-user level. As there is still no standard industry-accepted architecture and
many cloud services vendors run homegrown platform with little interoperability
and portability to others, it has opened an opportunity for researchers to develop
semantic architectures and standards with interoperability and portability among
heterogeneous MCC technologies.

In our future work, we will develop an interoperable MCC services architec-
ture based on a combination of RESTful and SOA architecture that will support an
interoperable MCC application, irrespective of software and hardware platform.
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Filter Bank Modulation in Massive
MIMO Scenario

S. Sruthi and J. Dhoulath Beegum

Abstract Advancement in the field of wireless communication technologies
emerges as a research area of increased interest due to the recent developments
in 5G and Internet of things. Newer and better methodologies of modulation will
help to achieve efficiency in energy and judicious use of spectrum. Filter bank multi-
carrier modulation scheme in the context of 5G is a better alternative to any of the
currently deployed schemes. This promises better intersymbol interference and inter-
carrier -interference factors, and hence, it is ideal for massive MIMO scenarios. A
comparative study of FBMC system with the presently deployed OFDM scheme is
also analysed.

Keywords Massive MIMO · FBMC · OFDM · MU-MIMO · Impulse response ·
5G

1 Introduction

As per the Cooper’s law, the amount of wireless voice and data communication is
increasing at an exponential pace. The Ericsson Mobility Report forecasts a 42%
rise in mobile data traffic from 2016 to 2022. So we need to meet the continuously
increasing demand and satisfy the rising expectations of service quality. Researchers
need to turn every stone unturned to design new revolutionary wireless network
technologies.

Massive multi-input multi-output (MIMO) wireless communication refers to the
idea of equipping the cellular base stations with a very large number of antennas.
Massive MIMO is a potential technology which allows for orders of improvement
in parameters like spectral and energy efficiencies. Hence, better and efficient mod-
ulation schemes are the need of the hour. The commonly used modulation scheme
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is Orthogonal Frequency-Division Multiplexing (OFDM). But it has some inherent
disadvantages like need of a cyclic prefix code, problem of spectral leakage, etc.

Filter bank multi-carrier (FBMC) is a multi-carrier transmission approach. It pos-
sesses advantages over OFDM. FBMC does pulse shaping on each sub-carrier, and
each sub-channel is then filtered. It does not require a cyclic prefix code which
increases bandwidth efficiency [1]. It also promises good spectral efficiency and bet-
ter data rate. So the large number of users can simultaneously use the data or voice
service with minimal interference.

2 Related Work

MIMO scheme is still a widely researched arena of technologywhich needs advance-
ments in various aspects of performance, security and efficiency to be met. Introduc-
tion of MIMO as a wireless service scheme can drastically enhance the capacity and
reliability of wireless systems. The acceptance to Internet of Things (IoT), which is a
network of networks, brought in the need for better and efficientwireless connectivity
schemes.

In recent years, the focus has been shifted to a newer version of MIMO with
enhanced capabilities. Multi-User MIMO (MU-MIMO) systems employ multiple
antennas at the base station. The expensive communication components are needed
only at the base station, and the user terminals can use relatively cheap single-
antenna devices [2]. Also, the performance of MU-MIMO system is less sensitive to
propagation environment than that in the case of point-to-point MIMO.

This paper focuses on filter bank multi-carrier (FBMC) modulation. Basically,
filter bank technique is an improvement over direct FFT mechanism [3]. OFDM and
its different variants require the property of orthogonality to be satisfied among all the
carriers, whereas FBMC needs the property of orthogonality only for adjacent sub-
channels. Also, OFDMmakes use of a particular bandwidth of frequency with other
carriers, whereas FBMC uses the transmission channel associated with a particular
bandwidth to different sub-channels [4]. To put the channel bandwidth to complete
use, sub-channels are to bemodulated in such away as to adaptwith the orthogonality
constraint of the neighbours and offset quadrature amplitude modulation.

3 System Model

Massive Multiple-Input Multiple-Output (MIMO) is a promising technological
advancement that is under consideration for the fifth generation (5G) of mobile sys-
tems. But this technology requires improvement in parameters like data rate, energy
efficiency and latency in comparison with the presently deployed LTE scheme [5]. In
particular, due to the effect of considerable side-lobe interference due of sub-carriers
in OFDM, it suffers from a high spectral leakage which results in higher out-of-band
emissions (Fig. 1).
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Fig. 1 Massive MIMO
scenario

Filter bank multi-carrier (FBMC) is a 5G candidate waveform which has better
spectral properties. The requirement of synchronization in uplinks can be relaxed, and
imbibing carrier aggregation into the system becomes easy. Due to these advantages,
the technique of FBMC is being actively studied to deduct the efficiency of the
technique in practical scenarios.

In the proposed design, dm,n denotes the discrete time data symbol transmitted
over themth sub-carrier and nth time instant. The total number of sub-carriers is taken
asM. To nullify the possible interference between data symbols and to maintain the
orthogonality, the data dm,n is corrected in phase with the term ejθm,n, where θm,n =
(π/2)*(m + n). Thus, each symbol will have a (±π/2) difference in phase with its
nearby neighbours in both time and frequency by means of which orthogonality is
ensured. The output is upsampled and then given as input to the filter Fig. 2. Finally,

Fig. 2 Block diagram of the
filter design
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Table 1 Frequency domain filter coefficients

K H0 H1 H2 H3

2 1
√
2/2 – –

3 1 0.911438 0.411438 –

4 1 0.971960
√
2/2 0.235147

the pulses are shaped using the filter p(l), which has designed to be a Nyquist pulse
whichhas zero crossings at everyMth intervals [6–10].Mathematically, the technique
that is described can be depicted as follows:

x(l) =
+∞∑

n=−∞

M−1∑

m=0

dm, n am,n (l) (1)

where

am,n(l) = pm

(
l − nM

2

)
e∧ jθm,n (2)

Half-Nyquist filters are used at the transmitter and receiver ends [3]. The half-
Nyquist filter with the corresponding frequency coefficients for K = 2, 3 and 4,
respectively, is as in Table 1.

The equation which gives impulse response h(t) of the filter is given by

h(t) = 1 + 2
K−1∑

k=1

Hk

(
cos

2πkt

KT

)
(3)

where Hk indicates the various frequency coefficients for different number of sub-
carriers [11–13].

4 Results and Discussions

The FBMC modulation technique is implemented in the massive MIMO scenario.
The OFDM technique is also carried out. A comparative study between the modu-
lation techniques of FBMC and OFDM is done on the basis of spectral leakage, and
the subsequent results are obtained as follows.

The impulse response will help to get an idea about the behaviour of the system
to various inputs. The impulse response for the given filter is obtained as in Fig. 3.
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Fig. 3 Impulse response of the filter

It is pretty evident from the frequency response of the systemFig. 4 that the FBMC
system offers a lower spectral leakage in comparison with the OFDM system. The
OFDM plot shows a persistent intrusion of sub-bands in the required output band,
whereas FBMC plot shows a gradual drop in the influence of sub-bands on the main
output.

As frequency component increases, it can be observed that the spectral leakage
drastically falls off in FBMC whereas it is not so in the case of OFDM. So FBMC
is a reasonable approach for 5G systems where a large number of users and large

Fig. 4 Frequency response of the proposed system
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number of devices are to be supported. Figure 5 depicts the frequency responses of
the proposed FBMC system for varying number of sub-carriers (Fig. 6).

The response of the system for different number of sub-carriers is as plotted
above. It can be observed that when K = 2, even though the spectral leakage is poor,
the unwanted sub-bands have considerable strength. When K = 3, there is a drastic
reduction in the strength of sub-bands, which can be filtered-off with a moderate
filter. But when K = 4, it shows a very good response with minimal influence of

Fig. 5 Comparative study of FBMC with varying number of sub-carriers

Fig. 6 Comparison of system with different number of sub-carriers
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sub-bands. Therefore, it can be observed that, as the number of sub-carriers increase,
the output is getting narrower (Table 2).

It can be easily observed that, though there is a minimal difference between
the leakage values of OFDM and FBMC systems in the initial samples, but as the
succeeding samples are analysed, it becomes clear that the leakage values are very
low for FBMC in comparison with OFDM. The truncation of the required frequency
band is a demerit in case of OFDM (Fig. 7).

Table 2 Comparative study
of spectral leakage values at
different sample instants for
OFDM and FBMC systems

Samples OFDM FBMC

0.0307 0.99 0.9891

0.0368 0.9857 0.984

0.043 0.9805 0.9777

0.0491 0.9746 0.9703

0.0552 0.9679 0.9614

0.0614 0.9605 0.9512

0.0675 0.9523 0.9395

0.0736 0.9434 0.9261

0.0798 0.9337 0.9111

0.0859 0.9234 0.8943

0.092 0.9124 0.8758

0.0982 0.9007 0.8555

0.1043 0.8883 0.8335

0.1104 0.8753 0.8097

0.1166 0.8617 0.7843

0.1227 0.8475 0.7574

0.1289 0.8326 0.729

0.135 0.8173 0.6993

0.1411 0.8014 0.6685

0.1473 0.7849 0.6367

0.1534 0.768 0.6042

0.1595 0.7506 0.5712

0.1657 0.7327 0.538

0.1718 0.7145 0.5047

0.1779 0.6958 0.4715

0.1841 0.6767 0.4388
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Fig. 7 Spectral leakage comparison for OFDM system versus FBMC system

5 Conclusions

The performance of filter bank multi-carrier (FBMC) modulation in massive MIMO
scenario is studied and analysed. FBMC system is found to be advantageous since
it does not require a cyclic prefix code before transmission. The impulse response
of the filter and the frequency response of the system are plotted to compare with
the presently deployed OFDM system. Influence of sub-bands on the required fre-
quency component can be easily observed from the plot. The comparison of FBMC
system with varying number of sub-carriers is also plotted. As frequency component
increases, spectral leakage drastically falls off, and hence, inter-symbol interference
is minimal. So FBMC is a potential candidate for 5G systems. A comparative study
of FBMC andOFDM systemswas carried out, and the parameters of spectral leakage
of both systems were compared and it is concluded that FBMC system is better in
all respects over OFDM scheme. Hence, efficiency of the system in terms of energy,
spectrum, hardware, cost and resource utilization is better.
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6 Future Scope

FBMC implementation in massive MIMO is a leading research topic in the inter-
national communication research arena. One of the future works on the topic will
be to develop a scheme to combat the imminent problem of pilot contamination in
the system so as to deploy it to incorporate dense heterogeneous networks. In the
near future, the need for distributed massive MIMO will become more demanding,
and hence, a study on the same can be carried out due to the integration of Internet
of things, visible light communication and related technologies. FBMC promises to
support carrier aggregation scheme.
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Autonomous Farming—Visualization
of Image Processing in Agriculture
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Abstract Nowadays, it is important to automate the processes in farming. For effi-
cient farming,we can use embedded systems and IoTbywhich farming could become
like a video game.Robots in control aremore than a simple case study.We are demon-
strating a simple example of Ploughing in which Tractor has its own vision, through
which it can identify the boundary of the field and can plough the field without any
driver. A farmer can easily operate various farming operations on his smartphone in
just one tap. The vision is able to detect the poles on the boundary of farm, and using
image processing, camera on tractor is able to detect the colour flag on a pole, and
by detecting the colour of the pole, it is able to turn by its own and plough the field
completely and stop. We can use this concept to automate the seeding, irrigation,
weeding, harvesting, delivery, etc., depending upon the crop.

Keywords Raspberry Pi · IoT · Image processing

1 Introduction

India is growing day by day in every sector such as manufacturing and IT sector
[6]. But India is still lagging somewhere in the agricultural sector. Although the
government is doing a lot of efforts to improve productivity and so to help farmers,
they are launching new schemes, but still, somewhere we have an option to use
technology that brings us a better future. It can boost the agriculture sector by not
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Fig. 1 Different variation in lands

only making convenient to farmers, but also the agriculture department can easily
monitor productivity and can suggest the farmer in real time.

Robots represent a natural source of inspiration and a great pedagogical tool
for research and teaching in control theory [5]. Here, we have introduced with the
concept of autonomous ploughing technique in which a camera on a tractor can be
able to detect the boundary of the land and can plough the land completely without
any driver using IoT. Since lands can be of any shape, it can have variations in level
as shown in Fig. 1.

The farmer just needs to keep some poles with colour in his farm boundaries, and
then, he has to just press one button on his mobile and he can sit back and relax.
His field will be ploughed automatically by using image processing and IoT [4]. We
made a prototype which works on the same principle by interfacing Raspberry pi [9]
and IoT as shown in Fig. 3.

Wecan also automate next steps in farming such as seeding, irrigation, andharvest-
ing [2]. Automation in farming can increase the productivity of agricultural sector,
and we can actually save a lot of fuel by making electric tractor and install multiple
sensors which can monitor the production rate in real time and using IoT. This real-
time data can be accessed by Agriculture Department using cloud computing [3]. A
farmer can get the real-time suggestions on mobile app and can work accordingly.
Humidity variations and temperature variations can cause a severe reduction in the
growth of a crop [8]; thus, it is important to know that when and what a crop needs
actually. In summer, field dries very quickly; thus, it is important to irrigate the field
more frequently, whereas, in winter and rainy season, it needs water less frequently.
So, in this way, we can achieve automation in irrigation and can develop various
automated techniques in farming.
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Similarly, IoT can play a major role in connecting everything to a cloud, and in
this way, we can get the efficiency of seeds by calculating at the time of harvesting.
Also, by knowing the environmental conditions, we can improve productivity by
implementing solutions for location-based challenges [11].

An improvedversion ofmodern agriculture iswith the seedingmachine the ground
it covers is faster than human [10]. Best chance seeds have to rooter and grow now the
farming comes in the digital arena with the IoT-based system which gives data to the
farmers. The whole farming land is planted by a single human monitoring process
over a control dashboard laptop or tablet which gives us proper output with the
desired accuracy, which is in the favour of the farmer. Basically, the proper planting
depends on two parameters: proper depth of seeds and spacing between plants. In the
early stage, these two problems come in front of farmers; by autonomous farming,
we can control these two parameters.

2 Related Work

Today’s farmers are using traditional methods for farming which is the main reason
for less productivity andwastage of electricity; somemethods are introduced to over-
come these problems; automated farming robot is also a big concept in which attempt
is done to connect robotics and automation with agriculture. The main intention is
to reduce the effort of farmers encountered in the field. The main reason for using
electric vehicles is to reduce greenhouse gasses and carbon footprints.

The robots [12] are used to assist farmers in the agriculture field; the technology
used to control the system is Raspberry Pi which provides manual controlling of the
system. The system proposed is used for ploughing, dispensing, and fruit picking
[7].

3 Proposed Method

Here, we have made a prototype which has a ploughing mechanism and also a
Raspberry Pi and USB camera. As shown in Fig. 2 using OpenCV and NumPy, we
were able to differentiate between colours, and thus, we can program the tractor such
that it ploughs the complete field in a zigzag manner by detection colours on the
poles. If it detects the red colour, then it has to turn 180° right and plough the side
lane, and if it detects the blue colour, then it has to turn 180° from the left side and
again plough the side lane and so on; it completes the complete land irrespective
of field size and shape. Farmer has to just set poles on boundaries before starting
operation. And rest the autonomous tractor will do [1].

As shown in Fig. 3 if the camera detects the yellow colour, then the vehicle needs
to stop. The farmer needs to get connected with cloud server MQTT, and then, he can
turn off the ploughing in between whenever he wants. It is completely user-friendly



348 S. Thakur et al.

Fig. 2 Ploughing path

Fig. 3 Prototype

and like a social media platform where farmer is able to interact with the need of its
crops by getting information from a bunch of sensors installed on the field.

3.1 Flowchart

Here, we have demonstrated the connection ofMQTT server in which if farmer turns
on the ploughing through tractor, then it will start and take input from the camera.
The camera tells it, where to go. As shown in Fig. 4 if tractor detects yellow colour,
then it needs to stop. Colour detection: Where the camera is used to capture and
also to provide input to code. Image captured by the camera is in BGR format, i.e.
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Fig. 4 Flowchart

red, green, and blue. All digital devices use this type of input, but for proper colour
detection, we are using HSV format.

HSVmeans hue, saturation, and value where hue is colour, saturation is greyness,
ad value means the brightness of the pixel. Saturation value near means it is dull or
grey looking.

The red colour in OpenCV has hue value approximately in the range of 0–
10 and 160–180. In OpenCV, value range for three matrices is 0–179(Hue),
0–255(Saturation), 0–5(Value) or (colour), (Saturation), (Brightness).

Saturation: Saturation value represents the amount to which that colour is mixed
with white.

Value: Value represents the amount to which that colour is mixed with black.
Figure 5 shows a flowchart for image processing in whichmorphological transfor-

mation is done to remove small noises in the image. Morphological transformations
are some operation which is based on the shape of images; for this, we need two
inputs: one is original image and another input is the kernel. Kernel decides the nature
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Fig. 5 Image processing flowchart

of the operation be performed on the image. Two very basic morphological operators
are dilation and erosion. In this, we use dilation and a 5*5 kernel matrix. If at least
one pixel under kernel is one, it will simply increase colour region and reduce noise
in the image. Dilation adds a layer of a pixel to both inner and outer boundaries of
the region.

Now, contour the image previously described means differentiating each colour
with the rectangular bounded line which is called a-a contour. A simple line connects
continuous points, having the same colour or intensity. Contour is a tool mainly used
for shape detection and analysis and object detection and recognition.

4 Conclusion and Future Scope

The prototype is able to plough the field without any human effort. It is also designed
in such a way that it follows a specific predefined path by using colour detection.
Advance enhancements can be done by installing a drone in the prototype which
can fly on the field and can time to time monitor the status of crops. The drone can
provide a real-time video feed to the farmer. This can also be used to monitor land.
These drones can also be used for theft protection.
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Design and Development of End Effector
for Domestic Robots

V. Indu, Putchala Vinay, Narjala Rohith, Kuppili Puneeth and S. Pramod

Abstract The aim of this work is to design and develop efficient and low-cost
end effector for holding and handling of fragile objects, which is to be used in the
industrial automation and mainly for the purpose of domestic robots. The design
consists of three systems: the sensor system, the control module, and the robotic end
effector. Different objects have different stress-handling capabilities, when pressure
is applied on the object goes beyond the yield point, and then object either deforms
or breaks. So, the aim of this work is to utilize that strain being applied to the object
for holding the object and handling it carefully. This end effector works with a single
degree of freedom. The end effector is designed to have three grasping fingers out
of which one is stable with the sensor on it and other two fingers are attached to a
single joint with common motion to both fingers.

Keywords Robotic gripper · End effector ·Manipulation · Strain sensor
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1 Introduction

Robots are used to ease human processes; they are widely used in the field of indus-
tries and also used for domestic purposes. Household robots can perform many tasks
such as cleaning your house, mowing your lawn, and many more. Nowadays we can
see the increasing importance in industrial automation where the robotic processes
form the crux of this evolution.

End effector is designed to handle various objects of varying shapes and sizes.
While designing the end effector, object handling should be taken into primary focus
as there is a chance of contortion of the object. With this, we also need to take proper
discretion in checking its domestic and industrial needs.

The usage of mechanical grippers is the most common method of making end
effectors. Here, perpetual usage of force on the object by the end effector is used to
retain the object [1]. But thesemay not handle fragile objects without contorting them
as mechanical grippers are not touch sensitive as our human hands [2]. The usage
of programming to hold and release various objects of different shapes and sizes
with disparate touch sensitivities is a strenuous task [3]. A five-finger robot gripper
with wire, five fingers of the robot using ultrasonic motors, and various other robot
hands are being researched. These types of end effectors are tough to build because
of the intricate structure and due to the lack of assurance in safe handling [4]. The
task of handling fragile household objects such as eggs and vegetables intact is still a
challenge in today’s world. As mentioned above, the most common end effectors are
made up of mechanical linkages which follow a very rough approach in handling but
they are not very precise. The gripper is inspired from the most efficient end effector
which is the human hand [5]. The usage of polymer strings with servo motors can
be a great help in handling delicate objects but its high cost makes it unlikely for
utilizing in domestic robots [6]. The usage of depth sensor for finding the end effector
data points through the angle and position of the end effector is set [7].

The motto of this work is to develop a flexible, cost-efficient gripper that can
handle fragile objects without deformation. So the most important design objective
in our work is to utilize the strain, as it varies from object to object.

2 Working of the Gripper

The end effector developed works on a closed-loop control system, where the mea-
sured stress value from the stress sensor acts as the loop. Initially, reference stress,
i.e., stress where an object can be manipulated, is fed to the microcontroller. Now
the microcontroller generates the required PWM pulses with respect to error which
is calculated using the difference in measured stress and the reference stress. Then
the servo motor which is the actuator converts the PWM signals to the motion, where
the motion occurs in angular motion in angles (degree). As the servo is connected to
gripper, gripper moves and applies force on the object. The force is being applied in
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Fig. 1 Block diagram

the form of stress, so stress is being applied on the object, and the stress is perpetually
being cross-checked with the reference value. Every time when the reference value is
greater than the stress, that difference is given to microcontroller as shown in Fig. 1.

Themicrocontroller then feeds the pertinent PWMpulse to produce angle through
servo and which in the process is converted to stress as described above. Once
reference value is equal to the stress value applied, then the microcontroller stops
giving PWM input to the servo motor which in return emulates the same zero output
due to no input andmaintains the stable position where the object can bemanipulated
for pick and place actions.

3 Algorithm

Initialize the control pins in the microcontroller, which is used to send or receive
the data. Calibrate the sensor to reduce the error while obtaining the measured stress
value. The reference stress value of the object that is to be handled by the gripper is
initially fed to the microcontroller.

Now as mentioned in the working of the gripper, the PWM generated is converted
into angular motion, then the gripper applies force on the object. The stress that is
being applied on the object is perpetually being cross-checked with the reference
value. Every time when the reference value or the threshold is greater than the stress,
that difference is given to microcontroller.

Microcontroller unit generates thePWMpulses so that it can increment the angular
motion of servo with the angle of one degree. And the loop continues till the error in
the stress becomes zero; i.e., both the measured value and the reference stress values
are the same (Fig 2).

4 Threshold Measurement and Tabulation

Stress values where the object can be held and manipulated are measured multiple
times and are tabulated. Using the tabulated values, the average is calculated to take
that value as the reference threshold value for each object (Table 1).
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Fig. 2 Algorithm flow chart

Table 1 Reference threshold Object Stress (lbs)

Plastic jar 4.23

Small plastic container 4.81

Steel glass 4.7

Plastic water bottle 2.62

5 Experimental Results

Different objects have different manipulated stress, so to check the stable position
for holding the object the measurement was in angle (degree). So, we checked the
angular position of object with respect to stress being applied on the object. Plot of
angle versus stress is shown in Fig. 3 for plastic jar, Fig. 5 for plastic container, Fig. 7
for Steel glass, and Fig. 9 for plastic water bottle. The experiment had been repeated
multiple times to check if the stress being applied is stable. Plot of time versus stress
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Fig. 3 Angle versus stress plot for plastic jar

is shown in Fig. 4 for plastic jar, Fig. 6 for plastic container, Fig. 8 for Steel glass,
and Fig. 10 for plastic water bottle.
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Fig. 4 Stress versus time during multiple manipulation periods for plastic jar
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Fig. 5 Angle versus stress plot for small plastic container
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Fig. 6 Stress versus time during multiple manipulation periods for the small plastic container

0

1

2

3

4

5

135 140 145 150 155 160 165

St
re

ss
(lb

s)

Angle(degrees)

Fig. 7 Angle versus stress plot for steel glass
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Fig. 8 Stress versus time during multiple manipulation periods for steel glass
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Fig. 9 Angle versus stress plot for plastic water bottle
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Fig. 10 Stress versus time during multiple manipulation periods for plastic water bottle

6 Conclusion

In this paper, we introduced a simple and easy method to handle fragile objects using
their stress values. Using the reference stress values, the objects can be easily manip-
ulated to move from one position to another without deformation, and algorithm
implementation procedure has been discussed in this paper.
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Total Variation and Alternate Direction
Method for Deblurring of Digital Images

S. Rinesh, C. Prajitha, V. Karthick and S. Palaniappan

Abstract Images captured using smartphones and video cameras are recorded and
can be used anywhere and at any time. While taking a quick shot or while capturing
the moving objects, it may lead to the motion blurred images. In order to recover
the sharp images from motion blurred images, blind motion deblurring can be used.
Motion deblurring can be done by knowing both edge and non-edge ofmotion blurred
images. Edge and non-edge are the two methods used in total variation and alternate
direction method for deblurring of digital images. Step edges can be predicted and
detected by using edge-specific method. In non-edge method, it explores various
image statistics, such as the prior distributions and it is sensitive to statistical vari-
ation over different images. Both methods are used in large dataset images, but it
fails extremely in simple images. To overcome this problem, total variation (TV)
based regularization method is used which is followed by an iteratively reweighted
algorithm based on alternating direction method. To get higher results, LSED predic-
tion—based technique is employed, which first of all restores sharp edges and then
uses them to estimate initial kernel that traps the optimization of local minimum
corresponding to sharp images.

Keywords Image restoration · Total variation · Alternating direction method ·
LSED prediction based method
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1 Introduction and Related Work

The vital challenge of blind motion deblurring is that, the amount of unknown is
far larger than the amount of accessible measurements. Given a blurred image, we
would like it to figure out its sharp version and also the blur kernel.

Molina et al. [1] projected dirichlet distribution to model the blurring operate
with smoothness constraints on the improved pictures to resolve blind deconvolution
downside. MAP calculator is employed in modeling the original image [1]. Samson
et al. [2] proposed the method for image classification that is mainly based on edge
preserving regularization process. Variational model is predicted on regularization
theory and mechanical action theory [2]. Likas and Galatsanos [3] proposed the
expectation maximization (EM) algorithm reaps all the benefits of a full Bayesian
model. This algorithm provides better improvement when compared to BID algo-
rithm. Due to computational complexity and convergence assessment of markov
chain it is difficult to implement BID algorithm [3]. Koschan and Abidi [4] pro-
posed, Vector-valued techniques, which are used in detecting the edges in color
images. Fergus et al. [5] proposed, conventional blind deconvolution and frequency-
domain constraints on images. This is mainly focused on kernel estimation. But
in non-blind deconvolution method, there will be some artifacts; this can also be
improved [5]. Joshi et al. [6] projected sharp edge formula, which will be more
useful to measure blur in the restricted device resolution by estimating a sub-pixel,
super-resolved PSF even for in-focus images. If there is multi peak kernel it fails
to sight edges [6]. Cho and Lee projected quick motion deblurring. Latent image
estimation and kernel estimation are mainly used in prediction of step edges [7]. Xu
and Jiaya [8] iterative support detection (ISD) kernel refinement, TV deconvolution
model is used to handle narrow structure exist in latent images. The edge-specific
theme depends on the economical detection or prediction of large-scale step edges
(LSEDs), detection-based strategies [9], assume that sharp explanations is favored
by the distributed previous for LSEDs. The detection of LSEDs will cause the gen-
eration of a pointy version of the input blurred image, this assumption holds only
tiny windows around LSEDs. Prediction—based ways adopt sharpening filters [9]
inverse random model to revive LSEDs.

LSED detection-based strategies assume that sharp explanations area unit favored
by around step edges. LSED prediction—based way first of all restore sharp step
edges and so use them to estimate a decent initial kernel, that traps the improve-
ment into local minimum corresponding to sharp resolution. The most usually used
approach to revive step edges is that the shock filter. LSED work well for images
with straight forward textures and infrequently fail to handle extremely rough texture
pictures. The performance of edge-specific theme is greatly restricted by its inability
to recover large kind of image edges.

The non-edge-specific theme on the other hand is not designed to hold out deblur-
ring based on detection or prediction of LSEDs. Adopting image measurements to
favor sharp explanations [10], however such measurements work just only for little
variety of natural images. Marginalizing the thin previous distribution [5, 11] proved
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that this approach results in actually handling the condition that the image size is far
larger than the kernel size.

To address thematter of each edge specific andnon-edge-specific scheme, a unique
non-edge specific adaptive scheme [NEAS] is projected. NEAS is combination of
marginalization and LSEDmethod. NEAS work just for large dataset images, it fails
to handle simple images, each of those strategies is unable to supply higher results
because of lack of edges, so this makes the kernel estimation unreliable. NEAS
produces top quality of results for large dataset images. To overcome such problem,
total variation (TV) and an iteratively reweighted algorithm supported by alternating
direction method (ADM) is employed.

TV has proven to be a valuable construct in reference to the recovery of pictures
that include piecewise smooth elements. TV regularization is standard in image
restoration and reconstruction because of its ability to preserve image edges.

2 Proposed Scheme

Blind motion deblurring is an important subject to image processing community.
Image deblurring could be a well-known ill-posed inverse drawback, increasing
attention from several sectors. Image degradation process can be modeled as:

y = k⊗x + n

where,

y observed blurred image,
k blur kernel,
x is the latent sharp image,
n is the image noise and
⊗ denotes the convolution operator

To cope with such deblurring problem, many regularization techniques are used.
Total variation (TV) based regularization method uses [14], non convex first and

second–order regularization is used in this proposed method and it is given by,

min
{μ

2
‖H f − g‖22 + ς‖Df ‖v11 + (1 − ς)

∥∥D2 f
∥∥v2
1

μ > 0 is a regularization parameter. v1v2 are hyper–laplacian distribution of first
and second order derivatives. D, D2 are the finite difference operator of first and
second order. ς is the function which is used to preserve the image details in texture
and edge region which should be close to 1. ς is achieved based on eigenvalues of
the hessian matrix. Hessian matrix is used for kernel estimation.
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J
σ( fk )=

⎡
⎣ Dxx (Gσ ∗ fk) Dxy(Gσ ∗ fk)
Dyx (Gσ ∗ fk) Dyy(Gσ ∗ fk)

⎤
⎦

fk is the image with motion blur, Gσ denotes Gaussian distribution function, Dxx

is the first order derivative with respect to x, Dxy is the first order derivative with
respect to xy, Dyx is the first order derivative with respect to yx, Dyy is the first order
derivative with respect to y.

An iteratively reweighted algorithm based on alternating direction method is fol-
lowed by large-scale step edge detection method, which uses shock filter to restore
step edges in the blurred image.

2.1 Algorithm

INPUT
Blurred image g,
Hessian matrix,
Parameters μ, β1, β2, β3, v1, v2,

INITIALIZATION

f0 = u0 = g, V0 = Df0, W0 = D2 f0, ω0 = 0, λ0 = 0, ξ = 0

While stopping criterion is not satisfied do

(1) Compute Vk+1 = max
{∥∥∥Dfk + ωk

β1

∥∥∥
2
− ςkΨ1

βk

}

Dfk is the first order derivative of blurred image, ωk is the initialization according to
iterationβ1 is the parameter,ςk denotes the kernel estimation for first order derivative,
Ψ1 is the first order derivative of blurred image.

(2) Compute wk+1 = max
{∥∥∥Dfk + ωk

β1

∥∥∥
2

(1−ςk )

β2

}

(1 − ςk) is the kernel estimation for first order derivative, Ψ2 denotes second order
derivative of blurred image

(3) Compute uk+1 =
(
fk + ξk

β3

)

End while.

LARGE-SCALE STEP EDGE DETECTION METHOD
The LSED of xm is sharpened using the shock filter, xm = xm −
sign(�xm)

∑
γ ‖ fγ (xm)‖dt .

Here � is laplacian operator dt = 0.8 [7, 15].xm denotes the convolution of
Gaussian point spread function with blurred image. ‖ fγ (xm)‖ is the normalization
of gradient operation with respect to x, y.
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3 Experimental Results

The experiments on the large dataset are shown in Fig. 1. Total variation and alternate
direction method handles both large dataset and simple images. We used four images
from large dataset. In the commencement, in the first step the original image ismotion

Fig. 1 In large dataset, four images are compared. From left to right are a the sharp images,bmotion
blurred images (30,20), kernel estimation and c the output produced by our method TV and ADM
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Fig. 2 Results produced for simple image 1. From left to right are a the sharp images b motion
blurred images (30,20), kernel estimation and c the output produced by our method TV and ADM

blurred, and blurred image was restored using total variation and alternate direction
method (Figs. 2, 3, Tables 1, 2).

Fig. 3 Results produced for simple image 2. From left to right are a the sharp images b motion
blurred images (30,20), kernel estimation and c the output produced by our method TV and ADM

Table 1 Parameter analysis
for images in large dataset

Images in large
dataset

Size PSNR (dB) PSNR (dB)
[15]

Image 1 256 × 256 31.6 24

Image 2 256 × 256 26.5 24.2

Image 3 512 × 512 28.5 25

Image 4 512 × 512 30.2 26.2
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Table 2 Parameter analysis
for simple images

Simple images Size PSNR (dB) PSNR (dB) [15]

Image 1 256 × 256 33.3 24

Image 2 256 × 256 31.3 24.1

4 Conclusion

In this proposed work, total variation (TV) based regularization method was pro-
posed, which could preserve edges and the kernel estimation for motion blurred
images is done. TV method is followed by an iteratively reweighted algorithm based
on alternate direction method. TV and alternate direction method is used to handle
the images in large dataset and also on extremely simple images.
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Design of MIMO Triangular Microstrip
Patch Antenna for IEEE 802.11a
Application

M. Arulaalan, K. Mahendran, P. Prabakaran and G. Manikannan

Abstract A compact multiple-input-multiple-output (MIMO) antenna for wireless
local area network (WLAN) applications with dual-band characteristics is presented.
The proposed antenna is composed of two microstrip line-fed fractal triangular
microstrip antenna. To achieve good return and high isolation, a Z-shaped stub is
added in the ground plane. To reduce the mutual coupling and ECC, a Z-shaped
stub is added to the ground plane. The proposed antenna covers the bandwidths of
WLAN 5.2 GHz (5.11–5.23 GHz) and 5.8 GHz (5.72–5.92 GHz). A high isolation
over −25 dB is achieved for both the IEEE 802.11a bands. The MIMO antenna
return loss, envelope correlation coefficient, gain and radiation characteristics are
also investigated. The results indicate that the MIMO antenna is suitable for WLAN
applications. The geometry of the proposed dual-band WLAN MIMO antenna has
an overall size of 68 × 26 × 1.6 mm3.

Keywords Multiple-input-multiple-output (MIMO) · Envelope correlation
coefficient (ECC) · Triangular microstrip antenna (TMSA)

1 Introduction

Thewireless communicationmedium is very complicated. The signal from the trans-
mitting antenna over a wireless communication channel undergoes severe fluctua-
tions by fading the signal level, path loss, co-channel interference, etc. The bandwidth
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limitation is a major challenge to a designer in designing a system with high quality
and high spectral efficiency at low cost in single-input-single-output (SISO) system.
The two factors, improved spectral efficiency and high quality, can be achieved by
an MIMO system which is not possible in SISO system. To achieve spatial diversity
and spatial multiplexing in a MIMO system, multiple antennas are required at the
transmitting and receiving ends to improve the reliability and data rate [1]. MIMO
antennas increase the data rate and range compared to SISO using the same radio
transmits power.

MIMO can improve all forms of wireless communication system, but the design
of MIMO system is more complicated than SISO. Antennas designed for MIMO
systems require high decoupling between antenna elements, i.e., very low mutual
coupling and low correlation coefficient. In a MIMO system, antenna is an integral
part of the system.

The return loss, gain and radiation pattern are considered for the single antenna
element, but in the design of MIMO antenna, mutual coupling and ECC are the
important factors. Lower mutual coupling between antennas ensures that reliability
and data rate of the system are improved. ECC gives the information of how radiation
pattern of two antennas differs. The ECC value is zero if one antenna is horizontally
polarized and the other one vertically polarized, and similarly, one antenna radiates
toward the sky, and the other antenna radiates in ground surface. The ECC value
given in Equation can be calculated by using S parameter [1–5] without considering
radiation pattern.

ECC =
∣
∣S∗

11S12 + S∗
21S22

∣
∣
2

∣
∣
(

1 − |S11|2 − |S21|2
)(

1 − |S22|2 − |S12|2
)∣
∣
.

There are various methods proposed to reduce the mutual coupling. The simplest
method of reducing the mutual coupling is increasing the separation between the
antennas, but the drawback is the size of the antenna increases. The various methods
used for reducing mutual coupling are to add single negative magnetic metamaterials
between antenna elements [6–8] and adding stub in the ground plane [9–11], using
slot and stub technique [12] and placing antenna elements orthogonally.

Microstrip antenna has its radiating patch with different shapes namely rectangu-
lar, triangular, circular, square, elliptical, annular ring, etc. The TMSA consists of a
triangular-shaped radiating patch on the top of the dielectric material and the ground
plane at the bottom of the dielectric material. The triangular radiating patch can be
equilateral, right-angled triangle, etc.. Helszajn and James initially introduced trian-
gular patch antenna structures. The TMSA structures have less radiation loss, and
radiation pattern of equilateral triangular microstrip antenna (ETMSA) is relatively
broad.

The TMSA has the advantage of being smaller and occupies half of the metalized
area of the patch at a fixed frequency compared to rectangular, square or circular
microstrip antenna. TMSA has the advantage of reduced mutual coupling between
adjacent antenna elements in an array. Size compactnesswith high value of directivity
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can be achieved in ETMSA.Of the different patch shapes, triangular is the best suited
for space and place problem. The partial Koch is added to enhance the performance
of the ETMSA. The details of antenna design, simulated and measured results are
discussed in the following section.

2 Antenna Design

2.1 Antenna Configuration

The geometry of the proposed dual-band WLAN MIMO antenna, with an overall
size of only 68 × 26 × 1.6 mm3, is shown in Fig. 1. It is designed on an FR4
substrate, with a thickness of 1.6 mm and relative permittivity of 4.4. The antenna
consists of two triangular antenna elements with Koch fractal as shown in Fig. 1,
with microstrip, fed through ports 1 and 2, respectively. The two triangular antenna
elements are printed parallel to each other with Z-shaped stub on the ground plane to
provide good isolation between the two antenna ports. The two antenna elementswith
Koch fractal have identical dimensions with the side length a = 15.4 mm. The two
antennas are fed by a microstrip line with an impedance of 50 �. The ground plane
of the antenna is printed on the other side of the FR4 substrate. To enhance isolation
and return loss, a Z-shaped stub is added in between the ground plane of the antenna
as shown in Fig. 1. The simulation of the MIMO antenna is carried out using ADS
for optimization of return loss, gain,−10 dB impedance bandwidth, mutual coupling
and radiation pattern. The optimized dimension of SISO for dual-band IEEE 802.11a
application is extended for MIMO capability [13].

Fig. 1 Proposed layout of
WLAN MIMO antenna with
Z-shaped stub
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Fig. 2 Layout of WLAN
MIMO antenna without stub

2.2 WLAN MIMO Antennas

The dual-band antenna for IEEE 802.11a is extended for MIMO configuration as
shown in Fig. 2. The performance of the MIMO antenna is improved by placing the
antenna elements side by side separated by a small distance without stub.

3 Results and Discussion

3.1 Simulated Results

The two dual-band antenna elements are symmetric and have the same optimized
parameters obtained for the dual-band antenna. When port 1 is excited, the MIMO
antenna resonated at 5.191 GHz and 5.794 GHz with S11 value of −25.42 dB and
−33.950 dB, respectively, as shown in Fig. 3. The simulated dual-band −10 dB

Fig. 3 Simulated S11
parameter when port 1 is
excited without stub
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Fig. 4 Simulated isolation
coefficient S21 parameter
when port 1 is excited
without stub

impedance bandwidth is 160 MHz (5.08 GHz–5.24 GHz) and 20 MHz (5.72–
5.92 GHz) for IEEE 802.11a application. The simulated gains of the antenna for
two resonant frequencies are 8.7 dB and 8.2 dB, respectively. The other important
parameter in measurement of MIMO antennas is the isolation or mutual coupling
between the input ports. When port 1 is excited, the isolation value S21 is −22.38 dB
and −25.30 dB for the two resonant frequencies which are shown in Fig. 4. The
isolation value is greater than −19 dB for two bands and for the entire −10 dB
bandwidth.

The ECC plays an important role in evaluating the diversity characteristics of
MIMO system. The simulated value of ECC is 0.6. The antenna has good diversity
performance if ECC is <0.7. The simulated 2D radiation pattern for the MIMO
antenna for frequencies 5.2 and 5.8 GHz is shown in Fig. 5 which is nearly
omnidirectional.

3.2 WLAN MIMO Antenna with Stub

To enhance the isolation between the ports, Z-shaped stub is introduced in the ground
plane. The significance of the stub is compared with theMIMO antenna without stub.
There are many types of stub used for isolation, three stubs Y shaped stub, two long
protruding ground stubs and short ground strip are used for UWB application to
enhance isolation. For MIMO capability Z-shaped stub is added to the ground plane
in between the ground plane of the two antennas to further enhance isolation. The
layout of the antenna with Z-shaped stub is shown in Fig. 6. The return loss of the
antenna improved for both the bands with the help of the stub. The fabricatedWLAN
MIMO antenna front and back view is shown in Figs. 6, 7, respectively.
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Fig. 5 2D radiation pattern
a 5.2 GHz. b 5.8 GHz

3.3 Measured Results

The antenna measurements are carried by using vector network analyzer (VNAAgi-
lent N9917A). The measured value of S11 is −34 and −30 dB at 5.19 and 5.8 GHz.
The measured −10 dB bandwidth for the two bands is 120 MHz (5.11–5.23 GHz)
and 200 MHz (5.72–5.92 GHz) as shown in Fig. 8.
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Fig. 6 Photograph of the fabricated WLAN MIMO antenna—front view

Fig. 7 Photograph of the fabricated WLAN MIMO antenna—back view

Using this Z-stub technique, the measured S21 is−34, and−32 dB is achieved for
the two operating bands of 5.11–5.23 GHz and 5.72–5.92 GHz with center frequen-
cies of 5.18 GHz and 5.81 GHz, respectively, refer to Fig. 9. The measured values
with stub are −22.38 and −25 dB for the two bands as shown in Fig. 9. The increase
in isolation value is due to the fact that current is absorbed by the Z-shaped stub,
and thus, it enhances the port isolation between the antenna elements. The simulated
gain of the antenna with stub is 8.23 and 8.10 dB. The value of ECC is 0.4 due to
reduced mutual coupling. The 2D radiation pattern shown in Fig. 10 is nearly an
omnidirectional pattern. Table 1 gives the comparison of WLAN MIMO antenna
without using stub.
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Fig. 8 Simulated and measured S11 parameter when port 1 is excited with stub

Fig. 9 Simulated and measured isolation coefficient S21 parameter when port 1 is excited with stub

3.4 Summary

A printed MIMO antenna for WLAN applications is designed and developed. The
antenna consists of two identical fractal-based triangular microstrip antenna etched
on the top of the substrate. The isolation between the antenna elements is enhanced
by adding a Z-shaped stub on the ground plane. The proposed arrangement results
in high isolation with values better than 20 dB. The factors such as return loss, gain
and ECC indicate good performance for MIMO system.
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Fig. 10 Simulated 2D
radiation pattern of the
proposed WLAN MIMO
antenna a 5.2 GHz.
b 5.8 GHz
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Table 1 Comparison of WLAN MIMO antenna with and without stub

Parameters MIMO antenna
without stub

MIMO antenna with stub
(simulated)

MIMO antenna with stub
(fabricated)

Layout

−10 dB
impedance
bandwidth
(MHz)

129 & 215 128 & 205 120 & 200

Resonant
frequency
(GHz)

5.191 & 5.794 5.188 & 5.807 5.18 & 5.81

S11 (dB) −25.421 & −33.950 −48.352 & −46.879 −34 & −30

S21(dB) −27.52 & −29.48 −31.041 & −36.086 −22.38 & −25

ECC 0.6 0.4 –

Gain (dB) 8.44 & 8.66 8.23 & 8.10 –
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A Hollow Core Bragg Fiber
with Multilayered Random Defect
for Refractive Index Sensing

K. Ben Franklin, R. Kumar and C. Nayak

Abstract In this paper, we present the theoretical analysis of Bragg waveguide con-
taining a random multilayer defect. Transmittance spectrum of the proposed mul-
tilayered cylindrical waveguide is obtained by employing transfer-matrix method.
Presence of random defect structure shows multiple defect peaks in the photonic
band gap of a defect-free Bragg structure. The probability of occurrence of defect
peaks around 660–690 nm is found to be very good, and these peaks may be chosen
as a sensing element. Result shows that the transmittance of the defect peak has a
good agreement with the change in the refractive index of the core.

Keywords Bragg fiber · Photonic band gap · Gaussian distribution · Defect peak ·
Transfer-matrix method

1 Introduction

Currently, there is a great interest in the fabrication of Bragg fiber waveguides due to
its application in high-power laser systems, sensing, telecommunication, medicine,
surgery, etc. The idea of Bragg fiber was first demonstrated by Yeh and Yariv in 1976
[1]. Thereafter, feasibility study of cylindrical Bragg fibers was theoretically as well
as experimentally presented for different optoelectronics applications. Such studies
show that, the hollow core Bragg fiber waveguide structure can be a suitable candi-
date for chemical gas sensors [2], strain sensors [3], biosensors [4, 5], narrowband
transmission filter [6], optical de-multiplexer [7], etc.

Bragg fiber is a multilayered waveguide which consists of a low-index core and
a periodic arrangement of alternating high and low refractive index [8]. The electro-
magnetic wave (EM wave) propagation in the core of a Bragg fiber is done through
Bragg reflection produced by the alternating arrangement of high and low refractive
index, whereas the conventional fiber uses total internal reflection for propagation
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through the core. Optical properties of the Bragg fiber are characterized by several
parameters such as core size, refractive indices, and thickness of the cladding layers,
and hence offer a wide choice to tailor their propagation characteristics. Recently, a
design of Bragg fiber was reported, in which a liquid core Bragg waveguide showed a
photonic band gap in the transmittance spectrum, due to its alternate cladding layers
[9]. This photonic band gap is nothing but a band of wavelengths that are not allowed
to propagate through the waveguide. This band gap can be used as a sensing element
because the position of band gap and transmitted intensity depends on the core refrac-
tive index. Further studies were done by introducing a defect layer in the alternate
cladding arrangement, and a defect mode (narrow transmission band) appeared in
the band gap region [10]. Analysis shows that the transmittance of this defect mode
is more sensitive to change in core refractive index than the transmittance of band
gap. Usually, defects (randomness) in photonic structure are regarded as undesir-
able features that spoil optical quality and performances. However, they can also be
viewed as an enriching factor since, when controlled, they can be used to build up
good waveguides. In disordered structures, the wavelength region corresponding to
photonic band gap is filled with localized states (such as Anderson localization) [11],
and for such states, the magnitude of the electric field is very high. Such localized
states act as a Fabry–Perot resonator and lead to increasing transmission through the
structure.

In this work, we propose a hollow core photonic structure, where the cladding is
made by embedding multilayered random defect in the alternating cladding region.
Multilayer defects (randomness) are introduced in the cladding region by making
use of the Gaussian distribution function. The transmittance spectrum is obtained by
employing the transfer-matrix method (TMM) which was developed by Kaliteevski
et al. [12].

2 Theoretical Model

As can be seen in Fig. 1, the proposed Bragg waveguide consists of a hollow core
and the core is assumed to be filled with a liquid under observation having refractive
index, nC . The cladding region of the waveguide is mainly divided into three parts,
i.e., a randomcylindrical structure sandwiched between two hollow cylindrical Bragg
dielectric structures. The first cylindrical Bragg dielectric structure, around the core
region, has N layers of unit cell. The unit cell consists of two different materials
A, higher refractive index layer (nH ) with thickness (dH ) and B, lower refractive
index layer (nL) with thickness (dL).Whereas, the second cylindrical Bragg dielectric
structure is similar to that of thefirst one, but it hasM layers of unit cell. Layerwidth of
the sandwiched random cylindrical structure is assumed to be Gaussian distributed
with O number of layers of alternating high refractive index layer (ndH ) and low
refractive index layer (ndL).
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The performance analysis of such structure can be done by employing many
numerical techniques. But, one of the most popular techniques is the transfer-matrix
method (TMM) [13].

Using the Abeles theory, the transfer matrix for the first high refractive index layer
of the first cylindrical Bragg dielectric structure with initial position y0 (inner radius)
to other point y1 (outer radius) is given by

[
V (y1)
U (y1)

]
= A

[
V (y0)
U (y0)

]
(1)

where A is the transfer matrix of the dielectric cylinder and is given by

A =
[
a11 a12
a21 a22

]
(2)

The individual matrix elements of the same are given by

a11 = π

2
ky0

[
Ým(ky0)Jm(ky1) − J́m(ky0)Ym(ky1)

]
, (3a)

a21 = j
π

2
ky0P

[
Ým(ky0)Jm(ky1) − J́m(ky0)Ým(ky1)

]
, (3b)

a22 = π

2
ky0

[
Jm(ky0)Ým(ky1) − Ym(ky0)J́m(ky1)

]
, (3c)

a12 = −j
π

2

ky0
P

[
Jm(ky0)Ym(ky1) − Ym(ky0)Jm(ky1)

]
. (3d)

where Jm is a Bessel function, Ym is a Neumann function, k = (
ω
c

)
n is the wave

vector in a medium, c is the speed of light in free space, P =
√

ε
μ
is the characteristic

impedance, and n is the refractive index of that medium.
The final transfer matrix of the proposed Bragg structure is given by

[
V

(
yf

)
U

(
yf

)
]

= (
ABN

)
(D1 . . . . . . .DO)

(
ABM

)[ V (y0)
U (y0)

]
(4)

B, the second element of the unit cell, represents the transfer matrix of the lower
refractive index material. Dxx represents the transfer matrix of Gaussian distributed
random layers, where xx = 1, 2, . . . . . . ..,O − 1, O.

[
V

(
yf

)
U

(
yf

)
]

= (F)

[
V (y0)
U (y0)

]
(5)

The coefficient of reflection for the proposed waveguide can be calculated with
the help of the final transfer matrix, F.
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rd =
(
F́21 − JP0C

(2)
m0 F́11

)
+ JPf C

(2)
mf

(
F́22 − JP0C

(2)
m0 F́12

)
(
−F́21 + JP0C

(1)
m0 F́11

)
+ JPf C

(2)
mf

(
−F́22 + JP0C

(2)
m0 F́12

) (6)

F́11,F́12,F́21,F́22 are the matrix elements of the inverse final transfer matrix F́ and

C(1,2)
mx = H

( ′
1,2

)

m (k1y1)

H (1,2)
m (k1y1)

, x = 0, f (7)

where H (1)
m and H (2)

m are the Hankel function of the first and second kind. Using
Eq. (6), the reflectance is calculated as R = |rd |2, and the value of transmittance,
T = (1 − R).

3 Results and Discussions

Let us now present the transmittance spectra for the proposed waveguide in 600–
725 nm region. We shall focus on the case of 0th azimuthal mode. Figure 2 shows
the calculated transmittance spectra for ten possible 32-layer Gaussian distributed
random annular defects (i.e, O = 32), whose thickness values are calculated for
mean = 250 nm and sigma = 60 nm and are listed in Table 1. Here, we have chosen,
N = M = 32, nH = 1.8, nL = 1.5, dH = 100 nm, dL = 100 nm, ndH = 3.2, and
ndL = 1.5.

Fig. 2 Transmittance spectrum for 10 different permutations with random defects
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(b)

(a)

(c)

Fig. 3 Transmittance spectra as function ofnC a between600−725 nmb around675.8 nm c relation
between nC and transmittance at 675.8 nm

One can see from Fig. 2, that a large number of defect peaks, or so-called local-
ization of light, appear within the photonic band gap of a defect-free structure. The
localization of light is obvious and it is caused due to the presence of random layers.
Moreover, the probability of occurrence and transmittance of defect peak around the
region 660−690 nm is found to be very high. Therefore, these defect peaks can be
employed as a sensing element.

To find the effect of change in core refractive index, we examine the transmittance
spectra of the first defective structure in Table 1 and is depicted in Fig. 3. It is
interesting to see from Fig. 3a that, for different core refractive index, a narrow
defect peak having different transmittance appear around 675.85 nm.The defect peak
intensity increases with increase in the core refractive index, shown in Fig. 3b. The
change in core refractive index and the transmittance of defect peak have a linear
relation, Fig. 3c. Due to good agreement between the transmittance and the core
refractive index, the proposed waveguide can be a good candidature for sensing
application.
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4 Conclusion

Looking for alternatives to set up a fiber sensing device, we have investigated in this
work the transmission characteristic for a hollow core Bragg fiber with multilayered
defects. The obtained result is very interesting; therefore, this proposal may be a
good material for sensing industry.
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Generation of Multiple Key Based
on Monitoring the User Behavior

S. Palaniappan, Steward Kirubakaran, V. Parthipan and S. Rinesh

Abstract Cloud computing is the recent technology used to share and store the com-
puter resources rather than having resources in local server to maintain the applica-
tion. Though cloud is used for a large amount of storage, there is no security in cloud.
In general, all the groups have data owners and data members each should have user
name, key, and group key. If a user shifts from one group to another, they can easily
access the information from another group. It leads to a security problem. In order to
increase security and confidentiality, author generates the new group key via Email
using Diffie-Hellman algorithm. In case of a new user is added or an existing user
leaves themselves from the group. The data members have to get permission from
the data owners in case of any data updation. If the user misbehaves, i.e., (DDOS)
attack, data owner or cloud terminates the user from the group. The updated key is
sent to the users through Email. This mechanism significantly improves security in
cloud computing.

Keywords Cloud computing · Group key · DDOS attack

1 Introduction

Cloud computing has a large amount of storage such as (Drop Box, Google Drive)
[1–3] and sharing resources. But there is no security in the cloud is enforced. The
main goal of the author is to improve security in cloud. It is all about generating
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dynamic and flexible group keys based on user behavior. In general, each group
has data owners and data members. For instance, an institute might have several
departments. Each department has a separate group key and users have their user
key for login purpose. Each data members have to enter user name, key, and group
key for login. Due to modification from different users, different blocks are signed
by different users. For security reasons, when a user leaves the group or misbehaves,
this user must be revoked from the group [4]. This will provide confidentiality and
reliability. As a result, this revoked user should no longer be able to access and
modify shared data, and the signature generated by this revoked user is no longer
valid to the group [5]. In this case, new group key is sent to the corresponding data
members via Email. This can be done once the data members shift from the group or
a new data member is added to the group obviously this will improve security of the
cloud. On each updation, data members need to get approved from the data owners.
In case of any mischievous activities (DDOS) attack, the data owners or cloud itself
terminates that particular data members from that group and the updated key is sent
to the corresponding group through Email.

2 Methodology

In this article, the author categories the improvement of security into three ways.

(1) Automatic Key Generation—Data members have their user name, key, group
key for login purpose. If a new member is added to the group or an existing
member leaves from the group, the updated group key is sent automatically
through Email. This will improve the privacy of the data.

For Example: Consider a department, and it consists of various members.
If a member of that department shifts from one group to another, the group key
will be automatically changed and sent to the department through Email for
confidentiality of data.

(2) Mischievous Activity—In general, each group has data owners and data mem-
bers. Data owners have authority to update the data to the cloud server for
accessing data. Data owners appoint the data member for data utility and data
updation. In the case of anymischievous activity, a data owner has their privilege
to terminate the data members from that group and generates the new group key.
Obviously, this will improve the reliability and confidentiality.

ForExample: If a datamember had a privilege only to access the data, in case
if a user tries to attempt for data updation, it will be considered as mischievous
activity, then data owners had an authority to terminate that particular data
member from that group and group key is updated automatically.

(3) DDOSAttack—If a datamembers attempt to upload the same file for N number
of times, thendata owner or cloud itself terminates the datamembers andupdated
key is sent to that corresponding group through Email.
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Fig. 1 Dynamic key generation architecture

For Example: If a data members attempt to login to for more than particular
number of times, the data owners automatically terminate the data members
from the group and group key is updated.

These three ways contribute security and privacy to the cloud server. And also
increase the efficiency and integrity of data. User termination will improve the high
efficiency because the terminated user is no longer to the group; hence, accessing
data from the group is impossible. Termination can be done by data owners of the
group. Once the user is terminated, resigning is impossible (Fig. 1).

However, the above architecture is mainly focused on dynamic and flexible group
key generation. Security is the big challenge in cloud computing server other than
networking and communication. This article updates the group key in case of any
activities in the group.

3 Implementation

A user interface is implemented using Java technology or C#. Database is created
usingMy SQL. Here, drop box is used for cloud for sharing resource. Diffie-Hellman
algorithm is used for generating a new key in case of any updation takes place among
the group for security purpose. This will make the group secured and efficient.
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4 Diffie-Hellman Algorithm for Dynamic Key Generation

The Diffie-Hellman key agreement protocol (1976) was the first practical method
for establishing a shared secret over an unsecured communication channel [6]. The
main goal of this algorithm is to generate the new group key in case of any changes in
the group. It shares the secret key among the groups. Every piece of information that
shares among the groups is noticed by the data owners of the group. This algorithm
is used to share the random secret key in case of any changes in the group. Diffie-
Hellman key exchange shares the key randomly for security purpose among the
groups. Although RSA algorithm is the first algorithm used to share the new key.
Secret key will be generated if an existing user shifts or a new user is added to
the group and also if a user misbehaves, the group key will be updated using the
above mechanism. By this way, data in the group will be secured. Diffie-Hellman
key exchange algorithm solves the following problem. For instance, john and mark
are belong to same group; they can share and access the data of same group. If a
new user wants to access, the information from john and mark is highly impossible,
because Diffie-Hellman generates the group key. If a user wants to access, the data
group key is mandatory. Even if john and mark went under any mischievous activity,
the group key will be updated by using above algorithm and shared in cloud server
which will share the current group key for the corresponding data members. Even
when john and mark share the group key, they may use a password-authenticate
key agreement (pk) form of Diffie-Hellman to prevent man in the middle attack [6]
(Fig. 2).

5 Secure and Efficient User Termination

In this article, we argued about the user termination; this will make data more secure
and efficient. The cloud can resign blocks that were previously signed by the revoked
user with a resigning key, while an existing user does not have to download those
blocks, recompute signatures on those blocks, and upload new signature to the cloud
[4]. User termination is secured because an existing user can access the data stored
in the group. Once the user is revoked from the group, he/she is no longer in the user
list. The resigning performed by the cloud improves the efficiency of user revocation
and saves communication and computation resources for existing users [7].

6 Module Description

Toperformeffective resource allocation and to achieve security in cloud, fivedifferent
modules are used. These modules are discussed below.
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Fig. 2 Data flow diagram

Network Construction—In this module, dynamic network is created. Nodes are
interconnected with particular group, used to share the information among them.
The network should be controlled and handled for successful transmission of data.
Network is constructed using interconnection of various nodes.
Server—All the group information and details are maintained by the server. It will
distribute the data to the client of a group. In case of any data issue, server is respon-
sible. It will instruct the data owners to change the group key in case of any changes
in the group and the updated key is sent to the data members through Email.
User Status—All the user status is to be maintained here. User can shift from one
group to another, and also they can participate in more than one group. The infor-
mation can be shared depending upon user status. For authentication purpose, all the
information about the user is to be maintained here.
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Group Key Generation—In this module, group key as well as individual key is
created and then shared among the group via Email. Group key is updated in case of
any changes in the group. This can be done whenever any changes take place in the
group.
Data Access—The user can able to access the information of any user of same group
that can be done using group key and user key. Accessing the information of a user
of a different group is impossible. Information of a user of different groups can be
accessed only with the help of that particular group key.

7 Advantages

This paper has been framed to improve security of the cloud server. The paper has
the following advantage.

• It improves high security
• It provides integrity and confidentiality
• Dynamic and flexible key generation.

8 Conclusion

In this article, we have discussed and implemented a new mechanism for improving
security and efficiency of data. It is all about maintaining secured data among the
groups. Each group has separate group key for login purpose. If a user in the group
leaves or shifts to another group, the updation of group key will take place. Since
the user from another group can not access the data. If a new user is added to the
group, the key will be updated and sent to the corresponding data members of that
group. Group key will be changed in case of any mischievous activity in the group
and that particular user will be terminated from that group. Generation of new group
key takes place in case of any (DDOS) attack in the group. These three ways of group
key generation help us to increase the security. This will improve the confidentiality
and efficiency of data. And also this will increase security in the cloud server. In
further, any other research will produce more security in the cloud.
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Towards Convolution Neural Networks
(CNNs): A Brief Overview of AI
and Deep Learning

Preetjot Kaur and Roopali Garg

Abstract Today’s era is of cutting edge of innovations as well as technologies. One
of the major problems, researchers often face is an issue looking for an appropriate
research area. For instance, there are numerous fields these days on which research
is being carried out and to pick one out of those topics is itself a challenging task.
The major objective of this review paper is to embark upon Artificial Intelligence
(AI) that prompted the emergence of deep learning (DL) and further to convolution
neural networks (CNNs). Limitations ofCNNs that led to the development ofCapsule
Neural Networks (CapsNets) have been included. The significant goal of this review
paper is to discuss the latest trends in which research is on-going and is still in
progress. Also, the key challenges faced by past researchers are highlighted.

Keywords Artificial intelligence (AI) · Current research trends · Convolution
neural networks (CNNs) · Capsule Neural Networks (CapsNet) · Deep learning
techniques

1 Introduction

There are many trends in the field of computer science engineering. However, out of
these, only a few patterns are ruling this century and stand out as truly newsworthy.
Since the acquaintance of Artificial Intelligence (AI) with the market, it has become
a reason for speedy changes in the technology and business worlds. AI is the ability
of machines to do tasks in such a way as humans do in any situation. The growing
trends of computer science community are of special importance as they provide
future researchers with all the tools and equipments that they need to make progress
into this field [1]. It is very necessary to build connection with new technologies, as it
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leads to the discovery of an abundance of future developments. Today’s era is of the
cutting edge of issues in innovations and technology and wide range of opportunities
are available [2] as shown in Fig. 1.

Multidisciplinary and interdisciplinary research is trending these days. For
instance, detecting facial expressions is a major concern among researchers in AI

Fig. 1 Latest research trends in computer science (CS)
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and the combination of LBP with CNN yields desirable results [3]. Computer vision
has been in trend since the 90s and is a vast grown field now. Despite having much
work done in this field, there is a need of robust device, which could help vehicles
in becoming autonomous and help blind persons in independent outdoor navigation.
Detecting interesting video game clips is an important task in computer vision.Many
algorithms, for example, feature extraction along with deep convolution networks
provide interesting results [4].

In healthcare industry, the computerised tests such as electrocardiogram (ECG),
electroencephalogram (EEG), EKG, etc. have proved to be very beneficial for the
patients and are tremendously growing research fields. These are important to anal-
yse the emotional behaviour of the patients so as to prevent them from depression [5].
The technology has risen to levels that it can now defeat human experts in games and
many other such fields. In almost all the games, AI machines have won, and recently,
AlphaStar, the DeepMind’s project, has successfully defeated top professional Star-
Craft’s player and set a benchmark record [6]. Most of the developed algorithms are
actually inspired from natural phenomenon of biological things, for example, ant
colony optimisation algorithm and techniques such as sailfish optimiser [7].

This review paper intends to help researchers who are in the beginning phase of
framing research problem. It is organised as Sect. 2 introduces Artificial Intelligence
and its history. Section 3mentions the timeline of deep learning and CNNs. Section 4
discusses the challenges faced by early researchers. Section 5 presents the conclusion
and is appended with references.

2 Artificial Intelligence

AI is an encompassing umbrella that intends to make such computer programs that
are able to think, behave and take decisions just like humans. Since the acquaintance
of AI with market, it has become a reason for speedy changes in the technology
and business worlds. Ever since the development of powerful digital computers, the
capability of machines to perform various tasks have grown tremendously [8]. A
part of computer science named AI seeks in making machines that are as astute as
people. The two ultimate goals of AI are creating self-learning expert systems and
embedding human intelligence into machines. Today, AI has reached the unexpected
levels of development and almost all the major developments are being made under
it.

Neural networks (NN) are the set of algorithms that copy the way by which
human brain operates. The first model of NN was developed by McCulloch and Pitts
in 1943 [9]. By the prediction of machine learning (in 1947) and development of
Allan’s Turing test (in 1950), first, machine learning (ML) program was developed.
At the same time, several self-learning programs to play the games such as checkers
were built [10]. ML teaches machines on how to learn, by providing them with data
and without programming of any type.
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2.1 Story of Birth of Artificial Intelligence
with Chronological Order

Getting into the roots of any field is important, before beginning research in it. Table 1
shows the inception of AI and how has it grown over the years.

3 Deep Learning

Deep learning (DL) is a part of machine learning, which is further a subset of AI.
It is based on learning data representation method, i.e. an algorithm learns by itself
from large amount of data. The objective of DL is to enhance technologies such as
driverless vehicles, Siri in Apple’s iPhone, Amazon’s Alexa, etc.

3.1 Deep Learning History

Frank Rosenblatt set up the foundation of deep neural networks in the theory devel-
oped for perceptron in 1957 [11]. Around the same time, two types of cells—simple
and complex—were discovered in the primary virtual cortex. Most of the artificial
neural networks (ANNs) are inspired from them. The ideas of control theory, as pub-
lished by Henry J. Kelly in 1960 [12], were utilised in making ANNs. Ivakhneko,
known as father of modern deep learning, developed a famous method of inductive
statistical learning—group method of data handling (GMDH) [13]. Using GMDH,
he created an eight-layer deep network known as ALPHA in 1971. In the 1980s, K.
Fukushima proposed Necognitron that led to the development of first convolution
neural networks (CNNs) [14].

Hopfield networks are recurrent neural networks. They have become famous
tool for DL these days. An AI-based program called NETtalk was written by Ter-
rence Sejnowski and Charles Rosenberg around 1985 [15]. It was used to pronounce
English words just like a child and learns by its own. Geoffrey Hinton, the Godfa-
ther of DL, suggested many improvements in NN for word prediction, object shape
recognition, etc. By 1989, deep learning’s CNN was combined with backpropaga-
tion algorithm to make the machines read handwritten notes [16]. Supervised deep
learning algorithms started to develop by the early 1990s.

In order to retain information for longer period of time, long short-term memory
was proposed in 1997. The integration of backpropagation algorithm with gradient-
based learning became popular technique for deep learning [17]. The ImageNet
database was launched in 2009 [18]. It was used to build high level features by using
large-scale unsupervised learning [19]. Today deep learning has reached exceptional
levels [20].
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3.2 Convolution Neural Networks (CNN)

CNNs—the algorithms of deep artificial neural networks (ANNs)—are used to cate-
gorise images based on the low-level features such as edges as shown in Fig. 2. CNNs
include large number of neurons in their layers, which help them in recognising new
images based on their learning from previous dataset.

Today, CNNs find numerous applications in almost all the vision imaging areas
such as human facial expression recognition [21], classifying social-network events
[22], brain tumour detection [23], age and gender recognition [24], community ques-
tion answering [25], etc. The architecture of CNN is originated from Neocognitron
[14], which is inspired from cat’s visual system [26]. The layers of CNNare discussed
below.
ConvolutionLayer: It is the core layer of theCNNs that domost of the computational
work. It takes an image matrix and a filter as input and performs the following
computation as shown in Eq. (1).

Activation map (Output) = (image matrix) · (Filter matrix) (1)

ReLU: The output of the above layer is passed through nonlinear activation function-
rectified linear unit (ReLU ), to make network as nonlinear. The obtained output is
shown in Eq. (2).

f (x) = max(0, x) (2)

PoolingLayer: It is also referred to as downsampling layer as it reduces the number of
excessive parameters and redundancy in an image. To reduce the amount of memory
consumed by the network, spatial pooling is applied. There are different ways of
doing so, such as max pooling, average pooling and sum pooling.
Fully Connected Layer: After many convolution and pooling layers, the output
is flattened into a vector and fed into a fully connected layer. This layer actually
categorise the image by matching the detected features with several classes of the
objects and the class that most correlate to those features are detected.

Fig. 2 Architecture of convolution neural networks (CNNs)



Towards Convolution Neural Networks (CNNs): A Brief Overview … 405

3.3 Capsule Neural Networks (CapsNet)

Due to some limitations observed while using CNNs, structures such as capsules are
added to them, called CapsNet [27]. These are listed below.

• CapsNets are invariant to viewpoint as they recognise objects even from different
angles and provide less error rate as compared to CNNs.

• CapsNet is composed of many capsules and each capsule represents a group of
neurons.Due to this, lesser parameters are required for connections between layers.

• CNN breaks on applying transformations such as rotation, scaling, etc. Also, same
viewpoint is shown even after different rotations, while CapsNet prevents this and
shows better viewpoints.

• CNN requires a large amount of data while training in contrast to CapsNet.
• CNNs suffer more loss by adversarial attacks such as fast gradient sign method
(FGSM) in contrast to CapsNet [28].

4 Problems Faced by Previous Researchers in Artificial
Intelligence

There were certain risks involved in the development of AI in the past years and
due to this, it took a long time to develop and grow. Availability of Limited Com-
puter Resources was one such reason. The simplest AI applications require at least
1000MIPS to execute properly. But in 1976, even the Cray-1 (fastest supercomputer)
was able to achieve only 80–130 MIPS. Today, the fastest supercomputer-Sunway
Taihulight (China) delivers maximum sustained performance of 93.01 petaflops (a
quadrillion floating-point operations per second). Cost of the hardware was the sec-
ond issue that researchers faced. An average desktop computer had a cost of 3000$
approx. in the 1976s, making it a huge factor. Due to the unavailability of experimen-
tal labs, time was another crucial factor. According to Tim Cook, certain problems
demanded an exponential time to get solved [29]. ML and DL algorithms required
a gigantic amount of datasets, which were unavailable at that time. Accomplish-
ing complex tasks such as face recognition, etc. were very tough for very simple
AI systems developed in earlier times. Certain scientists (such as Dreyfus) criti-
cized that artificial thinking is based on logical deduction and humans rarely used
logics when they solve problems. Therefore, funding became major problem for AI
researchers [30, 31]. AI has become a highly emerging field nowwith very innovative
technologies.



406 P. Kaur and R. Garg

5 Conclusion

This paper gives an insight to the researchers, about the spectrum of the field of com-
puter science. There are several trends in which research is on-going these days and
choosing one, out of them is a challenging task. The characteristics of all areas have
been discussed with major stress on AI’s deep learning and CNNs. The limitations of
CNN and how CapsNet has improved those limitations have also been highlighted.
The key challenges faced by researchersworking inAI have also been identified. This
review paper endeavours to guide the researchers to frame their research problem in
the chosen research area.
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Abstract In simple words, data is the real specifics associated with any objective
for consideration. Data, in the perspective of databases, corresponds to all particular
items that are stored in a database, moreover separately or as a set. Data in a database
in general is preserved in database tables, which are ordained into columns with the
intention to enforce the data types retained therein. Database is a staged collection
of data and elaborates them as information; more exclusively, a database depicts
an electronic framework which eases data to be modestly accessed, manipulated
and updated. In other words, whenever an organisation having database it embod-
ies method of storing, managing and retrieving information and they are governed
by database management system (DBMS) to make it flexible. Generally, databases
encompass multiple tables with numerous different fields suitable to the data stored
in the table. Database management system (DBMS) let its users to retrieve infor-
mation in the database and operate data. In addition, it controls the access to the
database. This paper deals with Indian GST rates for various categorical products
into the Derby DB using NetBeans as IDE and Glassfish application server. This
system can be manipulated and enhanced with the simple SQL queries. This system
proves to be a smart way for creating a secure, standardised and transactional Derby
DB.
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1 Categories of DBMS

There were four categories of database management systems available which are
listed below:

• Relational database management systems.
• Hierarchical database management systems.
• Network database management systems.
• Object-oriented database management systems.

1.1 Hierarchical DBMS

This category implies the hierarchical if the relations present in the database are with
the purpose of having one data that seems as the sub of another data, which indicates
the “parent–child” links with them. This category is appropriate for keeping data
items depicting attributes features and so on.

1.2 Network DBMS

A network information model could be an information model that enables multiple
records to be joined to a similar owner file. The multiple linkages make sure that this
permits the network information model to be terribly versatile. Moreover, the data
in network model has many-to-many relationship, so one owner file is often joined
to several member files and vice versa.

1.3 Object-Oriented DBMS

Object-orientedDBMShas significant advancementwhencompared to the remaining
DBMS. An Object-oriented DBMS acquire data from numerous dissimilar sources
like text, photographs and frame output in a multimedia.

1.4 Relational DBMS

In relational DBMS, the database relations are represented by table with the relations
that the data related with other in the same or with other tables which can be exactly
handled by means of merging one or more tables and processed with the help of
structured query language.
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2 Uses of Database

Uses of database systems include:

• Accumulate data for effectual and proficient management.
• Simple to know and user-friendly.
• Security and integrity of data.
• Better access to accurate data.
• Handle query processing and management in an excellent way.
• Enhanced decision-making done with the support of database.
• Data sharing and storage for additional handing made.
• Database guarantees error-free information.

3 Oracle Database

When the company develops and complaisance policy varies, it necessitates the
flexibility to manage data economically. Oracle affords a principally absolute, incor-
porated and protected database and data management solution for any exploitation.
The organisation necessitates data to stay on premises, managed in data centre or
deployed in the cloud; Oracle facilitates access to the same database technology. An
Oracle database gathers data ordered by type with associations preserved amongst
the different categories. An Oracle database is an aggregation of information per-
ceived as unit which is used for large business processing because of its flexibility
and realistic nature to handle data and software applications. Oracle has abundant
uses everywhere around the globe in various fields with options like quicker access
and speedy recovery, and it makes management and processing of knowledge in a
truthful way.

Oracle database reacts extraordinarily well for requesting situations, and the exe-
cution is performed in an extremely well mannered. It is a reliable database, and
with further highlights, those are tested through the ACID test, which is essential in
ensuring the propriety of information. This is necessary because information is the
centre of every structure in the association.

Oracle is the most reliable and highly used relational database found today. Its
common usage includes:

• Pre-defined data stored for future processing.
• Keeping the standard query language (SQL).
• Administration and handling the data.
• Storing needed information and massive data.
• Providing security options.
• Recovering database.

Oracle is utilised inmost applications and one amongst is in banking. It offers pow-
erful combination of technologywithwide range of integrating business applications,
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togetherwith practicality engineered completely in banks.Most of the databases sim-
ilar to Sybase and SQL include conveniences intended for using conditional loops,
arrays, therefore an exceeding program and in addition, services like cursors and
employee tables. However, all this can be readily used in a fancy approach that
is implausibly easy and resource-intense functions. Usually, new versions releases
serve better than earlier versions that exist in Oracle new versionwhich also comprise
several features existing comparedwith prior versions, and it maintains improvement
and liberates novel products, and thus, the performance is improved to a great extent.
The advantages of newer version led to additional options and with advanced fea-
tures like this, one could run Java in the Oracle 8i itself. In its next version, 9i Oracle
overcame the drawbacks existing in 8i and added new features to assist the DBA in
handling changes. In the recent times, Oracle 10 versions havemany features together
with recycle bin which enhance operations of users just like Windows recycle bin.

Information is the heart of each application or organisation that demands care-
ful maintenance. However, often, application disruption happens, and principally,
DBA maintains the explanations for this like hardware collapse, and the reasons
may include human-made errors like unintentional removal of valuable informa-
tion, removing the incorrect information or inappropriate usage of the table. By
using recent flash technology, it provides streamline management and administra-
tion processes in an efficient manner and provides many features used for providing
protection, security, maintenance, dependability and performance in a user-friendly
way.

4 Different Ways of Populating Oracle Database

SQL loader uses three different strategies to load information: conventional path,
direct path and external tables.

4.1 Conventional Path

The default loading method available in Oracle is the conventional path load. The
SQL INSERT statements were used to execute and populate tables in Oracle.
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4.2 Direct Path

In this method, the Oracle data blocks were written directly on the database files,
which are much faster than the previous method and eliminates a lot of the Oracle
database overhead by means of data formatting.

4.3 External Tables

In this, external table is created for data which is enclosed in a data file, and the
INSERT statements allow modification of the data and use SQL*loader to carry out
the tasks like loading data in network, handling multiple data files, multiple tables,
selectively load, manipulate and generating key values and loading data from disk
and tape.

5 Indian GST System

In earlier taxation, beforeGST, there have been several indirect taxes charged by each
state and central government. States naturally raise taxes as value-added (VAT). In
India, all state had a various set of policy. In the pre-GST system, each buyer aswell as
the ultimate client paid tax on tax. The sale of products amongst interstate was taxed
by the Centre’s CST central state tax, was relevant for interstate sale of products, and
many other all possible taxes like duty taxes for travel, movie, tips and other local
taxes were the put by the respective state and the central government. There were
several indirect taxes put in the pre-GST like central excise duty, duties of excise,
additional duties of excise, additional duties of customs, special additional duty of
customs, cess, state VAT, central sales tax, purchase tax, luxury tax, entertainment
tax, entry tax, taxes on advertisements and taxes on lotteries, betting and gambling,
and all these extra taxes are currently included in CGST, SGST and IGST.

GST replaced many indirect taxes for the entire country. On 29 March 2017, the
Goods and Service Tax Act was passed in the Parliament and came into effect on 1
July 2017. The GST law came into effect on 1 July 2017 in both the Lok Sabha and
Rajya Sabha.



414 R. Sridevi and S. Srimathi

5.1 Elements of GST

In GST, there are three different elements of taxes enforced such as: CGST, SGST
and IGST.

• CGST: The tax which was charged by the central government for intra-state sale.
• SGST: The tax which was charged by the state government for intrastate sale.
• IGST: The tax which was charged by the central government on an interstate sale.

5.2 Benefits of GST

The introduction of GSTmainly removes the barriers in the taxation process by elim-
inating the tax on tax, so the cost of product reduced. Usually, the GST is principally
a technological-based one, and in this, all the product-related deeds starting from
registration of product to the filing of return and application processing everything
is done only in online GST Portal.

5.3 Experimental Setup

The experiment of populating Indian GST rate for a specific product is carried out
using Java DB in NetBeans IDE. The secure and transactional Apache Derby DB
running on Glassfish application server is used to implement the system. Here, var-
ious operations like creation, populating DB, updating DB and deleting items were
performed using the create table command or using SQL queries. After creating
Derby DB, the details of various commonly used items along with Indian GST rates
are populated into the database. The software requirements include NetBeans ver-
sion 7.2 along with Java development kit 6.0 and bundled with Glassfish application
server. The following steps were involved in populating Indian GST rates into the
Derby DB.

1. Installing NetBeans IDE version 7.2 and above.
2. Configuring and adding Glassfish server into the environmental setup.
3. Starting server and establishing connection with the Derby DB.
4. Creating table under Derby DB.
5. Adding and updating Derby DB.
6. Deleting entries if necessary under Derby DB.
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5.4 Results and Discussions

The details of Indian GST rates for various categorical products are added into the
Derby DB using NetBeans as IDE and Glassfish application server. This system
proves to be a smart way of creating a secure, standardised and transactional Derby
DB. This system can bemanipulated and enhanced with the simple SQL queries. The
following snapshots illustrate the implementation of populating IndianGST rates into
our system designed using Derby DB. Figure 1 shows the usage of NetBeans IDE 8.2
for various versions of Java. According to the version of Java and the compatibility
of operating system, the NetBeans IDE 8.2 can be downloaded. Figure 2 shows the

Fig. 1 Snapshot of NetBeans IDE 8.2

Fig. 2 Snapshot of Java DB (Derby) database
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features to download and install Java DB Derby database. Figure 3 shows about how
to create Java DB database in NetBeans IDE. Figure 4 shows enabling Apache Derby

Fig. 3 Snapshot of creation of Java DB

Fig. 4 Snapshot of enabling Apache Derby network server
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network server. Figure 5 shows creating Java Derby DB and assigning username and
password for the created database. Figure 6 shows the way to establish connection in
Java Derby DB. After the connection establishment, Fig. 7 shows the way to rename
the DB. Figure 8 shows that Glass Fish server is made as a default application server
whilst establishing connection with Java Derby DB. Also, Fig. 9 shows the creation
of GST Table, and Fig. 10 shows how to create the columns of GST Table like SNO,
ITEMS and GST PER CENT. Finally, Figs. 11 and 12 show the way the details of
various products are added into the table and final populated GST Table for Indian
GST System.

Fig. 5 Snapshot of creating Java Derby DB

Fig. 6 Snapshot of connection establishment in Java Derby DB
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Fig. 7 Snapshot of renaming DB after connection establishment

Fig. 8 Snapshot of application server made default
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Fig. 9 Snapshot of creating column list after creating GST table

Fig. 10 Snapshot of creating columns like SNO, ITEMS and GST PER CENT
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Fig. 11 Snapshot of ADDING VALUES into the columns

Fig. 12 Snapshot of final populated table
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6 Conclusion

This paper deals with Indian GST rates for various categorical products into the
Derby DB using NetBeans as IDE and Glassfish application server. This system can
be manipulated and enhanced with the simple SQL queries. This system proves to be
a smart way of creating a secure, standardised and transactional Derby DB. In future,
the system can be enhanced by depicting the operations and accessing permissibility
and can be used as a back-end database system whilst designing a website for Indian
GST System.

Bibliography

1. Viswanathan B (2016) Goods and services tax (GST) in India. New Century Publications, New
Delhi

2. Gupta SS (2019) GST how to meet your obligations, 7th edn. Taxmann Tax & corporate laws
of India

3. Taxmann (2018) GSTmanual with GST law guide & GST practice referencer, 2 volumes, 10th
edn

4. Laddha V, Saxena S, Patwari P (2019) GST audit manual, 2nd edn.
5. Amutha D (2018) Economic consequences of GST in India, SSRN’s eLibrary
6. Nayyar A, Singh I (2018) A comprehensive analysis of goods and services tax (GST) in India.

Indian J Fin 12
7. MehraG (2017)GST asmajor reform in taxation system of India. Int J Sci Res (IJSR) 6(9):497–

501
8. Jatin (2016) Awareness towards goods and services tax in India. Int J Inform Futuristic Res

4:5891–5896
9. Madesh HR, Kavya DechammaKM Impact of good and service tax on various sectors in India.

IOSR J Bus Manage (IOSR-JBM)
10. Mahender P (2017) GST effect on manufacturing industry—India. Int J Manag Stud Res

(IJMSR) 5(1):28–30
11. Cnossen S (2013) Preparing the way for a modern GST in India. In: International tax and public

finance. Springer Science & Business Media, New York
12. Dash BB, Raja Angara V (2013) Intergovernmental transfers and tax collection in India: does

the composition of transfers matter? In: Public budgeting&finance, Blackwell Publishing Ltd.,
Maiden

13. Satish Kumar R (2018) Indian textile industry: opportunities, challenges and suggestions.
Trends Textile Eng Fashion Technol CRIMSON PUBLISHERS 2(3)

Web References

14. https://www.oracle.com/technetwork/java/javadb/overview/index.html
15. https://www.paisabazaar.com/tax/gst-rates/
16. https://cleartax.in/

https://www.oracle.com/technetwork/java/javadb/overview/index.html
https://www.paisabazaar.com/tax/gst-rates/
https://cleartax.in/


Intrusion Detection System Using
WoSAD Method

R. Sridevi and N. Nithya

Abstract The network services are reducing the secure communication through pre-
ventive detection of intrusion services. Besides, different types of network transmis-
sion host the intrusion detection services by data centres that vary of server organisa-
tion mechanism. Network security topology is afflicted of one application service by
a different communication reciprocal that assume poor performance through appli-
cation services. Further, work factors that can affect the communication packets
performance by including network infrastructure component failure, configuration
issues, or damage cost of informal distinct components. The intrusion detection ser-
vices are the community around time for servicing a request of main user. This work
has been proposed to Whole of Service Anomaly Detection (WoSAD) methods,
which remain more effective than the alternative route transmission and to the whole
of service models.

Keywords Total cost of ownership ·Whole of service · Anomaly detection ·
Intrusion detection

1 Introduction

The network intrusion services are generally a major problem of market distributors,
individuals, and disruptors of current firm models. The costs of network service fail-
ure stages or delay communications are important drawbacks for customer services
and emerging new marketing services. Information Technology Security Manager
(ITSM) in vast organisations is a complexity of energetic and highly solid firm condi-
tion in service operations. Various manufacturing standards for, e.g. ISO/IEC 20000,
COBIT substantiate possibility (e.g. Information Technology Infrastructure Library
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(ITIL), Microsoft MOF, HP ITSM, and IBM ITPM) which naturally slowdowns the
services. Intrusion said to be the process of accessing data and computer resources
without authenticity thus causing hazard to security breach [1]. Intrusion detection
is like a weapon which monitors and analyse the activities going on in a computer or
network and to identify security breaches. Intrusion detection system (IDS) assess
the activities of servers, file systems, firewall, routers, and also tests the network
traffic activities that deviate from the security policy [2] and alerts the system or net-
work about the threat. These events should be avoided detection for security abilities.
Moreover, a number of firm multitudes their information services data centres that
feature varying degrees of information processing service centre streamlining. The
reasons for low performance is based on infrastructure or component failure, design
issues, or accidental cost of actualising distinct components. The principal measure
used to define user experience purely based on time taken for completing the request,
so require a robust communication to control any process corruption.

The effectiveness of detecting the network data inconsistency or abnormalities
from usual behaviour developed the system with time distribution known as grade
of service (GoS). This paper investigates the behaviour incompatibilities by sens-
ing abnormal events in complex real-world systems and summarising them with
consistent service authorisation frameworks like Information Technology Security
Manager (ITSM) and also it distinguishes ITSM frameworks such as ITIL.

Threshold alert set as a key for identifying delay in applications which compute
and observe performance activities and generate alerts every time when things move
beyond defined limits. The problem with the threshold-based notification system is
which can cause technical improvement assets become unsusceptible and the alarms
become too noisy and how it is rectified is a big question which can be addressed
by event filtering ability that reduces noise by multiple orders of magnitude but
categorises actual problems. Operationally, it can generate prohibitive storage details
and security on system presentation for huge data and ensures themonitoring systems
to be sensible to manage, balance size.

The challenge of real-time anomaly detection technique earlier than primary
source diagnostic detail is lost and/or rollup happen. This is effectively achieved com-
munity process and problem management ITSM process with modify process detec-
tion, the characterisation of event symptoms, formulation, and testing assumptions
and root cause justification.

The rest of the paper comprises of the proposed method, methodology, and
conclusion part.

2 Proposed Method

The Whole of Service Anomaly Detection (WoSAD) proposes to be extra efficiency
than another operations and whole of service models.

The WoSAD methodology is mainly used to detect, characterise, support root
cause identification, and determine tortuous systems operation anomaly problems.
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1. Whole of Service Measurement Method (WoSMM)

• Application portfolio monitoring points,
• Application architecture sampling points.

2. Whole of Service Profiling (WoSP)

• Application identification,
• Transaction load identification,
• Traffic mix identification.

3. Whole of service measurement used in system profile WoSP
The WoSAD based on data-driven model through which data behaviour rep-

resents the application presentation signature concept with time capture the
WoSMM data contour. Figure 1 depicts the WBAN connectivity diagram.

• AA scheme for WBANs scheme proven to be vulnerable securing and vali-
dating the result the system performed with the computation costs at a client
side.

• Our proposed scheme reduces the computation time and not only solves the
existing approach drawbacks, but also reduces the computation trouble on the
users.

• The lightweight cryptographic approach is verification of device collocation
and authentication scheme for WBANs.

Fig. 1 WBAN connectivity
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3 Methodology

3.1 Security Requirements

The scheme of WBAN mechanism performs a client and the service provider com-
municates independently. Accordingly, the scheme of authentication for WBANs
technology is vulnerable to different type of attacks. The agreement of secure com-
munication in WBANs schemes, the authentications are able to solve various types
of attacks. According to previous works, the authentication arrangement forWBANs
scarifies the following security supplies.

(1) Shared Substantiation:

It is important that the authentication schemes for WBANs services which can pro-
vide mutual authentication among the client and the application service provider and
limited the number of clients in accessing information.

(2) Obscurity:

To protect the client’s collective details it is mandatory that no one including or
modify the application service provider and network manager with client’s identity.

(3) Non-traceability:

The application service provider and the network manager were not capable to out-
line the client’s action priory and not sufficient for maintaining the client’s privacy
location to know necessary for authentication scheme.

(4) No Verification Table:

Usually, the verification table performs secure authentication systems. Lot of trouble
to manage the service provider has to report when connect to a new client or existing
client revoke from the system so as a result of requirement that no verification table
used by the system.

(5) Session Key Agreement:

To authenticate the confidentiality, integrity, and non-repudiation of secure data trans-
mission in WBANs scheme with session key management between the client and
server.

(6) Perfect Forward Secrecy:

The communication established between the client and the service provider in
WBANs scheme by using shared key while the adversary becomes their secret keys
by decrypting the received messages. To protect the client’s information, it is essen-
tial WBANs scheme supports forward secure communication and ensure network
user cannot receive the session key authentication level if the secret keys for client
and the application service provider are gain.
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(7) Attack Resistance:

In open network position, the secure validation for WBANs exposed to different
attacks like reply attack, impersonation attack, modification attack, stolen veri-
fier table attack, and includes man-in-the-middle attack. The safeguard security
mechanism is highly required for authentication schemes.

(8) Data Encryption:

The recommendation of a lightweight encryption algorithm as the use of secure
IoT (SIT) method which is depicted in Fig. 5. It performs a 64-bit block-cipher
mechanism and requires 64-bit key to encrypt the data for security. The algorithm is
a combination of feistel and identical substitution–permutation network architecture.
It used to advance secure IoT (ASIT) approach. The 1024-bit block cipher needs to
be 10,254-bit key computation to encryption of the secure data.

For the experimental purpose, the KDDCUP’99, especially meant for intrusion
detection data set used which can hold tcp dump portions. The data set contains a
total of 24 attack types that fall into four major categories: Denial of service (Dos),
probe, user to root (U2R), and remote to user (R2L). Each record is labelled either
as normal, or as an attack, with exactly one specific attack type. In this work, all the
UDP packets and their relevant attacks were taken and analysed with java platform.
Figure 2 indicates the process of training and test set selection, Fig. 3mentioned about
the hybrid learning process used, and Fig. 4 shows the result which was detected as
anomaly (Fig. 5).

Fig. 2 Training data set selection



428 R. Sridevi and N. Nithya

Fig. 3 Hybrid learning process

Fig. 4 Anomaly detection
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Fig. 5 SIT algorithm

(9) Whole of Service Measurement Method:

The Whole of service measurement takes “black box” as key characteristic, begins
the measurement of application component reaction from time-to-time in end-to-end
manner that captures the reaction time and makes summary about complexity either
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“inductive” or “reductive” with the approach of component by component; top-to-
bottom down approach. The simple terms of these metrics are related to assign-
ment towards the system with the number of users participated in activity, and the
responsible time of result system.

4 Conclusion

In this paper, proposed to WoSAD methodology is proposed to combination of data
communicationmodel. The performance of application signature is behavioural data-
driven denotes existent time attack of the WoSMM data profile. The GoS process
proxy service the model of data-driven associated with online performance distri-
bution patterns captured in queue models such as M/M/1 model. The GoS-based
WoSAD performance communication proxy “k” found efficient detection model;
here, substitutions are used to every transaction in acceptable score boundaries.
The issue of key with the least expeditious individual business models needs to
de-sensitise them to incomprehensibility from separate transference inconsistency.

This communication device has noise seems to be spontaneously reasonable
payable for inconsistency calculations across the many individual communication
transaction types are involved. The entire service of mean plus standard deviation
response time detection models are less efficiency. This scheme relies on statistical
metrics that clarify symmetrical distributions. These metrics were not describing any
online transaction time behaviour which is asymmetrical in setting of response. The
WoSAD techniques at entire surrounds such as all positions ends are not dependent
on specific system mechanism. This work proposed to Whole of Service Anomaly
Detection (WoSAD) methods are established to be effective than alternative route
transmission and whole of service models.
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Blackhole Attack Implementation and Its
Performance Evaluation Using AODV
Routing in MANET

Anshu Kumari, Madhvi Singhal and Nishi Yadav

Abstract Mobile Ad hoc Network (MANET) is a self-sorted out remote system,
comprising of independent nodes. The correspondence in theMANET is of multihop
in nature because of non-attendance of any settled foundation or centralized base. An
assailant, it may encroach effectively intoMANET by acting like authentic middle of
the road hub and present different kinds of security assaults on information exchange
occurring among source and goal. In this paper, we have simulated the blackhole
assault in AODV reactive routing protocol of MANET and investigated its viability
by considering various performance metrics.

Keywords MANET · Blackhole · Performance · PDR · Throughput

1 Introduction

MANET is a remote system where a gathering of mobile nodes can progressively
change the topological structure [1]. It is a self-arranging and self-designing system.
A hub can discuss specifically with its nearby hubs just which are available inside its
transmission go. The hubs communicate with one another by means of radio waves.
The hub goes about as both sender and receiver. MANETs do not utilize any type
of settled foundation or unified organization that we see by and large if there should
be an occurrence of all the more broadly utilized mobile node systems. MANETs
are anything but difficult to convey and design which results in their prevalence
in contrast with wired systems. The principle highlight of MANET is its moment
organized setup. In any case, routing in MANET is a test because of its dynamic
topology in the system as portable hubs can move toward any path in the MANET
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[2]. MANET is useful in spots that does not have any correspondences foundation
or once that framework is extremely broken [2]. These sorts of systems have the
resulting striking qualities: dynamic topologies, data transfer capacity compelled
variable limit joins, restricted physical security and vitality-obliged activities.

There are mainly three types of routing algorithms available namely proactive,
reactive and hybrid (mixture of reactive/proactive) routing algorithms. Proactive is
a table-driven routing protocol. In this, each node keeps up the rundowns of all con-
ceivable goal hubs in a table. To keep the data in the routing table updated, each
node intermittently exchanges routing messages [3]. A change in the routing table is
informed to all other nodes in the framework through flooding technique. Distributed
Sequenced Distance Vector (DSDV) is a proactive protocol [4]. Ad hoc On-Demand
Distance Vector (AODV) and Dynamic Source Routing (DSR) are reactive routing
protocols [4] which follow on-demand routing where the routes are found only just
when required. When route is required, a type of route discovery system is utilized
which results in large control message traffic. Since these conventions expect par-
ticipation between two hubs for packet sending, a noxious hub may prompt routing
assault in the system that disturbs the ordinary routing tasks of MANET [3]. There-
fore, decentralized and dynamic nature of MANET may prompt different assaults in
the system that can degrade the working of the system [3].

The MANET is prone to various types of attacks which can be classified into two
broad categories, one is passive attacks and other is active attacks. A passive attacker
monitors the correspondence channel and snoops the data being exchanged in the
networkwithout altering it. Thus, a passive attacker does not disrupt proper operation
of the system but it is very difficult to be detected. While an active attacker attempts
to alter the principal data being exchanged and disrupts the normal working of the
system which makes it easy to detect as compared to passive attacker. Because of
immaterial structure and quick course of action, MANETs are fitting for emergency
conditions like natural calamities rescue activity, medical clinics, war zone, meetings
and military applications. Thusly, data trade between two center points must require
security. In any case, the extremely basic assaults inMANET are blackhole attack [5–
8], wormhole attack which have stunning effect on the efficiency of the framework.

Blackhole assault is a remarkable kind of attack that generally occurs in the
reactive algorithms. A blackhole hub is the dangerous node that pulls in the packets
by incorrectly attesting that it has most short and fresh way to reach the goal, by then
drops the packets. These blackhole hubsmay perform distinctive damaging exercises
on the framework. For instance, it may carry on as a source node by distorting the
route request packet, may go about as a destination center point by twisting the route
reply packet, or may lessen the quantity of hop counts, when sending route request
packet.
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2 Related Work

In past, there havebeenvarious attempts for countering the blackhole attacks. Someof
them that we overviewed are as follows: In [9], the author has proposed a technique to
locate the blackhole attack on AODV protocol in MANET. This technique considers
that the first route reply packet that it has received is the reaction from malicious
node and, therefore, removes that node from the network. And when the second
route reply packet it receives, is considered for the route reply saving mechanism as
it originates from the goal hub. He has named this technique as blackhole detection
system. The modified AODVwith this BDS arrangement against blackhole node has
high packet delivery ratio when contrasted with the already existing AODV protocol
under blackhole attack. In [10], the proposed method handles with the multiple
blackhole nodes assault in MANET. To deal with the numerous blackhole nodes
assault, the source hub utilizes the sequence number idea to distinguish the various
blackhole nodes in MANET. The source sequence number is utilized by the source
hub to detect the blackhole assault. In [8], the authors proposed a technique that uses
the fake route request packets to detect and isolate blackhole attack in MANET. The
fundamental plan to distinguish and confine noxious hubs is which the utilization of
fake messages. Whenever the source hub needs route to goal, it will flood counterfeit
route request packets in the system. These route request packets are made counterfeit
by including the IP address of the hub which is not present in the system. So when
the hub answers with the route reply packet, it will be identified as the malevolent
node and can be segregated from the system. In [3], the authors have proposed a
clustering approach to identify the blackhole nodes in AODV routing protocol of
MANETs. In order to identify the impossible to miss contrast between the number
of information packets got and sent by the hub, each individual from the cluster will
ping once to the cluster head. On the off chance that anomalousness is seen, every
one of the hubs will obscure the malicious hubs from the system.

3 Proposed Work

In this paper, we have considered the implementation and effect of blackhole attack
onAODVrouting protocol. Softwares thatwe have used for this areNS-2.35,NSG2.1
and gawk. NS-2.35 is a network simulator. NSG2.1 is a network simulator generator
which has been used to create.tr file which is run on NS-2.35. GAWK has been
used to read the trace (.tr) file for analyzing the performance of the network. AODV
protocol is already present in NS-2.35. For better analysis of the result, we have
considered changing number of nodes (100, 200, 300, 400 and 500).After simulation,
packet delivery ratio and throughput have been calculated considering the following
definition.
Packet Delivery Ratio (PDR): The ratio of the number of packets received by TCP
sink to the number of packets delivered by the TCP source.
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Throughput: Throughput of the network is defined as the number of bits of data that
are received by the goal node per unit time. It is the ratio of number of bits received
by the goal node to the total time taken.
Packet Drop Ratio: Packet drop ratio tells about the network performance in terms
of packets that have been dropped by the nodes. It has been calculated as:

Packet DropRatio = (Number of packets received by node− Number of packets

forwarded by node)/Number of packets received by node

The Simulation environment is as follows (Fig. 1; Table 1):

Fig. 1 Simulation of AODV protocol in NS-2.35

Table 1 Simulation
environment parameters

Parameters Values

Simulator NS-2.35

Protocols AODV

No. of nodes 100, 200, 300, 400, 500

Topology Grid

Simulation time 200 s

Traffic type FTP

Propagation model Two ray ground

Max packet in queue 20

Number of blackhole node 1

Packet size 500 bytes
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Fig. 2 Addition of the “bhassaultaodv” protocol agent in the “\tcl\lib\ns-lib.tcl” file

Fig. 3 Addition in the “\makefile” at the NS-2.35 directory

First of all, we analyzed the performance of already existing AODV protocol
utilizing system parameters packet delivery ratio, throughput and packet drop ratio
for each node. Then, we implemented blackhole node behavior by modifying the
existing AODV. For this, we renamed the file aodv.cc as bhassaultaodv.cc and then
modified its content as per our need. To set a routing agent to the node, we included
the following lines of code in “\tcl\lib\ns-lib.tcl” file (Fig. 2).

Then, compile the NS2 to create object files. Then, the “/makefile/” is added with
following lines in the root directory NS-2.35 (Fig. 3).

Then, we make a node as a blackhole node. We have made node 21 as a blackhole
node in our simulation. When a packet utilizing AODV protocol is received, recv()
is called which processes the packet according to its type. If it is an RREQ, RREP or
RERR packet, then recvAODV() is called and if it is a data packet, then it is routed to
the destination. When the data packet reaches a blackhole node, it is dropped there
and hence, does not reach to its goal.

In order to incorporate these changes in the requiredfiles, open the terminal and run
“make” command inside “ns-allinone-2.35/ns-2.35/” directory. If it run successfully,
then our new AODV protocol is included successfully. A new tcl file is created with
one blackhole node in the system to simulate the new protocol and run into the
terminal. Its performance is analyzed utilizing system parameters packet delivery
ratio, throughput and packet drop ratio for each node.

4 Simulation Result

From Fig. 4, we can conclude that in case of blackhole attack, the PDR value of
network decreases irrespective of the number of nodes. Drop in PDR value can be
seen in small as well as large network. Figure 5 reveals that throughput is not much
affected by the size of network. It remains almost same on increasing or decreasing
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Table 2 PDR and throughput with and without attack

No. of nodes PDR PDR with blackhole Throughput Throughput with
blackhole

100 0.939671 0.901709 0.130594 0.038083

200 0.942738 0.864469 0.12708 0.02037

300 0.939394 0.891626 0.140837 0.032999

400 0.953842 0.920188 0.13592 0.031706

500 0.953842 0.920188 0.13592 0.031706

number of nodes in the network. But it gets affected by blackhole attack, and its value
is dropped to large extent on adding malicious node. Figure 6 presents the packet
drop ratio of each node in the network. From the graph, it can be seen that drop ratio
of packet has increased after adding malicious node. Its effect can be seen in whole
network (Table 2).

5 Conclusions

In this paper, we presume that because of self-configuring nature of the MANET
much kind of inside and outside assaults are conceivable which debases the system
performance. Among all the security assaults, blackhole attack is the most widely
recognized and denial of service attack. We have simulated the blackhole attack in
NS2bymodifying the currentAODVprotocol and results are analyzed graphically by
taking different system parameters like throughput, packet delivery ratio and packet
drop ratio of each node. We have additionally analyzed these parameters on differing
number of nodes in the system. In the wake of analyzing the result, we found that
because of single blackhole node present in the system, packet drop ratio for almost
every hub is increased which debases the PDR value and throughput of the entire
system.
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Enhancement of Security Using B-RSA
Algorithm

Aman Gupta, Saurabh Gupta and Nishi Yadav

Abstract Cryptography is a scientific art which deals with themethods for changing
over messages, data and information in some dynamically and haphazardly planned
language of characters which are mixed up and not understandable for people or
notwithstanding for a machine. While doing this, it is guaranteed that authorized
frameworks and humans can recuperate the original message by validating their
authentication. There are different calculations and strategies are proposed for cryp-
tography purposes. This paper focuses on examination of two individual crypto-
graphic calculation RSA and Blowfish, how they work and what will be the impact
on security and speed if these two are converged into one hybrid calculation with
appropriate modification. This paper presents the comparative analysis in terms of
encryption and decryption time for individual as well as hybrid algorithm.

Keywords Cryptography · RSA · Blowfish · Encryption · Decryption ·
Symmetric and asymmetric key

1 Introduction

Technical innovations are getting advanced and spreading its wide region so fastly
that at present we find ourselves doing each kind of the works by technical means.
We are utilizing web not only for surfing the website pages but also for various daily
to daily life works and needs like online shopping, cash exchange, secret military
administrations, correspondence over social web media, and so forth. That is the
reason there is have to utilize our own personal information for finishing undertakings
like check card subtleties while online transactional exchanges. Consequently, we
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need such security component which can guarantee that our information is secure and
is spreading over web in an incomprehensible structure so that regardless of whether
interloper gain admittance to the information by, in any case, it won’t most likely
comprehend the real data or information. Web itself don’t represent accessing our
data for utilization of danger, however, a few interloperswith expectations ofmischief
go over our information by unapproved implies. At this situation idea of system or
network security in terms of cryptographic art come into the action. Cryptographic
algorithms are not just in charge of changing over message into confused structure
yet a decent and secure algorithm additionally gives the confirmation to essential
objectives of system security. Essential objectives of network security are:

(i) Confidentiality, which guarantees getting to information just by approved
elements means maintaining secrecy

(ii) Integrity, it manages the exactness part of the information and
(iii) Availability, which guarantees non-renouncement to the authentic clients.

Cryptography process revolves around certain terminologies. Original data which
is intended to be send is called plain-text given as an input to the algorithm of cryptog-
raphy. The yield of the calculation which is ambiguous coded structure information
is called cipher-text. Conversion procedure of the plain-text into cipher-text is called
encryption and switch is called as decryption. Cryptography algorithms can be fur-
ther divided on basis of principles of processing data and keys also known as cipher
keys.

Cryptographic strategies depend on two principles. On the off chance that each
littlest individual unit of plaintext is mapped with another unit, at that point, it is
called substitution and on the off chance that the units of plaintext are reordered, at
that point, it is known as standard of transposition.

For encryption and decryption algorithms uses cipher keys which are the soul for
any algorithm because methods are publicly known to everyone. The only thing that
is meant to be secret is keys which drives the whole algorithm. When both sender
and receiver use the same key for respective encryption and decryption process, it
is called symmetric or private key cryptography and when two different keys are
used by either side for encryption and decryption is known as asymmetric or public-
key cryptography. Blowfish is one of the examples of symmetric type and RSA is
asymmetric type of algorithm.

1.1 RSA

RSA is one of the broadly used asymmetric key kinds of cryptography algorithm.
RSA remains as an abbreviation for the surname initials of the makers of this algo-
rithm—Rivest, Shamir, and Adleman. RSA calculation utilizes the idea of consider-
ing factoring issue in number system as it finds as one of the basically troublesome
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problem. As indicated by this problem factorization of result of two huge prime num-
bers is by one way or another isn’t a bread and butter case. And thus, this algorithm
takes advantage of this problem to make itself much secure.

Steps involving in encryption and decryption of RSA algorithm are as follows.

1.1.1 Key Generation

(1) Choose any two dissimilar large random prime numbers say i and j.
(2) Calculate the value of n as product of i and j.

n = i ∗ j

modulus operation of this algorithm will use the value of n.
(3) Totient function � “phi”.

�(n) = �(i) ∗ �( j)
�(n) = (i − 1) ∗ ( j − 1) // �(k) = k − 1; if k is prime.

�(n) = n−(i + j−1)

(4) Select the value of public key (e) in such a way so that e is relative prime to
� (n).

gcd(e,�(n)) = 1{1 < e < �(n)}

Here e is our public key and pair (e, n) will use at encryption side.
(5) Compute the value of private key (d) such that congruence relation does exist.

d ∗ e ≡ 1(mod�(n))

Here d is our private key and pair (d, n) will use at decryption side.
(6) Encryption: Let plain-text at sender side is M. Receiver side public key (n, e)

is known to everyone thus sender also knows. Private key d remains only up to
receiver side. It is not meant to be shared.

(7) First, convertM into a numberm (m < n) by using any pre-defined standards but
is ensured that both sender and receiver is aware with that standard or protocol.
And then finally cipher-text c is computed as.

c = me mod n

Now, this cipher-text c is sent to receiver side.
(8) Decryption: To recuperate original message from ciphertext at receiver side it

requires the private key of receiver d. Original message m is recovered as
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m = cd mod n

For increasing the security of RSA one new approach was given in which four
prime numbers were used and modulus operation was performed twice unlike
conventional RSA. This method was named as D-RSA [1].

1.1.2 Key Generation in D-RSA [1]

(1) Modulus keys:

n1 = q1 ∗ q2 and n2 = r1 ∗ r2

(2) Totient function:

�(n1) = (q1 − 1) ∗ (q2 − 1)

�(n2) = (r1 − 1) ∗ (r2 − 1)

(3) Public keys (e1, e2):

gcd (e1,�(n1)) = 1

gcd (e2,�(n2)) = 1

(4) Private keys (d1, d2):

d1 ∗ e1 ≡ 1 (mod�(n1))

d2 ∗ e2 ≡ 1 (mod�(n2))

(5) D-RSA encryption:

c =
((
me1 mod n1

)e2
mod n2

)

(6) D-RSA decryption:

m =
((
cd2 mod n2

)d1
mod n1

)

1.2 Blowfish

Blowfish is a kind of symmetric-key algorithm which finds its place as one of the
very fast algorithms as well as it is very compact. Blowfish is structured by the
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Bruce Schneier in year of 1993. This algorithm is openly accessible and unpatented
algorithm. It is a sort of block cipher algorithm which encrypts plain-message as in
64-bit square sizes. One important feature of this algorithm is that it utilizes variable-
length key up to 448 bits beginning from 32 bits. The soul of this algorithm is use of
substitution boxes also called S-Boxes.

Steps involved in cryptography process of Blowfish algorithm:
This algorithm works in two sections; one that deals with key expansion phase

and other one handles the main encryption process.
In key expansion phase subkeys are generated. For subkey generation steps:-

(1) First of all, keys are stored in 14 K—arrays (K1–K14) each of size 32 bit. In
this way, variable-length key will have upper bound to 448 bits (14*32).

(2) Initialize P-array and S-boxes.
(3) Both are initialized with the hexadecimal values of “pi”.
(4) There are 18 P-arrays each of 32 bit (P1–P18) and four S-Boxes each containing

256 entries of 32 bits.
(5) Now bitwise XOR operation is performed between P-arrays and 32-bit keys.

P1 = P1XORK1

P2 = P2XORK2

P14 = P14XORK14

P15 = P15XORK1

P18 = P18XORK4

(6) In this way, 64-bit plain text when passed through Blowfish encryption process,
subkeys are generated by using abovemethod. Subkeys are generated onlywhen
all the P-arrays and S-Boxes are replaced.

1.2.1 Encryption Phase

For encryption, plain-text is divided into block of 64 bits. Let one such block is
named as B. Further, these 64 bits are divided into two equal blocks size of 32 bits
and named as BL and BR.

First, 32 bits that is BL are bitwise XORed with 32-bit P1 array. The output let X is
now given to the F-function of Blowfish algorithm and the output of this function let
Y is now again XORed with 32 bits of BR. Now this output becomes the left part of
the algorithm which will continue its XOR with next P2 array and the output of first
XOR that is X now becomes the right part of the algorithm. This process continues
18 times as we have to XORed with all 18 P-arrays. After 18 rounds we get the
ciphertext which will be of 64 bits in size equal to the input plain-text one block size
(Figs. 1 and 2).
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Fig. 1 Blowfish encryption

Fig. 2 F-function working
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1.2.2 Working of F-Function

The output of BL and P1 that is X which is first XOR now works as input to the F
function. This X is now split into 4 equal parts of each 8 bits now given as input to
the four S-boxes. Each S-box gets 8 bits and produces the output of 32 bit by using
its substitution process. Output of S-box S1 is XORed now with S2 and output is
again XORed now with S3 and finally their output is XORed with S4 and we get
output as Y which will become the input to the XORed with BR.

1.2.3 Decryption

For decryption phase, the reverse approach of encryption phase is applied. We start
with the cipher-text and go up to plain-text while processing the 18 steps of XOR’s
with P arrays. And finally, 64-bit ciphertext is now converted into 64 bit of plain-text.

2 Literature Survey

In this paper [1] Ekka et al. proposed a hybrid algorithm of AES and RSA pursued
by EX-OR activities. By doing this they reasoned that proposed plan takes lesser
time in encryption stage than decoding stage, so security increments.

In this paper [2] Quilala et al. utilizes theModified Blowfish algorithm for provid-
ing security to the Electronic Medical records. Authors did appropriate modification
in original Blowfish algorithm to make EMR system more secure.

In this paper [3] Kaur and Singh utilizes the Blowfish algorithm for image encryp-
tion. Authors takes advantage of Random selective block encryption for Image
encryption. Authors compared the encryption and decryption time of their algorithm
with standard methods and find that results are better as compared to the previous.

In this paper [4]Manu andGoel used the RSA algorithm utilizing twofold encryp-
tion and twofold decoding utilizing twofold open and private keys to give security
against Brute Force assault. This paper beats the shortcoming of customary RSA
that is on the off chance that we can figure modulus its prime numbers, at that point
private key will be in risk.

In this paper [5] Vasantha and Prasad proposed a half and half security algorithm
for RSA cryptosystem. Here they processed public and private keys by utilizing four
prime numbers. After that they looked at the different procedure times and speed
with customary RSA.

In this paper [6] Panda and Chattopadhyay did their work on investigating and
planning of upgraded RSA for enhancing the security by including the element of
check at both sender and beneficiary side. They improved their work by utilizing
K-NN calculation just as numerous public keys.

In this paper [7] Mathur et al. used the Blowfish algorithm for providing security
aspects in internet of things. Authors slightly modified the original algorithm by
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changing in F-function of the algorithm and found that in terms of throughput and
speed this algorithm significantly proved fruitful.

In this paper [8] Suresh and Neema used a hybrid algorithm for cloud computing.
They selected RSA and Blowfish algorithm for this work. For implementation pur-
pose, they used FPGA device. In this way authors provides one algorithm for data
security at cloud computing level.

In this paper [9] Bansal and Singh performed the analysis part on basis of imple-
mentations of various symmetric key-based cryptography like Blowfish. Their basis
for comparison involves three parameters what is the execution speed, size of block
for processing and size of cipher keys.

3 Proposed Work

RSA algorithm which is public key algorithm on one side have favorable position of
high security in view of complex factorization issue yet on other hand it getsmoderate
down in calculation with regards to the matter of encryption of bigger information.
While Blowfish algorithm has preferred standpoint of one it is unpatented openly
accessible to utilize algorithm and second it is one of the quickest block cipher
algorithms in symmetric key algorithm.

Presently this paper introduces a half and half algorithm which is made by con-
solidating such two calculations with the goal that recently planned calculation will
have forces of RSA as far as mind-boggling security and on other side quickness and
unwavering quality of Blowfish calculation. This new algorithm is named as B-RSA.

3.1 B-RSA Encryption

This algorithm first takes plain-text as M. Then this message is first encrypted by
blowfish algorithm using symmetric key process of this algorithm. All the interme-
diate process of these algorithms is applied starting from subkey generation and then
splitting plaintext in 64-bit blocks and then all 18 rounds of XORed along with use
of S-Boxes in F-function. And finally, message M is now in encrypted form that is
ciphertext let C1. Now this ciphertext is used as a plain text for RSA algorithm. Here
we use RSA algorithm of 4 prime numbers and dual modulus operation. Now this
algorithm converts C1 into another ciphertext C2. And finally, original plaintext M
is now in encrypted form as C2 by B-RSA algorithm.
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3.2 B-RSA Decryption

For decryption phase at receiver side, the reverse approach of encryption phase is
done. Ciphertext C2 is decrypted using dual modulus RSA algorithm. As a result
of this we get the output as C1 which is still not our original plaintext. Now this
CiphertextC1 is decryptedbyBlowfish algorithmdecryptionphase.After completing
all the 18 rounds of XOR’s in order of P18–P1 array we get the original plaintext as
M by B-RSA algorithm.

3.3 Example

Let us take plain-text as “hello” which is meant to be encrypted. Let denote this
message asM. first of allM is given as input to Blowfish algorithm phase of B-RSA.

Blowfish Symmetric key = ??6|(??6???¿ßÉ Cipher text C1 = z]ñz?H?+
Now, this C1 is becomes input to RSA algorithm with dual modulus. Ciphertext

C1 in bytes = 12293-15122-104726343

Encrypted bytes by RSA phase = 76-16-23127-747-2121-51-71-96-45-52115-67-

96-12329-139-71-101-10-101-5918-72-442-26-3123-1185911084-28-22-43109-

646-77-2314-6995106-24108-10443-123-80-25-50-100-7248-71-120-476-31123-

1210511132-994604279-10-54-7614-33-1124-731-10399109-8420-502359-10-12-

96-3065-32-126-123-67-22313416704194-108-30-50-32-8-5-119126-22-72-399-

10165-34-9764-120-105-7342-121-84-2-112-49-29-67-29-21-341-702-43-125-10

287619973541259111-1171-5229-42100-74119749-838111469591-9-19-126-

110-23926-93-12083-86116-104-40-10910635653-42-8612537-100-62857-48-

2648113-58-96-8127-96-49-99-3286-49-71-3654-12512-56-948-60119-10782-

187815-30-37137-61113-9110192-9382-94-75-13126-149711973-54-7-664783

599109-79-10070-36

Now decryption phase starts. These encrypted bytes are now decrypted using
RSA-decryption phase.

Decrypted string C1 = z]ñz?H?+
Now this C1 is gives as input to blowfish-decryption phase and we get our original

plaintext as M.
M = “hello”
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4 Simulation Work

In this paper, we discussed a new algorithm B-RSA which is hybrid of one sym-
metric and one asymmetric algorithm Blowfish and RSA respectively. Here we are
comparing the Encryption and Decryption time of Blowfish algorithmwith proposed
B-RSA algorithm. We implemented these algorithms in java language and measured
the execution time of these algorithm’s encryption and decryption phase.

From Figs. 3 and 4 we can see that decoding time of B-RSA algorithm increments
as contrast with the first blowfish calculation. It demonstrates that increase in decod-
ing time will make B-RSA calculation substantially more secure towards assaults

Fig. 3 Encryption time versus number of input character

Fig. 4 Decryption time versus number of input character
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on the system on the grounds that such mind-boggling and difficult to unscramble
result upgrades the security as contrasted with blowfish algorithm. In same way we
find that encryption time likewise expanded when contrasted with original blowfish
algorithm. It is a direct result of the extra periods of RSA which are included into
blowfish algorithm. On the off chance that there is need of making an increasingly
secure system at expense of high handling time of encryption and decoding then
parameters of RSA algorithm can be expanded like we can go to 6 prime numbers
with triple modulus task. In this paper we utilized RSA of double modulus. Making
triple modulus in action will make framework or system significantly more secure.

5 Conclusion

From the overall estimations, we presume that proposed B-RSA algorithm have the
abilities of both RSA and Blowfish algorithm. Regardless of having perplexing and
secure mechanism like double modulus RSA calculation, B-RSA is additionally
quick block cipher calculation. Here we can say utilizing of B-RSA algorithm will
be by one way or another different and significantly more difficult for gatecrashers
to break the component of calculation of B-RSA algorithm. In this way we infer
that B-RSA algorithm is such calculation which full-fill the prerequisites of a decent
cryptographic algorithm having secure mechanism just as quick execution.
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Analyzing Different Multiparty
Computation Techniques

Tanmay Borade, Dhananjay Dakhane and Tushar Ghorpade

Abstract Strong encryption provides support to data privacy. Although encryption
can make the data secure in data transfer and at rest, at some point this encrypted data
definitely needs to be decrypted. Now at this very point, it so happens that the data
becomes susceptible to attacks ultimately resulting in compromised data privacy.
This is where secure multiparty computation (MPC) comes into picture; thereby, it
provides ability to calculate required values from numerous encrypted data sources
without any party compromising on their secret data. At ground level, MPC is a
very general concept that can be realized using different protocols, such as secret
sharing, in which secret data from each party is divided and then distributed ran-
domly, encrypted “shares” among the parties. This distributed data when eventually
aggregated would provide the final desired result. If anyone happens to intersect the
data at hand of any of the parties, it would prove futile. With this paper, we focus
on different algorithms or techniques that work behind the scenes in implement-
ing MPC. These techniques include homomorphic encryption, followed by RSA
combined with Paillier’s algorithm and lastly the concept of garbled circuits.
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1 Introduction

With the advent of modern world technology, today’s world revolves around data.
This data is sent over a global-wide network; hence, the network security and anal-
ysis have become very prime importance for any large organization or establish-
ment. Computers today are involved in large money transfers between banks, IT
industries, stock markets, electronics and telecommunication industries, railway and
rail services, schools and colleges, satellites and space research, etc. In such crucial
areas, security cannot be compromised. Networks could be susceptible to attacks like
Phishing, Eavesdropping, DOS and DDOS attacks, and Man-in-the-middle attack.
To prevent all of this, network security is essential. Cryptography essentially means
converting just an ordinary plain text into scrambled and clueless text and vice versa.

A. Secure Multiparty Computation

The term “multiparty computation” was coined by Yao [1], arguably regarded as
the most fundamental problem in cryptography. Being a powerful abstraction, it can
model any cryptographic task. The problem shown in Fig. 1 is defined as follows:
We have a set of n distrusting parties {P1,…,Pn}, each with its own private input
x1,…, xn. They want to compute some publicly known function f on their inputs
without disclosing their inputs. The approach used by a generic secure computation

Fig. 1 A generalized scenario of secure MPC



Analyzing Different Multiparty Computation Techniques 453

protocol is to “securely” evaluate Boolean circuit (with AND, OR, XOR gates) or
arithmetic circuit (with + or * operator) representing the function f to be computed.
By “secure circuit evaluation,” we mean that the circuit will be evaluated in such
a way that nothing other than the circuit output that represents the function output
must be revealed during the circuit evaluation.

B. Yao’s Millionaire Problem

Yao’s millionaires’ problem [2] is a secure multiparty computation problem given by
Andrew Yao which came into light in 1982. The problem involves two millionaires,
say, Alice and Bob, who want to ascertain who is richer. The condition is that they
should not reveal their true wealth. This complication is very similar to another
problem that has two numbers a and b, and the goal is to solve the inequality a > =
b without exposing the definite values of a and b.

2 Related Work

Rani et al. [3] explain the fourth challenge of big data, that is, Veracity, which means
how much trustworthy is the data, how securely is the data received, stored, pro-
cessed, and transmitted. Zhenlin et al. [4] aim at constructing a predicate encryption
having multiplicative homomorphic property for the class of inner-product predi-
cates. Yao et al. [5] propose a protocol based on homomorphic encryption which
allows function input to be encrypted with various public keys. Based on ECC for
SMCproblem,Wang et al. [1] present a homomorphic encryption scheme that results
in reduced communication and computation cost. Yao [2] in his paper presents a new
mechanism for regulating the knowledge transfer process in cryptographic protocol
design. Dhakar andGupta [6] point out the loopholes in RSA cryptosystem: factoring
huge numbers by mathematical attack and, with brute force, trying all private keys.
Xiang et al. [7] define a new operation—similar modular arithmetic which can be
used to achieve algebraic homomorphic encryption scheme on the scope of a rational.
Youn et al. [8] put forth an additive HE scheme, used for calculating statistical data
such as mean and variance. Naumann [9] in this paper has explained the function
of Yao’s original algorithm in detail. Snyder [10] in his paper gives a thorough and
detailed answer of Yao’s original protocol and its security characteristics. Cimato
et al. [11] in his paper put forth the technique of using multiple-valued logic for the
forming garbled circuits. Ehsanpour [12] in his paper discusses constructing garbled
circuit for two parties to securely evaluate a function by means of quantum gates
(QG).
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3 Multiparty Computation Techniques

3.1 Multiplicative Homomorphic Encryption Along
with Secure MPC

Encoding:

1. Padding of the message is done with k1 zeros to be n—k0 bits in length.
2. r is just any k0-bit string that is randomly generated.
3. G expands the k0-bits of r to n—k0 bits.
4. Evaluate X as

X = m000 . . . 0 ⊕ G(r) (1)

5. H reduces the n—k0 bits of X to k0 bits.
6. Calculate Y as

Y = r ⊕ H(X) (2)

7. Finally, the result is calculated as X||Y.

Decoding:

1. First, find r as

r = Y ⊕ H(X) (3)

2. Second, recover m as

m000 . . . 0 = X ⊕ G(r) (4)

Algorithm for Secure Cloud Computing:

At first, padding of the user’s data takes place by Optimal Asymmetric Encryption
Padding (OAEP) as shown in Fig. 2, combined with hybrid encryption technique
based on RSA algorithm (HE-RSA). Multiple parties wish to work out a func-
tion upon their personal inputs without compromising on correctness and secrecy.
Encrypted data is homomorphically encrypted. This double encrypted data is not
decrypted in cloud. The algorithm [13] incorporates theMPC along with HE that fol-
lows evaluations to be done on encrypted data without decrypting it. After combining
homomorphic encryption and multiparty computation (HE + MPC), the confiden-
tiality and integrity of the data are preserved without any compromise. The latency
is lesser than HE but more than MPC. The algorithm thereby gives medium amount
of latency based on the HE and MPC.
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Fig. 2 Optical asymmetric encryption padding

3.2 Additive Homomorphic Encryption with Paillier’s
Algorithm

Key Generation:

1. Let p and q be any two large primes.
2. Compute the modulus as

n = p ∗ q (5)

3. Calculate the Carmichael function

λ = LCM(p − 1, q − 1) (6)

and

g = 1 + n (7)

4. Calculate

L1 = L(gλ mod n2) (8)
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5. Calculate

μ = 1 + K .
n

L1
(9)

Thus, public key is (n, g)
private key is (λ, μ)

Encryption:

For any plaintext m, choose a random r ∈ Zn∗
2, calculate

c = gm ∗ rn mod n2 (10)

Decryption:

1. For ciphertext c <= n2, calculate

L2 = L(cλ mod n2) (11)

2. Finally, calculate the plaintext from ciphertext as:

m =
[
L2

L1

]
mod n (12)

or

m = L2 ∗ μ mod n (13)

Actual Implementation:

Suppose a number of hospitals wish to jointly evaluate total number of people suf-
fering from a certain disease without revealing any secretive or private information
of the concerned patients. Here, security is the key factor that should definitely be
taken into consideration. In fact, information in medical field is mostly secretive kind
of data that should be kept confidential. To accomplish this, there is a need of secure
framework that will collaborate between various hospitals. The solution to this forms
the secure MPC technique.

With that in mind, after successful encryption each hospital sends their secretive
data for evaluations. Then the cloud provider does the computationwork on encrypted
data and forwards the final result back to the hospitals. After this, every hospital then
decrypts this newly received encrypted data using their secret key to yield the final
result. This way the parties are aware only of the final output but not aware of the
individual inputs thus confidentiality prevails. So, this method [14] permits a number
of hospitals to together evaluate a function of their secretive inputs without sharing
patients’ crucial info to third parties.
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In this scheme, hospital A and hospital B encrypt patients’ secretive data m1 and
m2 to yield the ciphertexts C1 and C2 using public key pk. So,

C1 = E(m1, pk)) (14)

C1 = gm1 ∗ r1n mod n2 (15)

C2 = E(m2, pk) (16)

C2 = gm2 ∗ r2n mod n2 (17)

Here, cloud provider evaluates the product of the encrypted data just like RSA.

C1 .C2 = E(m1, pk) . E(m2, pk) (18)

C1 .C2 = (gm1 ∗ r1n) . (gm2 ∗ r2n) mod n2 (19)

C1 .C2 = gm1+m2 ∗ (r1 . r2)n mod n2 (20)

C1 .C2 = E(m1 + m2, pk) (21)

Eventually, every medical asylum uses its secretive key to get last result, which
equals the sum of m1 and m2.

D(E(m1, pk) . E(m2, pk)(mod n2)) = m1 + m2(mod n) (22)

Together a number of hospitals perform addition operation on encrypted data. To
sum it up as a whole, the solution securely evaluates addition operations. Hence, it
is a effective method to assist collaborative systems in healthcare systems.

3.3 Garbled Circuits Using Quantum Gates

In Yao’s GBC, the evaluating function is depicted as a Boolean circuit made up of
binary gates. Encryption is then done of input and output wires such that the person
or machine evaluating the GBC does not find any information regarding inputs. With
GBC consisting of simple Boolean circuits, researchers found out that overall OT
payload shoots up proportionally with the number of gates and become tremendous
for complex GBCs [15]. So researchers were keenly fascinated in making a GBC
that would require a meager number of non-EX-OR gates. An idea of increasing the
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Table 1 Comparison of gates required

Version Comparator(4-bit) Comparator(8-bit) Adder(32-bit)

Garbled circuit 10 26 127

Quantum garbled circuit 8 16 64

efficiency is incorporating quantum gates in place of Boolean ones thereby forming
Q-GBC. The main motive behind is that the Q-GBC technique will increment the
number of XOR gates without any communication delay and computation latency
and lessen the number of non-XOR gates, thereby demanding meager interaction.

Quantum garbled circuit for comparison function:

With classical Boolean circuits, it is found that for 4-bit comparator circuit, the
number of non-XOR gates is 10, whereas in case of 8-bit comparator circuit, the
number of non-XOR gates comes out to just 26. According to RevKit result, each TR
gate has got 1 CNOT and 1 Toffoli gate [12]. So we conclude that for implementing
a 4-bit comparator circuit, we need just 8 non-XOR gates while for 8-bit millionaire
problem with QC we need just 16 TR and 16 non-XOR gates.

Quantum garbled circuit for 32-bit adder:

With classical Boolean circuit of adder, a 32-bit adder GC has 127 AND, 187 INV,
and 61 XOR gates. Peres FA gates are utilized as quantum full adder which are
implemented by two quantum Peres gate. Additionally, a 32-bit adder forms an array
of 32 PFAG. Hence, it can be said that a 32-bit adder can be realized as a GC that
needs only 64 non-XOR gates (Table 1).

4 Comparative Analysis of Techniques

See Table 2

5 Conclusion

Nowadays secure multiparty computation is the trendy topic in the field of network
security and cryptography. With secure MPC, it is no longer needed to trust the third
parties. Thus by eliminating the third party, multiple parties can come together to
evaluate some common function f over a cloud environment. The idea of having
a secure MPC is quite old but the research still continues, and there are still many
things yet to be explored in this regard. Thus, we have studied different techniques of
multiparty computation. We compared the different algorithms and techniques such
as multiplicative HE with OAEP, additive HE with Paillier’s scheme, and garbled
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Table 2 Comparison of MPC techniques

Parameters Multiplicative HE +
MPC

Additive HE +
Paillier’s algorithm

Garbled circuits

Confidentiality Confidentiality is
maintained

Confidentiality is
maintained

Confidentiality is
maintained

Integrity Integrity is
maintained

Integrity is
maintained

Integrity is
maintained

Overhead Overhead is
moderate

Overhead is less Overhead is less

Algorithm or
technique used

Multiplicative
homomorphic
encryption and
OAEP technique

Additive
homomorphic
encryption and
Paillier’s scheme

Using quantum gates
in garbled circuits

Advantages Overhead lies in
between only HE and
only MPC

Productive technique
to do computation
even in distributed
circumstances

Lesser non-EXOR
gates employed
which means lesser
overhead

Limitations Not fully
homomorphic, only
multiplication
operations can be
performed

Not fully
homomorphic, only
addition operations
can be performed

Difficult to
implement with the
existing technology

circuits using quantumgates. Comparative analysis of the algorithms states limitation
and advantage of individual algorithm. Secure MPC is undisputedly the future and
would definitely be prominent among all kinds of organizations.
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Power and Delay Comparison of 7:3
Compressor Designs Based on Different
Architectures of XOR Gate

Rekib Uddin Ahmed and Prabir Saha

Abstract This paper presents the power and delay comparison of 7:3 compressor
circuit designed using three different architectures of XOR gate which are based
upon mirror circuit, 4-transistor, (4-T) and transmission gate (TG). The compressors
have been implemented in transistor level at 180 nm technology and the functionality
is verified in Cadence-spectre. Among the 7:3 compressors, the design utilizing the
TG-based XOR gate is exhibiting least power consumption and the least delay is
exhibited by the design which is based upon mirror circuit-based XOR gate.

Keywords Compressor · Delay · Mirror circuit · Power · Transmission gate

1 Introduction

In microprocessors and digital signal processors, the multipliers are used to perform
dedicated operations like convolution, correlation, and filtering. The multiplication
process involves formation of partial products followed by addition of partial prod-
ucts in order to generate the final binary result. Among the process involved in
multiplication, the addition of partial products is the main cause of the delay, area,
and power consumption in the multipliers. Conventionally, addition of partial prod-
ucts was performed by huge numbers of adders that are capable to add two or three
bits at a time [1]. One of the methods to minimize the number of adders is the use of
compressors. Compressors are the basic circuits which count the number of “ones”
present in the input vector. Different types of compressors like 3:2, 4:2, and 5:2 have
been reported in literature [2–5] which are suitable for 8 × 8 bit multiplier. Large-
sized compressors such as 7:3 and 15:4 compressors are also proposed in order to
design 16 × 16 and 32 × 32 bit multiplier [1, 6, 7]. One important component used
in the compressors is XOR gate, which is also the building block in various circuits
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like adder, parity checker, etc. While implementing in XOR gate in CMOS, the main
intention is to reduce its transistor count aiming at reducing the overall delay and area
of the constituting circuit [8]. Various CMOS architectures of XOR gate have been
proposed [9] in order to obtain faster and more compact circuit structures. In this
paper, the 7:3 compressor [10] is designed by utilizing three different architectures of
XOR gate: (1) mirror circuit-based (2) 4-transistor (4-T)-based, and (3) transmission
gate (TG)-based. The compressor circuits are implemented at gate level using the
generic process design kit (gpdk)−180 nm technology node. The functionality of the
compressors is verified through simulation in Cadence-spectre and the comparison
between the designs as the function of power and delay is presented.

2 The 7:3 Compressor

A 7:3 compressor takes seven-bit input vector X = (x6, x5, x4, x3, x2, x1, x0) and
generates three-bit output vector q = (q2, q1, q0). In order to obtain the Boolean
expressions for the q, the X is partitioned into two sub-vectors Xa = (x2, x1, x0) and
Xb = (x6, x5, x4, x3). The truth tables for Xa and Xb are given in Tables 1 and 2.

The Boolean expressions for outputs of Xa are given by

qa1 = x2x1 + x2x0 + x1x0 (1)

qa0 = (x2 ⊕ x1 ⊕ x0) (2)

Similarly, the Boolean expression for outputs of Xb is as follows (The simplifi-
cation of qb1 is given in Appendix)

qb2 = x6x5x4x3 (3)

Table 1 Truth table for sub-vector Xa

x2 x1 x0 qa1 qa0

0 0 0 0 0

0 0 1 0 1

0 1 0 0 1

0 1 1 1 0

1 0 0 0 1

1 0 1 1 0

1 1 0 1 0

1 1 1 1 1
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Table 2 Truth table for sub-vector Xa

x2 x2 x2 x2 qa1 qa1 qa1

0 0 0 0 0 0 0

0 0 0 1 0 0 1

0 0 1 0 0 0 1

0 0 1 1 0 1 0

0 1 0 0 0 0 1

0 1 0 1 0 1 0

0 1 1 0 0 1 0

0 1 1 1 0 1 1

1 0 0 0 0 0 1

1 0 0 1 0 1 0

1 0 1 0 0 1 0

1 0 1 1 0 1 1

1 1 0 0 0 1 0

1 1 0 1 0 1 1

1 1 1 0 0 1 1

1 1 1 1 1 0 0

qb1 = [x6x5 + x4x3 + (x6 + x5)(x4 + x3)]qb2 (4)

qb0 = (x6 ⊕ x5 ⊕ x4 ⊕ x3)

The outputs of two sub-vectors are added through a carry-lookahead (CLA) adder
in order to obtain the final expression for the outputs of the 7:3 compressor.

q2 = qb2 ⊕ [qa1qb1 + (qa1 ⊕ qb1)(qa0qb0)] (5)

q1 = qa1 ⊕ qb1 ⊕ (qa0qb0) (6)

q0 = (qa0 ⊕ qb0) (7)

The gate-level logic diagram of the outputs q2, q1, and q0 is shown in Fig. 1. The
XOR operations used in the 7:3 compressor are implemented using three different
architectures of XOR gate which are discussed below.
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Logic block for Logic block for Logic block for CLA

Fig. 1 Logic diagram for the outputs of the 7:3 compressor circuit

2.1 Mirror Circuits-Based XOR Gate (Design 1)

Figure 2a shows the CMOSXORgatewhich is based on the concept ofmirror circuit.
With the two inputs A and B, the possible combinations are: AB, AB, AB, A B. The
AB and AB provide connections from the power supply to Y thereby producing the
output high (Vdd), while AB and AB connect the Y to the ground giving output low
(0 V).

2.2 4-Transistor XOR Gate (Design 2)

The 4-T XOR gate consists of two CMOS inverters cascaded together as shown in
Fig. 3 with input A applied to the first stage inverter (inverter 1), and connected to
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Fig. 2 Different architectures of XOR gate: a mirror circuit-based, b 4-transistor-based, c TG-
based, and d TG

(a) (b)

Fig. 3 Bar chart showing comparison between the compressor designs: a power analysis, b delay
analysis
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the top of second stage inverter (inverter 2). The A from inverter 1 is applied to the
bottom of inverter 2. The other input B is used to switch the MOSFET pairsM3 and
M4. With B = 0, M3 conducts and the logic level at A is transferred to the Y thus
producing the term AB. If B = 1, M4 conducts thereby connecting A to Y , giving
AB. Combining these two gives the function: AB + AB = A ⊕ B.

2.3 Transmission Gate-Based XOR Gate (Design 3)

The XOR gate can be implemented by using one of the input variables to control the
TG. Figure 2c shows theXORgate implementation using twoTGs (T 1 and T 2) where
the input B is used to control the TGs with A and A as inputs. The transmission gate
(TG), sometimes referred as solid-state switch which selectively blocks or passes a
logic level from the input to the output. The TG as shown in Fig. 2d is comprised
of p-type (M5) and n-type (M6) MOSFETs. The gates of M5 and M6 are biased in
such a manner so that both MOSFETs are either ON or OFF simultaneously. When
the voltage at node C is at logic 1, the complementary logic 0 is applied to node
C , allowing both M5 and M6 to conduct and pass the logic level at D to Z . When
voltage on node C is at logic 1 and logic 0 is applied to node C , the both transistors
OFF thereby forcing a high impedance condition across D and Z .

3 Results and Discussion

The 7:3 compressor designs are simulated in Cadence-spectre and compiled with
gpdk 180 nm technology considering device parameters: channel length L = 180nm,
channel width W = 1.08µm, source and drain (S/D) diffusion area = 0.972µm2

and S/D diffusion periphery= 3.96µm.The compressor designs are simulated under
supply voltage of 1.8 V with input pulses of amplitude 1.8 V having rise and fall
time = 10 ps of time period 20 ns.

The power dissipation and delay of the compressor designs are recorded at rising
edge (RET) and falling edge transition (FET) of input pulses. The power and delay
observed for some set of selected set of input combinations are given in Tables 3 and
4.

Figure 3 shows the pictorial representation of average power dissipation and delay
exhibited by three compressor designs. The least power dissipation is exhibited by
the Design 3 which utilized the TG-based XOR gate. As it has been stated earlier that
TGs are inherently low power consuming and they are good for designing XOR gate
[11, 12], so the Design 3 is exhibiting a minimum power dissipation of 13.84 µW
at RET and 14.09 µW at FET. On the other hand, the rise and fall time of mirror
circuit-based XOR gate are shorter [9], so the Design 1 is exhibiting a minimum
delay of 0.4701 ns at RET and 0.3698 ns at FET.While the 4-T XOR gate is useful in
reducing the transistor count but from power dissipation and delay point of view, it
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Table 3 Power dissipation (in µW) at different combinations of X

X Design 1 Design 2 Design 3

RET FET RET FET RET FET

1111111 16.52 17.63 28.38 103.0 12.57 15.29

1111110 13.49 14.65 26.62 45.24 11.69 14.12

1011111 17.73 17.86 85.99 158.5 16.49 16.4

1010111 14.06 13.22 111.2 129.3 16.06 14.31

1010101 11.61 12.44 100.1 159.4 14.57 13.36

1010000 7.553 7.981 21.15 98.13 8.262 7.22

1111101 14.92 16.8 61.03 133.2 12.4 14.56

1111011 15.18 16.75 53.79 133.4 11.53 13.92

1110111 18.02 17.44 82.43 158.7 17.04 16.44

1101111 18.57 17.59 81.43 159.3 16.01 14.73

0111111 18.26 17.97 84.19 159.0 15.63 14.66

Average 15.08 15.48 66.93 130.65 13.84 14.09

Table 4 Delay observed (in ns) at different combinations of X

X Design 1 Design 2 Design 3

RET FET RET FET RET FET

1111111 0.4018 0.479 0.4081 1.6563 0.3124 0.5381

1111110 0.4747 0.479 0.5041 1.1679 0.4384 0.5324

1011111 0.5268 0.2895 0.6976 2.5549 0.4678 0.4846

1010111 0.3369 0.2668 1.5546 1.6573 0.5419 0.4849

1010101 0.2956 0.2631 1.008 2.4842 0.5492 0.4892

1010000 0.5223 0.4681 0.5437 1.1789 0.4775 0.5191

1111101 0.465 0.4802 1.0076 2.4968 0.4117 0.5373

1111011 0.4542 0.4818 0.4903 2.5196 0.3659 0.5427

1110111 0.5601 0.285 0.4062 2.5176 0.4687 0.4846

1101111 0.5837 0.2858 0.7026 2.537 0.4613 0.485

0111111 0.5502 0.2895 0.7671 2.5844 0.4604 0.4851

Average 0.4701 0.3698 0.6985 2.123 0.4504 0.5075

does not seem to be advantageous. So, Design 2 is showingmaximumdelay (2.123 ns
at FET) and power consumption (130.65 µW at FET) as compared to Design 1 and
Design 3.
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4 Conclusion

In this paper, 7:3 compressor designs have been presented by utilizing the mirror
circuit, 4-T, and TG-basedXORgates. The functionality of the designs is verified and
comparative study with respect to power and delay have been presented. Maximum
average power dissipation and delay is observed in case of 4-T XOR gate-based
compressor (Design 2). Least average power dissipation and delay is observed in
the compressor utilizing the TG-based XOR gate (Design 3). The performance of
Design 3 is found better among the discussed designs of 7:3 compressor.

Acknowledgements This work is supported by Ministry of Electronics and Information Technol-
ogy, Government of India, under Visvesvaraya Ph.D. Scheme.

Appendix

The Karnaugh map for the output qb1 is shown below:

00 01 11 10

00

01

11

10

1

1 11

11

1 1 1

x6 x5

x4 x3

Considering the circled minterms:

qb1 = [x4x3 + x5x3 + x5x4 + x5x4x3 + x6x3 + x6x4 + x6x4x3 + x6x5 + x6x5x3 + x6x5x4]qb2

= [x4x3 + x5x3 + x5x4(1 + x3) + x6x3 + x6x4(1 + x3) + x6x5(1 + x3 + x4)]qb2

= [x4x3 + x5x3 + x5x4 + x6x3 + x6x4 + x6x5]qb2

= [x6x5 + x4x3 + x5(x3 + x4) + x6(x3 + x4)]qb2

= [x6x5 + x4x3 + x5(x3 + x4) + x6(x3 + x4)]qb2 (8)

qb1 = [x6x5 + x4x3 + (x3 + x4)(x5 + x6)]qb2 (9)
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Survey of Big Data Warehousing
Techniques

Jaspreet Kaur, Rajashree Shedge and Bharti Joshi

Abstract There is a growing need in the industry toward the development of new and
sophisticated tools for storing the exponentially growing volume, velocity and variety
of data, which is collectively referred to as big data. There has been a paradigm shift
from traditional data warehousing techniques to inclusion of NoSQL technology in
order to fulfill the requirements of big data. While Hadoop has powerful features,
which is not a replacement to Data Warehouse, rather it is a complement. Data
Warehouse is already good at processing structured data so when used in conjunction
with Hadoop, it becomes a winning combination. Hadoop can be considered as one
of the back ends of Data Warehouse for handling unstructured data. Hence there is
research on enhancing existing Data Warehouse with new features that have been
successful at handling big data, and most popular one among them is MapReduce.
We discuss the different tools and techniques used for improving Data Warehouse
by adding these features and discuss the limitations associated with them.

Keywords Data warehousing · Hadoop · Unstructured · MapReduce

1 Introduction

Data storage is the recording (storing) of the data in a storage medium. The storage
medium could be as diverse as DNA, RNA, phonographic recording, magnetic tape,
and optical disks. Organizations typically store their data in a DataWarehouse which
is a large store of data collected from heterogeneous sources within the company
that allows the management to take informed decisions. With the advent of social
platforms and various online portals for consumers to put their views, it becomes

J. Kaur (B) · R. Shedge · B. Joshi
Ramrao Adik Institute of Technology, Navi Mumbai, India
e-mail: jaspreetseera@gmail.com

R. Shedge
e-mail: rajashree.shedge@gmail.com

B. Joshi
e-mail: bharti.joshi@rait.ac.in

© Springer Nature Singapore Pte Ltd. 2020
G. Ranganathan et al. (eds.), Inventive Communication and Computational
Technologies, Lecture Notes in Networks and Systems 89,
https://doi.org/10.1007/978-981-15-0146-3_45

471

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0146-3_45&domain=pdf
mailto:jaspreetseera@gmail.com
mailto:rajashree.shedge@gmail.com
mailto:bharti.joshi@rait.ac.in
https://doi.org/10.1007/978-981-15-0146-3_45


472 J. Kaur et al.

crucial for organizations to process such data, which is mostly present in a textual
format. Moreover, the volume of data has increased multiple folds and ways to
process such huge information is challenging.

The mining of big data produces many interesting results. However, researchers
are facing lot of challenges for extracting useful information from such huge chunks
of data. Problems arise in the areas of data capture, storage, searching, sharing,
analysis, management, and visualization [1]. Moreover, the rate at which the data
is growing is exponential and this will surpass the current storage capacity in near
future.

Traditional Data Warehouses were built on Online Transactional processing sys-
tems by using suitable tools and architecture which is 15–20 years old. Previously,
business analysts were satisfied with analyzing the small chunks of data and pro-
vide daily, fortnightly or monthly reports to the top management. There was no
proper foresight at that point of time on how big data would completely encapsulate
and change the data and storage requirements in future. However, we cannot ignore
the time and investment spent on building Enterprise Data Warehouse (EDW) and
must benefit from new technologies, products and approaches to modernizing the
currently inflexible Data Warehouses. Moving toward big data warehousing would
require undergoing the following changes [2, 3].

• Offloading the ETL process to a Hadoop cluster that uses inexpensive, industry-
standard hardware and processes data quickly.

• Using Parallel processing.
• Capitalizing on in-database analytics.
• Adding unstructured data metrics to existing Data Warehouse.
• Use Data Federation to extend the Data Warehouse.
• Creating Data repository.
• Adopting Lambda architecture.

Section 2 describes the existing research work in the area of big data warehousing
techniques. Different techniques are discussed in Sect. 3. An endeavor to compare
different techniques briefly in Sect. 4. Section 5 concludes the survey of the different
techniques.

2 Related Work

Authors Ramkrushna et al. [4] explained the advantages of Apache Spark over
Hadoop MapReduce and analyzed real-time data using time series analysis. Chen
et al. [5] discussedOctopus which is a hybrid big data integration engine whose focus
is to minimize the data movement by pushing queries to the respective back ends and
getting it processed there rather than fetching the table in memory like Spark does.
The authors also showed how Octopus [5] performed better than Spark in terms of
query running time. Zhou et al. [6] explained that the requirements of real-time pro-
cessing and large capacity of big data can be fulfilled by hybrid storage. The authors
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propose a preference model to weight the storage performance imbalance when data
is stored on various devices. Based on this calculation, data is distributed on devices
by matching the device performance with data access characteristics. Bhat [7] dis-
cusses that there is an ever-increasing gap between the volume of digital data being
created and the available storage capacity of current devices. The author discusses
the working of Optical, DNA and Holographic storage technologies and compares
them on the basis of storage density, throughput and lifetime and implications of
adoption.

Pticek and Vrdoljak [8] discussed that lack of schema in NoSQL databases makes
them less comprehensible and difficult for integration and analysis. Hence the authors
suggested that the use of semantics would make the contents more understandable
and easy for integration. Dehdouh et al. [9] developed an aggregation operator called
Columnar NoSQL Cube which can build data cubes over Data Warehouses stored in
column-oriented NoSQL database management system using HBase engine. Hav-
ing the CN-Cube operator solves the drawback of absence of OLAP operators for
column-oriented database. Pticek and Vrdoljak [10] discussed MapReduce research
in warehousing of big data wherein they have highlighted that for big data ware-
housing solution, integrate one or more MR-based technologies like Hadoop and
Hive and combine it either NoSQL or traditional Data Warehouse. Herodotus et al.
[11] explain about Starfish which is a self-tuning system for big data analytics. It is
built on Hadoop while adapting to user needs and system workloads to provide good
performance automatically. Abello et al. [12] discuss the possibility of having data
in a cloud by using BigTable to store the hierarchical data and using Map Reduce to
deploy cubes in ad hoc Data Marts.

3 Big Data Warehousing Techniques

Thekey requirements of big data storage are its ability to handle large amounts of data,
scalability to handle growth and real-time data processing for analysis. The typical
approach has been to provide an architecture that spans several storage products in
order to provide the required performance and capacity at a reasonable price. A new
generation of storage tools has been developed specialized for big data, and efforts
have been made to augment these systems with traditional Data Warehouses. In this
section, we do an exhaustive study about the recent tools developed for storage of
big data and discuss their performance, capabilities and limitations. It investigates
the challenge of storing data in a secure and privacy-preserving way.

3.1 Apache Spark

Apache Spark is a cluster computing technology for large scale data processing. It
does not use MapReduce as an execution engine, rather it uses its own distributed
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runtime for executing work on cluster. [4] It is built on top of Hadoop MapReduce
and extends the MapReduce framework to incorporate many other computations.
The main drawback of Hadoop is that it can be used for batch processing and not
real-time computation. But with the growing needs of the industries, having real-
time processing is becoming a necessity. Spark is 100x faster than Hadoop for large
scale data processing. It provides easy interface for users and is polyglot, i.e., can be
programmed in Scala, Python, R and Java. In addition, Spark is flexible in the sense
that it can be deployed using Mesos, Hadoop via Yarn or by using its own cluster
manager.

Spark creates a Spark Context object, which gives information about accessing
the cluster. Using the attributes defined in the Spark Context, it connects to a Cluster
Manager whose task is to allocate resources across various applications. The cluster
manager is in turn connected to the worker nodes/data nodes where the execution
takes place. These worker nodes also have a cache memory which makes Spark
fault-tolerant. The executor is space inRAMwhere all the blocks reside for execution.

Spark also supports streaming data, SQL queries, and complex analytics such
as graph algorithms and machine learning using components like Spark SQL, Spark
Streaming, GraphX, Spark Core Engine and, MLlib. Resillient Distributed databases
(RDD) which is an immutable distributed collection of objects, are the heart of every
Spark program. Spark provides two categories of operations on RDDs: transforma-
tions and actions. A transformation generates a new RDD from an existing one. An
action triggers a computation on an RDD and produces the result into an external
storage.

3.2 Octopus

Nowadays, organizations maintain huge amount of data in multiple backend systems
which include traditional warehouses and more recently, big data systems. Integrat-
ing, querying and analyzing such disparate data become a difficult task. Octopus is a
hybrid data processing engine to integrate backend systems. It divides the task into
subqueries and pushes them into the respective backend systemwhere it is processed.
It comprises of twomain components, namely parser and optimizer. Parser generates
a logical operator tree based on user programs. Based on the logical operator tree
generated by the parser, the optimizer generates optimal query plans for execution
in the respective backend [5].

We consider an input query q and S backend systems where Si (1 ≤ i ≤ S), D
datasets Dj (1 ≤ j ≤ D) and Q subqueries generated by Octopus where Qk (1 ≤ k
≤ Q). Three binary indicators are introduced to understand the relationship among
the sets. Given a query task q to access whole data sets Dj, generation of subqueries
Qk that will be pushed down to backend systems Si with the goal of minimizing the
overall query processing time., wemeasure the running time in the following criteria.
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Tmi,j of system Si to move data Dj needed by Qk

Tpi,k of system Si to process query Qk .

3.2.1 Dependencies Among Queries

Tpi,k depends solely on the processing power of system Si. Tmi,j of system depends
on whether the data set Dj required by subquery Qk is present locally or needs to
be fetched from other systems. In the previous case, time Tmi,j is dominated by
the time required by system Si to load Dj. In the second case, the time Tmi,j is
dominated by the time required to fetch dataset Dj from remote system. This task
of assigning subqueries to backend systems is a job scheduling NP-hard problem;
hence, a heuristic solution has been proposed by leveraging the data locality principle
which minimizes the data movement.

3.3 Preference Aware Hadoop Distributed File System

Hadoop Distributed File System (HDFS) is the primary data storage used by applica-
tions of Hadoop. Due to its distributed storage, scalability, reliability, fault tolerance,
high availability and replication, it is a suitable storagemedium for big data.However,
HDFS also faces certain limitations, one of them being that it distributes data evenly
across all storage devices under the assumption that all storage devices have the
same I/O performance. Different devices have different I/O performance, asymmet-
ric read/write performance as well as asymmentric read/write access characteristics
of data.Hence, a preferencemodelwas designed (PAHDFS) to calculate theweight of
the storage performance and distribute data based on matching of performance with
data access characteristics [6]. Data is divided into blocks. The following equations
explain the calculation of preference degree.

TRm(i) = Si
PRm

+ TSm (1)

Read Time of Data Block Bi when it is distributed on Dm is equal to the sum of
read transmission time and seek time.

Similarly, write transmission time of data block Bi when it is distributed on Dm

is equal to the sum of write transmission time and seek time.

TWm(i) = Si
PWm

+ TSm (2)

Hence overall access time for Data Block Bi is calculated as

Cm(i) = TRm ∗ FRi + TWm ∗ FWi (3)
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Hence, preference degree of block Bi to device Dm is equivalent to the difference
in the access time of Bi on device Dn and device Dm

Pmn(i) = Cn(i)−Cm(i) (4)

The greater the value of Pm, n(i), the more block Bi prefers to reside in device
Dm. Hence deriving the final equation

Pmn(i) = Si ∗
[(

1

PRn
− 1

PRm

)
∗ FRi +

(
1

PWn
− 1

PWm

)
∗ FWi

]
+ (TSn − TSm) ∗ (FRi + Fwi)

(5)

The blocks are sorted in descending order of access frequency. The algorithm
traverses the blocks from high frequency to low frequency and determines whether
migration is necessary. Higher preference degree of a block in a particular device
implies that the particular block will display higher performance if it resides on
that device. The algorithm traverses in the Check Device set in descending order of
preference degree to ascertain if migration is required. To overcome the problem of
excessive migrations, the following conditions are imposed

• The benefit of migration should exceed the overhead incurred.
• Migration should not pull block with higher preference out of the target device.

3.4 Optical Data Storage (ODS)

According to a report published by International Data Corporation, the amount of
data is forecasted to reach 44 zettabytes by the year 2020, out of which 13 zettabytes
is supposed to be critical data. However, it is estimated that the current storage
technologieswill be able to hold only 15%of 44 zettabytes resulting in a data capacity
gap of 6 ZBs. Optical Data Storage (ODS) [7] which first emerged as CDs and later
progressed to DVDs and Blu-ray disks recorded information in diffraction-limited
region within a layer beneath the surface of the disk. Due to this, the capacity was
limited to few tens of Gigabytes(GBs) The optical spot which records the digital bits
is directly proportional to the wavelength of Laser beam and inversely proportional
to the numerical aperture of the optical head. The diffraction limit places a limit on
the storage capacity to few terabytes per disk which is not enough to overcome the
data capacity gap. Nanophotonic approaches have paved the way for increasing the
storage capacity by breaking or circumventing the diffraction barrier.
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3.5 DNA Data Storage (DDS)

DNA has the potential to have huge storage capacity because it is incredibly dense,
is volumetric rather than planar and is fairly stable. DNA strand or Oligonucleotide
is a linear sequence of four nucleotides namely Adenine (A), Cytosine (C), Guanine
(G) and Thymine (T ). Two DNA strands can bind to each other and form a double
helix. A in one strand can combine with T in another strand and likewise for C and
G. Probability of a nucleotide to bind to the existing partial strand at each step in
the process is as high as 99% and is referred to as coupling efficiency. There are
four different base pairs namely AT, GC, TA and CG and they are used to encode
four Quaternary digits which are 00,01,10 and 11. For reading data stored in DNA,
nucleotide pairs are decoded intoQuaternary digits and are further translated to binary
data. However, the drawback associated with DNA storage is that it is vulnerable
to a wide variety of errors during synthesis and sequencing. The error rate could be
around 1% per nucleotide. Also, nucleotide sequences degrade when stored leading
to data integrity issues [12].

Though DNA, data storage offers huge rewritable storage capacity and sustain-
ability, but still is an expensive proposition because of the cost of sequencing and
synthesis. Hence, we look at another technology known as Holographic Data storage
in the next section.

3.6 Holographic Data Storage (HDS)

Holographic data storage (HDS) overcomes the limitation of ODS by storing data
throughout the volume of the media rather than only on the surface. HDS employs
multiplexing for recording multiple holograms in the same volume of data. Light
from a laser source is split into two beams. The first is a signal beam which is passed
through a Spatial Light Modulator to encode binary data. The second is a reference
beam which is recombined with the modulated signal beam before entering the
recording media. The pattern produced by the overlapping beams is imprinted as a
hologram. The differentiating feature of the hologram is the unique volume address
provided by reference beam. For retrieving the data, the reference beam that was
used for recording the hologram is used. However, signal beam is independent from
the rest of the holograms [7].

3.7 Semantic Web Technologies

NoSQL, which stands for Not Only SQL, is specially designed for large sets of dis-
tributed data. It is basically schema-less which allows data of any form to be stored.
However, the diversity and lack of clear schema of NoSQL database present inte-
gration problems with relational databases. This drawback led to the development
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of semantic web technologies that can compensate the lack of schema in NoSQL
databases and boost the design of the Data Warehouse. NoSQL Databases are classi-
fied as document, column, key-value stores and graph. Though they differ in features,
they share the schema-less model and have good fault tolerance and consistency. The
role of semantics in the semantic-based integration scenario has been discussed under
the following heads [8].

• Data Source schema extraction.
• Integration of data source schemas.
• Schema reduction.
• Outlining the multidimensional concepts.

The advantages of havingOntologies are that they can be easily updated, can solve
heterogeneity conflicts, can detect multidimensional concepts, can discover hidden
semantics and explore large unstructured data sets. Hence using ontologies can help
in automating the process to a certain extent.

3.8 Columnar NoSQL Cube

Column-oriented NoSQL systems unfortunately have no OLAP operators. To over-
come this limitation, CN-CUBE was developed which is an aggregation operator
specially designed for column-oriented NoSQL databases. After identifying the
attributes which would form the basis of dimension and facts, a query is formed
as a view is created as a result. CN-CUBE uses this view hence reducing disk access.
To form all the dimension combinations required to build the cube, it uses value posi-
tions and hash tables and extracts data that satisfies the requirements of the query.
Because of their suitability for big data, HBase DBMS and Hadoop platform were
chosen. Column-oriented databases store data by column rather than rows. Such an
approach resulted in faster aggregation, compression and data retrieval and was suit-
able for big data where the volume of data is very high. The data, which is stored
in key-value format, had an additional attribute namely timestamp. This allows us
to distinguish the recent data. Hence, the combination of key, column name and
time-stamp forms the coordinates of the value. The time-stamp ensures that the most
recent version of data is to be taken while retrieving the results of the query.

4 Comparative Analysis of Techniques

Based on the detailed analysis covered in the previous section, we do a comparative
analysis of the various techniques based on various performance parameters. This
helps us in quickly understanding where we stand presently with respect to these
techniques and how they need to mature further (Table 1).
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Table 1 Comparative analysis of techniques

Technique Parameter Advantages Limitation

Apache spark
[4]

100X times faster than
MapReduce

• User-friendly APIs
• Capable of near real-time
processing

• Fault tolerance by the use
of RDDs

• No support for real-time
processing

• Expensive
• Lacks a file
management system

Octopus [5] Octopus outperforms spark
version 1.4.0 by having a
5.25 times faster running
time

• Fully integrate the power
of backend systems

• Optimizes the amount of
data movement

Limited to one module of
spark and cannot fully
replace it unless other
modules of spark such as
machine learning are
integrated

PAHDFS [6] Read throughput improves
by 87.3%, write throughput
improves by 15.6%, mixed
throughput by 70.6%

• Unburden name node for
scalability

• Same interface as HDFS
• Devices adequately
utilized

• Not suitable for small
files

• Hadoop security model
is complex and disabled
by default

Optical data
Storage [7]

• Storage density-hundreds
of petabytes

• Throughput
10GBps(High)

• Reliability under extreme
atmospheric conditions

• Low maintenance cost
• Energy efficient

• Absence of rewritable
storage support

• Limited to low latency
applications

DNA data
storage [7]

• Storage density-214 PB
per gram of DNA

• Low throughput

• Huge and rewritable
storage capacity

• Sustainability under
extreme weather
conditions

• Low throughput. And
high cost of sequencing
and synthesis of DNA
strands

• Limited to huge
volumes of data having
high latency

Holographic
data storage
[7]

• Storage density- tens of
terabits percm3

• Throughput 400MBps
(Low)

• Better than ODS and DDS
in cost/TB basis

• Lifetime is best among all
devices

• Changes in recording
technique may make it
incompatible

• Intermediate solution
till other technologies
pick up

Semantic
web
technologies
[8]

Semi automation is possible
since the veracity factor of
big data requires
supervision and hard to
automate

• Bridge the gap between
traditional and NoSQL
databases

• Global ontology to derive
multidimensional table

• Lack of standardization
in ontology

• Considers big data
warehouse design from
scratch

Columnar
NoSQL
cube [9]

CN-CUBE has lesser
computation time than
HIVE CUBE operator
15 node cluster records the
best time

• Reduces input-output
flows by using hash tables

• Outperforms the HIVE
CUBE operator

Though column-oriented
datastores are popularly
used for big data, it has no
OLAP operators. Limited
to only aggregation.
Support for new operators
to be added
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5 Conclusion

For an IT industry which was just getting used to handle terabytes of data in their
Data Warehouses, handling unstructured data in petabytes becomes a daunting task.
According to a research, the growth of data in the next five years shall be more than
data collected in the last fifteen years. DataWarehouse alone is incapable of handling
such volume and variety of data. Hence, data storage vendors have been working
toward incorporating big data and analytics tool such as Hadoop into their infrastruc-
ture. The initial hype of big data storage techniques focussed on only Hadoop and
MapReduce but now many other players have entered the market like SAS and SAP
HANA. Storage is a necessity but it is not so easy to address. Cloud storage providers
such as Azure and Google offer hardware, processing and storage for current and
future data growth. Multi-cloud data management solutions are being built which
use a mix of services from cloud service providers as well as private clouds.

We analyzed recent research in big data storage technologies and did a compar-
ative study of these technologies. Some of them are in nascent stage and need to
mature further in order to satisfy the purpose while other tools such as Hadoop and
MapReduce technologies are in developed stage and further improvements are being
suggested through the use of add-ons or separate technologies developed using the
proven technologies. Hence, there are plenty of solutions in the market but not a
single leader which can replace all others.
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Detecting Denial-of-Service Attacks
Using sFlow

Shivaraj Hublikar, Vijaya Eligar and Arun Kakhandki

Abstract This paper addresses how to detect denial-of-service attacks using sFlow.
Denial-of-service (DoS) attack is a critical security challenge in software-defined
network (SDN). In DoS attack, the network bandwidth is acquired by disrupting
the services of the server by abruptly increasing the traffic and making the server
unavailable for other users. The most challenging problem of DoS attack is to detect
the attack almost instantly and in a precise manner. This paper presents the detection
of DoS attacks by using sFlow analyzer, a SDNs flowmonitoring tool. In the event of
any attack, sFlow collects sample packets from network traffic, analyzes suspicious
behavior and creates handling rules which are then sent to the controller. Implemen-
tation of DoS attack is carried out by emulating a typical network in Mininet and
integrating this with sFlow analyzer. Through the simulated results, the potential
DoS victims and attackers are quickly found.

Keywords Bandwidth detection · DoS attack · SDN · sFlow

1 Introduction

In a traditional data network, devices are structured into data-plane and control-
plane which are local. If there are ten devices in a network, then each device has
its own data-plane and control-plane that are having all the relevant information
regarding forwarding tables. The data-plane comprises of switches,while the control-
plane comprises of controllers of different types. Networking device will get the
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Fig. 1 Traditional network and SDN [11]

packets which are decided by forwarding tables. Since the demand of traditional
networks is increasing, working on topology is complex [5]. Even though traditional
networks are global and very popular, they have various drawbacks. Firstly, there is no
scope to extend the network if a new feature or a protocol is to be added. Secondly,
any new command cannot be accepted to improve the functionality of traditional
networks since it is not programmable. Thirdly, cost of the network is effectively high
since each device contains both data-plane and control-plane. Different topologies
of the network are not possible since the traditional network is configured with
set of predefined rules during the manufacture. Furthermore, the physical network
infrastructure cannot be fully utilized since arranging the traditional network with
predefined polices becomes complicated and error prone.

Recent trends such as machine learning, artificial intelligence, cyber security,
internet of things (IoT) andmobile traffic have heavy trafficwhich cannot bemanaged
by the network. SDN manages the overall network programmatically. SDN is very
unique from the traditional networks which provide entire central control over the
network by separating the control-plane and the data-plane as shown in Fig. 1.

SDN manages the network by centrally controlling the devices which greatly
utilize and improve the networkmanagement. This network has data-planewithin the
device for sharing the forwarding data, whereas the control-plane is connected with
separate device called controller which handles the information. SDN is categorized
into three parts, controllers, southbound application program interfaces (APIs) and
northbound (APIs). Controller, which is the programmable central system, controls
the entire network which has the information of all the resources (like switches
and routers) connected to this network. Switches and routers are the information
devices which require southbound APIs as the medium for the controllers to transfer
the data packets. OpenFlow is standard protocol used in southbound APIs. SDN
uses northbound APIs to manage the traffic which is monitored by the network
administrators to communicate with applications shown in Fig. 2.
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Fig. 2 SDN controller

Fig. 3 Open switch
architecture

1.1 OpenFlow

OpenFlow is a standard protocol that provides communication and interface between
control-plane and data-plane in SDN. The data packets are transferred between
devices which have to maintain traffic routing flows that is managed by the Open-
Flow protocol. Each SDN device needs to maintain the set of Flow-tables that is
controlled by OpenFlow switch. The incoming packets are controlled by the switch
which are installed by the control-plane that maintains communication channel and
also contains the Flow-table rules [1]. Figure3 presents the logical structure of an
OpenFlow switch. When there is a mismatch in the Flow-tables that does not match
with any existing flow rules, the mismatch flows try to trigger forwarding plane to the
controller which reduces the bandwidth and memory. The limited communication
bandwidth between the control and data-planes could be a bottleneck of the whole
network, and lead to security problems. Todays commercial OpenFlow switches
only support cable connection to the controller. The practical connection bandwidth
is tested to be less than 10Mbps.

Research in SDN and DoS attacks is predominantly focused on detection of the
attack. In July 2001, Internet infrastructure was hit worldwide by DoS attack worms
named Code Red and NIMDA. Network scanning was used by Code Red Worm to
attack the network at a rapid propagation rate to detect and exploit Internet Informa-
tion Server (IIS) automatically. This DoS attack consumed huge bandwidth which
affected lot of network devices. The attack was complex since the attack came from
various sources of IP addresses for which packet analyzing was a big task. In order
to mitigate or limit the damage to network resources, content filtering of some type
were performed.



486 S. Hublikar et al.

In [2], the authors propose a mechanism that avoids the overloading of switch
TCAMs along with controller and control channel bandwidth and a solution called
SLICOTS, which mitigates a type of flooding attack TCPSYN in SDN. It is built on
top of the controller in order to monitor the network traffic related to TCP requests.

This paper is organized as follows. Section2 discusses DoS attacks on SDN.
Section3 presents the DoS detection method based on sFlow tool. Section4 demon-
strates the method to detect DoS attacks. The simulation results and discussion are
presented in Sect. 5 followed by conclusion in Sect. 6.

2 DoS Attack

DoSattack causes serious impact on the computing system.DoSattacks deny services
to valid users by completely consuming the target resources. DoS attacks are usually
initiated by an individual or group of individuals exploiting aspects of the Internet
Protocol to deny other users from legitimate access to systems and information. The
router hosts are disconnected if forwarding packets are stopped by router. The recent
applications which are targets to these attacks areWeb servers, mail servers and other
services [6].

In [9], the authors explain SDN-aimed DoS attacks (data-to-control-plane satura-
tion attacks). The attacker first sends the packets which do not match the packets in
the Flow-tables by generating table-miss packets without the order with some or all
fields, which does not match with existing flow rules on the target switch as shown
in Fig. 4. Then, the attacker launches DoS attacks on the SDN network by flooding
with large amount of table-miss packets. These table-miss packets will targetmassive
packet in messages from the switch to the controller, and consume their communi-
cation bandwidth, CPU computation and memory in both control- and data-planes
[2].

Fig. 4 DoS attack
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DoS attacks can be of various types:

• Destructive: Attacks which destroy the device to prevent the proper operation of
function, such as deleting or changing properties or information and power supply.

• Resource consumption: Attacks which try to reduce the ability of the device to
perform effectively by opening many simultaneous connections to a single device.

• Bandwidth consumption: Attacks which attempt to affect the bandwidth capacity
of the network device.

This paper aims to concentrate on bandwidth attack which is done using sFlow
tool. When any DoS attack is detected, sFlow generates flow rules by analyzing
samples of packets collected from the network traffic to be sent to the controller. In
this work, security services are developed to protect networks against different type
of network attacks for third parties like servers. A DoS attacker attacks the network
by providing enormous flooding traffic in a short time to a server by increasing flow
so that the server gets disconnected.

3 sFlow

sFlow helps tomonitor the network, that develops variousways of handling the traffic
flows, and to improve the performance of the network which consist of switches
and routers. sFlow [12] is an open-source sampling tool used for measuring the
traffic which is compatible with OpenFlow network. It consists of sFlow agents and
collector. The sFlow agent captures traffic statistics from the device which is under
observation that uses sampling technology. sFlow datagrams immediately forward
the sampled traffic statistics to a sFlow collector for analysis. The main task of the
two modules is listed below.

1. sFlow Collector: It is a server where sFlow datagrams are collected and stored.
2. sFlow Analyzer: It provides real-time overview of the network traffic flow by

analyzing the received datagrams by analyzing the irregularities of the network
parameters and detailed information. sFlow agents send a stream of sFlow sam-
plings continuously to the collector where they are analyzed to supply a real-time,
network-wide view of traffic flows.

3.1 Integration of Mininet and sFlow

Network simulators play an important role by evaluating network topologies of dif-
ferent types over a small scale. Many network simulators like Mininet, GNS3 and
EsiNet are available.Mininet is used here which is an open-source network simulator
used to generate traffic and analyze its flow.

Mininet [8] is an open-source network emulator and is a command line interface
(CLI) and enabled simulator which supports the use of analysis tools like the sFlow,
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NetFlow and RMON. Mininet creates virtual switch, hosts, links and controllers on
a single Linux kernel with a single command. Custom topologies are created using
Mininet. It simulates a real machine and can create different hosts. The limitation of
Mininet is that it does not have OpenFlow controller and it runs on slower links (10
or 100 Mbps).

According to [7], these simulators provide a platform to set a network topology
as a replication to the real-world environment about analysis and detection of the
attacks using Mininet and sFlow. The analysis is done in a number of steps in the
tool, which are listed here.

1. Start.sh will run the shell script command to run the sFlow application.
2. In another window, Mininet topology will execute. The ping command is run to

check the connectivity between the hosts of the topology created. A zero percent-
age drop depicts the complete connectivity between the hosts.

3. For accessing the sFlow trend GUI, a local host is created using the command:
localhost: 8008.

4. A typical command in Mininet for detection of attack is given as:
http://localhost:8008/app/mininet-dashboard/html/. It provides an approach to run
a SDN Controller along with it.

4 Implementation

In this section, the implementation of the network is discussed. Initially, sFlow-RT
is created to receive a continuous flow of data that is sent from the network devices
and converted into metrics. As soon as the flow reaches certain predefined metric
level, it is sent to an analyzer. Next, using the Mininet command, a topology is built
with link bandwidths of 10 Mbps. Finally, the output is the link between two hosts.

In order to make it easier to get started, the latest release of sFlow-RT includes
a Mininet helper script sflow.py that automates sFlow configuration. The following
example shows how to use the script and build a simple application in Python.

The various steps to detect the flows in a Mininet topology created in Linux
environment using sFlow-RT are listed here and shown in Fig. 5.

1. sFlow-RT: sFlow-RT is an open-source tool that has an embeddedOpenFlowcon-
troller, allowingmonitoring and flow insertions toOpenFlow supporting switches.
It analyzes certain events of interest, raise triggers and apply traffic handling rules
to a particular controller. In order to analyze sFlow-RT flows and react on traffic
changes, it has to be configured to work together with the existing network.

2. For Creating Mininet: In a second terminal, add the—custom argument to the
Mininet command line. The following command builds a depth ‘2’ tree topology
with link bandwidths of 10 Mbit/s.
cd sflow-rt
sudo mn –custom extras/sflow.py –link tc, bw=10 –topo tree, depth=2, fanout=2.
The response of the tool after creating the topology is shown in Fig. 6. The sflow.py
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Fig. 5 Starting sFlow

Fig. 6 Creating topology

script extends Mininet, automatically enabling sFlow on each of the switches in
the topology, and posting a JSON representation of the Mininet topology using
sFlow-RT.

5 Results and Discussion

Whenever the network is simulated without any attack, bandwidth between the two
hosts maintained at 9.63 Mbps. When a DOS attack is initiated on the network, the
bandwidth falls to 30 kbps. The bandwidth has reduced fromMbits to kbits due to the
DoS attack which has increased the datarate. This resulted in the decreased system
performance. The GUI output of the DoS detection is shown in Fig. 7. Here, sFlow
is initiated in the local host to detect the DoS attack when host h1 pings h2. As more
number of packets are sent, DoS attack is detected.
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Fig. 7 DoS attack detected

6 Conclusion

DoS attack was detected by acquiring network bandwidth and disrupting the services
of the server by abruptly increasing the traffic by making the server unavailable for
other users. DoS attack was detected using the sFlow tool. In case of any attack,
sFlow collects sample packets from network traffic, analyzes suspicious behavior
and creates handling rules which are then sent to the controller. Implementation of
DoS attack is carried out by emulating a typical network in Mininet and integrating
this with sFlow analyzer. The results indicate efficient identification of DoS attack
by using sFlow.
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Area and Power Efficient Multiplier-Less
Architecture for FIR Differentiator

Sanjay Eligar and R. M. Banakar

Abstract Digital FIR filters have been used for various signal processing tasks in
embedded systems. This paper presents a novel architecture for implementation of
an FIR differentiator in FPGA designed for a specific application. The designed
component is to estimate the velocity from the suspension displacement in a semi-
active suspension controller. The architectures of FIR are modified based on the
direct and transposed form, with incremental changes in the manner in which the
constant-coefficient multiplication is executed. The recoding of constant FIR filter
coefficients using Canonic Signed Digit representation is explored. Three architec-
tures are designed and compared for efficient usage of area of implementation in
FPGA. It is observed that the architecture using CSD requires 16% lesser area, and
the optimized architecture is an additional 5% more area-efficient and 16% lesser in
complexity of design because of sharing of resources. An overall reduction in power
consumption by 3% is observed and the computation of the FIR filter convolution
sum is faster by 17%.

Keywords FIR differentiator · Constant multiplication · Canonic Signed Digit ·
Design validation

1 Introduction

Linear phase FIR filters are a category of filters which exploit the property of sym-
metry or anti-symmetry to reduce the number of multiplications in the computational
algorithm. In the FIR convolution, each output sample (y[n]) is obtained as a sum
of weighted samples of the input signal of finite number and the delayed input sam-
ples (x[n], x[n − 1]...x[n − k]) [6]. A close observation of computation reveals that
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there is a continuous multiplication of input samples by constants (bk). This condi-
tion which is further explored here, and opens up enormous possibilities to optimize
in an FPGA. The convolution sum can be implemented using different types of FIR
structures. The most simplest approach is the direct form FIR digital filter structure
in which the filter coefficients of the transfer function is nothing but the multiplier
coefficients themselves.

In [4] an FIR filter is designed as a differentiator for the specifications of a velocity
estimator for semi-active suspension controller. Velocity estimation is one of the
primary requirements for the application discussed here, and which is a controller
for semi-active suspension system using magneto-rheological dampers fitted to a
passenger car. The controller chosen is a variable structure controller of type Sigma-
1 and the computation requires estimation of velocity from linear displacement of
suspension deflection [3]. An FIR of Type III is chosen for implementation with the
specifications as: pass-band frequency ( f p = 400Hz), stop-band frequency ( fst =
500Hz) and sampling frequency ( fs = 1 kHz). Using equiripple method for design
yielded a structure of length M = 7 [4] and the filter coefficients are as shown in
Table1. Because of the anti-symmetric behaviour of the odd length filter designed
here, three pairs of filter coefficients are equal in magnitude, but opposite in sign
and the centre coefficient (b3) is 0. The computation of an output sample y[n] needs
6 multiplications and 5 additions apart from the delay elements. This is definitely
not an optimal architecture since the anti-symmetry property of the linear phase FIR
filter is not exploited. Accordingly, the optimized expression for computation of the
convolution sum is shown in Eq. (1).

y[n] = b0(x[n] − x[n − 6]) + b1(x[n − 1] − x[n − 5]) + b2(x[n − 2] − x[n − 4])
(1)

As seen the number of product terms is reduced from 6 to 3, but the number of
additions remains same at 5. This is a huge savings in computation resources (50%),
since multiplication of two 16-bit numbers in Q15 fixed-point format consumes lot
of resources. This optimization works very well if the implementation of the system
is done using DSPs, which have dedicated multiply-and-accumulate (MAC) units. In

Table 1 FIR filter coefficients for M = 7

bk Values Q15 Non
0’s

CSD Non
0’s

b0 0.15175991026808974 0001001101101101 8

b1 −0.41604328754013736 1100101010111111 11

b2 0.94234994673082473 0111100010011111 10

b3 0 0000000000000000 0

b4 −0.94234994673082473 1000011101100001 7 1̄00010001̄01̄00001 5

b5 0.41604328754013736 0011010101000001 6 0101̄010101000001 6

b6 −0.15175991026808974 1110110010010011 9 0001̄01̄0010010101̄ 6
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the application chosen here, the filter coefficients are fixed, and so the multiplier or
MAC unit need not be programmable to take different values of coefficients. Thus,
the focus of optimization should now be towards multiplication of an input variable
by a constant coefficient. This leads to further exploration in optimal multipliers
starting from the shift-and-add algorithm which is discussed in the next section.

In Sect. 2, the specific case of multiplication of a constant with a variable is dis-
cussed along with the need to use the transposed form architecture of FIR. Section3
explores the possibility of reducing the number of adders through Canonic Signed
Digit representation of the filter coefficients. Section4 explores the possibilities of
using common sub-expressions in multipliers and other techniques to minimize the
hardware requirements. In Sect. 5, the top-level architecture of the design is presented
along with validation of design and the results of synthesis. Finally, the concluding
observations are presented in Sect. 6.

2 Constant-Coefficient Multiplication

Constant-coefficient multiplication optimization is one of the important domains of
low power and area-efficient designs of FIR filters. Literature in this domain has
extensive research on two types of problems: single constant multiplication (SCM)
[9] and multiple constant multiplication (MCM) [10]. In literature related to digital
signal processing, the minimization of area and computation time is seen as major
criteria. In [1], the authors propose an algorithmic optimization which discovers
the common sub-expressions that exist in the computations of various products. In
[5], the authors propose a multiplier-less FIR filter using a CSD notation which
minimizes the number of non-zero values in the constant coefficient. Apart from
the algorithmic changes, some optimizations are also done at the architecture level.
In [2], Duraiswamy et al., propose an area-efficient FIR architecture that uses the
anti-symmetry property to compute only half of the overall products needed to be
computed. The remaining products are evaluated by using NOT gates and setting the
carry-in of the remaining tap adders to ‘1’.

In the design problem chosen in this paper, the focus is to arrive at the trade-off in
filter architectures in choosing between direct versus transposed form FIR structure,
Q15 versus optimal CSD implementation and finally searching for common sub-
expressions or/and shifters in the design which can be shared across all the product
terms and not just a single multiplication. Since the length of the FIR filter is small,
manual sub-expressions with a mix of Q15 and CSD representation are used to
discover common sub-expressions.

The most basic form of constant-coefficient multiplier is a shift-and-add multi-
plier, in which the number of add operations required is one less than the number
of non-zero bits in the constant coefficient [6]. The initial design of the FIR filter is
implemented using 16-bit adders and shifters. In order to exploit the anti-symmetry
property of the design, and use a simple shift-add architecture, an equality of the
form b0x[n] = −b6x[n] should exist. This is not possible if a direct form of FIR
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structure is used as in this case the multiplication by anti-symmetric coefficients is
with different input samples, b0x[n] and b6x[n − 6]. To summarize, we need to store
theoriginal result ofb0x[n] anduse it later for computationofb6x[n − 6] = −b0x[n].
This scenario could be avoided if a transposed structure of FIR is used. In this case,
the multiplication needed is with the same input sample across the structure at any
given point of time. The assignment b0x[n] = −b6x[n] in digital logic is easily
achieved by means of an inversion and addition by ‘1’, since Q15 notation uses 2’s
complement notation.

Multiplication by −1 can be simply achieved by using NOT gates for inversion
and setting the carry input to ‘1’ in the tap adders wherever needed. The constant-
coefficient data is represented using Q15 format and the corresponding values are
shown in Table1 in the third column. In the design option, there is a choice to either
use Option 1: {b0, b1, b2} or Option 2: {b4, b5, b6}, to exploit the anti-symmetry
property. The choice is then decided based on the total number of non-zero bits in
the sets of three coefficients. As seen from the fourth column in Table1, Option 1 has
29 non-zero bits as compared to Option 2 which has 22 non-zero bits. Also the first
adder in Option 1 would need inputs as {b6x[n], b5x[n]} and an additional adder
to add ‘1’ despite using carry-in as ‘1’ for one of the adders. To summarize, Option
1 needs 7 + 10 + 9 + 1 + 5 = 32 adders while Option 2 needs 6 + 5 + 8 + 5 = 24
adders, which is a reduction in requirement of adders by 25%.

Thus, multiplication using Q15 notation for filter coefficients requires 13 unique
shifters and 20 shifters in all. The transposed form of the FIR differentiator now
need not use 6 multipliers but uses only 3 multipliers. The remaining 3 product terms
are implemented using ‘multiply by 1’ logic, which uses NOT gates and the binary
‘1’ is added in the tap adders at next stage as discussed earlier in this section. The
entire FIR structure can now be rearranged and is as shown in Fig. 1. This is the
most basic architecture which does not optimize the multiplication operation. This
architecture is referred to as ‘A1’ in this paper. It uses Q15 representation of constant
coefficients and a shift-and-add architecture for multiplication. All the data lines in
the architecture are of 16-bit width, except for the carry-in of the last three tap adders

Fig. 1 FIR differentiator using Q15 (A1)
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which is 1-bit width. The control lines which are used for clock, reset and enable are
not shown in the figure. The next section explores the possibility of further reduction
in the number of adders required for computing the convolution sum.

3 Canonic Signed Digit Multiplication

The constant filter coefficients can be recoded such that they contain the fewest num-
ber of non-zero bits which can be accomplished using ‘Canonic Signed Digit’ (CSD)
representation. CSD recoding enables the reduction in the number of partial products
during multiplications [7, 8]. The filter coefficients in the design discussed here can
now be recoded using the 16-bit CSD representation for the three coefficients b4, b5
and b6 as shown in last two columns of Table1. The architecture which uses optimal
CSD representation for constant coefficients and shift-add method for multiplication
is referred to as ‘A2’ in this paper. Architecture ‘A2’ uses 19 adders, 15 shifters (11
unique shifters) and 48 NOT gates, and is shown in Fig. 2. The number of adders
required in ‘A2’ is now 4 + 5 + 5 + 5 = 19, which is a reduction of 21% as com-
pared to ‘A1’. The architecture presented here is similar to [2] in which Jason Thong
et al., demonstrate the usage of NOT gates and tap adders with carry-in set to ‘1’
to implement the negation operation of half of the product terms in anti-symmetric
FIR architecture. In this paper, we propose a further optimization of the architecture
where in common sub-expressions are explored along with shift operations which
can be shared across all the product terms. Once the number of adders required for
overall implementation is minimized, the next level of optimization is explored in the
shifters used for multipliers. The next section explores various ways of optimizing
the shift operation in the CSD multiplier.

Fig. 2 Optimized architecture of FIR differentiator using CSD (A2)
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4 Optimization of CSD Multiplier

The computation of convolution sum involves using 3 multiplications which are
executed concurrently, namely b4x[n], b5x[n] and b6x[n]. These product terms are
implemented using a series of shift-and-add operations. The next process of opti-
mization is to focus on minimizing the overall number of computations. Since in all
the multiplication operations one of the inputs is the same input sample x[n], there is
a scope to share some of the addition or/and shift operations. This gives rise to possi-
bilities of re-examining the choice of using CSD for all multiplications. The first task
is to identify the occurrence of any common sub-expressions which may appear in
common across 2 or 3 multiplications in the design. In that case, because of concur-
rency in the computation, these sub-expressions can be shared across the multipliers,
thereby reducing the quantum of resources consumed. There could be a scenario
where a direct Q15 representation would yield more common sub-expressions as
compared to the CSD format. Another possibility is a combination in which 1 or
2 multiplications are in Q15 and the other/s are in CSD format, may yield more
common sub-expressions.

The final selection of the data representations of constant coefficient happens
based on that combination which leads to least number of adders. In the design of
FIR differentiator used here, and the final choice is CSD implementation of all the
three coefficients as there is no common sub-expression. This choice is definitely not
a universal choice, since the optimizations are heavily dependent on the number of
filter coefficients and their values. The next level of optimization is to choose that
option which needs least number of unique shifters and also maximum number of
shifters which are shared. In the next part of this section, the possibility of sharing
the shifters is explored further.

The logical structure of a shifter if implemented in an FPGA is hard wiring
between the bit registers. For example, a y = (x [n] � 1) shifter, which is a right
shift by 1, would simply connect bit x[15] to y[14], x[14] to y[13] and so on till
the connection x[1] to y[0]. The most significant bit of y[15] is then cleared to ‘0’.
Thus, there is no need to have any underlying logic like OR/AND gates in between,
irrespective of the amount of shifts needed. The only additional logic needed for the
shifter would be the control and reset logic which decides when the shifter should be
enabled and under what circumstances it should be reset. Since the shift operations
are concurrent for all the three multiplications encountered here, the common shift
operations can be shared which results in an alternate architecture which uses only 11
shifters as compared to 16 in ‘A2’, other resources being the same. This architecture
is optimal in that it uses minimum number of adders and shifters as compared to ‘A1’
and ‘A2’, and is shown in Fig. 3. A seen the last three tap adders in the architecture
have an additional carry input of ‘1’, which is needed to implement the negation
expression for the coefficient product terms discussed in Sect. 2. All the data lines
in the architecture are of 16-bit width except the carry-in bits of last 3 tap adders
which are single-bit width. Again the control lines which are used for clock, reset
and enable are not shown in this figure.
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Fig. 3 FIR differentiator using shared CSD shifters (A3)

5 Results and Discussion

The prototyping of the FIR differentiator is done on a FPGA development board
using multiple architectures as discussed here. All 3 designs use the multiplier-
less architecture in a transposed structure of FIR filter. All 3 designs implement
3 coefficient products, and the remaining 3 product terms are arrived at by using
anti-symmetry property of filter coefficients using NOT gates. The design A1 is
implemented using Q15 notation for constant coefficients. In design ‘A2’ optimal
CSD notation is used, which minimizes the number of adders in the architecture.
Finally, in ‘A3’, the shift operations are shared between concurrent multiplications
yielding an optimal architecture.

This paper presents the synthesis results for a Spartan6 FPGA device. The results
of synthesis of all the 3 architectures ‘A1’, ‘A2’ and ‘A3’ are listed in Table2. The
results of number of ‘adders’ have already been established earlier through the design
of FIR architectures. Both ‘A2’ and ‘A3’ have 21% lesser number of adders as
compared to ‘A1’. The overall area of the implementation is estimated based on the
sum total of slice registers andLUTs used in the design. Based on the synthesis results
it is seen that ‘A2’ is 16.2% area-efficient than ‘A1’, while ‘A3’ consumes 21.5%
lesser area than ‘A1’. This reduction demonstrates the benefits of using optimal CSD
representation of the filter coefficients instead of notation in Q15 format.

The number of latches used in ‘A3’ is the highest at 528, while ‘A3’ is better than
‘A2’ by 16%. This optimization is due to sharing of shifters among all the product
terms in the FIR implementation. The reduction in complexity for ‘A3’ is 33.3%when
compared to ‘A1’. This proves that the architecture ‘A3’ is the most area-efficient
as compared to [2]. The reduction in area obviously reduces the power consumption
of the system as seen in Table2. It is seen that ‘A3’ consumes the least power at 2.4
mW, which is an additional power savings of 1.24 and 2.95% as compared to ‘A2’
and ‘A1’, respectively.
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Table 2 Comparison of FIR differentiator architectures

Parameter A1 A2 A3

Slice registers 511 430 417

Slice LUTs 446 372 334

LUT FF pairs 564 479 463

Adders 24 19 19

Latches 528 419 352

Datapath delay (ns) 13.823 11.273 11.462

Power (Logic+Signal)
(mW)

3.4 2.43 2.40

The area and power advantages in ‘A3’ come at the cost of increased data path
delay of 11.462 ns, which is 1.7% slower than ’‘A2’. But it is definitely faster than
‘A1’ by 17.1%.

6 Conclusion

The design and implementation of an FIR differentiator to estimate the velocity
from suspension displacement are presented. The advantage in optimizing hardware
resources by using the transposed form of FIR filter structure is demonstrated. It
allows to convert the problem of single constant multiplication to multiple constant
multiplication, thereby allowing for sharing of resources by means of common sub-
expressions and shifters. An alternate representation of Q15 filter coefficients using
Canonic Signed Digit is presented, which yields an area optimization of 22% for the
chosen design specifications. The number of adders needed for implementation of
the FIR convolution sum is also reduced by 21%. The design complexity in terms
of latches and multiplexers used reduces by 33% as compare to the standard Q15
representation. The proposed design is also power efficient by 3% and computes
the sum faster by 17%. The future work is to explore implementation of the FIR
differentiator is VLSI where further optimizations can be done at circuit-level of
abstraction.
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Optimized Prediction Model to Diagnose
Breast Cancer Risk and Its Management

Athira Vinod and B. R. Manju

Abstract Breast malignancy is the second biggest disease that results in fatal con-
dition for women population. Research endeavors have revealed with expanding
affirmation that the support vector machines (SVMs) have more noteworthy pre-
cise conclusion capacity. In this paper, breast disease determination is dependent on
a SVM-based technique that has been proposed. Investigations have been directed
on various preparing test allotments of the Wisconsin breast malignancy dataset
(WBCD), which is generally utilized among scientists who use machine learning
strategies for breast disease conclusion. The working of the technique is assessed
by utilizing characterization precision, particularity positive and negative prescient
qualities, collector working trademark bends, and perplexity lattice. The outcomes
demonstrate that the most elevated grouping precision (99%) is achieved for the
SVM.

Keywords Breast cancer classification · Support vector machine (SVM)

1 Introduction

Breast disease is the most widely recognized harm among women, representing
almost 1 of every 3 tumors analyzed among women in the USA, and it is the second
driving reason formalignancy demise amongwomen. Breast cancer happens because
of anomalous cell developing in the breast tissue, generally alluded to as a tumor.
A tumor does not mean disease—tumors can be considerate (not harmful), pre-
threatening (pre-dangerous), or dangerous (malignant) [1, 2]. Tests such as MRI,
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mammogram, ultrasound, and biopsy are commonly used to diagnose breast cancer
performed.

According to the studies, breast cancer is the most common type of cancer for
women regardless of race and ethnicity. Although we may not be aware of all the
factors contributing to develop breast cancer, certain attributes such as family history,
age, obesity, alcohol, and tobacco use have been identified from research studies on
this topic [3]. Like the classification of different features of breast cancer, there are
mechanisms to find the faults which occur in variable wind turbine blade using J48
algorithm [4].

The previous research work carried out in the domain of breast cancer: In [5], a
method was proposed to work on a set of images which were extracted from MIAS
and DDSM databases based on local binary pattern (LBP).

In [6], a method is proposed to detect mammograms, which in turn is used to
determine the breast cancer. Here, the algorithms like logistic regression, decision
tree, and Hoeffding tree is used and a comparative analysis is done to validate the
accuracies. But the method uses, neglecting missing values and working over the
remaining dataset, which is not feasible due to the reason that every data is important
and must be handled in a way such that no data is lost.

In [7], classification of breast cancer into benign andmalignant is done using SVM
classifier which produces an accuracy of 92.15%. Hence, the following proposed
model is for optimizing the existing SVM classifier and gives a best accurate model.

In [8], discovery of breast malignant growth utilizing (a) marker-controlled level
set division of anisotropic dispersion sifted preprocessed picture versus and (b)
segmentation utilizing marker-controlled level set on a Gaussian-separated picture.
This is reasonable for highlight extraction in PC supported breast malignant growth
finding.

In [9], the results show that the level set method and improved edge map are
suitable for the accurate segmentation of breast regions from thermal images. The
capability of anisotropic filter on breast thermograms is determined and validated by
extracting the tissues using level sets.

2 Objective

The marks in the information are discrete, and the expectation falls into two classi-
fications (e.g., dangerous or favorable). In machine learning, this is an arrangement
issue. In this way, the objective is to arrange whether the breast disease is amiable
or threatening and foresee the repeat and non-repeat of harmful cases after a specific
period. To accomplish this, the model utilized machine learning characterization
strategies to fit a capacity that can foresee the discrete class of new info.
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3 Proposed System

This work focuses on investigating the probability of predicting the type of breast
cancer (malignant or benign) from the given characteristics of breast mass computed
from digitized images. The cases provided are cases diagnosed with some type of
tumor, but only some of them (approximately 37%) aremalignant. Here, the available
data is examined and attempted to predict the possibility that a breast cancer diagnosis
is malignant or benign based on the attributes collected from the breast mass.

The proposed methodology consists of the following steps [10]:

1. Identifying data sources.
2. Data preprocessing.
3. Data visualization (exploratory data analysis).
4. Machine learning prediction.

Proposed methodology of this prediction model is depicted in Fig. 1.

3.1 Identifying data sources

In [11], the dataset is accessible frommachine learning store kept up by theUniversity
of California, Irvine. The dataset contains 569 examples of harmful and considerate
tumor cells.

Fig. 1 Proposed methodology
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• The initial two sections in the dataset store are one of cancers (M = malignant, B
= benign), separately.

• TheSects. 3–3.2 contain 30 genuine esteem includes that have been registered from
digitized pictures of the cell cores, which can be utilized to assemble a model to
anticipate whether a tumor is amiable or dangerous.

3.2 Data Preprocessing

Data preprocessing [12] is an urgent advance for any information investigation issue.
Usually, a smart thought to set up the information in such approach to best uncover
the structure of the issue to the machine learning calculations that you expect to
utilize. This involves a number of activities such as:

• Assigning numerical values to categorical data;
• Handling missing values; and
• Normalizing the features (so that features on small scales do not dominate when
fitting a model to the data).

The objective of the data preprocessing is to locate the most prescient highlights
of the information and channel it. Along these lines, it will upgrade the prescient
intensity of the examination demonstrate.

In this work, the accompanying advances are taken consideration:

• Allocate highlights to a NumPy cluster X and change the class marks from their
unique string portrayal (M and B) into numbers.

• Split data into training and test sets.
• Institutionalize the information.
• Acquire the eigenvectors and eigenvalues from the covariance lattice or connection
grid.

• Sort eigenvalues in plunging request and pick the k eigenvectors that relate to the
k biggest eigenvalues where k is the quantity of measurements of the new element
subspace, k ≤ dk ≤ d.

• Build the projection lattice W from the chose k eigenvectors.
• Change the first dataset X by means of W to get a k-dimensional component
subspace Y.

It is common to select a subset of features that have the largest correlation with
the class labels. The effect of feature selection must be assessed within a com-
plete modeling pipeline in order to give you an unbiased estimated of your model’s
true performance. Hence, in the next section you will first be introduced to cross-
validation, before applying the PCA-based feature selection strategy in the model
building pipeline.



Optimized Prediction Model to Diagnose Breast Cancer Risk … 507

3.3 Data Visualization

Exploratory data analysis (EDA) is an imperative advance which happens after ele-
ment designing and obtaining information and it ought to be done before any demon-
strating. This is on the grounds that it is essential for an information researcher to
almost certainly comprehend the idea of the information without making suspicions.
The aftereffects of information investigation can be very helpful in getting a handle
on the structure of the information, the appropriation of the qualities, and the nearness
of extraordinary qualities and interrelationships inside the informational index.

The purpose of EDA is:

• To utilize rundown measurements and representations to all the more likely com-
prehend information, discover pieces of information about the inclinations of the
information, its quality and to detail suppositions, and the speculation of our
hypothesis.

• For data preprocessing to be effective, it is fundamental to have a general image of
your information. Basic factual portrayals can be utilized to distinguish properties
of the information and features (which features esteems ought to be treated as com-
motion or exceptions). Next step is to explore the data. There are two approaches
used to examine the data using:

• Descriptive statistics is the way toward gathering key attributes of the informa-
tional index into straightforward numeric measurements. A portion of the regular
measurements utilized is mean, standard deviation, and relationship.

• Visualization is the way toward anticipating the information, or parts of it, into
Cartesian space or into dynamic pictures. In the informationmining process, infor-
mation investigation is utilized in a wide range of steps including preprocessing,
modeling, and interpretation of results.

At the end, we get the following conclusions, which are shown in the following
Fig. 2:

• Mean estimations of cell span, edge, territory, conservativeness, concavity, and
sunken focuses can be utilized in characterization of the malignancy. Bigger
estimations of these parameters will in general demonstrate a connection with
dangerous tumors.

• Mean estimations of surface, smoothness, and symmetry do not demonstrate an
inclination of one conclusion over the other.

• In any of the histograms, there are no recognizable vast anomalies that warrants
further cleanup.

3.4 Machine Learning Prediction

Support vector machines (SVMs) [13] learning algorithm will be used to build the
predictive model. SVMs are one of the most popular classification algorithms and
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Fig. 2 Breast cancer feature correlation matrix

have an elegant way of transforming nonlinear data, so that one can use a linear
algorithm to fit a linear model to the data.

Kernelized support vectormachines [14] are ground-breakingmodels and perform
well on an assortment of datasets.

• SVMs take into consideration complex choice limits, regardless of whether the
information has just a couple of highlights.

• They function admirably on low-dimensional and high-dimensional information
(i.e., few andnumerous highlights) and however do not scale greatwith the quantity
of tests.

• Running a SVM on information with up to 10,000 examples may function
admirably yet working with datasets of size at least 100,000 can wind up testing
regarding runtime and memory use.

• SVMs require cautious preprocessing of the information and tuning of the param-
eters. In this way, these days the vast majority incline toward tree-based models,
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for example, irregular woodlands or angle boosting (which require practically no
preprocessing) in numerous applications.

• SVM models are difficult to investigate; it very well may be hard to comprehend
why a specific forecast was made, and it may be dubious to disclose the model to
a non-expert.

Machine learning prediction has these following steps:

1. Split data into training and test sets.
2. Classification with cross-validation.
3. Model accuracy: receiver operating characteristic (ROC) curve.
4. Optimizing the SVM classifier.

3.4.1 Split Data into Training and Test Sets

This method to compare the performance of a machine learning algorithm is to use
different training and testing datasets.

• Divide the available data into a training set and a testing set (70% training, 30%
test),

• Train the algorithm on the 70% data,
• Make predictions on the 30% data, and
• Compare the predictions results against the expected results.

The extent of the split can rely upon the size and particulars of your dataset, despite
the fact that usually to utilize 67% of the information for preparing and staying 33%
for testing.

3.4.2 Classification with Cross-Validation

Split the data into test, and training set is crucial to avoid overfitting. This allows
generalization of real, previously unseen data. Cross-validation extends this idea
further. Instead of having a single train/test split, we specify so-called folds so that
the data is divided into similarly sized folds.

• Training occurs by taking all folds except one—referred to as the holdout sample.
• On the completion of the training, you test the performance of your fitted model
using the holdout sample.

• The holdout sample is then thrown back with the rest of the other folds, and a
different fold is pulled out as the new holdout sample.

• Training is repeated again with the remaining folds, and we measure performance
using the holdout sample. This process is repeated until each fold has had a chance
to be a test or holdout sample.

• The expected performance of the classifier, called cross-validation error, is then
simply an average of error rates computed on each holdout sample.
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This process is demonstrated by first performing a standard train/test split and then
computing cross-validation error. The three-fold cross-validation accuracy score for
this classifier is 0.97.

3.4.3 Model Accuracy: Receiver Operating Characteristic (ROC)
Curve

In statistical modeling and machine learning, a commonly reported performance
measure of model accuracy for binary classification problems is area under the curve
(AUC). To understand what information the ROC curve conveys, consider the so-
called confusionmatrix that essentially is a two-dimensional tablewhere the classifier
model is on one axis (vertical), and ground truth is on the other (horizontal) axis, as
shown below. Either of these axes can take two values (as depicted).

In anROCcurve plotted, “true-positive rate” on theY-axis and “false-positive rate”
on the X-axis, where the values “true positive,” “false negative,” “false positive,” and
“true negative” are events (or their probabilities) as described above. The rates are
defined according to the following equations:

• True-positive rate (or sensitivity)}:

tpr = tp/(tp + fn) (1)

• False-positive rate:

fpr = fp/(fp + tn) (2)

• True-negative rate (or specificity):

tnr = tn/(fp + tn) (3)

In all definitions, the denominator is a row margin in the above confusion matrix.
Thus, one can express

• The true positive rate (tpr) is defined as the probability that the model says “+”
when the real value is indeed “+” (i.e., a conditional probability). However, this
does not tell you how likely you are to be correct when calling “+” (i.e., the
probability of a true positive, conditioned on the test result being “+”).

Figure 3 shows the receiver operating characteristic example.

• To interpret the ROC correctly, consider what the points that lie along the diagonal
represent. For these situations, there is an equal chance of “+” and “−” happening.
Therefore, this is not that different frommaking a prediction by tossing an unbiased
coin. Put simply, the classification model is random.
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Fig. 3 Receiver operating
characteristic example

• For the points above, the diagonal, tpr > fpr, and the model say that you are in a
zone where you are performing better than random. For example, assume tpr =
0.99 and fpr = 0.01, Then, the probability of being in the true-positive group is

(0.99/(0.99 + 0.01)) = 99%.

• Furthermore, holding fpr constant, it is easy to see that the more vertically above
the diagonal you are positioned, the better the classification model.

3.4.4 Optimizing the SVM Classifier

Machine learningmodels are parameterized, so their conduct can be tuned for a given
issue. Models can have numerous parameters, and finding the best mix of parameters
can be treated as an inquiry issue. In the code built up, the point is to tune parameters
of the support vector machine (SVM) classification show utilizing scikit-learn.

We can tune two key parameters of the SVM algorithm:

• The value of C
• And the type of kernel.

The default method for SVM (the SVC class) is to use the radial basis function
(RBF) kernel with a C value set to 1.0. C value which indicates range of relax-
ation of margin. Like with K-nearest neighbor (KNN), a grid search using 10-fold
cross-validation with a standardized copy of the training dataset is performed. The
demonstration of SVC with RBF kernel is shown in Fig. 4. For the RBF kernel, the
value of gamma is set to be 0.7 for the optimization. This predictive model used
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Fig. 4 SVC with linear
kernel

Fig. 5 SVC with RBF
kernel

number of simpler kernel types like linear kernel and polynomial kernel, with C as
regularization parameter (Fig. 5).

• C values < 1 indicate less bias.
• C values > 1 indicate more bias.

The predictivemodelwith kernel types like linear, polynomial (degree 3), andRBF
is creating decision boundaries for the classifiers by considering the mean values of
radius and texture.

Python scikit-learn provides two simple methods for algorithm parameter tuning:

• grid search parameter tuning.
• random search parameter tuning.

4 Results

There are two possible predicted classes: “1” and “0.” Malignant = 1 (indicates
presence of cancer cells) and benign = 0 (indicates absence).

• The classifier made a total of 174 predictions (i.e., 174 patients were being tested
for the presence of breast cancer).
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Fig. 6 SVC with
polynomial kernel

• Out of those 174 cases, the classifier predicted “yes” 58 times and “no” 113 times.
• In reality, 64 patients in the sample have the disease, and 107 patients do not
(Fig. 6).

Rates as computed from the confusion matrix.

1. Accuracy: Overall, how often is the classifier correct?

• (TP + TN)/total = (57 + 106)/171 = 0.95

2. Misclassification Rate: Overall, how often is it wrong?

• (FP + FN)/total = (1 + 7)/171 = 0.05 equivalent to 1 minus Accuracy also
known as “Error Rate.”

3. True-Positive Rate: When it is actually yes, how often does it predict 1?

• TP/actual yes = 57/64 = 0.89 also known as “Sensitivity” or “Recall.”

4. False-Positive Rate: When it is actually 0, how often does it predict 1?

• FP/actual no = 1/107 = 0.01.

5. Specificity: When it is actually 0, how often does it predict 0? Also known as
true-positive rate.

• TN/actual no = 106/107 = 0.99 equivalent to 1 minus false-positive rate.

6. Precision: When it predicts 1, how often is it correct?

• TP/predicted yes = 57/58 = 0.98.

7. Prevalence: How often does the yes condition actually occur in our sample?

• actual yes/total = 64/171 = 0.34.

The optimized SVM classifier accuracy is 0.99. The fivefold cross-validation
accuracy score for this classifier is 0.97.

Performance measure in terms of precision, recall, f1-score, and support is tabu-
lated in Table 1. The demonstration of predicted versus actual values can be seen in
Fig. 7.
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Table 1 Performance measure of the classifier

Precision Recall f1-score Support

0 0.94 0.98 0.96 107

1 0.97 0.89 0.93 64

Avg/total 0.95 0.95 0.95 171

Fig. 7 Predicted values
versus actual values

5 Conclusion

This work exhibits the displaying of breast cancer as arrangement assignment utiliz-
ing support vector machine joined with highlight choice. The SVM performs better
when Wisconsin breast cancer dataset (WBCD) is institutionalized, with the goal
that all characteristics have a mean estimation of zero and a standard deviation of
one. We can figure this from the whole preparing dataset and apply the equivalent
change to the info properties from the approval dataset. The execution of the model
is assessed as far as exactness, false-positive rate, false-negative rate, specificity, pre-
cision, prevalence, misclassification rate, and ROC. The outcomes demonstrate that
the SVM display that contains five highlights is advanced execution for the model.
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Smart Cane Design for Indoor
and Outdoor Navigation:
A Cost-Effective Guide

Vandana Mansur and R. Sujatha

Abstract In this paper, the distinction between prototype and product is clearly
described. During product design, there are many processes involved which pave a
way for an operational product. The discussion on different types of prototypes gives
the designer a better insight into the product deployment and testing phase. The
in-depth knowledge of the testing involved in different types of prototypes assures
that all the technical specifications and product specifications are considered. A
questionnaire is developed to design the product that gives the detailed description
of the design flow which is to be followed during the development phase. The field
testing steps to be followed are known in advance if a proper design flow is adopted.
The concept of “Engineering, Design and Process” is discussed in detail for the
product design approach.

Keywords Smart cane · Product design · Microcontroller

1 Introduction

The visually challenged are those who are deprived of the ability to visualize the
world. They face many difficulties and challenges. According to recent statistics,
there are around 217 million people with visual imparity. Statistics also show that
80% of individuals aged over 50 are visually impaired. It is good and of more use,
if comfortable and user-friendly assistance is provided in terms of cost-effective
devices.

In [1–3], a blind stick model is developed using Arduino Uno, infrared sensor,
ultrasonic sensor, LCD display, playback module and voltage regulator. The ultra-
sonic sensor detects the object ahead of the person by measuring the distance from
the object to the stick. To detect the objects in left and right, IR sensors are used.
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The objects appearing very close are also detected. IR sensor is used in order to
avoid calculation problemwhichmay be caused by usingmany ultrasonic sensors. To
assist the blind person to reach the destination, a voice playback module is used and
that is controlled through commands generated by microphone. The intention here is
to develop a friendly sensing device for the blind. Power bankof 5V is supplied for the
circuit that maintains a constant level of power supply for its working. The software
coded is embedded on to the Arduino board and the model works accordingly [4, 5].

In [6], the authors describe modeling of the sensor-assisted stick done by using
Pro/E Creo 5.0 software. The PRO/Engineer is 3D CAD/CAM/CAE-integrated soft-
ware developed by Parametric TechnologyCorporation (PTC). It is one of theworld’s
leading CAD/CAM/CAE softwares that provide a wide range of integrated solutions
for various aspects of product designing and manufacturing. This application was
the first to market that provides a feature for solid modeling, drafting and assem-
bly modeling, finite element analysis and NC and tooling function for mechanical
engineers.

The microcontroller used here is ATmega8. It is based on AVR RISC architecture
which is low-powered CMOS 8-bit microcontroller. The sensor consists of distance
measurer comprising of position-sensitive detector, infrared emitting diode (IRED)
and signal processing unit. Triangulation method is opted for distance detection, and
this works more or less like a proximity sensor. The piezo buzzer used produces
sound that is a warning or indication to the user. It works on reverse process of the
piezoelectric effect. A playback voice recorder is used which speaks out the voice
once there is any obstacle detected. Suppose if the top-side sensor detects an obstacle,
then the recorder speaks out as “Top, Top,…”. This helps the user to detect obstacle
and change his path to reach his destination.

In [7], the authors have developed an intelligent walking stick especially for the
blind by using radio-frequency identification (RFID) technology, which tracks the
objects using electromagnetic fields that automatically identify the tags attached
to the object. This technology also uploads the person’s location data which helps
the family members of the user to locate the blind person and monitor his or her
movements. It is very difficult for the visually impaired people to travel alone in
unknown places as they do not have any information regarding their location. In
order to make their mobility easier, the different technologies like GSM and GPRS
are used for their navigation. This system uses GPS for outdoor navigation and GSM
or GPRS to send the information to their family member [8, 9].

The RFID tag is used for indoor navigation. The RFID sensor is installed on the
walking stick of the visually impaired. The tags provide a landmark to the blind
person. Each tag will be fed with the information of the direction and location so
that the current location is determined precisely. For the safety purpose, the RFID
tag is covered with a protective shield. The only drawback of using RFID could be
the cost-effectiveness. As two technologies are used for both indoor and outdoor
navigations, this is an effective solution for the blind [10, 11].

The working of the above solution is as follows. The obstacle is detected by the
sensor and distance is calculated; the distance is matched with the code, and then, the
buzzer gets activated. The GPS is interfaced with GSM model to locate the person’s
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position; the location is updated in the server and sent to the android application
which gives the account of the travel route of the blind [12–15].

2 Prototype and Product: An Overview

Prototype can be called as “original form” of the end vision product. Prototypes are
the sample products or model built to replicate a design or test a concept learnt. Gen-
erally, a prototype is used to evaluate and enhance the design, accuracy and precision
of the product concept used. Prototype serves as a real-time working system provid-
ing the specifications rather than a theoretical one. Prototyping can be considered as
a bridge or a step between the formation and visualization of an idea or a concept
and the evaluation of the same. Thus, the process of prototyping can be called as
materialization. Prototype can also be called as the “primitive form” [16, 17].

Prototype is a proof of concept for a new idea or product that proves the viability
and illustrates the applications of the new technology. There are many types of
prototyping like electronics prototyping, software prototyping, data prototyping and
scale modeling [18, 19].

There are two types of prototype: alpha and beta prototypes. Alpha prototype
is used to check whether the product works as expected. It is a similar product in
size, shape, material and features as the final product will be after production. It is
a modeled product. Beta prototype is made to see the reliability of the product to
be manufactured. The prototype is checked through remaining bugs and mistakes
in the final product. This model product is given to customers for testing in the real
environment. Beta prototype is modeled with the actual parts, material and process
that are to be followed during production.

A product can be described as a design that is the final produce of a process
with proper efforts. It is a physical quantity that can be seen, touched, felt and
used. A product is a bundle of objects which consists of different features, benefits,
services, style, color, quality, grade and structure that fulfills the consumer needs
and requirements. A product has all the characteristics concerned to the customers.
Thus, the companies need to keep changing the product design which could be the
prototype for the new product that remains competitive in this rising consumerist
culture. The two classifications of a product are tangible and intangible. Tangible
product is referred as a physical object seen or touched. An intangible product can
only be felt like an insurance policy or a service.

A product is offered for sale but a prototype cannot be sold. The prototype is
just a basic proof of a design, but a product is added up with many more features
and factors such as manufacturing, packing, transportation, power source, external
appearance, color, style and also effectiveness. A prototypemay fail to prove the idea,
but a product should be relevant and have an immediate use . It should functionally
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perform for what it is designed. Quality also plays an important role in the materials
used for the product. Products need to be marketed, wherein advertising and ‘brand
building’ come to entity. The product needs to stand out and a brand name could
make this possible.

3 Product Design Steps

Requirement analysis for the product design is done in this work. It is the societal
need for the visually challenged to lead a quality life. The basic requirement analysis
of a compact power supply, handy device, proper concealing of the controller unit
and aesthetics of the device is important.

There are six steps to be followed for the process of product design.

1. Idea generation;
2. Screening ideas;
3. Feasibility study;
4. Preliminary design;
5. Pilot runs and testing;
6. New product launch.

The idea generation is a process that begins with understanding the needs and
services of the customers. Ideas evolve from various sources both from inside and
outside of the field. It can be the employees, marketing team, research team or
sales force and reverse engineering. The external idea generation can be from the
consumers, environmental factors, technological strategies and other factors. The
product developers need to set a benchmark to find the best in the product that
meets the performance required. Reverse engineering is also important in inspecting
the competitor’s products and can incorporate new design features to improve the
product.

Screening of ideas is necessary for eliminating those that do not have high poten-
tial, so as to avoid the losses which could be incurred in future stages. The product
development committee sets certain criteria that need to be met in the product, and
each member gives a proposal supported by sample models, graphics, outline mod-
els and technical specifications. This helps to avoid the degree of overlap with the
products and services that already exist. For a better progress, each dimension of the
idea can be scaled on 0–10 and then proceed further.

Feasibility study is to analyze the market, economic and technical strategies.
The market survey gives an analysis whether the proposed product is in demand
by the customers so that the product making can be continued. If the demand is
met, then economic analysis is to be made which aims to establish a cost-effective
product in comparison with the present estimated sales volume. Finally, the technical
specification is concerned with technological viability of the product, production
and manufacturing, requirement of the chemical materials. If this analysis passes the
study, then product making is continued.
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In preliminary design, the engineer builds a prototype followed by its testing and
retesting till the design meets the expected results. The physical appearance, size,
shape, color and style are taken care off. The brand identification, market image,
finishing, etc., will also be seen through. Pilot runs and testing before finalizing the
design adjustments are made in the product. To check the consumer acceptance of
the product, market testing is also carried out, which helps in launching the product
in the market.

Consistent production and marketing abilities are required by the company to sell
the product. The company should develop the confidence in their ability of production
and marketing as the volume increases and should work in a coordinated manner to
launch a product successfully.

Figure 1 shows the product design flowchart. In this one notice testing at each
stage is an important step. It is testing that ensures the design flow used is correct and
optimal. In industry scenario, 70% of the time is spent in testing. Planning the design
platform and deploying it play a significant role in achieving a working product.
During design planning stage, product specifications need to be arrived at. In this
work, an organized approach to obtain the design specifications is presented. This is
illustrated below.

Fig. 1 Product design
flowchart Idea generation 

Screening Ideas

Feasibility study

Preliminary design 
Testing and Retesting of prototypes

Design specifications

Pilot run and final testing
Final design approval

New product launch
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A series of questions assist in arriving at the product specification.

Customer-related questions:
What is the main objective of the product?
What is the user experience that needs to be translated as the product requirement?
What is the risk of the product not being acceptable by the customer?
Are there any device constraints from the user?
What is the voice of the customer?
What is the societal value associated with the product design?
What is the Wish list of the customer?

Hardware-related questions:
What are the hardware models to be developed?
What are the interface design units?
What are the components needed?
From whom should the electronic components be purchased?
To develop a sample design what are the mechanical parts needed?
What is the cost of the spares?
What is the computing unit that has to be used?
Which controller to be used for design deployment?
What is the voltage required for the design implementation?
Should the design have a battery as a power supply unit?
Should the design have 5 V power supply designed or use one which is available in
the market?
Should the design have a voltage regulator?
What is the type of the buzzer required for the audio output?
What are the tools like wire cutter, etc., that are needed?
Any specific safety measures to be used during the design and test phase?
Is there any special training needed for the designer to proceed further?

Embedded software questions:
What is the computational model?
Is the software available as open access?
What are the design modules to be developed?
What are the mathematical models to be implemented for proper computation and
simulation?
What is the hardware and software requirement together for the design flow?

4 Design Schedule

The design schedule followed for this work is depicted in the form of graphical
representation using Gantt chart. This representation helps the designer to work in
an organized way. If any task is not done in time, the chart acts as a reminder to
complete the task. Table 1 shows the Gantt chart for the work taken up.
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Table 1 Gantt chart

Days 10 20 30 40 50 60 70 80 
Brain storming 

Selection of 
sensor
Component 
collection
Design Skill 
learning
Design
development
Interface the 
Circuit 
Software 
development 
Testing

5 Smart Cane Design and Testing

The design commenced with the Wish list of the user.

1. Lightweight;
2. Clear audio output and good proximity response;
3. Less hassles with power/battery.

The product design needs to follow certain distinct approach. There are three key
words “Engineering, Design, Process”. The key words itself indicate a disciplined
approach to be followed when a product needs to be deployed. Dule Savic, Design
Engineer [20], Grundfos Company limited, Belgrade, Serbia, has shared his view in
FAQ’s Quora forum.

Process is a set of tasks to be followedwhich eventually give the required outcome.
Design is a representation of the appearance and functionality in the form of

block diagrams, flowcharts, interfacing features and the software design platform to
be implemented.

Engineering indicates that during the design phase the fundamentals of science
principles that are to be used in order to achieve the design goals. Science principles
may be related to physics, chemistry or mathematics.

From the above Wish list, it is observed that it provides information in a very
Layman’s way. It is the task of the designer to transform the Wish list into proper
design specifications. Analyzing the first Wish list of the designer, a “light weight
but yet sturdy cane” is the need of the user.
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Coming to the second one, it evidently indicates two design features.

a. Clear audio output

Now mapping this Wish list to a design specification, there can be the following
forms of audio output.

• Buzzer;
• Sound card;
• Voice response.

From these, the buzzer is finalized for the design of thiswork. The reason to choose
this is it provides a clear audible response without complicated design interface.

b. Good proximity response

To translate the designers’ understanding of this Wish list “Good Proximity Respon-
se”, it means that what is the design interface that is actually required to achieve this.
Here, it is the task of the designer to precisely meet this Wish list and to make sure
that the module is exactly as required—no more, no less. The questionnaire will be
of immense help to transform the Wish list to technical specification.

From this Wish list, the designer gets insight into two very fundamental technical
rules to be investigated. They are the physics of the device to be interfaced and the
mathematics involved in computing the response.

“Good Proximity Response” is normally the distance measurement. The word
proximity translates to distance in our design approach.

Distance = Speed∗Time/2

The time for the transmission of the signal to the target and receiving it back is
taken into consideration.

There are two modes of sending information mainly,

a. Sound wave;
b. Light wave.

If sound wave is chosen, ultrasonic sensor is the choice. If light wave is chosen, IR
sensor is the choice. In this work, sound wave transmission is chosen for proximity
response. The speed of sound is 340 m/s. This gives the information of the sensor
to be used. This is added to the component list. A major review of this gives the
design unit needed. One can decide between a microcontroller and a processor. In
the present design, Uno ATmega is chosen as the processing unit.

Analyzing the mathematical model needed is extremely important. It assists the
designer in developing the software or the algorithm to be developed. In the present
design case, there is a clear functionality need to model the design for distance
measurement using appropriate software.

Tangential information from this is to freeze the software platform to be used in
the design. The mathematical model is used to solve a real-world system of interest.
It assists in understanding the system better through the mathematical model.
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Building a mathematical model gives an insight into different computing aspects
related to the system. Solving a mathematical model and interpreting its solution in
the real-world situation are of great importance to simulate and predict the future
outcome.Mathematicalmodel simplifies the problem bymaking certain assumptions
and taking them into design consideration. It provides a basis to describe, formulate,
simplify and simulate the problem statement. Mathematically describing features
can be done in many ways:

• Formulating equations;
• Defining variables;
• Data acquisition;
• Plotting graphs to find the nature of system;
• Probability calculation.

Simulating is a distinct task during product design phase. It is necessary to know
what the system output is considered into the decision making.

Themathematical model can be implemented here with the program development
in Arduino IDE using Embedded C. The hardware pins of the ultrasonic sensor are
invoked by the software commands, and the mathematical formula is implemented
in the code.

If the condition given for the buzzer is matched, then the buzzer gives the audio
output. Speed of sound is 340 m/s. Then 1/340 = 29.1. This knowledge is needed
for the simulation model to work.

Designing the Smart Cane:

The Arduino Uno microcontroller board is based on microchip ATmega 328P devel-
oped by Arduino.cc. This board is very feasible for interfacing as it is based on
object-oriented programming in C language for code implementation. There are 14
digital pins and 6 analog pins. The controller is the brain of the system carrying out
the functions. The Arduino accepts input voltage 7–20 V, but the operating voltage
is 5 V.

This work is an integrated blind stick with ultrasonic sensor, ATmega Uno micro-
controller, a power bank for power supply on the stick to function and a buzzer to
give an indication of the obstacle. The ultrasonic sensor measures the distance of the
obstacle detected as per the range specified in the software code embedded onto the
Arduino Uno board. If the given condition of target detection is matched, then the
buzzer keeps giving an indication to the blind person. This is a simple mechanism
which is easy to handle and also cost-effective. There is a need to make sure that the
design provides all the functionalities with right interface and is also cost-effective.

The product is shown in Fig. 2. The basic feature of ultrasonic sensor is tomeasure
the distance of an object using ultrasonic waves. A transducer is used in the sensor
to send ultrasonic pulses and receive the echo. Ultrasonic sensor is cost-effective
and can be used in both indoor and outdoor environments. This can be referred as a
proximity sensor as it is a non-contact sensor. Ultrasonic sensor HC-SR04 is used in
this work. The measuring range is 2–400 cm with an accuracy of 3 mm. The voltage
and current rating are 5 V and 15 mA, respectively.
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Fig. 2 Smart cane

Themain objective is to detect the obstacle. TheArduino and the ultrasonic sensor
are connected to the pins according to the pins assigned in the software.

The power management unit is a standalone power bank which normally the user
may already have. Multipurpose usage of this for the user’s mobile and navigation
stick saves cost. The cost of the stick can also be saved in the proposed product
design, if the user is already having his/her stick. Then, the electronic bay product
cost of the gadget will be the minimal cost to be borne by the user.

Another benefit of this product design is the height adjustment ability to detect
the obstacles. It can be adjusted to knee height for indoor navigation and above knee
height for outdoor navigation. The sound buzzer alert provides a quick reflex to the
person who is using this.

6 Conclusion

The smart cane appears as a user-friendly guide for the visually impaired people.
The system provides enhanced mobility and also ensures safety. It is a cost-effective
and feasible device. This paper throws light on the product design methodology. The
difference between product and prototype is discussed which helps the designer to
design an efficient product that has all the requirements and provides the expected
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services. Documentation and questionnaire are important records in designing or
developing a product. The designer has to see through this questionnaire and find
solutions to these questions during product development.

Preparation ofGantt chartwill help the developer to schedule the tasks accordingly
and follow up the work in a planned manner in order to complete it in the assigned
time frame. Learning the physics concepts involved in the working of the device is
required to know the output accuracy.

The knowledge of mathematical modeling is required for formulation and sim-
ulation of the software. Thus, this paper leverages an overall view on the product
design development, physics and mathematics involved in it.
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Triclustering of Gene Expression
Microarray Data Using Coarse-Grained
Parallel Genetic Algorithm

Shubhankar Mohapatra, Moumita Sarkar, Anjali Mohapatra
and Bhawani Sankar Biswal

Abstract Microarray data analysis is one of the major area of research in the field
computational biology. Numerous techniques like clustering and biclustering are
often applied to microarray data to extract meaningful outcomes which play key
roles in practical healthcare affairs like disease identification, drug discovery, etc.
But these techniques become obsolete when time as an another factor is considered
for evaluation in such data. This problem motivates to use triclustering method on
gene expression 3D microarray data. In this article, a new methodology based on
coarse-grained parallel genetic approach is proposed to locate meaningful triclusters
in gene expression data. The outcomes are quite impressive as they aremore effective
as compared to traditional state-of-the-art genetic approaches previously applied for
triclustering of 3D GCT microarray data.

Keywords Triclustering · Parallel genetic algorithms (PGAs) · Coarse-grained
PGAs (CgPGAs) · Mean-square residue (MSR) · Gene expression microarray data

1 Introduction

In microarray research, finding groups of genes exhibiting similar expressions, clus-
tering and biclustering techniques are more commonly used in gene expression anal-
ysis [9, 14]. However, these techniques become inefficient when the influence of the
time as a factor affects the behavior of expression profiles [7]. Now, these types of
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Fig. 1 Illustration of a tricluster

longitudinal experiments are gaining interest in various areas of molecular activities
where the evaluation of time is essential. For example, in cell cycles, the evolution
of diseases or development at the molecular level is time based as they consider
time an important factor of evaluation [1]. Hence, triclustering appears to be a valu-
able mechanism as it allows evaluation of the expression profiles under a block of
conditions along with under a subset of time points.

A coherent tricluster is defined as a set of genes that pursues either coherent values
or behaviors. These clusters might have useful information that identify significant
phenotypes or potential genes relating to the phenotypes and their regulation relations
[17]. The computational complexity of triclustering algorithms is more expensive
than the biclustering algorithms (which are already NP hard), so heuristic-based
algorithms are an upstanding resemblance for triclustering (Fig. 1).

Genetic algorithms (GAs) are search-specific algorithms and are motivated by
the characteristics of genetics and natural selection [10]. GAs usually undergo
some important phases like reproduction, mutation, fitness evaluation and selec-
tion. Sequential GAs are competent in many applications as well as in different
domains. However, there exist some problems in their utilization of problems like
triclustering. For example, the fitness evaluation in sequential GAs is usually very
time-consuming. Also, sequential GAs may get trapped in a sub-optimal region of
the search space thus becoming unable to find better quality solutions. So parallel
GAs (PGAs) seem to be a better alternative to the traditional sequential GAs with the
adoption of parallelism. The static subpopulations with migration parallel GAs have
a key characteristic of applying multiple demes along with the presence of a migra-
tion operator. Coarse-grained parallel genetic algorithms (CgPGA) follow the same
general terms for a subpopulation model having a fairly small number of demes with
many individuals. Very often coarse-grained parallel GAs are treated as distributed
GAs as in general, their implementation is carried out on distributed memoryMIMD
computers. This appeal can also be well configured with heterogeneous networks.

In this paper, an algorithm based on coarse-grained parallel genetic algorithms
(CgPGA) approach is proposed. This algorithm finds genus of similar patterns for
genes on a three-dimensional space, where genes, conditions and time factor are
taken into consideration.

The rest of this paper is organized as follows:A reviewof the literature is presented
in Sect. 2. The proposed methodologies along with the details of the fitness functions
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and the genetic operators used are described in Sect. 3. The simulation results with
their GO term validation are discussed in Sect. 4.4. Finally, Sect. 5 presents the sum-
mary and the research findings of the proposed scheme and prospects for the future
work.

2 Related Work

Zhao and Zaki introduced tricluster algorithm in 2005 [21]. In this work, the patterns
are discovered in three-dimensional (3D) gene expression data along with a set
of matrices for the quality measure. A contemporary approach that finds coherent
triclusters which contain the regulatory relationships among the genes is stated in
[20] and subsequently, extract time-delayed clusters in [18].

LagMiner, in [19] introduced a new technique to detect time-lagged 3D clusters.
The evolutionary computation in the form of a multi-objective algorithm has also
been employed in the search for triclusters in [13]. Bhar Anirban et al. in 2012
presented δ-TRIMAX algorithm [2]. Again in 2013, the same authors applied the δ-
TRIMAX algorithm in estrogen-induced breast cancer cell datasets which provides
insights into breast cancer prognosis [3]. David et al. presented a novel tricluster
algorithm called as TriGen in 2013 [8]. The novelty of this TriGen algorithm lies
upon the use of the genetic approach to mine three-dimensional gene expression
microarray data. In 2015, Ayangleima et al. applied coarse-grained parallel genetic
algorithm (CgPGA) with migration technique to mine biclusters in gene expression
microarray data [12]. In the year 2016, Kakati et al. presented a fast gene expression
analysis that uses distributed triclustering and parallel biclustering approach [11].
In her work, the initial bicluster finding is performed by parallel or shared memory
approach and then the triclusters are extracted by a distributed or a shared-nothing
approach. Premalatha et al. in 2016 presented TrioCuckoo [16] which implemented
triclustering using the famous cuckoo search technique.

3 Proposed Methodology

In this section, the reported algorithm has experimented on the standard yeast cell-
cycle dataset (Saccharomyces cerevisiae) [15]. Then, the biological validation pro-
cess is initiated with a tool called GO Term Finder (version 0.83) [4] to get the
functional annotations of the genes resulted in the output tricluster.

3.1 Encoding of Individuals

Every individual in the population encodes a tricluster. Triclusters are represented
in the form binary strings of G+C+T length, G being the genes (rows), C being the
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conditions (columns) and T being the times (height) of the 3D expression matrix.
If the bit in an individual is 1, it indicates that the respective row, column or height
have a place in the tricluster.

3.2 Fitness Function

Here, a fitness function has been implemented to select the best candidates, which is
conceptualized up on the three dimensions aspect of themean square residuemeasure
(MSR) which has been an all-time effective biclusteringmeasure for gene expression
analysis [5]. It is named as Fmsr now onward. As Fmsr is a minimization function, we
expect better results with smaller values.

Fmsr(TC) = MSR − Weights − Distinction

The function is defined for every tricluster (TC). It is minimizing and thus, lower
values are favorable.

3.3 Weights

The weights term is defined as:

Weights = Gl ∗ wg + Cl ∗ wc + Tl ∗ wt

where wg , wc and wt are weights for the number of genes, conditions and times in
a tricluster solution, respectively. High values of weights are favorable.

3.4 Distinction

The distinction term is defined as:

Distinction = CDNg/Gl ∗ wdg + CDNc/Cl ∗ wdc + CDNt/Tl ∗ wdt .

where, CDNg (Co-ord Distinction no. of g), CDNc (Co-ord Distinction no. of c) and
CDNt (Co-ordDistinction no. of t) are, respectively, the number of genes, conditions
and time coordinates in the tricluster that are absent in the tricluster being evaluated,
and wdt , wdg and wdc are the distinction weights of the genes, conditions and
times, respectively. Distinction is a measure for the uniqueness of the tricluster being
currently evaluated. With increased value of distinction, non-overlapping solutions
compared with results previously found can be found. Where,
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• G: Tricluster gene coordinates subset.
• C Tricluster condition coordinates subset.
• T : Tricluster time coordinates subset.
• Tl : No. of time co-ord of the tricluster
• Cl : No. of condition co-ord of the tricluster.
• Gl : No. of gene co-ord of the tricluster.
• TCv(t, g, c): Expression value of gene g under condition c at time t from the
expression matrix.

3.5 Tri-CgPGA

Tri-CgPGA is based on coarse-grained genetic algorithms which come under par-
allel genetic algorithm family. So like coarse-grained algorithms, this evolutionary
algorithm takes several steps to execute which are illustrated in the flowchart and
pseudo-code below (Fig. 2).

Algorithm 1: Tri-CgPGA Pseudo Code
Input: Expression Matrix
Output: Coherent Triclusters

1 Load the expression matrix
2 Specify the number of cores to be used in parallel
3 for tricluster number I =1 to maximum_triclusters do
4 Initialise the initial population
5 Evaluate the population
6 for generation number J=1 to maximum_generations do
7 selection of parents
8 crossover each parent to generate offsprings
9 mutation of generated offsprings

10 evaluate the new individuals
11 select the individuals with better fitness
12 if migration_interval =count then
13 choose the best individual of the best deem and replace with the

worst individual of the other parallel deems

14 select best individuals from all deems
15 select the final individual from best_indiduals
16 add final tricluster to output_set

17 return output_set
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Fig. 2 Tri-CgPGA
algorithm workflow Start

Load expression Matrix

Specify Number of Cores

Initialize Initial Population

Evaluation of Population

Genetic Operators

Is mi-
gration

interval =
Count ?

Choose the best individual and
replace with the worst individual of other parallel deems

Select the best individual from other deems

Select the final individuals from the best individuals

Final tricluster to the output set

Stop

Yes

4 Experimental Results and Discussions

All the computational simulations are performed in general conditions on a multi-
processor machine with four processors Intel Core i7 3.60GHz with 4 GB RAM and
Windows 8.1 64 bit operating system memory. The yeast cell-cycle dataset (Sac-
charomyces cerevisiae) [15] is used for establishing the efficacy of the proposed
algorithm. This dataset contains 6179 genes, 4 conditions and 14 time points. The
experiment is performed on the above-mentioned dataset along with its two synthetic
versions but only reported for the former.
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50 Generations 100 Generations

200 Generations 400 Generations

Fig. 3 Fitness value plots

4.1 List of the Parameters

During execution, someparameters have been set up like the crossover probability Pc,
mutation probability Pm , weights: wg for genes, wc for conditions and wt for times,
distinction weights: wdg , wdc and wdt for genes, conditions and times, respectively.
The details of them are available in Table 1. As the algorithms are designed for gene
filtration (to obtain the solution with a minimum number of genes), the value of wg

is set to 0.8 so that maximum number of genes can participate in the solution. While
setting up the parameters for the distinction term, a higher value is being provided
for the genes to cover up as much space as possible in this dimension.

4.2 Results on Yeast Dataset

The simulation results are analyzed from the perspective of the different generations.
Analyzing across different generations, it indicates as the number of generations is
increased, the values also increase. So for bigger generations, better homogeneity
among the genes is obtained which is presented in the following graphs (Fig. 3)

Table 1 Values of the parameters taken during algorithm execution

Pc Pm wg wc wt wdg wdc wdt

0.8 0.5 0.8 0.1 0.1 1.0 0.0 0.0
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Table 2 Detailed information about triclusters found by Tri-CgPGA algorithm

Gene size Avg. MSR Avg. volume Avg. No. of
genes

Avg. No. of
conditions

Avg. No. of
time

1000 493.35 5124.65 616 1.35 6.5

3000 1322.88 33,889.5 1651.37 3 7

6178 2669.086 67,798.75 3334 2.65 7.65

4.3 Comparitive Study

The results obtained from the execution of the algorithm are quite impressive in
terms of time and the volume of the output triclusters. As the fitness function is
minimizing, lower the value of MSR the better is the fitness of the tricluster. Further,
the results of the Tri-CgPGA algorithm is compared with the results obtained by the
trigen algorithm [8]. The comparison has been done on the basis of computational
time taken by the proposed algorithm to execute the codes and to derive the output.
In the case of Tri-CgPGA algorithm, it took 30s approximately to run for 1000 genes
for 50 generations to deliver the output, whereas the trigen algorithm [8] requires
118s to do the same. Hence, exploring parallelism with the genetic approach on
triclustering of gene expression microarray data is preferable against the traditional
GAs as it reduces the computation time for the algorithm execution. Other relevant
information regarding the results obtained from the algorithmsTri-CgPGAalgorithm
is presented in Table2.

4.4 GO Term Analysis

The validation of the results obtained is carried out with the Gene Ontology project
(GO) [6]. This analysis renders the ontology of terms which describes gene product
annotation data along with its characteristics. The ontology describes attributes like
molecular functions, cellular component and the relevant biological processes. The
queries associated with the associated genes are addressed in GO using the GO Term
Finder (version 0.83) [4]. The findings of the GO Term analysis are presented in
Table3.
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Table 3 GO for yeast cell-cycle results

Cluster ID Biological process Molecular function PI (P-value = < 0.01)

0044699 Single-organism process Only one organism is being involved 3.02E−10

0016043 Cellular component
organization

Assembling or de-assembling of a
cellular component constituent parts

4.87E−08

0065007 Biological regulation Biological process regulation of
quality or function

0.00725

0080090 Single-organism cellular
process

Cellular-level activity, occurring
within a single organism

1.61E−06

0060255 Single-organism process Only one organism is being involved 1.91E−06

0019222 Single-organism process Only one organism is being involved 0.00019

0044763 Single-organism cellular
process

Cellular-level activity, occurring
within a single organism

2.69E−06

0050789 Single-organism process Only one organism is being involved 4.10E−05

2000112 Single-organism cellular
process

Cellular-level activity, occurring
within a single organism

4.89E−06

0010556 Single-organism cellular
process

Cellular-level activity, occurring
within a single organism

0.00315

0071840 Cellular component
organization

Biosynthesis of constituent
macromolecules, assembly,
arrangement of constituent parts, or
disassembly of a cellular component

0.00753

0051171 Cellular component
organization or
biogenesis

Biosynthesis of constituent
macromolecules, assembly,
arrangement of constituent parts, or
disassembly of a cellular component

0.00026

0006996 Organelle organization Cellular-level assembly,
arrangement of constituent parts, or
disassembly of an organelle within a
cell

6.00541

0010468 Organelle organization Cellular-level assembly,
arrangement of constituent parts, or
disassembly of an organelle within a
cell

0.00563

0032774 Biological regulation Biological process regulation of
quality or function

0.00939

5 Conclusion

Anew framework Tri-CgPGA, based on the coarse-grained parallel genetic approach
(CgPGA) to generate the triclusters from gene expression database is proposed in our
work. The results of the suggested framework are comparedwith another state-of-the-
art technique called as Trigen algorithm. As the comparison justifies the proposed
scheme’s efficiency over the existing schemes considering the computation time,
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hence it is preferable to adopt parallel GAs over traditional GAs in the triclustering
of gene expression 3Dmicroarray data. There exist number of future directionswhich
might further improve this framework: (1) The acquisition of large-scale databases
from other standard datasets to measure the performance of the frameworks (2) To
further improve the coherence and the computation time, other competent evalu-
ation measures with the suggested or other existing versions of PGAs should be
investigated to obtain more meaningful triclusters.
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Ensemble Feature Selection to Improve
Classification Accuracy in Human
Activity Recognition

Nivetha Gopalakrishnan, Venkatalakshmi Krishnan
and Vinodhini Gopalakrishnan

Abstract Real-time data with redundant and irrelevant features can degrade the
performance of the classifier. Dataset with more number of features also increases
the noise of the data and increases the time complexity of the learning algorithm.
Feature selection is a solution for such problems where there is a need to reduce the
dimensions of the data. In existing feature selection methods, the resultant feature
sets can lead to local optima in the space of feature subsets. In this paper, ensemble-
based feature selection approach is proposed to reduce size of the dataset and to
improve classification accuracy. Results show that the proposed ensemble approach
enhances the classifier performance, with reduced number of features.

Keywords Sensor · Feature · Classification · Learning

1 Introduction

Extracting useful knowledge from the raw sensed data, in general, has provided use-
ful information in various domains. Machine learning and data mining techniques
are effective than the classical mathematics and statistical techniques in extracting
knowledge fromdata.Data classification is the process of categorizing data into labels
or classes. The performance of the classifier model is described by the percentage of
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accuracy of correctly predicting the labels or classes. The significant specification
of the classifier model depends on the number of training data and the adequacy of
the features used in the analysis. Feature selection (FS) is defined as the process of
the selection of the features in the analysis in order to maximize the performance of
the resulting model. Feature selection is usually performed as a data pre-processing
stage before the classification process. Feature selection retains only useful features
or attributes via removing irrelevant features [1, 2]. This means that the full informa-
tion content can be obtained from minimum number of features in the dataset with
maximum distinction information about the classes. Hence, by eliminating the irrel-
evant features, the amount of data can be reduced which will improve the classifier
performance [3].

The rest of the paper is organized as follows: Sect. 2 outlines the literature survey
and motivation; Sect. 3 explains the proposed methodology and experimental setup;
Sect. 4 gives the experimental results obtained, and Sect. 5 concludes the paper with
possible future scope.

2 Literature Survey

In recent years, ensemble learning is applied tomany datamining tasks such as outlier
detection [4], classification [5], and few ensemble-based feature selection methods
[6]. A hybrid evolutionary ensemble feature selection method with two variants
of genetic algorithms (GA) has been proposed [7]. In the first stage, the features or
attributes are selected usingGA’s. The features selected by a feature selectionmethod
are combined together in the second stage through averagingmethod.Another feature
selection method is proposed for breast cancer classification with ensemble size
of five feature selection methods such as CHI2 discretization, information gain, 1
rule, relief, and RMean methods, and feature subsets are aggregated using mean
function. Another method is proposed with ten feature selection methods such as
ReliefF, ReliefF-W, SVM-ONE, and SVM-RFEwith three subset aggregators mean,
median, and exponential for biomarker discovery from high-dimensional genomic
data. Authors Guru et al. in [8] proposed ensemble of three FSM such as chi-square,
IG and likelihood ratio and three aggregation methods such as intersection, union,
and average-based aggregations for text classification. Anothermethodwas proposed
using ensemble of five feature selection methods like symmetric uncertainty, gain
ratio, information gain, relief and chi-square and rank-based combiner is used to
aggregate the feature subset.

3 Proposed Work

In this proposed work, we opt to use ensemble with variants in ensemble size. The
proposed ensemble uses different FSM with the same training data as shown in
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Fig. 1 Ensemble feature
selection

FSM 2
Data set

FSM 1

FSM 3

FSM N

Feature 
subsets 

Aggregator 

Fig. 1. In spite of the extensive number of FSMs available for feature selection, there
is no existing work investigating the advantages of the EFSM after outlier detection
and removal. With this drawback, in this proposed work, an analytical study of
alternative ways of ensemble feature selection methods resulted by multiple FSMs.
The proposed ensemble feature selection framework consists of two steps as shown
in Fig. 1. The first step is ensemble formation, and the second is the aggregation
of ensemble outputs. Moreover, as the main goals of ensemble feature selection
is to improve classification accuracy of feature selection. Feature aggregators like
intersection lead to very limited number of features sets, even leads to the null set of
features, and in practice, it does not tend to produce best results. On the contrary, the
union operator consists of combining those features subsets selected by weak feature
selectors. In this case, the final set of features subsets contains all the features that
had been considered important by any selector, leads to selection of all features in the
dataset. This approach tends to produce better results than the intersection, but at the
expense of a lower reduction in the number of the features. Statistical aggregators like
mean, median can also be used as an aggregation function. In this proposed approach
in Fig. 2, outlier-removed HAR dataset is applied to ‘M’ feature selection methods
(FSM), features selected from ‘M’ FSMare FS1, FS2, FS3,…FSMand these subsets
are combined using feature aggregator method. In this proposed approach, feature
subsets are aggregated using frequency of occurrence (FOO) of features or attributes.
Then the aggregated subset is ranked in descending order, top k attributes are labeled
as most significant relevant features (MSRF), and last ‘K’ attributes are labeled as
least significant labeled features (LSRF), and LSRF attributes are removed from the
dataset. Other than top K features, other features are to be analyzed. As depicted in
Fig. 3, divide all intermediate features into blocks of size S, as ‘B1, B2, and B3 …
BS.’ Add the attributes of first block B1 to MSF and perform classification and find
the classification accuracy. Next, add the attributes of block B2 with top k attributes
and B1 attributes and find classification accuracy and repeat this procedure for other
blocks. Finally, add attributes of last block BSwith top k + B1+ B2+ B3+ ··· BS−
1 and perform classification. Now, sort all classification accuracies with feature block
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Start

Input: Outlier Removed Data set DS of m features and C classes;
Feature Selectors =N;  Threshold Value = K; Output = Final Feature 

Subset; 

Sort Rank aggregated features in descending order
Select top K ranking features  as most relevant feature and Remove last K 

features  least relevant features. 

Perform Intermediate Blocks Feature Selection (IBFS) for intermediate 
features 

Stop

Find Feature sub Sets using ‘N’ Feature selectors and Aggregate all 
subsets using frequency of occurrences to form ensemble features 

Evaluation Metrics

Fig. 2 Workflow of the proposed ensemble feature selection (ENFS) method

Top  K features

Select Most 
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Intermediate Features  (B1, B2, B3, ….BS)

= Total number of features - Top  K 
features - Last K Features

Last K 
Features 
Remove Least 
Significant 
Features (LSF)

Fig. 3 Intermediate blocks feature selection (IBFS)
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Table 1 Ensemble
combinations

S. no. Ensemble size (N) Feature selection methods

1 2 IGR, MRMR

2 3 IGR, MRMR, PCA

sets and find the maximum classification accuracy. The set of blocks with maximum
classification accuracy is the final ensemble attributes.

4 Experimental Setup

To evaluate this proposed ENFS method, an experimental evaluation is carried
using human activity recognition datasets from offline and online environments. The
datasets used for this experimental evaluation are dataset-1 (DS1) collected from
offline environment, and the second dataset is the online dataset-2 (DS2). These
datasets are preprocessed for outlier detection and then passed to ensemble feature
selection (ENFS) for further processing.

1. MRMR: Peng et al. [9] proposed the mutual information-based method called,
minimum redundancy maximum relevance (MRMR). It selects features accord-
ing to the maximal statistical dependency criterion.

2. Information gain: The importance of an attribute relating to the class is evaluated
using the information gain measure [10].

3. PCA: This method calculates weight using principle components analysis [11].

We used the implementation of the feature selection algorithms provided by the
rapid miner software. The performance of the ensemble approach is evaluated using
support vector machine (SVM) classifier. In this study, the SVM classifier used a
Gaussian radial-basis-function (RBF) with values C = 1 and gamma= 0.01 (default
values for bothparameters in rapidminer). In order to prove the efficiencyof ensemble
feature selection methods, features selection with various ensemble sizes is taken.
First, we choose ensemble size (N) as two and combinations of two standard FS
methods IGR andMRMR are used. Feature selection is done individually using IGR
and MRMR, and the results obtained are aggregated using the proposed aggregation
algorithm. Finally, activity classification is done with ensemble feature subsets using
SVM classifier. The same procedure is repeated for ensemble size three using feature
selection algorithms as shown in Table 1.

5 Results and Discussion

In this section,we evaluated the performance of this proposed ensemble feature selec-
tion (ENFS) with existing three individual feature selection methods such as IGR,
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Table 2 Number of features
selected

S. no. Feature selection-methods Number of features
selected

DS1 (46) DS2 (46)

1. IGR 36 36

2. MRMR 36 36

3. PCA 36 35

4. ENFS2 29 29

5. ENFS3 29 28

MRMR, and PCA, method in terms of number of features selected and classification
accuracy.

5.1 Number of Features Selected

The total number of features selected using ensemble feature selection is shown in
Table 2. The total number of features selected by standard existing methods for DS1
are IGR = 36, MRMR = 36, and PCA = 36. Total number of features selected by
standard existing methods for DS2 are IGR = 36, MRMR = 36, and PCA = 35.
For ENFS = 2, the number of feature subsets obtained from two standard methods
IGR = 36 and MRMR = 36 are aggregated using frequency of occurrence, and the
final feature subset is selected using aggregation algorithm. The number of features
selected by ENFS2 is 29 for DS1 and 29 for DS2, whereas the number of features
selected by ensemble methods for DS1 and DS2 are ENFS3 = 29 and ENFS3 =
29. From the results shown in Table 2, the number of features selected by ensemble
methods is less when compared to other ten standard feature selection methods.

5.2 Classification Accuracy

In order to prove the efficiency of this proposed ensemble feature selection meth-
ods, classification accuracy is typically treated as the main goal. Feature subsets
selected using ensemble feature selection are classified using SVM classifier. The
classification accuracies to classify six human activities for the datasets DS1 andDS2
with outlier removal (WOR) are calculated. For DS1, the classification accuracy for
the three standard feature selection methods, and the five proposed ensemble feature
selectionmethods are shown in Table 3. The proposed ensemblemethods ENFS2 and
ENFS3 have achieved higher classification accuracies than standard feature selection
methods for DS1 and DS2. It is clear that the ensemble methods with reduced num-
ber of features or attributes can achieve high-classification accuracies than existing
feature selection methods.
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Table 3 Classification
accuracy of DS1, DS2, and
DS3

S. no. Feature selection-methods Accuracy

DS1 DS2

1 IGR 92.8 92.6

2 MRMR 92.3 91.89

3 PCA 92.04 91.99

4 ENFS2 95.87 95.24

5 ENFS3 96.54 96.32

Thus from the experimental results obtained, the proposed (ENFS) ensemble fea-
ture selectionmethods improve classification accuracy of human activity recognition
(HAR).

6 Conclusion

In this paper, to increase the classification accuracy the irrelevant features of the
activity datasets are removed using ensemble feature selection method ENFS. Two
variants of the proposed ensemblemethods such as ENFS2 and ENFS3 are proposed.
The ensemble combinations of IGR, MRMR, and PCA are used for analysis. The
proposed methods yield an optimal feature subsets. From the results obtained, the
number of features selected is less for the proposed ensemble methods. It can be
seen that the proposed ENFS methods achieves high-classification accuracy due to
elimination of irrelevant features. Therefore, the overall performance of the proposed
ENFS has been found to be excellent for the two datasets.
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An Exploration on Cloud Computing
Security Strategies and Issues

Amrita Raj and Rakesh Kumar

Abstract Cloud computing is revolutionizing many ecosystems by providing orga-
nization with computing resources that feature easy connectivity, deployment,
automation, and scalability. In the recent past, the attractive features of cloud com-
puting fuel the consolidation of cloud environment in the industry, which has been
consequently motivating research on the related technologies by both the academia
and industry. Regardless of its advantages, computing paradigm raises security con-
cerns in transition phase, which have subjected several studies. Cloud computing
tends to offer scalable on-demand services to the consumer with greater flexibility
and lesser infrastructure investment. Since cloud services are delivered using classi-
cal network protocols and formats over the Internet, implicit vulnerabilities existing
in these protocols as well as threats introduced by newer architectures have raised
many security and privacy concerns. In this paper, we have focused on the data
security issues found in the cloud computing. In addition to this, we discovered an
appropriate solution and a private cloud domain.

Keywords Cloud computing on-demand services · Virtualization · Security · Data
security · Threads · Attacks

1 Introduction

In the distributed computing framework implementation, the client has the features
of high adaptability and quality [1]. The assets on the demand and the client do not
know any information about the place of assets. Client can equip their application
and information from an unspecified area. The distributed computing is considered
as the valuable difference in data industry as well as a more effective improvement of
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data technology for the general society.Most of the cloud computing framework now
consists of reliable services which have been sent through information center built on
the servers with various levels of virtualization technologies. The cloud computing
is the outcome of various factors like conventional computing, communication tech-
nology, and business approach [2]. The cloud computing can ensure the information
security and client will not secure the information without anyone else’s input [3].
So the distributed computing will be the process for storing information in the cloud
framework. Numerous organizations support the distributed computing stages, for
example, IBM, Amazon, Microsoft, Google, VMware, and EMC which involves its
common element that has been done by the cloud computing [4]. In spite of the fact
that distributed computing and their advantages are huge, security and protection
concerns are the essential obstructions toward their wide appropriation [5].

1.1 Measured Service

Although computing assets are combined and shared by more than one consumer
(i.e., multi-tenancy), cloud framework is to utilizing a suitable system for measuring
the usage of these assets for required person. The National Institute of Science and
Technology (NIST) had defined cloud computing as “Cloud computing is a model
for enabling ubiquitous, convenient, on demand network access to a shared pool of
configurable computing resources (e.g., networks, servers, storage, applications, and
services) that can be rapidly provisioned and released with minimal management
effort or service provider interaction.” The services given by the cloud are very
striking because of there intrinsic feature present in on-demand service. Due to this
feature, the client is required to pay to remunerate for service that they have used [6].

1.2 On-Demand Self-service

Consumer can individually calculate computing skills, such as server time and net-
work storage automatically, if needed, without the need for human communication
with all the service providers [7].

1.3 Broad Network Access

Capabilities are accessible over the network and access through the standard com-
ponent that promotes use by heterogeneous stages (e.g., cell phones, laptops, and
PDAs).
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1.4 Resource Pooling

In the attempt of using multiplex consumers or virtualization, the cloud service
provider is pooled with computing resources; models are dynamically assigned with
defibrillators, resources and redistributed the need of user demand. In this way, the
motivation to establish a pool-based computing design is contained in the two-impact
factor.

1.5 Economics of Scale an Expertise

The outcome of a pool-based model is that the physical computing resources become
“invisible” to the customers, who do not normally have the information of controller
on the place, formation, and ownership of these resources.

Example: Databases, Central Processing Unit etc. It is easy to access the
information as it is stored in the cloud.

1.6 Rapid Elasticity

Computing resources for customers develop fast rather than constant: There is no
upfront and agreement because they can increase them as much as they want and
leave them after scaling them. Apart from this, the resources provision seems to
be infinitely mated for them, and consumption can increase rapidly to complete the
time-peak imports [9] (Table 1).

Table 1 Comparison of data
processing centers

Parameter Data processing center

Traditional Virtual Cloud based

On-demand service No No Yes

Wide network access Yes Yes Yes

Elasticity No Yes Yes

Measured pooling No Yes Yes

Resource pooling Yes Yes Yes



552 A. Raj and R. Kumar

2 Cloud Model Provides Three Types of Services

2.1 Software as a Service

The SaaS provides the customer a platform or application to manage a cloud infras-
tructure continuously. In general, SaaS allows to use software applications as a service
to end users. Example: Google Applications.

2.2 Platform as a Service

It is the ability that has beengiven to a customer to deploy onto the cloud infrastructure
his own applications without the need of installing any platform or tools on the local
machine. PaaS states towards providing platform layer resources, in addition to it
providing the operating system support and software development frameworks that
can be deployed to craft higher-level services [10].

2.3 Infrastructure as a Service

It provides the customer with the ability to plan prepare, storage, network, or dif-
ferent basic computing assets, or all pass the customer to deploy and fast arbitrary,
which can include software and applications. Furthermore, it enables the customer
to send and run subjective programming, which can incorporate working framework
and applications. Consumers have limited authorized over operating systems and
applications, storage deployment applications, and potentially selected networking
components [8]. Be that as it may, client can deal with his information put away
on cloud and applications which he has sent. Gmail and Dropbox are a few uses of
distributed computing administrations [11].

3 Attacks on Cloud Computing

3.1 Zombie Attacker

On the Internet, the aggressor challenges to increase the victim by transfer demands
from the honest host on the system in this way and these hosts are known as zombie.
In the cloud, the demand for virtual machines (VMs) is approachable by every client
by the Internet. An aggressor zombie may flow largest multiple calls. Such attacker
cloud software helps to improve the performance of the cloud.
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In order to serve the large number of requests the cloud becomes overloaded and
finally becomed exhausted causing theDoS (Denial of Service) orDDoS (Distributed
Denial of Service) to the servers. The results of above becomes adverse as the cloud
is not able to serve valid user’s request due to the flooded attacker’s requests. Thus
better authentication and authorization & IDS/IPS can give better protection against
such attacks. In case of flooding or zombie attack, the cloud provider provides more
computing power to serve the huge number of requests (which includes zombie
requests too). Attacker Service can become a lead offs insufficiency of the attack
you are not able to do so, you cannot use any information about any service that is
used in the search result [12]. With the gadgets, these methods enable an aggressor
to screen the simple qualities of intensity supply and interface associations; along
these lines, they can be utilized to get to the chip surface straightforwardly, so we can
watch, control, and meddle with the gadget. Owing to these truths, employers are
extra relying on cloud-based information processing to achieve a large information
amount. The employers are ignorant of the strength data processing methods of the
cloud-based features and want that the existing network is protected and reliable
adequate to inhibit any unapproved approach to the information [8]. This type of
attack is DDOS attack. Thus the existing network must be protected & reliable
enough to prevent any unapproved accessing of the information [8] (Table 2).

3.2 Man-In-The-Middle Cryptographic Attack

This attack is completewhen places himself between two clients.Whenever attackers
put themself in the information way, there is the feasibility that they can interrupt
changes information [13].

3.3 Side-Channel Attack

These methods enable an aggressor to screen the qualities of intensity supply and
interface associations; along these lines, they can be utilized to get to the chip surface
straightforwardly, so we can watch, control, and meddle.

3.4 Service Level Agreement

In numerous regards, cloud computing speaks to redistributing of calculation and
capacity to outside specialists co-op. Such redistribution has been administered ser-
vice level agreement (SLA) that indicates least dimensions of execution that the client
can anticipate. Although, classically there exists 99.99% system availability per year
yet SLA have not covered security aspects such as confidentiality and integrity.
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Table 2 Analysis on security problem and solutions directive

Synopsis of threads into cloud and solution instruction

Threads Issues Causes cloud
services

Resolution
instruction

Modification into
economical class

Decline of modify
over cloud database
infrastructure
framework

IaaS, PaaS, or SaaS Access control or
checking framework
on offered
administrations

Insulting utilization
of Cloud computing

The intruder gives
the signup or when
due to the strong
attackers the absence
of approval, benefit
minimum

PaaS and SaaS Strong enrollment
and verification of
comprehensive
monitoring of system
traffic

Unsafe interfaces and
APIS

Poses threads like
clear-content
validation,
transformation to
content: advance
verification

SaaS, PaaS or IaaS Establish secure
verification as well as
provide modify
component among
coded
communication

Malicious insiders Insider malicious
movement debate
from firewall and
pass around
protection model

PaaS, IaaS, or SaaS Access clarity as
security and
management system,
usage deference
broadcasting as well
as breath information

Shared technology
problem

Allow one client to
interface other
client’s services by
compromise
hypervisor

IaaS For solid certification
access control
component and for
managerial task.
Inspection and
vulnerability as well
as structure

Information damage
and leakage

Confidentiality
information can be
removed and
modified

IaaS, PaaS, or SaaS Uses protected APIs
encrypting, keys,
apply information
detention, or
substitute policy

Service hijacking Customer file and
service instances
cases could thus
make another new
base for attacker

PaaS, IaaS, and SaaS Uses security
strategies, solid
validation
mechanism, or
movement
monitoring

(continued)
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Table 2 (continued)

Synopsis of threads into cloud and solution instruction

Risk profiling Interior protection
strategies, security
compliance,
structure, solidifying
fixing inspecting or
log might be ignored

SaaS, IaaS, or PaaS Uncover incomplete
logs, information and
infrastructure detail.
Use observing and
alerting framework
for information
breaks

In a cloud computing seller market, it is sensible to expect that not all suppliers
will be capable, or willing, to give some level of security to their customers.

Besides, a given cloud suppliermayoffer administrationswith differingdimension
of security relying upon how much the client will pay for the administration [14].

In spite of the fact that cloud consumer does not command over the fundamen-
tal computing assets, they do need to guarantee the assets when purchasers I have
related their center business capacities onto their depended cloud. In other words,
it is important for client to get provides on service delivery. Normally, these are
given through service level agreement (SLA) consulted between suppliers and pur-
chasers. The first issue is the definition of SLA specifications in such a way that
has an appropriate level of granularity is the tradeoffs between expressiveness and
complicatedness such that they can cover most of the consumer desires and relatively
simple to be verified and evaluated. Also the different cloud offerings (IaaS, PaaS,
SaaS & DaaS) will certainly need to define different SLA meta-specifications.

This likewise raises various usage issues for the cloudprovider. For instance, assets
administrator needs to have exact and restored data on the assets use at specific
time inside the cloud. By refreshed data, we mean any adjustment subscribed to
by. The assets administrator is in continuous assessment and modification for SLA
fulfillment. The assets administrator needs to utilize quick useful choice model and
streamlining algorithm to do. SLAs cannot be completedwhen resource requestsmay
be required to be dismissed. All of these need to be done complete “self- service”
in the cloud computing. Apart from this, there is a need to consistently include user
feedback and evaluation features in advanced SLA evaluation framework [9].

3.5 Application-Level Security

The application level security refers to the usage of software and hardware resources
for providing security to the applications such that the attacker is not able to get the
unauthorised access to the application and make the desirable changes to its format.
Now, some day the attack begins and it tries to access as the trusted user and it easily
allows the full access to the attacker and this makes the client suffer. The major
reason behind this is; old network level security policies.With the latest technological



556 A. Raj and R. Kumar

progress, it is quite possible to duplicate a trusted user and contaminate the entire
data without seeing it. Subsequently, it is important to introduce large amount of
security checks to limit these dangers.

Traditional ways to deal with increased security problem have been developed to
develop a work-oriented ASIC device that can handle the specific work that provides
higher level of security with greater performance. Be that as it may, with application-
level dangers being dynamic these shut frameworks have been seen to case back in
contrast with the open finished framework.

The abilities of a shut framework and additionally theflexibility of anopenfinished
framework have been consolidated to build up the security stages dependent onCheck
Point Open Performance Architecture utilizing Quad-Core Intel Xeon processors.
Indeed, even in the virtual condition, organizations like VMware and so forth are
utilizing Intel Virtualization Technology for better execution and security base. It has
been seen that all the more frequently sites are anchored at the system level and have
solid safety efforts; however, there might be security provisos at the application level
which may permit data access to unapproved clients. The dangers to application-
level security incorporate XSS assaults, cookie poisoning, hidden field control, SQL
infusion assaults, DoS assaults, backdoor and debug options, CAPTCHA breaking,
and so forth coming about because of the unapproved utilization of the applications
[12].

3.6 Data Security

Data Security is the prime concern for any technology, but it still remains as a major
challenge when SaaS users have to depend upon their providers for proper security
[15].

The organisational data is often processed in plaintext & stored in the cloud in
SaaS.Moreover the data backup becomes a prime topmost aspect in order to carry out
recovery in case of any disaster but this imparts security questions as well [16]. Rotat-
ing administration applications & databases having sensitive data about the Cloud
Service Provider (CSP) which have no controller of their own information have vari-
ous weaknesses [17]. Numerous clients have weaknesses in the information security
model and this increases an unauthorized access to information. The following valu-
ations validate the security of the enterprise that collects the information at the SaaS
vendor [15]:

• Cross-site scripting [XSS].
• Access control weaknesses.
• OS and SQL injection flaws.
• Cross-site request forgery [CSRF].
• Cookie manipulation.
• Hidden field manipulation.
• Insecure storage.
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• Insecure configuration.

In SaaS, organizational information is often managed in plaintext and stored in
the cloud. The SaaS supplier is responsible for the security of the information in the
way it is processed and stored. Additionally, data backup is very important feature
for ceasing the recovery cause of disaster; however, it brings security burden as well
[16].

3.7 Security Concerns with the Hypervisor

Distributed computing lays essentially on the idea of virtualization. In a virtualized
world, the hypervisor is characterized as a controller prominently known as virtual
machine director (VMM) that enables various working systems to be kept running on
a system at any given moment, giving the assets to each working system to such an
extent that they do notmeddlewith each other. As the digit of operating systems going
on the hardware unit increases, however, the problem of security increases, the need
to consider the new operating system. Since different working frameworks would
keep running on a solitary equipment stage, it is beyond the realm of imagination to
expect to monitor all, and consequently, keeping all the working frameworks secure
is troublesome. It might happen that a visitor framework attempts to path a malignant
encryption on the feaster framework and fetch the framework low or take complete
control of the framework and square access to other company working frameworks.

It cannot be denied that there are dangers related with having the equivalent phys-
ical foundation among a lot of numerous employers; even one existence vindictive
can make dangers the other utilizing the equivalent organization, and consequently,
security as for hypervisor is of extraordinary worry as all the visitor frameworks are
controlled by it. On the off chance that a programmer can deal with the hypervisor,
he can make changes to any of the visitor working frameworks and oversee every
one of the information going through the hypervisor.

Different kinds of attacks can be propelled by focusing on various parts of the
hypervisor. In the hypervisor architecture, an advanced cloud security system can be
developed on the basis of the behavior of different components, which monitors the
interval between guest VM activities and various hybrids.

3.8 Virtualization Level Security Issues

Of cloud runs simultaneously on the host computer applying OSs in the virtual-
ized (multi-inhabitant) condition. Actual weaknesses in a VM that are circulated all
through the physical and simulated venture assets permit digital attacker, malware,
or different dangers to remotely misuse.
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Fig. 1 Structure of TCPS

The security danger also increases with the help of VMS. As soon as the amount
of visitor operating framework increases in the hypervisor, security concerns with
that new visitor OS also increases. Since it is impossible to hope to screen all OSs,
keeping up the security of those OSs is troublesome. There can be chances that a
visitor framework attempt to execute harmful code upon the host structure as well
as cleave lower hold the full control of a framework plus square approach to further
visitor OSs. There are dangers related to having equivalent real framework among
lot of various clients yet one being malevolent. On the off chance that a hacker can
deal with hypervisor is that they can make changes to any of the visitor OSs and
deal with every one of the information going through hypervisor. Isolation between
two VMs is not completely adequate by current virtual machine monitors (VMMs).
By compromising the lower layer hypervisor vulnerabilities, the attacker can get
access over installed VMs. Example of some attacks include Blue pill, Subvert &
DKSM on the virtual layer. This is still an open challenge to prevent such threats.
Latest Generation of rootkits that benefit from the processor technology that allows
an attacker to insert an additional hypervisor between the hardware and the software.
The hypervisor takes control of the system& transforms the original OS into a virtual
guest on the fly. As regards the software based virtualization is considered, this kind
of hijacking does not require restart & this makes it all the way more difficult to
detect the intrusion [11].

3.9 Sharing of VM images in Cloud Introduces Security Risk

The proprietor of a picture is worried about privacy (e.g., unapproved access to
the picture). The client of picture is worried about privacy, for example, a malig-
nant picture that is able to debasing or theft the clients own individual information.
For sample, instances working on Amazon’s EC2 platform simply compromise by
performing different attack, related the mark wrapping attack short scripting (XSS)
attack, or DOS attack. This enables attackers tomake, modify, and erase VMpictures
and change administrative passwords and settings that are put into setting with EC2
for S3 get to. This is a threat of infringement (e.g., working unrestricted software
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and programming with expired licenses). The manager of cloud is worried about the
security and consistency of the cloud all in all and the trustworthiness of the pictures.
There is a danger of harms caused by malware contained in any picture put away in
the repository.

There ought to be standard machine for finding out integrity of visitor VMs for
effective capability or avoid interface of computing, information damage, and abuse
of assets.

Figure 1 depictsManager based clear cloud protection system (TCPS) that screens
honesty of cloud parts. TCPS is put among visitor’s OS and the virtualization layers,
which screens visitor VMs and secures them opposite to interlopers and assaults. It
also addresses clear issues in the cloud [11].

4 Cloud Security Problems

The cloud framework is functioning in online network, and the security issues in
online network also can be detected in the cloud classification. The cloud structure
is not different from the traditional structure in the PC, and it can fit other impor-
tant and unique security issues. The large outfit around cloud computing remains
security and privacy [18]. The information resources the cloud classification. The
cloud requirement provides information control framework for the employer. The
information security analysis too may be deployed in the cloud system. The cloud
framework can deploy in various cloud bud. The different area has various rules, so
the security managing can face the rule problem. Distributed computing service is
necessary to enhance permissible security [19]. It has appeared as a major issue for
online network clients, and they have to face the problem of managing large multiple
of records and identification, which helps the clients using password and identifi-
cation management scheme that decreases security of their personal information.
Besides, Web site-driven web experience issues in managing Internet client record
and individual content allocation [18, 19].

For large and fast processing of the information, a CSP may utilize assets that are
accessible around the activity. This factor reveals the client information over whole
net which may result in major security menace. To fix this problem, an intrusion
finding system (IDS) component is mostly in the cloud paradigm [20].

4.1 Trust Chain in Clouds

Trust has a significant influence in pulling in more customer by depending on cloud
players, due to loss of control (as discussed earlier) cloud costumers depend upon the
cloud providers using trust system as on alternate into giving customers transparent
power their information and cloud resources (Fig. 2).
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Fig. 2 Management layer

Therefore, the cloud provider assures the client that the operation of the provider
is following organizational safety measures and standards.

Concern of identification management includes various measurements; amid oth-
ers, they consist of clients having to share their characteristics to many service
providers, dealing with individual data of the client being conciliated while execut-
ing a federated identity. Rodriguez et al. exhibited Federated Identity Architecture
(FIA) as a method for resolving weakness and there are three designs for enforcing
security problem in FIA including WS-Federation, Shibboleth, and Liberty Alliance
[21]. Other than attack, permissible compliance and protection guaranty are other
softymatter in federated identity. The recent FIA has no decent way to protect client’s
data. Stage for Privacy Perform.33 acnes Project or P3P (founded byW3C) has been
introduced as a standard and an assignment for developing FIA, by integrating P3P
into the FIA [22]. Network to human resources (HR) is hard because HR is the only
master source for team identification. Ability to succeed federated identities does not
exist in maximum administrations. There are no authoritative data sources to find
identities in partner associations. Most associations have no capability to convey
with individuals directly in extra institution. These problems and the need of provi-
sioning standards emphasize the importance for decent and comprehensive method
to manage how identity properties, accounts, and development management system
of all entity-types will take action in the cloud co-framework [23] (Fig. 3).

5 Conclusion Direction

This paper explains the security problem of the cloud computing such as low-cost,
platform, independent scalability, elasticity, as well as reliability. The security cloud
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Fig. 3 You and Jun
proposed mode [23]

computingmanages various field of informationmanagement alongwith its services.
The problems included data security in cloud problem also discuss problems in
the cloud system are discussed. The cloud computing are on the accelerated pace
in their development which have good prospect along with great potential. In this
script presented the number of attacks cloud authentication although our main in
used to magnified the theft concern because some of the issues are partially solved
but identity theft requires further thought. The various customers which degrade
mistrust as well as privacy of cloud computing which do not want to move the data
into Cloud computing. The various method which are used to protect the security in
order to make it effectively or solved this problem are issues are check by the cloud
computing provide. Developing the cloud computing as well as security issues is the
core problem.
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A Hybrid Approach-Based Energy
Aware Cluster Head Selection for IOT
Application

A. Kannammal and S. Suresh

Abstract Internet of Things environment has collection of communication sys-
tem of various devices with few heterogeneous and homogeneous characteristics,
where each device has unique identification address for activate action over network.
The main purpose of gathering information is to process the communications and
evolution. IOT applications face several challenges such as energy efficiency, reli-
able communication, latency awareness, etc. The most emerging requirement in IOT
application is to implement an effective energy conscious communication protocols
and clustering techniques. These techniques are reducing energy utilization of nodes
and increase the network lifetime and scalability. A robust clustering technique is
essential for self-organizing sensor networks. Proposed work on this paper is hybrid
method of LEACHwith firefly technique for optimal cluster head selection. The pro-
posed hybridization methods used for best clustering with cluster head also enhance
the energy level of node and improved lifetime of networks. Simulation results have
shown the improved performance of proposed task.

Keywords WSNs · IOT · Energy-aware clustering · LEACH · Firefly algorithm ·
Hybrid approach

1 Introduction

During last decade, the research community focuses on the development of smart sen-
sors networks with small size, less expensive [1]. The current research works revival
in WSN and Internet of Things (IOTs). Internet of Things was first proposed for
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the purpose of automatically recognizing and tracing the flow of goods. Nowadays,
IOT can be developed in current Internet environment to connecting wide variety
things to interoperate. An IOT integrating the current emerging research technolo-
gies such as sensing, communication, networking, and cloud computing. An IOT
application faces the many challenges on today research work. An IOT environment
offers quick deployable solution with low cost in various applications. All nodes in
IOT architecture have the following components such as sensor to sense andmonitors
the environment, computation unit for processing information, memory unit for data
storage, transmission unit for transmitting these data to a base station and a power
management unit for managing lifetime of battery.

IOT networks can be categorized with following constraints factors such as a
amount of energy consumed; computing and storage capacity; communication range
and bandwidth also some problems in networks architectures like security and fault
tolerance, etc. [2]. In IOT application, the energy utilization relay in the following
criteria such as designmanagement on network and deployed environments. An IOT-
network can be adapted in different applications like environment observing, army
sector, healthcare system, etc. [3, 4].

The researches in IOT application have several challenges remain open; the chal-
lenges are energy level management, area of coverage and synchronization data and
security [5]. An energy-conscious communication among all the devices is the main
challenge. These articles focus on these challenges by selecting head node using
clustering technique. Clustering techniques can group sensors into different subset.
In each individual cluster, a CH is chosen as group coordinators for the purpose of
producing a transmission schedule, gathering sensors data, and transmitting assem-
bled data to the base station (BS). Cluster head can communicate with the base
station directly or through other CHs called intra-cluster routing. The network life-
time is essential in IOT research, lifetime of network can be enhanced with effective
energy-aware mechanism [6–8].

This paper reviews the energy-aware technique and dispute factors of clustering
in IOT systems. The rest of this work can be described as follows. Section 2 gives
overview of some of cluster head selection algorithm. Section 3 describes some of
the preliminary work such as protocol and network model, and the proposed works
are described in Sect. 3.1. Section 4 shows the simulation results. The proposed work
is concluded in Sect. 5.

2 Related Work

Researches in IOTmainly focus on developing clustering protocols for energy-saving
purpose. Younis et al. [9] describe hybrid energy efficient distributed (HEED) tech-
nique for clustering IOT architecture. This protocol mainly focuses on balancing
load among the group. The key parameters to decide on cluster head are residual
energy of respective node, degree of node, and distances to neighbors. Heinzelman
et al. [10] describe EEDUC protocol gives a way to producing distributed cluster.
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In this scheme, the grouping of node done based on distance between node and clus-
ter head, distance within a certain unit of cluster head can be groped in same cluster
and node with m units of distance from the cluster head may consider other cluster.

Yang et al. [11] implementedmost effective optimal cluster headmethods by using
various hybrid meta-heuristic algorithms. This scheme has to focus global optimum
with improved solutions. From literature GA has good global search characteristics,
convergence is poor. Representation of weights in PSO is done arbitrarily and hence
search is limited to either global or local space. In this work, it is proposed to hybrid
the firefly meta-heuristic with LEACH, which finds optimal global solution with fast
convergence.

Faisal et al. [12] SEP protocols mainly focus on heterogeneous architectures.
SEP selects cluster heads based on the probabilities that is weighted on each node.
Zonal-Stable Election Protocol (Z-SEP)which impart zonal heterogeneous, it ismore
applicable in IOT multi-region real environment.

3 Protocol Description

3.1 Low Energy Adaptive Clustering Hierarchy

The LEACH protocol [13–15] was the most frequently adapted protocol. This pro-
tocol mainly focus on homogeneous sensor networks because of all the nodes have
equal energy. In this method, the head nodes are selected depend on system-defined
probability values. The cluster head then processes the data and communicates it with
the base station. This technique includes two-step processes such as setup phase and
steady state phase. Main task of setup phase is nominating CH also clusters are
formed based on chosen CH. In steady phase information transmission performed.
A random number will be chosen in range from 0 to 1 for each node. The node has
random number which is below its threshold value can be selected as cluster head,
the random value greater than threshold can be consider as normal node

t (n) =
⎡
⎣ ρ

1− ρ
(
Rmod

(
1
ρ

))
⎤
⎦ , i f nεN else t (n) = 0 (1)

where the value of ρ stands for CH probability, R describes the current round number
and N stands group of normal node rather than cluster heads in the last1/ ρ rounds.
Clustering can be framed based on energy, the energy of available CH can bematched
with other actual node, if any non-CHnode has higher value than current CH, then the
non-CH node can be chosen as new CH. The transmission energy can be calculated
using first order radio model. A new optimal scheme projected as hybridization of
LEACH and firefly methods to diminish energy utilization and enhance the network
lifetime.
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3.2 Firefly Algorithm

Firefly heuristic is based on the light intensity produced by fireflies. The intensity
of light produced is mapped to the objective function, and hence, fireflies with low
intensity are attracted toward fireflies with higher light intensity. The intensity of the
light helps a firefly swarm move to brighter and attractive locations which can be
mapped to finding best [16].

Firefly algorithm standardizes based on firefly characteristics and can be listed as
follows:

• Each firefly can be attracted to another irrespective of their sex.
• The brightness produced by the firefly is directly proportional to its attractiveness
and between two fireflies; the firefly with higher brightness attracts the one which
has lower brightness. A firefly moves randomly if it is not able to find a brighter
neighboring firefly.

• In the mathematical model, firefly’s brightness is based on the objective function.
Firefly meta-heuristic is chosen for its capability of providing optimal solutions
for multi-objective problems.

3.3 Firefly Procedure

1. Define an objective function g(A), A = (A1, A2, … AD)
2. Initializes fireflies Ai (i = 1, 2, …, N)
3. Calculate light intensity I i at Ai is using objective function g(Ai)
4. Compute light absorption coefficient γ
5. if t < M

i. for x = 1: N
ii. for y = 1: i
iii. if (Iy > Ix) then
iv. Reassign firefly x: y

End if

6. Based on distance, the attractive of brightness varies r via exp[− γ r]
7. Calculate new solutions then revise light intensity

Scope of loop y and x
8. Pick best rank solution
9. Repeat step from 5 to 8 until the condition becomes false.
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4 Proposed Hybrid Algorithm

This proposed scheme is used hybrid-based approach of LEACH and firefly search.
Enhancing lifetime and reducing energy conception of an IOT node by clustering
the network with suitable methods. The clustering process can be done in IOT two
steps such as CH election and cluster formation.

i. CH Election:
Cluster head is acting as coordinator of cluster, while selecting CH suspicious

analysis needs. The CH can be selected using three ways such as deterministic
with help of preset fixed location, random scheme based on probability value
and adaptive based on energy. The last method is more preparable.

ii. Cluster Formation:
Cluster head broadcasting own information to all other sensors, each individ-

ual sensor selects its own CH based on hop count, distance, and size of cluster.
LEACH protocol gives better result in the initial steps then followed iteration
the firefly methods execute, thus enhance the network energy level and lifetime.
The evaluation of the proposed work was carried using MATLAB. Simulations
were carried out using LEACH, firefly. The proposed hybrid LEACH with fire-
fly algorithm minimized the packet loss rate. The IOT-network performance is
measured based on energy and lifetime node.

Figure 1 demonstrates that the result of hybrid scheme with individual protocol
such as LEACH and LEACH-Monkey Search algorithm for energy optimization.
This hybrid schemes performing better than other schemes because of joins the
searching ability of FA with strength of LEACH. This proposed hybrid method
increases the lifetime and efficiency of node.

Fig. 1 Network throughput of hybrid schemes
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5 Conclusion

Current research widely focus on sensors application like IOT in which clustering
process is main issues to saving energy level of sensors node, in concern this, a pro-
posed hybrid scheme of LEACH and firefly search methods performance is offered.
The result of hybrid approach for the clustering nodes illustrates enhancement in the
performance parameters such as energy level, lifetime of IOT environments.
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Modified Dive and Rise Technique
Incorporating Enhanced Weighted
Centroid Localization Algorithm
with Ocean Current Mobility Model
in Underwater Acoustic Sensor Networks

R. Bhairavi and Gnanou Florence Sudha

Abstract Underwater Acoustic Sensor Networks (UASN) have a wide variety of
applications such as oil platformmonitoring, prediction of natural disasters, monitor-
ing the pollution levels, study of aquatic life, etc. The next step after the deployment
of sensor nodes in the subsea environment is their localization. Localization is a vital
requirement to utilize the sensed data effectively and it is necessary for trailing of
nodes and detection of the target. In this paper, drifting of unlocalized nodes caused
by changes in ocean currents or other factors that are modelled by using Meandering
Current Mobility (MCM) Model and the unlocalized nodes computes their posi-
tional coordinates by the Modified Dive and Rise Technique (MDRT) incorporating
Enhanced Weighted Centroid Localization (EWCL) algorithm. Simulation results
indicate that the proposed MDRT with EWCL algorithm outperforms the existing
MDRT with DV Hop localization algorithm in terms of packet delivery ratio, delay,
localization ratio, and coverage.

Keywords Localization · Modified dive and rise technique · Enhanced weighted
centroid localization · DV hop localization

1 Introduction

In recent times, Underwater Acoustic Sensor Networks is evolving as an emerging
technology for the exploration of the underwater aquatic environment. UWASN
comprises of ample number of distributed sensor nodes, Autonomous Underwater
Vehicle (AUV), surface buoys, base station, and some application-specific devices
[1]. In the subsea environment, the propagationof electromagneticwaves is extremely
worse. At low frequencies, Radio waves can propagate only brief distances. These
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characteristics make the radio waves unsuitable for communication in the aquatic
environment.

Optical signals, although utilized in the blue-green region in the range of 500 nm,
undergo attenuation. Irrespective of high bandwidths, the propagation of optical
signals is not more than 100 m. The acoustic signal travels around 1500 m/s in
underwater. This range is approximately a magnitude of five orders lesser than elec-
tromagnetic signals. Propagation speed of acoustic signal is a versatile parameter that
depends on the following factors temperature, salinity and pressure (due to depth)
of water.

Underwater acoustic nodes with sensing, processing and communication capabil-
ities need to locate themselves for various applications since the information about
the sensed event without its positional information is of no use. The process of
finding the positional coordinates of the underwater nodes localization. Thus, pre-
cise localization of sensor nodes is a primary concern in Underwater Acoustic Sensor
Network. UnderwaterAcoustic Communication suffers fromhigh propagation delay,
low bandwidth, Doppler shift, high bit error rate. These factors, in turn, makes the
localization of nodes in UWASN a challenging task.

The structure of the paper is organized as follows: In Sect. 2, the overview of
various localization techniques in Underwater Acoustic Sensor Network is summa-
rized. In Sect. 3, the proposedMDRTwith EnhancedWeightedCentroid Localization
(EWCL) algorithm for efficient localization of nodes in subsea environment by con-
sidering the ocean drift model is described. In Sect. 4, the Aquasim results of the
proposed MDRT with EWCL and its comparison with the existing Dive and Rise
technique is presented. Finally, the conclusion is made in Sect. 5.

2 Related Works

Several research works related to the computation and estimation of positional coor-
dinates of the underwater acoustic nodes in the subsea environment are discussed in
this section. M. TalhaIsik et al. proposed in [2], a Three-Dimensional Underwater
Localization (3DUL) scheme. 3DUL comprises of 2 phases, Ranging and projec-
tion and dynamic trilateration phase. In the initiative phase, the unlocalized acoustic
node computes its distance to the neighbouring anchor nodes. In the Projection and
Dynamic Trilateration Phase, each sensor node utilizes the computed distance and
the (z coordinate) depth information from the initiative phase and creates a robust
virtual quadrilateral plane by projecting any 3 anchor node onto its horizontal level
to execute three-dimensional localization.

Erol-Kantarci et al. in [3, 4] studied the design principles, architectural depen-
dencies, pros and cons of various localization techniques. A comprehensive study
of centralized and distributed localization techniques along with the two subcate-
gories namely, estimation based and prediction based and their performances are
discussed. Zhou et al. in [5] proposed Unit Ball Fitting (UBF) algorithm and Iso-
lated Fragment Filtering (IFF) algorithm for localization and accurate or high fidelity
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boundary detection in sensor network. Unit Ball Fitting algorithm finds a group of
latent boundary nodes, which is succeeded by the refinement IBF algorithm, that is
responsible for eradicating the nodes those misconceived as boundary nodes by Unit
Ball Fitting technique. For each 3D boundary, a locally planarized triangular mesh
surface is constructed.

Anil et al. in [6]made a comparative studyof various techniques of localization that
are anchor-based and anchor free schemes in underwater acoustic sensor networks.
Mukesh Beniwal et al. in [7] proposed an extended version of Dive and Rise scheme
incorporating time synchronization free localization technique and gave a detailed
analysis of energy efficiency which is a prime concern for UWASN is discussed. In
this work, the acoustic nodes whose positional coordinates are unknown are assumed
to be static and the speed of propagation of acoustic signal in water is assumed to be
constant. In real-time considerations, speed of propagation of acoustic signal inwater
depends on various parameters like temperature, pressure, salinity, gravity variation,
specific volume and other oceanographic forces like tides, water currents etc., To
beat out this limitation, in the proposed paper drift of the sensor nodes caused due to
oceanographic forces is taken into account by incorporating the Meandering Current
Mobility (MCM) Model in the subsea environment.

Anjana Das et al. proposed in [8], a positional estimation algorithm based on
a single anchor node. In SAS (single anchor node support) sensor node estimates
its location by considering the TOA and AOA (Time and Angle of Arrival) upon
the reception of a packet from an anchor node. Location is estimated by using the
equi-rectangular approximation method for projecting the latitude and longitude
coordinates of sensor node into a Cartesian plane. Simulations and testing of SAS
technique is carried out in several locations in Arabian ocean and which depicted
that for sensor nodes of short-range, SAS technique exhibited better performance.

HanjiangLuo et al. proposed in [9] localization for double-head maritime sensor
networks (LDSN). LDSN has three phases. In the initial phase, self-moored node
localization (SML) algorithm is utilized by the supergroup nodes to compute the
positional coordinates of the moored subsea nodes. The moored nodes that are local-
ized in the former step turn into anchor nodes which aid the unlocalized underwater
moored nodes to compute their locations by USD (underwater sensor localization)
algorithm. In the terminating phase, FLA (Floating Node localization Algorithm) is
used to compute the positional coordinates of free floating sensor nodes.

ZhuSanfeng et al. proposed in [10] a Dual-Hydrophone Localization (DHL)
method with an objective to overcome three main issues and provide high robust-
ness and better performance by reducing the effects of location and angular error
in underwater nodes. DHL converts localization problems into half-plane inter-
section issues. Synchronized Dual-Hydrophone is used to meet the requirement of
time synchronization which is required to overcome the long latency in underwater
communication.

DV (Distance Vector) Hop algorithm proposed in [11] comprises of three stages.
In the initial stage, each anchor node forwards their positional coordinates and their
value of hop count to its one hop neighbouring nodes. The nodes upon the reception
of these packets will add one to the hop count value and sequentially forwards
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the packets to its one hop nodes. Thus, almost each and every acoustic node in
the entire sensor network will perceive the minimum hop count from each anchor
node and the positional information of every anchor node [12]. In the succeeding
phase, each and every anchor node computes the average hop distance. Finally,
each unlocalized nodes estimates its positional coordinates (x, y) by performing
multilateration technique. Underwater nodes are fitted with pressure sensor so the
depth (z coordinate) can be calculated.

Kayalvizhi et al. proposed in [13], a node localization technique where the posi-
tional coordinates of the underwater nodes are estimated by Dive and Rise (DNR)
localization incorporated with DV hop technique. Beacon node dive and rise above
the water surface and periodically broadcast its location coordinates to the unlocal-
ized nodes.Upon the reception ofDNRmessages, each unlocalized node estimates its
positional coordinates by performing DV Hop localization. The main disadvantages
of DV Hop technique is that the unlocalized nodes utilizes the average hop distance
(AHD) estimated by the anchor node as a replacement for the actual distance, which
induces localization error. Thus localization accuracy is an indispensable problem
in the DV hop technique. The computational complexity of the DV hop algorithm is
also comparatively high.

To overcome the disadvantages of existingworks, in this paper,ModifiedDive and
Rise Localization (MDRT) incorporating EnhancedWeighted Centroid Localization
(EWCL) algorithm [14] is proposed so that the unlocalized nodes compute their
positional coordinates accurately.

3 Proposed Modified Dive and Rise Technique
Incorporating Enhanced Weighted Centroid Localization
(EWCL) Algorithm

3.1 Drift Model

In most works, the acoustic nodes whose positional coordinates are unknown are
assumed to be static and the speed of propagation of acoustic signal in water is
assumed to be constant In real-time considerations, speed of propagation of acoustic
signal in water depends on various parameters like temperature, pressure, salinity,
gravity variation, specific volume and other oceanographic forces like tides, water
currents etc., To beatout this limitation, in the proposed paper drift of the sensor nodes
caused due to oceanographic forces is taken into account by designing and incorpo-
rating the Meandering Current Mobility (MCM) Model in the subsea environment
[15].

Meandering CurrentMobilityModel for oceanology renders a satisfactory degree
of accuracy in modelling coastal shallow and deep water ocean currents. MCM
validates the drift of the sensor nodes in the subsea environment caused by waves,
hydro currents, tides and other oceanographic forces [16]. The mobility of nodes in
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meandering current mobility model is defined by Eqs. (1) and (2),

ϕ(x, y, t) = − tan h
[y − A(t) sin(M(x − St))]

√
1 + M2A2(t)cos2(M(x − St))

(1)

A(t) = W + α cos(�t) (2)

where W is width of the meanderer, S is phase speed, M is no. of meanders, � is
the frequency, and α is the amplitude. For this work, the following values have been
assumed, W = 1.2, S = 0.2, M = 2π /7.5, � = 0.4, and α = 5. The current field of
the ocean is taken as the sum of the net response of the tidal field of ocean and the
residual current field. The spatially unvarying oscillating ocean current in an unitary
direction is adopted in order to deceive as the tidal field of ocean, while the boundless
sequence of clockwise and anticlockwise rotating eddies is the residual current field.
The velocity field without any dimension in the kinematical model can be judged
tentatively or taken close to

(3)

where Vx is the speed in x-axis, Vy is the speed in y-axis, K1, K2, K3, K4, v and
ň are variables which are closely related to environmental factors, such as tides,
etc. These parameters will change in different environments. Using Eqs. (1), (2) and
(3), the drift of acoustic sensor nodes by oceanographic forces is modelled. After
the implementation of the drift model, the randomly deployed underwater nodes at
distinct depth begin to locomote. Hence the node position changes to (x ′, y′, z′).
Thus, to compute the geographical coordinates of an unlocalized acoustic node,
MDRT with EWCL algorithm is proposed.

3.2 Dive and Rise Technique

Dive and Rise Localization method comprises of mobile anchor nodes also known
as DNR Beacons with inbuilt GPS to compute their geographic coordinates while
floating on the surface. These DNR beacon nodes have a predefined mobility pattern
which dive and rise in vertical direction. While diving, these beacon nodes period-
ically broadcast their location coordinates to the unlocalized nodes that are in the
region of coverage. Upon rising after one cycle, the DNR Beacon nodes recompute
its geographic coordinates and dives again. Unlocalized nodes upon reception of
these messages from the DNR Beacon nodes computes its positional coordinates by
enhanced weighted centroid localization algorithm.
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3.3 Modified Dive and Rise Technique (MDRT)

Enhanced weighted centroid localization computes weight by taking into account
of several factors such as effect of different anchor nodes, radius of communication
and the near anchors of the unlocalized node. EWCL algorithm comprises of three
phases:

• Computation of minimum hop count (hcount) of each node from every anchor node
in the network

• Computation of AHDanchor(m)

• Computation of positional coordinates of unlocalized node.

Computation of minimum hop count (hcount) of each node from every anchor
node in the network:

In the existingDVHop localization algorithm, to localize a node the vital requirement
of large number of anchor nodes leads to higher localization error. The proposed
MDRT with DNR localization overcomes this issue by making the anchor node
broadcast only withinm hops instead of broadcasting to all the nodes in the network.
The range of m is 2 to hmax.

Initially each anchor node broadcasts <xk , yk , hcount> information where <xk , yk>
represents its two-dimensional positional coordinates and hcount its hop count value
in the form of packets to the unlocalized nodes within m hops. The value of hcount
is initially assigned to 0. Each unlocalized node (q) maintains a table containing
the following information <k, xk , yk , hqk> for each anchor node k within m hops.
Each unlocalized node upon the reception of a packet from an anchor node checks
its own table. If the hqk value stored in its own table is less when compared to the
received hqk and value of hqk is less then m, then the received hqk value is ignored
by the unlocalized node else the value of hqk is incremented by 1 and the new hqk is
subsequently stored by the unlocalized node in its table. After the updating the table,
it broadcasts the table to its neighbouring unlocalized nodes. Thus at the end of this
initiative phase, each unlocalized node computes its minimum hqk value from every
anchor node k that are within m hops and maintains an updated hop count table.

Consider a network with 6 Anchor nodes (here nodes 10, 11, 12, 13, 14, 15) and
9 unlocalized nodes (nodes 1, 2, 3, 4, 5, 6, 7, 8, 9) as shown in the Fig. 1. Let the
value of m be 2 hops. The 2-dimensional positional coordinates of anchor nodes is
specified in the Table 1.

In the initial phase, anchor nodes in the network broadcast its geographic coordi-
nates to all the unlocalized nodes within m hops. In the network depicted in Fig. 1,
for the unlocalized node 3, all the anchor nodes within m hops (anchor nodes 10, 11,
12, 13, 14) are considered and anchor node 15 (since its hop count is greater than 2)
is ignored. At the end of this phase, the unlocalized node 3 maintains an updated hop
count table as shown in Table 2. Similarly, all the other unlocalized node maintain
their updated hop count table containing <xk , yk , hcount> information of the anchor
nodes within m hops.
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Fig. 1 Deployed anchor and
unlocalized nodes

Table 1 Positional
coordinates of anchor nodes

Anchork xk yk

10 436 287

11 124 237

12 381 264

13 394 605

14 347 412

15 460 407

Table 2 Table maintained by
node 3 for each anchor node
within m hops

Anchork xk yk hk3

10 436 287 2

11 124 237 1

12 381 264 1

13 394 605 2

14 347 412 1

Computation of AHDanchor(k):

Each anchor node computes its average hop distanceAHDanchor(k) using the following
Eq. (7).

AHDanchor(k) =
∑t

k=0;l=0

√
(xk − xl)2 + (yk − yl)2

hk
(4)
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where t is the aggregate number of anchor nodes in the UWASN, l denotes all other
anchors and hk is the number of hops between anchor node k and anchor node l,
(xk, yk) and (xl , yl) represents coordinates of anchor nodes k and l, respectively.

Each anchor node after estimating its average hop distance AHDanchor(k), sends
the computed value to all the unlocalized nodes within m hops. The unlocalized
node stores only the packet from the nearest anchor whose packet with information
AHDanchor(k) while discards all the other packets. Each unlocalized node estimates
its distance from the anchor node Ak using the Eq. (5),

dk = AHDanchor(k) ∗ hk (5)

Computation of positional coordinates of unlocalized node:

In terminating stage, the unlocalized nodes determine their location coordinates < xr ,
yr> exploiting Eq. (6). Weight used for estimating the coordinates of the unlocalized
node is computed using the following Eq. (7)

Xr =
∑t

k=1 wkxk∑t
k=1 wk

, yr =
∑t

k=1 wk yk∑m
k=1 wk

(6)

whereWi = 1
hqk

is the weight of each anchor node i, hqk is minimum hop count value
of node q from anchor k and t represents the total number of anchor nodes.

wi =
(∑t

k=1 hqk
t ∗ hqk

) r
AHDanchorl

(7)

where, AHDanchor(l) is the average hop distance of its nearest anchor node l to the
unknown node q and r is the communication radius of node.

The weight factor is inversely proportional to number of hops [14]. This has been
used to give more weight age to nearest anchor. The anchor with less number of hops
is closer to the given node, thus has more impact in determining the location of given
node (Fig. 2).

The computed weight factor relies on the distance between the anchor node and
the unlocalized node. The near anchor node to the unlocalized node have higher
impact factor than the far anchor nodes.

Depth of Sensor nodes

The z coordinate which represents the depth of the sensor node is computed from
the following parameters: Variation of gravity (GR) [15], specific volume (V ).

Q = Sin(Lat/57.29578);

The gravity variation and the specific volumes [16, 17] are calculated by,
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Start

Each AN broadcasts <xk,yk,hcount> to 
unlocalized nodes within m hops

Each unlocalized node compares the 
hqk(received) with its hqk(stored)

If hqk(received)  

<       hqk(stored)

hqk(received)  = hqk(received)  +1 hqk(received)  is ignored

Initialization  of Φ2

End

No Yes

Each AN computes its AHDanchor(k) and 
broadcasts within m hops

Each unlocalized node computes its distance 
from Ak

Computation of weight and thereby 
computation of location coordinates

Fig. 2 Flowchart for EWCL algorithm

GR = 9.780318 ∗ (
1.0 + (

5.2788e−3 + 2.36e−5 ∗ Q2) ∗ Q2) + 1.092e−6 ∗ P
(8)

specificvolume = (((−1.82e−15 ∗ P + 2.279e−10
) ∗ P − 2.2512e−5

)

∗ P + 9.72659) ∗ P (9)

where P = 10,000 decibars
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Depth(Z coordinate) = specific volume/GR (10)

By using Eq. (10), depth (Z coordinate) can be calculated. Thus the coordinate of
node (x, y, z) can be calculated using Eqs. (6) and (10).

4 Performance Evaluation

In this section, the performance of the proposed Modified Dive and Rise Technique
with EWCL algorithm and the existing DV hop localization algorithms were eval-
uated using Aquasim (NS 2.30). Aquasim can efficiently configure and simulate
the Real Underwater Acoustic Channel incorporating the object-oriented design of
NS-2. The communication range of the underwater acoustic nodes are 200 m. 50
unlocalized nodes and 7 Dive and Rise Beacon nodes are randomly deployed in
1000 m × 650 m monitored space with varied depth. The mobility of the unlocal-
ized acoustic sensor nodes are restricted within a range of 50 m. Table 3 lists the
simulation parameters of NS 2.30.

4.1 Performance Metrics

The performance of the proposedMDRTwith EWCL algorithm is evaluated in terms
of localization ratio, packet delivery ratio, transmission range versus localization
ratio, transmission rangeversus coverage and error. Theproposed technique is studied
taking into considerations the drifting of sensor nodes by incorporating MCM. The

Table 3 Aquasim simulation
parameters

Parameter Value

Number of nodes 57

Interface type Phy/underwater phy

MAC type 802.11

Queue type Queue/drop tail/pri queue

Antenna type Omni-antenna

Propagation type Underwater propagation

Transport agent UDP

Application agent CBR

Meandering current mobility
model settings

Mean: A = 1.2, c = 0.2,

K = 2π
7.5 , ε = 5, ω = 0.4

Ocean current parameter
settings

K1, K2 = π , K3 = 2π , K4,
K5 = 1, v = 1, ň = 0.5–3.0
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existing Dive and Rise technique with DV hop localization technique is compared
with the proposed MDRT with EWCL algorithm.
Nodes versus localization ratio
The localization ratio (Loc_Ratio) of the UWASN is the ratio of total number of
localized underwater nodes to the total number of deployed underwater nodes. The
Loc_Ratio is determined as follows

Loc_Ratio% = (NLoc/NTot) × 100% (11)

whereNLoc is the number underwater nodes whose positional coordinates are known
and NTot is the total number of deployed underwater nodes.

From Fig. 3, it is perceived that when the number of deployed sensor nodes in the
network is 25, the proposed MDRT with EWCL algorithm achieves Loc_Ratio of
96%. As Loc_Ratio is inversely proportional to the total number of deployed sensor
nodes in the network, it decreases as the number of nodes increases. When the
total number of nodes is increased to 55, the proposed modified MDRT algorithm
still maintains a localization ratio of 89%. Thus it is observed that the proposed
MDRTwith EWCL algorithm has higher Loc_Ratio compared to the existingDVhop
irrespective of the increase in the deployed sensor nodes.

The performance of the proposed modified MDRT algorithm is next validated
by analyzing the localization ratio while varying the transmission range in steps of
20 m. Initially, the transmission range of sensor nodes is 100 m. From the Fig. 4, it
is observed that when the transmission range is increased, the localization ratio of
the proposed modified MDRT scheme with EWCL approach also increases when
analyzed with the existing localization techniques. Consider the network scenario
where the transmission range of sensor node is 150m, the proposedDNRwithEWCL
has a localization ratio of 90% whereas it is 88% for existing DV hop localization.
Localization error percentage
The performance of the modified EWCL algorithm is next analyzed in terms of
localization error percentage. Localization error percentage is computed using the
difference between the real and the estimated coordinates of the node by using the
Eq. (11),

Fig. 3 Localization ratio
versus number of nodes
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Fig. 4 Localization ratio
versus transmission range
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%Localization error =
√

(X − X ′)2 − (Y − Y ′)2

n ∗ R
∗ 100 (12)

(X, Y ) = Actual coordinates of the sensor nodes
(X

′
, Y

′
) = Estimated coordinates of the sensor nodes

As shown in the Fig. 5, initially when the deployed nodes is 10, the modified
EWCL algorithm has an error percentage of 39.46% whereas for DV hop it is
46.187%. The proposed modified EWCL algorithm shows considerable reduction
in the localization error percentage than that of the existing DV hop localization
technique. The localization error percentage for the proposed algorithm is 50.311%
and for existing DV hop algorithm is 51.49% when the total number of deployed
nodes is 55. Thus, from the Fig. 5, it is inferred that when the deployed nodes
increases, the localization error percentage is also increased.
Transmission range versus coverage
Coverage (CR) is defined as the extent at which each point of the deployed network
is under the vigilance of the sensor node. Let TR be the transmission range of DNR
Beacon node. The travelling distance of the DNR Beacon node before broadcasting
its geographic coordinates is denoted as Dbeacon. Then the CR for the DNR Beacon
node is computed from Eq. (12) as,

Fig. 5 Localization error
percentage
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Fig. 6 Transmission range versus coverage

CR = ((22/7)/12)(4TR + Dbeacon)(2TR − Dbeacon)
2 (13)

The performance of the proposedMDRTwith EWCL is then validated by varying
the beacon interval in two cases initialized as 0.10 and 0.20 s in terms of transmission
range versus coverage. Transmission range of underwater nodes is gradually changed
from 150 to 250mwith a fixed interval of 20m. From Fig. (6), it is inferred that when
the beaconic message interval is initialized as 0.10, the overall coverage percentage
increases when compared with the beacon interval 0.20. It is clearly observed that
when the transmission range of the sensor increases, then there is a subsequent
increase in the coverage. The reason for achieving coverage to such an extent is that
when the beacon interval is set small with higher transmission range of sensor nodes,
then many sensor nodes are able to receive multiple messages.

5 Conclusion

In this paper, the Dive and Rise Localization technique is modified using the
Enhanced Weighted Centroid localization algorithm for the estimation of node posi-
tion in subsea environment. EWCL algorithm comprises of three phases: Determin-
ing minimum number of hop counts by each node from every anchor, Determining
average distance per hop by each anchor, Determining location of unknown node.
The results validate that proposedMDRT incorporated with EWCL algorithm shows
improvement in the localization performance when compared with the existing DV
hop localization algorithm evaluated in terms of localization ratio, localization error
percentage, transmission range and coverage.
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Tree-Based Approaches for Improving
Energy Efficiency and Life Time
of Wireless Sensor Networks (WSN):
A Survey and Future Scope for Research

Pranesh and Santhosh L. Deshpande

Abstract Wireless Sensor Networks (WSN) are characterized by highly
application-specific nature, stringent resource constraints, self-organizing, spatio-
temporal traffic, and large dynamic topology with several contradicting design goals.
Of these design goals, network life time and energy efficiency are considered as of
paramount importance. Many research works from the past have dedicated them-
selves in extending the network life time and achieving energy efficiency of WSN
through various techniques, including that of the application of Tree as a data struc-
ture. This article attempts to present a detailed survey of the existing research works
with the application of different variants of Trees. Further, the paper tries to analyze
the performance implications of application of variants of trees, advantages, and dis-
advantages. The paper mentions possible feasibility of the application of Red Black
Trees (RBL) in WSN and the potentials for future research while giving algorithmic
comparison of RBL with other tree data structures.

Keywords Wireless sensor network · Tree-based approaches · Red black tree ·
Network life time · Energy efficiency

1 Introduction

A wireless sensor network is constituted of large number of sensor nodes deployed
randomly around phenomenon of interest Some important applications of WSN are:
home automation, industrial applications, monitoring applications for environment,
traffic,&wildlife, health care applications, defence applications involving security&
surveillance, and some special research applications like study of sand bar formations

Pranesh (B)
VTU-RRC, Visvesvaraya Technological University (VTU), Belgaum, Karnataka, India
e-mail: praneshvkallapur@yahoo.co.in

S. L. Deshpande
Department of Post Graduate Studies, Visvesvaraya Technological University (VTU), Belgaum,
Karnataka, India
e-mail: sld@vtu.ac.in

© Springer Nature Singapore Pte Ltd. 2020
G. Ranganathan et al. (eds.), Inventive Communication and Computational
Technologies, Lecture Notes in Networks and Systems 89,
https://doi.org/10.1007/978-981-15-0146-3_55

583

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0146-3_55&domain=pdf
mailto:praneshvkallapur@yahoo.co.in
mailto:sld@vtu.ac.in
https://doi.org/10.1007/978-981-15-0146-3_55


584 Pranesh and S. L. Deshpande

or related to oceanography, etc. Due to these wide varying applications WSN are
evolving as a new paradigm for information processing [1, 2]. Although WSN are
similar to Adhoc Networks, there are number of fine differences. Some important
differences between WSN and Adhoc network are: the number of sensor nodes
in a sensor network will be large, densely deployed, prone to variety of frequent
failures, the topology of a sensor network changes very frequently, and have stringent
constraints for various resources. In this regard, a novel architecture & design of
WSN, its protocol stack, layer-wise open issues have been discussed in detail, along
with description of some of the existingWSN specific protocols as solutions to some
of the open issues, in [1]. The need for self-organization and some solutions for the
samehave beenpresented elaborately in [3]. Thus,with the above general background
about WSN, the motivation of this paper is to attempt to present a detailed survey of
the various existing works which proposed application of Tree as a data structures
and Chain concept from discrete mathematics for achieving energy efficiency and
extended the network life time. Further, the organization of this paper is as follows:
Sect. 2 presents the detailed literature survey of research works, the implications of
application of tree data structures on the overall performance of WSN is analyzed
in Sect. 3 and Sect. 3.4 identifies the potentials for application of Red Black Trees,
and the paper will be concluded in Sect. 4 mentioning the scope for future research
using Red Black trees.

2 Literature Survey

Wendi et al. have proposed a work involving clustering for energy-efficient com-
munication resulting in seven times efficiency in energy [4]. Huang et al. proposed
an energy-efficient routing scheme for WSN based on clustering with the use of
minimum spanning trees degree constrained (CMST-DC) [5]. Z. Han et al. pro-
posed an efficient routing by constructing routing tree (GSTEB) and mention about
achieving increase in life time anywhere in between 100 and 300% depending on
various scenarios while comparing with PEDAP [6]. Weighted Spanning Tree vari-
ant of LEACH (WST-LEACH) was proposed in [7] and authors claim that it per-
forms better than LEACH. Geographic and Energy Aware Routing (GEAR) algo-
rithm is proposed in [8]. Krishnamachari et al. [9] have discussed in detail about the
influence of source-destination placement, communication network density, and the
energy costs on each other. Boulis [10] proposed distributed estimation algorithm to
explore energy-accuracy subspace for subclass of periodical data collection problems
and presents results with five-fold improvement in energy efficiency. Yu et al. [11]
explores energy-latency trade off to a great deal. Tan and Korpeoglu [12] proposed
a new work consisting of two new algorithms, with power efficiency as their major
design goals, called as “Power Efficient Data gathering and Aggregation Protocol
(PEDAP)”. These two algorithms were relying on the usage of near-optimal mini-
mum spanning trees. A near-optimal chain-based protocol with energy-efficient as
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its primary design goal, called Power-Efficient Gathering in Sensor Information Sys-
tems (PEGASIS), was proposed by [13]. Kulik et al. [14] proposed Sensor Protocols
for Information via Negotiation (SPIN) family of protocols, claiming 75% energy
efficiency but incur lot meta-data usage. He et al. [15] proposed a research work by
using feedback between sensor nodes, and reported 30–50% energy efficiency when
compared to non-feedback based fixed scenarios but incurs 2 byte extra overhead for
each packet for dealing with feedback. Tabassum et al. [16] proposed a work which is
energy-aware version of periodical data collection. Further the same authors present
two more improved works in [17, 18] which are based on ‘chain’ concept and claim
to achieve 15–30% extended network life time and 90–95% energy efficiency. Du
et al. [19] also present a similar chain-based improved algorithm for data gathering,
called ‘Chain Oriented SEnsor Network’ (COSEN). Heuristics based aggregation
tree construction for data gathering had been discussed in detail (called EADAT) in
[20]. Kalpakis et al. [21] attempted to propose a novel solution for extending life
time of network for data gathering purposes. Another work intending to extend the
life time of network for data aggregation is presented by Hong and Prasanna [22].
Sadagopan et al. [23] focused on maximizing the data collected than so far con-
sidered parameters. However, Ordonez et al. [24] presented a more interesting work
concerning the samemaximization of data collection but amidst of energy constraints
while providing flexibility to choose trade-off depending upon the design require-
ments. Another research work intending to extend the life time of the network for
data aggregation was presented by Xue et al. [25]. Kim et al. [26] proposed an idea of
construction of trees for the purpose of data collection, which was termed by authors
as Tree-Based Clustering (TBC). Parthasarathy and Karthickeyan [27] presented a
research work to improve the life time of the network for data aggregation purposes.
The approach of this work involved both trees and cluster concepts as well. Salam
and Ferdous [28] present a detailed survey of Tree-based data aggregation works for
WSN in detail. Dreef et al. [29] focused on the application of Tree as a data structure
to achieve improved security. Hussain et al. [30] proposed a work for hierarchical
clusters operating in distributed fashion.

3 Analysis of Implications of Application of Tree Data
Structures on Overall Performance of WSN

It may be observed from the literature survey presented in Sect. 2 that, most of the
existing works have considered mainly spanning-tree variant as a data structure, with
one or two applying general tree approaches. Also, few works were based on chain
concept.
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3.1 Disadvantages of Minimum Spanning Trees (MST)
and Binary Search Trees (MST)

Main advantage of MST and BST variants of trees is that they are easy and simple
to implement. But, at the same time, they have several disadvantages. In case of
minimum spanning trees, they have varying path lengths along with many instances
being applicable. Most frequently followed algorithms for constructing minimum
spanning tree have been shown to run with complexity of O(m log n) where ‘m’ is
the number of edges in the resultant spanning tree and ‘n’ is the number of nodes.
Any other variants of binary trees are also having varying depths and operational
costs (time complexity) depending upon the circumstances. For example, simple
binary search tree may often show the performances for best case as O(log n) and
for worst-case can degrade to O(n) when it becomes unbalanced, where ‘n’ is the
number of nodes in the tree. Thus, the time taken to perform operations is less if the
height of the search tree is small; but if its height is large, their performance may be
no better than with a linked list.

3.2 Disadvantages of Self-balancing Variants of Trees

Now let us consider the case of self-balanced tree variants those could be considered
for application in WSN. AVL trees are a kind of self-balancing trees. But they are
good only if lookups dominate the insert/delete operations. In the case of frequent
insert/delete operations, even though its depth is at most ~1.44 * lg(n + 2), AVL
tree performance will be slower requiring as many as �(log n) rotations to maintain
balance in ann-node tree. Further,AVL trees impose rigid balanceon the tree structure
leading to slow and costly operations.

3.3 Reasons for Worst-Case Performance of MST, BST,
and Self-balancing Variants of Trees When Applied
in WSN

But, all the above-discussed variants of tree data structure are notwell suited for appli-
cation in WSN. Major reasons for such infeasibility come from two aspects. First
aspect of such infeasibility is thatmost often applied tree variants in the existingworks
are going to demonstrate the worst performance in case of frequent insert, delete and
lookups in trees with arbitrarily longer depths. Second aspect of such infeasibility
stems from some important unique features of WSN like highly dynamic topologies
with very large number of sensor nodes. This unique nature may also imply that
the length of path/depth/number of levels in WSN with respect to Sink/Base sta-
tion/Gateway may be a serious concern. Added to these limitations, spatio-temporal
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nature of traffic in WSN also expects that path discovery and maintenance activities,
which are local to a particular part of the WSN at any time, should be attempted in
an efficient way in order to achieve the overall better performance and specifically
the energy efficiency and extended network life time.

3.4 Red Black Trees (RBL): Feasibility and Potentials
for Application in WSN

At first, let us glance through the properties of Red Black Trees(RBL). Red Black
Trees are a variant of self-balancing trees. The nodes in RBL are differentiated as
red and black nodes. Further, every path in RBL from root to leaf has same number
of black links. In RBL at most one red link in-a-row or path from root to leaf is
permissible. Height of tree in case of RBL is less than 2 log (n + 1). Additionally,
following are the advantages of RBL trees:

• Red-black trees perform insert, delete, and lookup with the Best- and Worst-case
complexity guaranteed to be always O(log(n)).

• Particularly useful when inserts and/or deletes are relatively frequent.
• Relatively low constants in a wide variety of scenarios.
• All the advantages of binary search trees are also available.

The only disadvantage is that they are comparatively difficult to be implemented.
More details on these Red Black Trees can be found in from references like [31].
The brief summary of implementation costs in case of various tree variants has been
described in [31] and repeated in Table 1 for convenient reference.

With the above-mentioned advantages of RBL trees, the potentials for being
applied in WSN are very high. With this motivation, the authors of this paper have
been progressing in their research work, with a hope, to design algorithm(s) for

Table 1 Summary of implementation costs of various data structures [31]

Worst case scenario Average case scenario

Approach Search Insert Delete Search Insert Delete

Sorted array log N N N log N N N

Unsorted list N 1 1 N 1 1

Hashing N 1 N 1a 1a 1a

Binary search tree N N N log Nb log Nb log Nb

Randomized binary search tree log Nc log Nc log Nc log N log N log N

Splay tree log Nd log Nd log Nd log Nd log Nd log Nd

Red-Black tree log N log N log N log N log N log N

Legend abased on random hash map for all keys; Nb number of nodes ever inserted; cprobabilistic
guarantee; damortized guarantee
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applying RBL trees exploiting the previously mentioned properties of WSN and to
take the benefit of advantages of RBL tree specifically to improve the energy effi-
ciency and extend the network lifetime. Authors are hoping to publish the outcomes
of the same in their future research publications.

4 Conclusions

WSN have found widespread application in different domains. The WSN are also
characterized by peculiar features and conflicting design goalsmaking them different
from other types of networks. Various techniques like application of data structures
etc. have been considered in the earlier research works to improve the overall perfor-
mance and specifically energy efficiency and network life time. In this regard, this
article made an attempt to present, as far as possible, a detailed survey of existing
researchworks which applied tree data structures for improving the energy efficiency
and extending the network life time of WSN. Further, an analysis of implications of
applying different types of tree data structures on the overall performance and specif-
ically towards the energy efficiency and network life time was also presented. Also,
this article presented a brief discussion on the possible potentials for application of
Red Black Tree as data structures for improving energy efficiency and network life
time while comparing the same with other variants of trees with a hope to establish
the feasibility of application of Red Black Trees as a data structure in WSN.
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Automated Cyber Threat Intelligence
Generation from Honeypot Data

Kumar Sanjeev, B. Janet and R. Eswari

Abstract The evolvingof advance cyber threats requires the cyber security specialist
and system analyst to detect, analyse and timely react against such kind of cyber
attacks. In real practical scenario, the timely dissemination of attack information is
a challenge and that is not possible without cyber threat intelligence with inclusion
of deep analysis of attack features and attack contextual information. In this paper,
automated proactive approach for cyber threat intelligence generation is presented
integrated with standard data sharing formats that can act as attack indicator for
the security defence mechanism put in place in an organization such as SIEM. The
strength of Honeypot-based approaches for cyber threat intelligence is proven with
well-defined use cases. The capabilities of Honeypots to detect zero-day attacks
can be benefited if and only if the attack events are timely digested by the security
solutions and that is only possible by sharing the attack events in standard data sharing
languages. The developed system is fully automated that include captured attack
data is processed by various automated analysis engines, augmenting the contextual
information and applying deep learning models for later threat prediction. Finally,
we propose a system design incorporating deep learning neural network-based cyber
threat intelligence generation for cyber threat prediction. To achieve all these, cluster
of VM Honeypots are deployed in a public IP4 network.

Keywords Cyber threat intelligence · Cyber security · Honeypots ·Malware ·
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1 Introduction

In present technological domain, everybody is connected and utilizing the technol-
ogy without knowing the advantage and disadvantages of these technologies. The
same philosophy is applying in Internet-connected cyber space. The users of the
Internet are growing exponentially. In the current technological world where people
are virtually connected and sharing information over the Internet, it exposes them to
the attackers. In recent time, the attacks performed by the attacker are highly targeted
and sophisticated that exploit the vulnerabilities in processes adopted by the peoples
connected over the Internet [1].

Recently, cyber criminals are becoming more skilled, and it is seen that complex
attacks are being launched by adopting the advanced tactics, techniques and proce-
dures (TTPs) which are becoming very difficult to handle bymajor defensive security
solutions and it is very hard to investigate and remediate [2]. The TTPs adopted by
the attacker is becoming less detectable, more persistent and sophisticated. Many
organizations being already effected by such category of incidents like attacker used
to deploy the ransomware and then demand for the payments to unlock and access
the critical data and assets of the organizations. For example, the latest WannaCry
ransomware attack targeted over 150 countries and infected millions of the com-
puters [3]. To protect against these latest attacks, organizations and companies are
spending huge amount of budget in state of the art security tools such as intrusion
detection and prevention systems, firewalls, corporate antivirus solutions, end point
protection systems, web application firewall(WAP), unified threat management sys-
tem, content filtering, etc. But due to limitation in their detection approach, these
security tools solutions sooner or later will be failed to provide security against the
latest sophisticated and complex attacks.

Cyber threat intelligence has gained popularity and attention by the researchers
and security analyst in recent years, and it has been considered as a quick remedial
solution to counter the latest complex attacks.Organizations have started to download
and incorporate the threat intelligence feed in their security mechanism from open
sources intelligence (OSINT) databases as well as commercial partners [4]. One of
the definitions of cyber threat intelligence is “evidence-based knowledge, including
context, processes, indicators as well as actionable advise about the current state of
the cyber connected system” [5].

This paper discusses the current state of art proactive technologies that can lead
to generation of threat intelligence. In first section of the paper, the proactive tools
helpful to generation of cyber threat intelligence are discussed including technology
benefit to cyber security. Then in Sect. 2, the solution is proposed and designed that
will lead directly as indicator for various state of art defensive security solutions. Also
the experimental results are discussed in subsequent section. The main contribution
of this research is highlighted as:

• Capabilities of Honeypot technology are addressed by the researchers to detect
zero-day attacks however butmost of the time it leads to offline analysis of captured
data. In this paper, an automated proactive approach for attack data capturing,
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collection and processing is presented without loss of the contextual information
of attack data.

• In-built attack data classification and labelling mechanism in the system that
depicts the unclassified data further require the deeper investigation of attack
data to reduce the false alarms. Honeypot is a machine designed by the human
analyst, there may be possibility of false alarms. This problem is addressed by
machine-based learning models.

• Detection of unknown and latest attack events through regular updating of
Honeypots.

• Cyber threat intelligence generation and data sharing in standard data exchanged
formats.

• Timely dissemination and integration of threat information to defensive security
solutions.

2 Proactive Tools for Cyber Threat Intelligence

2.1 Cyber Threat Intelligence

In recent years, cyber threat intelligence (CTI) is playing a vital role in information
security but there is a lack of standardization and literature review on clarifying
the standard definition of it, every company is using his own definition of it [6].
Due to lack of standardization, it is a confusion term among many users of it. It is
can be defined as threat patterns that as evidences to support that with severity of
threat associated with it [7]. The definition of cyber threat intelligence states that
the companies can convert their processes into actions at any level of security by
considering those evidences and information as contextual records [8].

2.2 State of Art Proactive Technology

Here in this section, the proactive technology is introduced and evolution of proactive
technology in cyber security field is highlighted. LanceSpitzner, founder ofHoneynet
Project, defined Honeypots as “a security resource whose value lies in being probed,
attacked or compromised [9]”.

Figure 1 depicts the evolution ofHoneynet technology started fromGenI toGenIII
Honeynet. The development of Honeypots began in the year of 1999 [9]. GenI (Gen-
eration I) Honeynet technology is introduced that was simple to implement and also
considered as proof of concept in Internet security. GenI Honeynet only had basic
requirements in the form of data capture and data control. Reverse firewall technique
was implemented to control the infection propagation. This firewall was simple to
set up as only design criteria is: (i) allow all inbound connection to the Honeypot
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Fig. 1 Data control

and (ii) control outbound connection originating from Honeypot. The data capture
mechanism in GenI Honeypot was performed with IDS engine which has to monitor
the traffic traversing through the firewall to Honeypot machine.

Then,GenII (Generation II) Honeypot developedwas started in the year 2002. The
main aim of Gen II Honeynet is to include the real and high-interaction Honeypot to
catch the real malwares. As this generation of Honeypots provided the real resources,
their risk increased; thereby, the data control was crucial component. This class of
system basically consists of inline firewall and an Intrusion Prevention System (IPS).

In Generation III Honeynet, the standards are introduced in the form data capture,
data control and data analysis mechanisms. The combinations of Honeypots low- and
high-interaction Honeypots are implemented with strong data control, collection and
data analysis mechanism provided byRoo-Honeywall. Figure 2 describes the various
generation of Honeynet in an abstract form.

Figure 3 depicts the broad overview and evolution of proactive technologies and
their detection vector in a general way, and it may not be complete study but to
provide the abstract overview of Honeynet technology and their detection attacks
indicators over the period of time [10].

Gen I Honeynet

• Honeypot as Proof of Cocept
• Low Interaction
• Simple Data Capture
• Simple Data Control

Gen II Honeynet

• Real Resources
• Data Capture
• Data Control as Reverse 
Firewall

Gen III Honeynet

• Hybrid Honeypots
• Data Capture
• Data Control
• Data Analysis

Fig. 2 Generation of Honeynet
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1999-2002 
• Proactive 

Technologies-
Gen I, Gen II

2005-2008 

• Virtual 
Honeynet 

• Generation III 
Honeynet 

2009-2012 

• Active Honeypot
• Client Side Exploits
• Automated Botnets

2013-2017 

• Advance Botnets
• Adaptive Honeypots
• IoT Honeypots 

2018-
onwards

• Advance 
Threats 

• Cyber Threat 
Intelligence 

• Deep learning

Fig. 3 Evolution of Honeynet and their detection vector

3 Proposed Solution

3.1 Honeypot as Detection Indicators for SIEM

In security field, a new technology is introduced in recent years known as SIEM
which stands for Security Information and Event Management [11]. It is a very
helpful product having capabilities to digest security event’s raw information from
multiple sources such as syslog, firewall, IDS/IPS, analyse themand apply correlation
mechanism to them and provide the unified picture of threat to security and incident
analyst. The broad block diagram of SIEM is depicted in Fig. 4.

One scope to enhance the detection approach of SIEM or other related security
defensive solutions is use of Honeypots. Honeypots is an environment where the
vulnerabilities are intentionally introduced in order to catch the latest and complex
attacks who are trying to attack the asset of the organizations. Moreover, Honeypot
had shown the capabilities of zero-day attack detection.

The evidences captured on the Honeypot are treated as attacks infection with
low false positive and also these evidences can be used as contexts of the attacks.
These information can lead to generation of threat intelligence as detection indicator
to SIEM. By deployment of a variety of Honeypots covering different geographi-
cal locations, different types of organizations (banking, telecommunications, health,
academic, etc.) shall give a real-time visibility of the attack infection life cycle.
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Fig. 4 Honeypot integrated with SIEM

4 Experimental Results

Table 1 describes the first level of identified threat feeds that can be generated and
converted into standard formats for data sharing platforms. The first column of
the table indicates the parsed and normalized data sets of different attack classes
such as (i) Port Scan, (ii) Connections, (iii) Bot CnC IP, (iv) Infection Source IP,

Table 1 Threat feed categories

Parsed threat feed name Threat feeds from various Honeypots

Indicator Source of feeds

Port scan IP and geo-details Passive Honeypots

Connections IP and geo-details Passive Honeypots

Bot CnC IP Command and control IP Botnet analysis applied on
Honeypot data

Infector source Bot source IP Processed data of Honeypot

Egg download IP Secondary infection IP in Bot
infection life cycle

Processed data of Honeypots

Exploit IP and geo-details Passive Honeypots

Malicious URL URLs Active Honeypots

Malware Malware hash All Honeypots

Malware domain Domains Behaviour analysis

DGA domains DGA malicious domains ML unsupervised model for
DGA Botnet analysis
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Fig. 5 Malware distribution

Table 2 Honeypot categories Honeypot class Types of Honeypots

Category of
Honeypot

Descriptions

Dionaea Passive Honeypot Emulate ports and
services

Window 7—home
base edition

Passive Honeypot Real resources

(v) Egg Download IP, (vi) Exploit IP, (vii) Malicious URLs, (viii) Malware, (ix)
DGADomains, (x) Malware Domains and (xi) Indicator of Compromise. The attack
classes are in standard data sharing models such as STIX 2.0 [12] formats so that it
can be directly given to security solutions such as SIEM.

Figure 5 depicts the distribution of malware attacks that occurred during
01/07/2018 to 04/02/2019. These are the brief categories ofmalwares hashes labelled
by popular antivirus scanners. Table 2 highlights the category of Honeypot sensors
deployed during this period. Certain malware hashes have not labelled by popular
antivirus engines; hence, they need further deeper investigation to strengthen the
scope of cyber threat intelligence.

Table 2 depicts the classes of Honeypot deployed in IPv4 networks including low-
and high-interaction Honeypot sensors. First column is the class of Honeypot second
is category like passive or active Honeypot and third column depicts the descriptions
like what are the ports and services running on that Honeypot sensor.

5 Conclusion and Future Work

In this paper, automated framework for cyber threat intelligence generation using
Honeypot Technology is presented. Honeypot is a resource where the vulnerabilities
are intentionally configured to catch the latest targeted attacks; hence, there is a
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low false positives. But we cannot take everything as low hanging fruit because it
needs further deeper investigation to avoid any mislead information to the customer,
organizations, incident response team, etc. Analytical techniques are applied on both
class of attacks (i) labelled attack detected by signature-based and heuristic-based
approaches and (ii) unlabelled attacks, i.e. not detected ormissed by these techniques.
In the end, we propose a research and development of Deep Neural Network-based
cyber threat intelligence that will automatically analyse the attack data based on the
feature matrix given to them and can be fine-tuned at later stage.
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Analysis of MPTCP Packet Scheduling,
The Need of Data Hungry Applications

Neha Rupesh Thakur and Ashwini S. Kunte

Abstract Multihomed devices are common in today’s environment but are underuti-
lized. Uninterrupted application requirements have leap bounds in terms of through-
put requirements.Multipath TCP (MPTCP) is a recent and successfully built standard
at transport layer, to achieve the above requirement using multipathing. Long-lived
flows carry heavy payload and short-lived flows look for quick response. Schedul-
ing algorithm should consider these requirements and accordingly implement vary-
ing strategies to fulfill these needs. Long-lived flows need MPTCP, to get maxi-
mum throughput. Short-lived flows can perform with TCP or with slow subpath of
MPTCP. To distinguish between short- and long-lived flows and distribute their traf-
fic on appropriate subflow of MPTCP, an intelligent packet scheduling algorithm is
required.Research is climbing towardbuildingoptimumscheduler forMPTCP.Many
packet scheduling algorithms are investigated in this paper for proper path selection,
increased throughput, energy efficiency, bandwidth aggregation and receiver buffer
optimization, by which issues are listed for them to develop better strategy using
newer and advanced algorithms.

Keywords Multihomed ·Multipath TCP · Packet scheduling · Short- and
long-lived flows

1 Introduction

Why multipathing: TCP uses only one interface for single path communication. If
it comes across the range of powerful and cheap network-like WI-FI, then it has to
break its previous network path (4G/LTE), and it has to establish a newone. Switching
between two networks may introduce unnecessary delay and breaks. This degrades
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the ongoing application’s performance. This requirement introduces the concept of
concurrent multipath communication. Today’s multihomed devices, modern radio
access technologies and advanced wireless communication technologies are able
to provide seamless and fast communication to data hungry applications. Seamless
data reception needs multipath transmission rather than single path transmission.
This paper is mainly written to focus packet scheduling in multipath TCP. In first
section, it gives information about what is MPTCP, its evolution and how it works.
This paper gives small description of congestion control in MPTCP also, and finally
detailed study of its packet schedulers is given.

1.1 Exploration of MPTCP

Work has been done at various layers on multipath transmission. Application layer
protocol XFTP (modified File Transfer Protocol) [1] providesmultiple sockets to sin-
gle path for multipath communication. Microsoft gave virtual WI-FI technology for
multipath communication. At transport layer Transmission Control Protocol (TCP)
[2], enhancement is done since last decade to give best throughput, resilience and
better performance feel in modern applications, requiring fast response. Next to TCP
other protocol built is SCTP (Stream Control Transmission Protocol) [3]. SCTP uses
TSN (Transmission Sequence Number) for flow control of multipaths. It is IETF
(Internet Engineering Task Force) standard. SCTP is UDP protocol and not compati-
blewithTCP. It uses round-robin path scheduling technique. LS-SCTP (LoadSharing
SCTP) [4, 5] uses intelligent path scheduling for multipath transmission. PATTHEL
(Parallel TCP transfer Helper) [6] gives better feel of multipath transmission but it
does not determine total number of paths available between the end hosts. MPTCP
[7] is recent and successful work done at transport layer. MPTCP, the standard of
IETF is purely built in Linux kernel. MPTCP is always restricted by middleboxes
whereas MPLEX [8] is a software architecture used for mobile multipath, which
manipulates proxy. It is transparent to server and client application. MPLEX selects
multipaths using mobile settings. In this three-way handshake is reduced to one-way
handshake thus bandwidth is properly utilized. “Table 1” shows small description of
multipath protocols in chronological order.

1.2 MPTCP

TCP uses only one IP address and network interface at the end hosts. Multihomed
devices require concurrent paths transmission for good throughput and efficient per-
formance. Multipathing is implemented mostly at transport layer since multipathing
protocols do not modify lower layer protocols and these are transparent to upper
layers. MPTCP is mainly invented for large network capable data centers. Due to the
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Table 1 Exploration of MPTCP

Multipathing protocols Author Method/use

TCP/IP [9] Ramaboli et al. Packet switching

TCP [10] Dr. Maxemchuck Multipathing at transport layer

IETF TCP [11] Huitems, Christian TCP multipathing

TCP [12] Key, Peter et al. Stable and balance congestion
control for multipath TCP

TCP [13] Shakkottai, Srinivas et al. Benefit of multipathing for
multihomed gaming and good
for Internet service providers

SCTP [3] Stewart, Randall Multipathing without
considering fairness with TCP

W-SCTP [14] C. Casetti and W. Gaiotto Bandwidth aggregation for
proper traffic allocation

CMT-SCTP [15] R. Iyengar, Janardhan et al. Fast and less retransmission
using delayed acknowledgment
for congestion control

CMT-SCTP [16] Liu, Jiemii et al. Avoidance of receiver buffer
bloating by using RTX-LCS
retransmission policy

LS-SCTP [17] Abd, Ahmed, Tarek Saadawi
et al.

Flow and congestion control
using association and path
sequence number uses
(cwnd/RTT) factor to find weight
of each subpath

CMP-SCTP [18] Liao, Jianxin et al. Flow and congestion control
using association and path
sequence number uses
bandwidth of each subpath to
find weight of each subpath

WIMP-SCTP[19] Huang, Chung-Ming et al. Wireless multipath SCTP,
increases throughput by using
two modes of transmission

PTCP [20] Hsieh, Hung-Yun et al. Micropath switching using
bandwidth factor

M-TCP [21] Chai, Jiwei, Kaixin Xu et al. Sender side multipathing in
heterogeneous lossy networks

MELOT [22] Sharma, Vicky et al. Multipath loss tolerant protocol
heterogeneous lossy networks

TCP-MPTCP [23] Raiciu, Costin, et al. Improved throughput, aggregated
bandwidth for data center
environment

MPTCP [24] Raiciu, Costin et al. Fairness to TCP

MPTCP-MA [25] Lim, Yeon-sup et al. Improvement in MPTCP for
wireless communication
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Fig. 1 TCP versus MPTC

multihoming features of devices, MPTCP is further implemented for wired and wire-
less communications. MPTCP is built on TCP and not on UDP [26]. Figure 1 shows
the network layer architecture of [26] TCP versus MPTCP. MPTCP uses many paths
with different interfaces having different IPs between two hosts. Each path ofMPTCP
is single path TCP (SPTCP). Host to host connection of each subpath is formed by
three-way handshake as that of TCP. Multipaths combine into a single socket at end
host. Number of paths in MPTCP are equal to number of interfaces available at
present. To avail multipath facility multihomed devices should be MPTCP capable.
“Figure 2” shows environment of MPTCP. Multipaths give high-quality end to end
(e2e) performance and throughput as well as it can be used as backup. MPTCP uses
two types of sequence numbers subflow and data sequence numbers [27]. Sequence
numbers are helpful in two ways, for loss detection, retransmission and reassembly
of out of order packets at receiver side. Currently,MPTCP is used inmobile IOS built
in applications like SIRI and Korean GIGA LTE which is able to give Gbps through-
put for local mobile communication. It is also used in other applications for single

Fig. 2 MPTCP environment
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and multifile download. These applications are Voice over IP (Skype, Google Hang-
out),Web browsing (Google search), Video streaming (YouTube, Netflix) and Instant
Messengers (Facebook, Google, Hangout,WhatsApp).MPTCP is built on TCP. TCP
header is not changed for MPTCP. Among all subflows of MPTCP, each individual
subflow behaves exactly same as SPTCP. MPTCP works with cycle of three things
establish connection, maintain connection and end up connection. MPTCP connec-
tion establishment is shown in “Fig. 3.” It establishes connection like SPTCP. It
uses SYN/ACK (request/response) for each subflow connection establishment. If
two network interfaces are available, then MPTCP connection can have two sub-
flows between server and user [26]. Considering two subflows as AB and CD. Firstly
server sends MP_CAPABLE signal. Saying server is MPTCP capable from end A
to end B (user) along with request of connection (SYN) and encrypted key of A.
On the other hand, after receiving these information from A, B understands A is
requesting connection and if B is free and not MPTCP compatible, it continues as
SPTCP; otherwise, it sends MP_CAPABLE, SYN and ACK (acknowledgment) of
B and encrypted key of B toward A. On the reception of these information from
B, A sends ACK and encrypted keys of A and B. This way AB connection estab-
lishes. Additional connection can be added from any side but usually server initiates
new connection by ADD_ADDR. Server sends MP_JOIN, nonce (random number
to avoid replay attack), IP of C, security key of C and flag to distinguish primary
path or backup path for establishing additional path CD. D then sends MP_JOIN,
security key of D, authentication message and random number to C. C after receiv-
ing these sends ACK and its authentication message to D. Finally, D sends ACK
to C and establishes the additional connection of different interface network. While
establishing additional connection, user can discard the IP address by using NATs.
MPTCP maintains connection by using packet scheduling and congestion control

Fig. 3 MPTCP connection establishment
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Fig. 4 MPTCP congestion control framework

algorithms. Packet scheduling distributes packets on different subflows. Congestion
control diverts packets from congested subflows to less congested or free subflows.
MPTCP connection ends with FIN flag, when the entire data transfer on that subflow
finishes. It can also be interrupted and ended with RST (reset flag). Cascading buffers
are mediators between application and transport layer [28]. These buffers are useful
in communication.

1.3 MPTCP’s Requirements

Congestion control. Congestion control/load balancing is required in MPTCP to
increase the effectiveness of multipathing. MPTCP’s sender congestion window
(cwnd) size should be less than receiver cwnd size. Process is shown in “Fig. 4.”
TCPNewReno [29] based, TCP subflow congestion control framework [30] works in
three steps, first is Slowstart (ss), in this cwnd size is blindly doubled for each round
trip time when TCP just starts building connection. Flow control is not done here. It
persists for a very short time. It ends when cwnd size climbs to its maximum limit,
slow start threshold (ssthresh) parameter, or when very first packet is lost. In second
step, congestion avoidance is done. It starts just after first step. Flow control is done
using different congestion control methods. Third step is fast retransmit/immediate
recovery. In this step, cwnd size is freezed. New packet insertion is also stopped.
Only retransmission of lost packets is carried out.

MPTCPbehaviorwith short-lived and long-lived flows. Short-lived flows carry
lightweight data. For long-lived flows, MPTCP is blessing but for short-lived flows
it is a curse. Google search (web browsing), WhatsApp messaging, SMS (Short



Analysis of MPTCP Packet Scheduling … 605

Messaging System) and other mobile applications generate short-lived flows. Short-
lived flows are delay sensitive rather than bandwidth and throughput sensitive thus
lowest RTT path is selected. When it is unavailable next lowest RTT, path is chosen
but it may not always be accurate. If one connection has two subflows of 10 and
100 ms with congestion window size of 10 but 11 packets are queued at the sender
buffer, then 10 packets will be transferred on 10 ms path and others will be sent on
100 ms path. Total delay is 100 ms. Delay can be reduced to 20 ms if we wait for
10 ms subflow instead of using 100 ms path. These two are heterogeneous paths
and may generate many out of order packets. Out of order packets require more
retransmissions and more receiver buffer. This phenomenon is called as head of line
blocking. But after timeout, entire data unit may be discarded due to missing packets
and the throughput decreases.

Packet scheduling.MPTCPuses concurrent diverse paths for transmission. These
subflows differ in path characteristics like RTT, cwnd, delay and packet loss rate.
Due to path diversity, small sequence number packets may reach receiver after high
sequence number packets. They lead to many out of order packets at the receiver,
many retransmission, many data units rejection and ultimately streaming qualitymay
not be good. Due to delay factor, many packets are discarded with late successful
retransmission. Receiver buffer is limited in size, so buffer overflow or head of line
blocking may occur at the receiver. To avoid this problem of buffer bloating [31] and
head of line blocking, smart and intelligent packet scheduler is required. MPTCP
packet scheduling is packet oriented. MPTCP IETF standard uses two packet sched-
ulers, default and round-robin. Default scheduler always opts minimumRTT subflow
whereas round-robin scheduler gives data transmission chance to every subflow in
round-robinmanner. Some of the packet schedulers are surveyed and issues are listed
in “Table 2.”

2 Limitations of Existing MPTCP

Long and short flows need to be discriminated properly. Delay should be considered
in heterogeneous multipathing and retransmissions. Stringent reliability in video
streaming andflexiblemultimediaMPTCPArchitecture is needed and receiver buffer
overflow should be managed.

3 Conclusion

MPTCP is capable of providing maximum throughput and uninterrupted transmis-
sion for huge data-carrying applications. In huge data-centric applications like video
streaming applications, delay as well as performance is crucial. Discrimination of
packet types is essential to distribute them on different appropriate subflows for
concurrent transmission in MPTCP. Default scheduling methods will not use much
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intelligence for packet scheduling on different subflows also they do not consider
various path losses and different environmental conditions. Using more intelligence
and machine learning module, path scheduling can be studied in more better way.
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Voice Controlled Home Automation
Using Blynk, IFTTT with Live Feedback

M. Rajasekhar Reddy, P. Sai Siddartha Reddy, Suthapalli Akhil Sri Harsha
and D. Vishnu Vashista

Abstract As people life becomes easier, people are habituated to the comforts in
order to meet their needs. One such invention is home automation. This area has
many opportunities which are emerging every day. The proposed technique will give
home automation with a cost-effective implementation. We can automate the lights,
fans, refrigerator, etc. The requirements are NodeMcu, relay module, smartphone
with Blynk and IFTTT apps, and proper Wi-Fi source.

Keywords Home automation · IFTTT · Blynk · IoT · Analog extender · NodeMcu

1 Introduction

IoT is one of the latest technologies emerging in the modern world [1, 2]. The recent
development on the Internet creates many opportunities for people to come up with
new ideas. One such idea is the home automation. There are several such automation
techniques where people require more and easier ways to use it in their day-to-day
life. In order to bring comfort to the user, the Google Assistant is used as a translator.
GoogleAssistant is integratedwith the circuit by using the If This ThenThat (IFTTT),
and it acts as the intermediate platform.
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The proposed systemwill purely comeunder the Internet of Things (IoT), inwhich
the different modules (such as lights, fans, refrigerators, etc., with the smartphones)
can be connected.

The overview of the paper is as follows: Sect. 2 describes the prerequisites.
Section 3 describes the past and present existing techniques which are being used.
Section 4 explains the proposed method with complete analysis. Section 5 describes
the results and analysis. Section 6 concludes this paper.

2 Related Work

2.1 NodeMcu

It is an open-source platform which is mainly used for IoT. It has a Soc ESP8266
manufactured by Espressif Systems [3]. The main features of NodeMcu are it’s an
open source and Wi-Fi enabled. The term MCU stands for microcontroller unit on a
single chip. It has many processors along with memory and several programmable
input/output pins. These i/o pins also called as general purpose input/output (GPIO)
are used to interfacemany sensors andother electronicmodules to achieve a particular
task. The code is created inArduino IDEwith pre-installed libraries. Later that code is
compiled and uploaded to the NodeMcu. NodeMcu has the following specifications:

• Maximum output voltage: 3.3 V.
• Wi-Fi Direct (P2P), soft-AP.
• Analog to digital: one input with 1024 step resolution.
• Built-in USB connector (Fig. 1).

2.2 Relay Module

A relay is an electromagnetic switch which can turn ON/OFF a much larger electric
current when a relatively small current is applied to its terminals [5]. The main
working component of a relay is an electromagnet, which is a coil of wire that
excites and creates a temporary magnetic field when current is passed.

The following are the specifications of a relay module in Fig. 2.

• High-voltage side current 10 A and 250 V AC or 30 V DC.
• Source voltage 5–12 V.
• For each channel, the control signal is 3–5 V.
• For each channel 1- normally open, 1-normally closed and 1-common.
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Fig. 1 Pin configuration of NodeMcu [4]

Fig. 2 Relay module [6]

2.3 Sensing Circuit

The sensing circuit works as a feedback circuit wherein the power status of the
appliances connected to the relay is detected. The circuitmainly consists of a potential
divider along with a diode and a capacitor as shown in Fig. 3.

Working. The input to the circuit is a 230 V AC supply wherein the drop across
the 4Kohm is brought nearly to 5 V AC which is passed through a diode and a
capacitor so as to generate voltage level of 5 V which is passed to the analog input of
NodeMcu. A high-level voltage indicates switch ON condition of the appliance. The
NodeMcu is programmed in such a way that the data from analog input is processed
and the notification of whether the device is ON or OFF.
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Fig. 3 Sensing circuit

2.4 Analog Pin Extender (ADS1115)

The number of analog pins inNodeMcu is only one. In order to connectmore devices,
an external device must be used. ADS1115 acts as an analog pin extender increasing
the number of analog pins on which NodeMcu can work to 4. ADS1115 performs
communication with NodeMcu and transfer the data when triggered.

2.5 Blynk

Blynk is a platform with iOS and Android apps to control Arduino, Raspberry Pi,
NodeMcu andmany other devices over the Internet [7]. It is a digital dashboardwhere
you can build a graphic interface for your project by simply dragging and dropping
widgets. For android mobiles, it is available in Google Play Store. The auth_token
generated gives the user, protection from others controlling the NodeMcu. In the
project window, we are given with a toolbox where we can add several widgets like
buttons, terminal, value display, notification, etc. Upon adding the required widgets,
the user needs to configure the respective widget as to which pin of NodeMcu is to
be controlled using that widget. There is a play button which starts the communica-
tion between Blynk and NodeMcu. And the operation can be stopped by clicking a
rectangular stop box on top.

2.6 IFTTT

‘If This Then That’ (IFTTT) is a free web-based service to create chains of simple
conditional statements, calledapplets [8].An applet is triggered by changes that occur
within other web services such as Gmail, Facebook, Instagram, Google Assistant,
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etc. In this paper, GoogleAssistant accesses the Blynk cloud. Since Blynk has noweb
service associated with it, webhooks are used with the IP address of Blynk followed
with a particular auth_token.

3 Existing Techniques

3.1 Past Techniques

Bluetooth. Android apps are used to send data via Bluetooth, and the received data
is analyzed in Arduino which responses accordingly. Those apps could be created
using various app development software like MIT app inventor, Android studio, etc.
The drawbacks are limited range and sync rate [9].

ZigBee. The above problem is overtaken if we use ZigBee for long range and it
has its own limitations as it could not provide access worldwide [10].

DTMF. In ‘Dual ToneMulti-Frequency’ the numbers can be sent from one device
to other over a phone call. On receiving the digit, pressed the decoder detects the
frequency of the digit and sends relative signals to control devices.

3.2 Present Techniques

Privatization. Many companies are now developing their own software and
controller circuits to control home appliances. This technique is costly.

Blynk. It is a cloud service provided by Blynk. The microcontroller is connected
to its server with a unique auth code. It has features like GPS, notification alert, live
data transmission, etc. The code needed reduces enormously.

IoT. The data can be trans-received worldwide and can be used in various places
which have Internet access using IoT [11]. The rapid growth in IoT is due to the
in-hand operation, reliability, extendability, and connecting a range of devices.

4 Proposed Technique

Keeping the circuit ready, this cost-effective technique provides a solution to home
appliances control, fetching data from Blynk app as well as from various platforms.
To work with those platforms, a service connector known as IFTTT integrates to
perform various actions when triggered. IFTTT, Blynk, and Google Assistant are
integrated such that IFTTTgets data fromGoogleAssistant and sends toBlynk cloud.
The Blynk server transmits data to NodeMcu. Then, microcontroller controls various
appliances connected to it via a relay module. A sensing circuit is adopted which
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Fig. 4 Overall architecture of the proposed method

basically detects the voltage applied, ensuring perfect feedback on the appliance
status. The overall architecture of the proposed method is shown in Fig. 4. The
procedure can be written as an algorithm.

Algorithm: Home_Automation()

1. Install Arduino software with NodeMcu, Blynk, ADS1115 libraries in laptop
2. Install Blynk app in the smartphone

2.1. Select new project and set it to NodeMcu
2.2. Burn the code (Sect. 4.1) with network credentials and auth_token

3. Create an IFTTT account

3.1. Create a new applet inside IFTTT as specified.
3.2. Connect Google Assistant with Blynk server.

4. Connect the relay and sensing circuit as shown in Fig. 4.
5. Place an internet hotspot access point.

1. Create a new applet inside IFTTT as specified.
2. Connect Google Assistant with Blynk server.
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End Home_Automation

This work is split into five steps to set up the automation. They are as follows:
(a) software code (b) Blynk app configuration (c) IFTTT setup (d) hardware (e)

simulation of the sensing circuit.

4.1 Software Code

The programming is done inArduino IDESoftware,which is an open-source applica-
tion. In Fig. 5, the necessary packages which are required for a NodeMcu to connect
with the Blynk server [12] and the analog extender ADS1115 are included. The cre-
dential details of the internet hotspot device along with the auth_token are declared
(as shown in Fig. 6) to connect the NodeMcu to the hotspot. Declare a function
called ‘powerstatus()’ (as shown in Fig. 7), which gives the current status of the
device (ON/OFF). In the ‘setup(),’ serial monitor is used for debugging. Declare D0,
D1 pins on the NodeMcu board as output pins. D0, D1 are referred to 16, 5 which
are Arduino equivalent. Set a timer object which runs the block ‘myTimerEvent()’
for every second and initiate the Blynk connection. Figure 8 gives the setup details.
Virtual pins V 1, V 2 are used to control D0, D1 respectively as shown in Fig. 9. The
‘loop()’ block which runs infinitely, starts Blynk as well as a function ‘powerstatus()’
is called, which senses the present state of the device using the sensing circuit, as
shown in Fig. 10.

Fig. 5 Packages

Fig. 6 Credential
declarations
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Fig. 7 Power status

Fig. 8 Setup

Fig. 9 Assigning virtual
pins
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Fig. 10 Loop

4.2 Blynk Configuration

1. Create an account in Blynk using Google or Facebook.
2. Click on NEW PROJECT option as shown in Fig. 11.
3. Given the project title and select the device in the ‘choose device’ option as per

requirement. The screenshot is in Fig. 12.
4. Auth token is generated and will be sent to your Gmail.
5. A dashboard having 2000 energy points will be provided.
6. The required components are dragged and dropped on the workspace and are

configured as shown in Fig. 13.

4.3 IFTTT Setup

Working Algorithm:

1. Login into the IFTTT using Gmail credentials, and grant access to it.
2. Go to MY APPLET and create a new applet.
3. Click on ‘+this’ button and select the web service as Google Assistant.
4. Choose trigger as ‘say a phrase,’ fill trigger fields as shown in Fig. 14
5. After creating a trigger to turn on a device, click on ‘+that’ button.
6. Select the action service as ‘WEBHOOKS.’
7. Now make a web request as shown in Fig. 15.
8. Fill the URL field as ‘HTTP://188.166.206/Auth_token/update/pin.’
9. Choose the method as ‘PUT’ and content type as ‘application/json.’
10. Fill the body as [“1”] and click on create action.
11. Click on the finish button to finish the applet creation.
12. Create various applets for ON/OFF of different appliances separately.
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Fig. 11 Start-up screen

4.4 Hardware

The hardware components, pin configuration, and specifications are explained in
Sect. 2. The connections are made to integrate NodeMcu, relay module, sensing
circuit. The connections are shown in Fig. 16.

4.5 Simulation of Sensing Circuit

See Fig. 17.
WORKING. Now when we say a particular frame of the sentence to Google

Assistant, it will pass on the information to IFTTT and the latter will perform the
action of updating the Blynk cloud with specified data. The updated data is received
by the NodeMcu and performs the actions.
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Fig. 12 New project

5 Results

Using the proposed method, the accessibility is increased and the person operating
this need not be in the specific or region bounded. The proposed method costs very
less when compared to other techniques [13]. The cost of components used in the
proposed method is listed in Table 1.

6 Conclusion

The proposed method is cost-effective for home automation with easy maintenance
and security. Home automation remains as a growing field in twenty-first century.
This paper aims at providing people an easier access for operating the devices at
home from any part of the world at a very low cost.
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Fig. 13 Workspace
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Fig. 14 Trigger creation
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Fig. 15 Making a web
request
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Fig. 16 Circuit

Fig. 17 Sensing circuit simulation

Table 1 Cost of components
used in the proposed method

S. No. Components Cost

1 NodeMcu Rs. 350

2 Relay Rs. 180

3 Analog input extender Rs. 450

4 Blynk and IFTTT apps Rs. 0

Total Rs. 980
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AD-LIB: Automated Library System

Dattatray Sawant and Rohan Patil

Abstract Automation is increasing rapidly, and intelligence in applications emerges
as a new form of automation. The impact of automation is observed in the software,
hardware, and machine layer. Due to automation, human intervention is reduced
in a number of areas such as manufacturing, transport, utilities, defense, facilities,
operations and lately, information technology. With this view in mind, we have
developed library system for renewal and submission of books. To develop this
system, we have used a microcontroller, a barcode scanner, and conveyor. First, we
developed graphical user interface with MATLAB and then with LabVIEW for this
system. Developed library system allows students to renew and submit in 24/7 basis.

Keywords Graphical user interface · Virtual instrument · Acquisition · Database ·
Barcode · Library management

1 Introduction

Robotization and innovation have turned out to be an aid for digital operations.
It has made the human to work simpler. The developed system demonstrates the
understudy subtitles, the book of the week; it additionally demonstrates the visual
history of the understudy; it makes a database of the restoration and accommodation
and furthermore contains a criticism area. The procedure begins with client entering
one of a kind ID given to every client. When the client enters a substantial ID, the
drove on the GUI turns green. On the off chance that the client enters an invalid
ID, the drove will turn red. On the off chance that the ID entered is substantial, the
photograph of the client will be shown alongside his/her different details shown,

D. Sawant (B)
Department of Mechatronics Engineering, MPSTME, NMIMS University, Mumbai, India
e-mail: dattatray.sawant@nmims.edu

R. Patil
Automation Department, Jain Irrigation Systems Ltd., Jalgaon, India
e-mail: patil.rohandeepak@gmail.com

© Springer Nature Singapore Pte Ltd. 2020
G. Ranganathan et al. (eds.), Inventive Communication and Computational
Technologies, Lecture Notes in Networks and Systems 89,
https://doi.org/10.1007/978-981-15-0146-3_59

635

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0146-3_59&domain=pdf
mailto:dattatray.sawant@nmims.edu
mailto:patil.rohandeepak@gmail.com
https://doi.org/10.1007/978-981-15-0146-3_59


636 D. Sawant and R. Patil

which are name, sexual orientation, degree, stream, year, age, and the name of the
last book issued by him/her.

Once signed in, one can look over the numerous activities given and the one he
wishes to do. He can check his issual history, present the book, re-establish the book,
check the book of the week, or look for any book. On the off chance that the client
taps on the issual history catch, he can check the quantity of books which he directly
has issued on his name. The issual history demonstrates the quantities of books he
has issued. It demonstrates all the book subtitles that are the Book ID, Title of the
book, Publication Company, Name of the Author, Genre, and its time of distributing,
ISBN no. also, the book version for each issued book. The following choice is present
in the book.

On the off chance that the client needs to restore the book they obtained, they
should examine the standardized tag given on the book by holding it under the
constant standardized tag scanner. Once examined, they should press the submit
catch. At the point when the catch is squeezed, the transport line framework turns
on, and the belt activates. The book goes to the opposite side and falls into a book
holding holder. On the off chance that the client re-establishes the book, they should
filter the book by holding it under the standardized tag scanner. When the book is
examined snap on the re-establish catch. The date will be reached out by a week or
the quantity of days indicated by the library as per its framework. The book of the
week catch will show the image of the book of the present week. This book changes
each week and should be refreshed by the curator physically.

Usually, librarian has to enter data manually in the system, and then give it back
to the user while returning or re-issuing a book. During examination, there are long
queues while returning of books. To overcome this problem, we developed library
systemwhere submission and re-issual of books are done automatically. The portal is
a model of a system which can be introduced in libraries to automize the procedures
with the goal that less time is taken for the accommodation and re-issual of books.
The developed system primarily consists of three parts, viz. the GUI screen, the
conveyor line, and the barcode identification scanner. It comprises of sensors and
LEDs to show what activities are going on. With the help of sensor, barcode scanner
gets activated. Every user will be issued a unique ID and password to sign in. After
user signs in, detailed information about his library transactions will be displayed.
The user may choose to either submit or renew the particular book. This procedure
will along these lines lessen the time taken for the entire accommodation process.
Likewise, supervision is not required for the task of these portals.

2 Related Work

Using pick and place robotic arm, the library management system is developed
[1]. Anita et al. created robotization in library for transporting of books in faster
manner [2]. Mobile robotics is introduced as a motivating platform in courses with
the help of combination of LEGO NXT mobile robots with LabVIEW [3, 4]. By the
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use of an RGBD sensor, the pose of a known object is detected in the shelf using
visual data [5]. Rahul Pol et al. designed and developed a low cost superior four
degrees of freedom (DoF) robot ARM [6].Modern database-drivenWeb applications
are developed by ISIS family member [7]. Author [8] investigated the problems
encountered during automation in two Nigerian university libraries. The significant
improvement in service and use of library facilities are observed with the help of
proposed library information system [9]. The mechanical and technical issues and
problems were investigated while designing line follower robot [10]. In the paper
[11], the library inventory management system (LIMS) is demonstrated using line
following robot (LFR). Based on National Instruments LabVIEW controlled PXI RF
hardware, Pavel and Rao [12] developed a UHF radio frequency identification tag
test and measurement system.

2.1 Motivation and Scope

In the present scenario, the reader has to physically come to the library specifically
to submit or renew the book; the librarian will then manually scan the barcode on
the book. Once the computer receives the code on the screen, then the librarian
will search for the excel sheet belonging to the SAP ID of the student. Since the
information has to be typed by the librarian inside the excel sheet, there is a margin
for the human error, as well as it is time-consuming since the supervisor has to check
for the librarian’s mistakes at the end of the day. Since all students get free from their
lectures about the same time, there is a heavy rush, and the staff is under pressure to
complete the process as soon as possible, which may lead to further errors. Due to
long queue, it is very difficult for physically disabled user.

2.2 Salient Contribution

The idea of automated library is yet to be implemented in India. AD-LIB is an
integration of microcontroller, Barcode Scanner, National Instruments LabVIEW.

• Strong acrylic sheet covering to withstand the shocks and simple encasing of the
framework inside the wall.

• Black conveyor belt for easy scanning of the barcodes placed on the books.
• Secured Logging via a password-based GUI 24/7 without fail.
• Accessing and printing the database through Microsoft Excel Sheet. Arrangement
of enrollment of new user at portal and additionally at the organizational work
area.

• Unique barcode assigned to every book and each student. The barcodes are useful
in calling out the functions from the spreadsheet database.
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• National Instruments LabVIEWGUI for cost sparing and easy to understand user-
friendly interactive system, LabVIEW is utilized for interfacing barcode scanner
with the GUI.

• National Instruments VISA tool is used to establish the connection between
Arduino and the GUI.

3 Methodology

Automation and technology have proven to be a boon for us. It has made humanwork
easier. The portal which we have made aims at reducing the workload on the library
staff by automating the renewal and submission process. Figure 1 shows the flow
chart of the whole process of renewal and submission of books. It also has additional
features, viz. It shows the student details, the book of the week, it also shows the
issual history of the student, and it creates a database of the renewal and submission
and also contains a feedback section. The process starts with the user entering the
unique ID given to each user. Once the user enters a valid ID, the led on the GUI
turns green. If the user enters an invalid ID, the led will turn red. If the ID entered is
valid, the photo of the user will be displayed along with his/her other details which
are name, gender, degree, stream, year, age, and the name of the last book issued
by him/her. Once logged in, one can choose from the many actions given, the one
he wishes to do. He can check his issual history, submit the book, renew the book,
check the book of the week, or search for any book. If the user clicks on the issual
history button, he can check the number of books which he presently has issued on
his name. The issual history shows the numbers of books he has issued. It shows all
the book details that are the Book ID, Title of the book, Publication Company, Name
of the Author, Genre, its year of publishing, ISBN no., and the book edition for each
issued book. The next option is submit the book.

If the user wants to return the book they borrowed, they will have to scan the
barcode given on the book by keeping it under the continuous barcode scanner. Once
scanned, they will have to press the submit button. When the button is pressed, the
conveyor belt system turns on and the belt actuates. The book goes to the other side
and falls into a book holding container. For renewal, user will have to scan the book
by barcode scanner. After the successful scan, click on the renew button. The date
will be extended by a week or the number of days specified by the library according
to its system. The book of the week button will display the picture of the book of
the current week. This book changes every week and needs to be updated by the
librarian manually.
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Fig. 1 Flowchart of AD-LIB

4 Softwares

The main purpose of AD-LIB is to carry out the library operations as desired by
the user, so we require an intermediate platform that would take the inputs from
the end-user, which in our case would be students, and these inputs would give
specific commands to the controller. A Graphic User Interface (GUI) functions as
the median platform, which has been designed and programmed to perform the
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functional requirements. The inputs given by the user would be captured via an
event structure, initialized during mouse click.

A GUI has been the Centralized Unit of the System; it comes in handy while
interfacingmicrocontroller, barcode scanner, database (spreadsheets), ArduinoUNO
so that the user can trace back the problem or the run-time errors when the system
breaks down. The GUI build up was initially started on MATLAB, but later, it was
shifted to LabVIEW as the LabVIEW programming has a specific architecture in
the form of state machines. We found the MATLAB programming a little sturdy and
rectifying error consumed lot of time.

LabVIEW comes as an alternative for Supervisory Control and Data Acquisition
(SCADA), so getting hands on experience on LabVIEW for future aspects was a
good start for any Mechatronics Engineer. Whereas, having a little knowledge of
MATLAB programming made us aware of the application development protocols.
Overall, all the interfacing with the different components made us aware of the real-
time working of the subsystems from a single centralized unit that supervises the
decision and control of the modules attached to it.

4.1 MATLAB Guide

As we can see in Fig. 2, the initial GUI contained combinations of Push Buttons,
a Header Text Box, and an ACTIVE X control developed by the Adobe Reader.
You can likewise code the format and conduct of your application total utilizing
MATLAB capacities.

Fig. 2 Initial MATLAB GUIDE screen
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Fig. 3 MATLAB GUI algorithm

In this approach, you make a customary figure and place intuitive parts in that
figure automatically. These applications bolster similar kinds of designs and intelli-
gent parts that GUIDE underpins, and also selected boards. Utilize this way to deal
with manufacture complex applications with numerous reliant parts that can show
any kind of plot.

Every time there is a mouse click event on any one of the push buttons placed on
the GUI screen, it generates a variable value assigned to the function named as event
data. Therefore, upon a clicking, an event is called out of particular function name
to which the push button has been added. An insight of the working algorithm has
been shown in Fig. 3. If a user clicks on push button 4, a function named push button
4 call-back function is called, and its event data is then transfered to the edit text (set
(handles.edit1, String, SAP4)) window above to show which push button has been
pressed. Radio Buttons, Navigation Panel, and User Feedback had been added to the
final GUI on MATLAB GUIDE as shown in Fig. 4.

4.2 National Instruments LabVIEW

LabVIEW structures are called virtual instruments in light of the fact that their
appearance and activity mimic physical instruments, for example, oscilloscopes and
multimeters. LabVIEW contains an extensive arrangement of devices for securing,
breaking down, showing, and putting away information and also devices to enable
you to investigate code you compose.

In LabVIEW, you fabricate a VI, or front panel, with controls and markers. Con-
trols are handles, push buttons, dials, and other information systems. Pointers are
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Fig. 4 Final MATLAB GUI

charts, LEDs, and other yield shows. After you construct the front pane as shown
in Fig. 5, you include code utilizing VIs and structures to control the front panel
objects. The square chart contains this code.

One advantage of LabVIEW over other advancement situations is the broad
help for getting to instrumentation equipment. Drivers for a wide range of sorts
of instruments such as ARDUINO, Barcode Scanners, DAQs, Motors, and LEDs are
accessible for consideration. These present themselves as graphical hubs.

Fig. 5 Front panel of AD-IB screen in LabVIEW
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Fig. 6 Block diagram of the GUI in LabVIEW

Oncewe had created the front panel, wemoved on to developing logic of the block
diagram as shown in Fig. 6 which consists of the control of the front panel objects.
The square outline contains this graphical source code. The terminals provide the
information to the control after execution of the VI. The block diagram shows up as
symbol or feed information to be written in the database (spreadsheet).

Terminals are passage and communication ports that trade data between the front
board and block diagram. Upon initializing the inputs or providing events in the form
of mouse clicks, the GUI performs tasks when a VI runs. The use of event structures
monitors the execution of functions, .jpeg image reading, writing data to the excel
sheets, and a communication channel between Arduino UNO and Front Panel Push
Button (Submit a Book) in content-based programming architecture as shown in
Fig. 7.

Combination of push buttons and clusters are graphical portrayals in the silver
squares, and case structures give selective content-based programming decision to
the Front Panel. The output of the clusters purely depends upon the unique passwords
of the students and the information saved in the case structures.

Whenever a transaction occurs through the GUI, its information is saved in the
excel sheets with the help of the write to measurement file function palettes; the
librarian can send a command to print the monthly data as per the administration
requirements. This eliminates the data discrepancies and human error during data
logging, and thus AD-LIB becomes more reliable and accurate in such scenario.
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Fig. 7 Final AD-LIB GUI screen in LabVIEW environment

5 Testing

Initially, testing was done in two parts. The conveyor and the GUI were both tested
separately. The conveyor was first controlled using PIC microcontroller. There were
two sensors attached at the start and the end on the conveyor to sense when the book
is kept. When the book was placed, it would get sensed by the sensor, and a red led
on the sensor circuit would glow to show that the book has been placed, the conveyor
would then actuate in clockwise direction. When the book would reach the sensor
2 it would sense, a red LED on the circuit would glow indicating that the book has
passed; this would give the microcontroller instruction that the book has passed and
the conveyor has to be stopped.

There were times when the conveyor did not stop even after the book passed from
the sensor and fell in the basket. This was because there was a problem in the range
of the sensor. The range was adjusted by the POT given on the IR sensor circuit.
The conveyor could also be moved counter clockwise by reversing the connections
to the microcontroller. There were two switches which were used to start or stop the
conveyor manually when the sensor did not pick up the signal accurately. When we
bought the barcode scanner (INTEX IN-101), the logic was to have a sensor which
gives command to the scanner to actuate the scanning, but at the later part of the stage
we realized that the sensor is getting lot of the disturbances from the surrounding and
continuous change in the direction of rotation of the motor to pick up the barcode
would be difficult task, so the discontinuous scanner was converted to the continuous
mode through the barcode command, given in the manual of the INTEX IN-101.



AD-LIB: Automated Library System 645

6 Conclusion

There is very little automation in India’s library system and a lot of scope to increase
the library system efficiency and improve the data-keeping methods. This paper
surely helps them in understanding the microcontrollers, actuation system, HMIs,
Bio-Metric systems, and data logging to improve their knowledge. The developed
system provides effective management of library as well as reduces human interven-
tion. The GUI build up was initially started on MATLAB, but later it was shifted
to LabVIEW as the LabVIEW programming has a specific architecture in the form
of state machines. We found that LabVIEW software shortens the design cycle and
simplifies the design process as compared to MATLAB. Finally, since the complete
project will be built in India and will be used for Indian people, the project meets the
Make in India Initiative.
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Design and Integrate IoT Sensors to RO
Water Purifiers for Remote Monitoring
and Allowing Users to Pay Per Usage
on the Rented RO System

H. D. Sundresh and D. Priya

Abstract Internet ofThings (IoT) has given promising chances tomakebetter condi-
tion for humankind. One of its applications is smart metering. In today over-polluted
world drinking water is the most precious and one of the costliest resources. This
paper discusses the approach to provide access to clean drinking water for everyone
cost effectively, by renting the smart water purifier and allowing the user to pay as
per their usage, without worrying about the quality of water and maintenance of the
purifier. This approach is win-win situation for the user as well as for the company.
This system will be very economical.

Keywords IoT ·Water purifier · Billing

1 Introduction

Internet of things (IoT) had made a revolution on how we see the real-world objects.
It is essentially empowering the littler frameworks to get associated with the web,
giving them the capacity to think and impart without expecting human to human or
human to machine connection. IoT is a rising worldwide innovation, in which things
can be associated with the web and controlled remotely from anyplace around the
world [1] (Fig. 1).

Lately, a wide scope of IoT applications has been created and sent in businesses
just as in local territories, for example, robotized observing, control, management,
and maintenance [2]. Sensors and actuators are ending up increasingly groundbreak-
ing, less expensive, and littler, which make their utilization unavoidable. The data
gathered by sensors are changed into savvy data, therefore engrafting knowledge
into our encompassing condition. IoT empowers billions of gadgets to report their
area, personality, and history over remote associations. With the utilization of new
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Fig. 1 Overview of IoT

advancements, personal satisfaction is improved just as it lessens the effect of human
exercises and utilization designs on condition.

From the urbanization, there has been an exponential increase of demand for
clean drinking water [3]. As the population is growing in cities, cost for management
of water transmission, storage, and treatment and distribution for consumption are
serious issues in underdeveloped and developing countries. With the rapid changes
in lifestyle, there is an impact on usage of water and related overheads on sewerage
requirements.

In upcoming years, water, the need of life, is conceivably to present the most
noteworthy test of its expanded utilization [4, 5] with populace rise, mechanical
advance ment, and diminishing supplies because of contamination and over abuse.
India is evaluated to end up water focused [6] on the country by 2020.

Brilliant water framework will make clients mindful of their utilization conduct.
A wide scope of water sensors is accessible for various modern and residential
applications, which measure distinctive substances like water quality, temperature,
and spillage location [7, 8].

This paper proposes the implementation of different sensors for water quality
control andmaintenance of thewater purifiers, thus providing access to cleandrinking
water to the users.

2 Objectives

• Simplifying the safe drinking water challenge.
• Ease of monitoring shelf life of different filters in the RO system for the company
that rents it, by integrating IoT-enabled TDS sensor at water inlet and outlet.

• Creating tension-free environment for the user without need for worrying about
the quality of water.

• Enabling location trackingwith the GPS sensor, thus company can track the device
if the user steals it.

• To provide day by day measure of water usage.
• Service provider of water purifier can charge the user based on water usage instead
of the amount charged for purifier.
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3 Literature Survey

In the present days, there are a lot of water purifiers available in the market with a
price tag of around 10,000 INR. Even after buying the purifier the user needs to spend
for maintenance, i.e., changing filters time to ensure safe quality drinking water.

If we do a cost-benefit analysis between the proposed system and the regular
purifiers, the purifier of an established brand costs around 15,000–35,000 INR and
of non-established brands costs around 5000–15,000 INR but in the proposed system
the purifier is installed at free of cost in the user space. Also the annual maintenance
cost comes around 6000 INR for an established brand’s purifier and around 3000
INR for non-established brand’s; in the proposed system, it is done free of cost to the
user. The water quality and the filters’ life are monitored in real-time in the proposed
system. So if we consider cost per liter of water, with the established brands it comes
around 2.5 INR per liter and non-established brands cost around 1 INR per liter.
But with the proposed system, the company can offer a flat rate per month up to
certain liters and then it can charge according to the usage of the customer (say 250
INR for the first 250 L then 1 INR per liter). A normal household of four people
consumes around 500 L in a month, if they purchase bottled water then that costs
around 750 INR (considering 20 L bottle at cost of 30 INR per bottle), or if they
install any established brands purifier then that will cost around 1000 INR but in the
proposed system it costs around 500 INR which is less than any of the mentioned.
Also company can recover its investment within 3 years (Table 1).

Thus, it is a win-win situation for both company and consumer.

4 Methodology

The proposed system will be implemented in different modules.

• One module is where we integrate sensors like TDS sensor, flow rate sensor, and
water cut-off valve on the purifier, which are connected to a central server using a
GSM module. Periodically, the data from the purifier device is transferred to the

Table 1 Cost-benefit analysis

Comparison Proposed system Purifier of
established brand

Purifier of
non-established
brand

Purchasing cost Zero 15,000–30,000 INR 5,000–15,000 INR

Annual maintenance
cost

Zero Around 6000 INR Around 3000 INR

Water quality and
filter life

Real-time updates
from provider

Need to be done by
user

Need to be done by
user

Cost per liter Around 1 INR Around 2.5 INR Around 1 INR
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server. Also, the company can send signals to the purifier to stop the water flow if
the bill amount is pending [9–11].

• Another module is where the company can access the data collected on the central
server, analyze the data, and update the customer about their usage and billing.
The company will keep an eye on the quality of input water and on the output
water quality to analyze whether the filters are properly working or not; in case of
any abnormality is seen, then it will alert the customer not to use the purifier and
will send the service team to check the device and repair it. The customer can also
login to the portal and check their usage behavior [12, 13].

5 Conclusion

A novel system for implementing an economic and reliable smart water sensor on
the water purifier using IoT-based hardware is discussed. The features of system and
the benefits are discussed. The proposed system overcomes the burden of extra costs
such as annual maintenance and service charges paid by the user for regular service.
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MPTCP a Solution Over Crunch
in Bandwidth Requirement
for Multimedia Application

Vidya Kubde and Sudhir Sawarkar

Abstract Multimedia real-time applications like surveillance systems and video
conferencing, where latency plays an important role along with the bandwidth.
Today’s network advancements are able to resolve bandwidth constraints, but in
terms of real-time applications issues related to latency impacts the performance.
Multipath TCP (MPTCP) is observed to solve this issues and also able to give the
better efficiency in network utilization. In this paper, we have attempted to compare
and analyse the growth ofMPTCP inmultimedia applications and identify the related
issues, where by solving these, performance of MPTCP will improve along with the
increase in overall efficiency in multihomed or IoT devices and also on real-time
multimedia applications.

Keywords Bandwidth aggregation ·MPTCP ·Multimedia applications · Video
streaming

1 Introduction

The use of multimedia has been increasing exponentially over the last decade. Cur-
rently the 80% of the bandwidth has been used by the multimedia application on
Internet [1]. It is predicted in next decade the requirement of the bandwidth will
be multifold as more application areas like education, surveillance, vehicular net-
work and industrial Internet are yet to adopt in full fledge. It has been observed by
researchers [2] that bandwidth requirement is growing at the rate of 42% per year.
The need of future applications likemultimedia applications is saturating the Internet
and will drive data rates to levels far beyond the capability of current Internet [3].
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Many researchers have already attempted to meet this huge bandwidth requirement
by using aggregation of multiple heterogeneous networks.

MPTCP allows to make them work together and get the benefits of the two at the
same time. Multipath TCP allows applications to use all the available interfaces at
the same time to improve quality of service (QoS) and quality of experience (QoE).
Multipath TCP does not require any additional infrastructure for its implementation.

Understanding the need of future demands and use of existing infrastructure
efficiently, we here attempted to study and analyse in depth the issues faced by
researchers while implementing the MPTCP which will help to proceed the research
on various issues related to MPTCP. This paper describes the basics of MPTCP in
Sects. 2 and 3 and further analyse the impact of MPTCP on performance, energy
consumptions, and in the case of video streaming applications in Sects. 4 and 5.

2 MPTCP and Related Work

MPTCP is amultipath solution implemented at the transport layer. It is IETF standard;
experimental at this stage, MPTCP [4] is designed with goals like, MPTCP should
work along with TCP; in case of failure of MPTCP, it should fall back to the TCP,
or in case of poor performance then also it should fall back to TCP. Multipath TCP
should not harm other flows i.e. it should not take more capacity on any of its path
than if it was a single path using only that route.

2.1 MPTCP Working

Application layer access connects to TCP/MPTCP layer by single socket and it
appears to the application layer with normal TCP layer. MPTCP establishes con-
nection initially with one of its interface as per the standards of TCP and further it
dynamically adds another interface to the existing connection. “Figure 1” describes
the details of the establishment of the connection process in MPTCP.

Connection inMPTCP is establishedwith threeway handshake signals in “Fig. 1”.
At start,M1confirms thatM2 supportsMPTCP,whenM2confirms thanM1acknowl-
edges and primary flow is established. The secondary flow is joined to this connection
with again three way handshake signals.

3 MPTCP Progress

MPTCP as is a extension of TCP launched in 2011 with the aim of utilizing all the
available interfaces concurrently at the same time to improve bandwidth and pro-
vide redundant connection with added performance and load balancing strategies as
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Fig. 1 Connection establishment in MPTCP

shown in Fig. 2. The use cases of MPTCP were smartphones and datacenters. 2012
added the 3G cellular networks to the communication which was not sufficient for
multimedia applications, and this deficiency made researchers to use MPTCP for
improving quality of service in multimedia applications. Apple, a leading innovative
and manufacturer of mobile and desktop, deployed MPTCP in iOS for its siri digital
assistant application in 2013. Apple has been using MPTCP since its iOS 7 release
understanding the benefit of MPTCP with handover capabilities, where MPTCP has
ability to seamlessly handover from one interface to another. In 2014, research was
focused on improvement in QoE at the end user side for the multimedia applications
like video on demand and high definition (HD) videos over the cellular network and
WiFi network through MPTCP. The emphasis was to minimize the delay variation,
packet loss, thus enhancing QoE in video streaming applications in heterogeneous
networks. In 2015, researchers targeted unsolved issue of bandwidth aggregation for
concurrent video transmission in heterogeneous access networks where the problem
of mobile video delivery using MPTCP in heterogeneous wireless networks with
multihomed terminals was put forth. This issue is addressed by considering path
asymmetry in different access networks to achieve the optimal quality of real-time
video streaming. From 2016 onward, smartphone vendors have started to deploy
Multipath TCP, but its performance with real smart phone applications has to be
focused. Multipath TCP is a new TCP extension that has strong potential on smart-
phones, as shown by its adoption by Apple and Korea Telecom. Apple’s deployment
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Fig. 2 Evolution history of MPTCP

focused on a single use case and very little work was done in interactions between
real smartphone applications and Multipath TCP.

2017 focused mainly on the energy efficient applications on multihomed devices
operated on battery. Several MPTCP schemes for reducing energy consumption and
improving user-perceived video quality were developed in this era.

4 Issues and Analysis

In the presents year, bandwidth was not the main concern as cost of the bandwidth
decreasing day by day, but many multimedia and video conferencing applications
which are latency sensitive applicants, needs less delay pathwhereMPTCP is the only
solution. Especially, researchers are focusing on use ofMPTCP in all themultihomed
devices like smartphones, laptops, tablets or IoT devices based on raspberry pi to
improvement in QoS parameters like jitter, delay, energy and latency which will cater
the need of the users formultimedia based applications. The architecture components
like scheduler, buffer management, congestion control and many more has to be
revised with application perspective. “Table 1”, is the outcome of our analysis which
we have carried doing in-depth survey of the development and research till today.
The analysis is carried out keeping the focus on the solving issues and improving
performance considering the QoS and QoE.

Considering theMPTCP design goals and solving issues appeared in past we have
categorized and identified blocking points of MPTCP as follows.



MPTCP a Solution Over Crunch in Bandwidth Requirement … 657

Table 1 Classifications of issues

Issues Methodologies Evaluation metrics

Subflow path scheduling Comparison of different
designs for multipath
schedulers ranging from round
robin to optimize multipath
scheduler [5]

Delay

Implemented three different
schedulers considering
sending rate, window space
and time/space and compared
them with default MPTCP
scheduler [6]

Throughput

In-depth performance analysis
considering heavy data transfer
and application constraints [7]

(1) Goodput (2) Delay

Estimating packet receiving
time at the receiver and
scheduling packet [8]

A new scheduling policy
considering congestion control
and speed as decision metrics
[9]

Throughput

A scheduling scheme that
assigns data packets to
subflows, by estimating
out-of-order packets caused by
difference in the subflows [10]

Throughput

Segregating the data on
different links based upon
quality requirements or type of
data [11]

Throughput

Path heterogeneity Forward error correction
(FEC) coding at transport layer
[12]

(1) Throughput

Forward error correction
(FEC) coding [13]

(1) PSNR
(2) Delay (3) Goodput

Context aware and partially
reliable, MPTCP extension
[14]

PSNR

A loss-aware disabling
mechanism that temporarily
switch a lossy wireless
interface to a backup mode
[15]

Goodput

(continued)
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Table 1 (continued)

Issues Methodologies Evaluation metrics

Algorithm, to handle the
different path characteristics
[16]

Throughput

Congestion control The different methodologies of
congestion control are studied
and analysed [17]

Throughput

Coupled congestion control
[18]

–

An congestion control
algorithm is designed
considering energy, round trip
time and path loss rate [19]

–

The measurement results for
congestion control
performance in three
multihomed, real world
Internet scenarios that are
evaluated [20]

–

Bidimensional multipath
congestion control approach to
deal with TCP fairly in shared
bottleneck [21]

–

(1) Traffic shaping (2) Traffic
offloading [19]

(1) Throughput (2) Energy
consumption

Delay based traffic shifting
[22]

Throughput

Fast coupled retransmission
[23]

Queuing delay, TCP timeouts

A congestion control
algorithm for MPTCP, using
packet queuing delay as
congestion signals [24]

–

Gentle slow start scheme
(GSAM) for which finds the
appropriate threshold to
smooth the aggressive slow
start behaviour [25]

Round trip time

Algorithm to reduce flappiness
across paths [24]

Throughput

(continued)
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Table 1 (continued)

Issues Methodologies Evaluation metrics

Adaptive congestion window
i.e. minimizing the difference
between the subflows and
proactive scheduling algorithm
to determine the packet
sending sequence to each path
[26]

Goodput

Energy consumption Modified MPTCP to minimize
the impact on application
delay [27]

Goodput, delay

Designed and implemented a
variant of MPTCP, reducing
power consumption without
affecting download latency
[28]

Throughput, energy
consumption

Compared the energy cost of
streaming on a device with two
interfaces and device with one
interface [29]

Energy consumption

(1) Flow rate allocation
algorithm (2) Dropping of less
priority frames [30]

(1) PSNR (2) Inter packet
delay (3) Jitter

Flow rate allocation algorithm
[31]

(1) Energy (2) PSNR (3)
Goodput

Path switching mechanism MPTCP with path awareness
can dynamically shift the
traffic to a single path and vice
versa [12]

Throughput

Short flow/long flow [32] (1) Throughput
(2) RTT

Multi-attribute aware path
selection approach for MPTCP
[33]

–

Out-of-order packets Analysis of four solutions for
out-of-order packets (1)
D-SACK, (duplicate selective
acknowledgement)
(2) Eifel algorithm (3)
TCP-DOOR (detection of
out-of-order and response) (4)
Forward Retransmission Time
Out Recovery (F-RTO)
algorithm [34]

(1) Link utilization
(2) Throughput

Scheduling mechanism [35] (1) Throughput
(2) Packet loss rate

(continued)
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Table 1 (continued)

Issues Methodologies Evaluation metrics

Network coding [36] Throughput

MPTCP in video streaming Challenges of using MPTCP in
video streaming [37]

–

Explored whether MPTCP
always benefits video
streaming [38]

–

Survey on existing literatures
on QoE of video streaming
[39]

–

User perception Of video
quality over LTE network and
different protocols [40]

(1) Peak Signal To Noise ratio
(PSNR)
(2) Packet loss
(3) (OWD) One Way Delay
(4) Inter Packet Delay (IPD)

Qos improvement in
multimedia applications
through partial reliability [41]

(1) Peak Signal to Noise ratio
(PSNR)
(2) Loss rate
(3) End to end delay

It describes the ability to use multiple paths with different characteristics to reach
the destination. The difference in the characteristics of different paths like round
trip time, packet loss ratio etc. is going to cause variation in the throughput. The
difference in delay of the paths will lead to out-of-order packets at the receiver.
One of the solutions for this problem is FEC coding [13]. QoE is effected by path
heterogeneity; in [14], the author has given a context aware solution for this issue.
Loss due to heterogeneous networks can be reduced by switching between full mode
and backup mode MPTCP [15]. To use MPTCP in latency sensitive applications,
[11] has suggested FEC coding as a solution for heterogeneous paths. The negative
aggregation caused by the lossy path can be bypassed, by switching to single path
MPTCP [12].

Congestion control in MPTCP switches the traffic from more congested path
to less congested path. The TCP fairness design goal states the controlling of sub-
window increase on each path as important issue.At start, congestion control of single
path TCP was used on each path of MPTCP. This has not satisfied the TCP fairness
goal, so later on the control of the sub-window was done collectively at centralized
manner. All the subflows congestion windows were coupled together [18]. More
deliberate design of multipath congestion control algorithms has used a queuing
delay [24] as a congestion signals. The challenging issue of MPTCP congestion
control is TCP friendliness. One of the approaches for this problem is to apply the
weight [21] to individual congestion control of each subflow, so that a bundle of sub
flows can have the same aggressiveness as one TCP flow. In [19] congestion control,
algorithmwith new approach is proposed,which considers energy consumption, RTT
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and packet loss rate. Congestion control along with energy efficiency is suggested
by [19, 22] where they have focused on the energy consumption at the receiver side.

Throughput of MPTCP is primarily dependent upon the scheduler. In [42] the
scheduling of the packet depends upon congestion on that path, RTT of that path
and its energy consumption. Estimation-based scheduling is proposed by [8]. The
various scheduling strategies are analysed by [5]. Constraint based proactive solution
is proposed by [10], where additional path is only used when round trip time is
acceptable. The wrong scheduling decision leads out-of-order packets [35] at the
receiver. A novel scheduler [11] segregates the data, into control information and the
data. The scheduling of this both is done on different paths, depending upon their
characteristics.

The multi-interfaces remaining active all the time may result in more energy con-
sumption. However, multipath transfer consumes more energy to maintain all the
active interfaces. Analysis of MPTCP energy consumption [27] along with handover
mechanism in various operational modes is proposed. In [29], authors have deter-
mined the energy cost of using MPTCP. An energy aware variant of MPTCP called
as eMPTCP [28] is designed and implemented. To minimize the energy consump-
tion in quality constrained video [30], dropping of less priority frames and flow
rate allocation algorithm is used. Congestion control along with energy consumption
perspective is analysed [22].

5 Conclusion

MPTCP has been proposed to implement from 2011, to overcome the bandwidth
aggregation. Since then the researchers have modified and improved the MPTCP
in various stages, but still looking to the future need of bandwidth and multimedia
application TCP is not fully replaced by MPTCP. New areas are emerging into the
like IoT and tactile Internet where multiple interfaces are available on such devices
capable of handling MPTCP, but because of issues like congestion control, path
heterogeneity, energy consumption, scheduler stated in the analysis, the efficient
utilization of bandwidth and low latency applications are yet to be used withMPTCP.
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Design of AYUSH: A Blockchain-Based
Health Record Management System

A. V. Aswin, K. Y. Basil, Vimal P. Viswan, Basil Reji and Bineeth Kuriakose

Abstract We are living in a world where data is considered to be the next fuel; also,
we know how much value the data is. Considering this over the health records on
which a patient deals with whenever he/she goes to a hospital, the present scenario
lags in securing the patients’ health record management system in order to provide
more transparency over patients’ past health data. If the same was available, then
data sharing between hospitals would have been much easier. If the hospital gets to
know the past health history like the amount of drugs the patient is consuming as
part of medication, then the doctor could make a stern decision over the disease and
could also satisfy the patient with a better treatment over his symptoms. The basic
problem to be dealt with these would be the privacy consideration of the patient when
he/she is sharing the data. In order to tackle that problem, we are using a patient-
centric health record management system under the distributed network architecture.
In this paper, we are proposing a solution that makes use of the emerging blockchain
(permissioned) technology to achieve this goal.
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1 Introduction

The advancement and impact of technology can be found in every field of the soci-
ety. Considering this over the health records which a patient deals with whenever
he/she goes to a hospital, the present scenario lacks a secure patient’s health record
management system to provide more transparency over patients’ past health data.
Also, there is an absence of a widely accepted digital standard for sharing EHR data.
If the hospital gets to know the past health history of a patient like past diseases, the
amount of drugs the patient is consuming as part of medication, medical test results,
allergies, etc., then the doctor could make a stern decision over the disease and could
also satisfy the patient with a better treatment. This can also benefit patient by getting
a better treatment at lower cost and reduced time. Unnecessary medical tests can be
avoided if the past history of patient is available.

In this paper, we are proposing a solution to these problems in healthcare sector
by applying emerging blockchain technology. In the AYUSH network, there will be
patients and service providers like hospitals, doctors, and laboratories. Patients can
securely create an account on AYUSH, and all the upcoming medical records of the
patients will be added to the AYUSH platform. Easier user interface and APIs will
be provided by the platform for easier access for participants.

Saving the history of patients in the blockchain can provide many advantages.
Since there is no central administrator, patient will have full control over his/her
entire health records and he/she can determine for whom permission should be given
to access their data. Built-in transparency how the blockchain system works can
bring trust between participating entities. Existing symmetric and asymmetric cryp-
tography principles can be used along with the blockchain system to provide privacy
control for patients. All the data of patients can be encrypted by their private key,
and needed records can be selectively decrypted for sharing. The distributed record
keeping nature of blockchain can ensure that patient data is not lost by a single point
of failure. Health records in blockchain are series of records logically connected
using the hashes of records. This provides easier traceability to health records on
blockchain, along with resistance toward tampering of digital records. Immutabil-
ity of blockchain records can bring easier claim adjudication. The transaction rates
of Hyperledger, the blockchain platform we are using, are also higher. Patients can
benefit even if they have a long history of records. Researchers are also the benefi-
ciaries of the platform, since they can avail large amount of anonymous health data
for finding new insights.

2 Blockchain in Health Care

Blockchain [1] is a distributed and decentralized chain of records or ledgers. The
immutability of blockchain records ensures trust between participating entities. This
has brought many applications for blockchain including health care.
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2.1 Problems in Healthcare Sector

Current healthcare infrastructure lacks proper mechanisms for the exchange of
healthcare information. There is no accepted standard for sending, receiving, and
managing information between EHR systems. Most of the cases, patient has to carry
all of his past medical records to the new hospital or has to do the previous medi-
cal tests again. Lack of health history of a patient may lead to improper treatment
also. Another problem is the lack of patient-centric longitudinal list of records. Thus,
patient data gets scattered across multiple records at multiple hospitals. The current
health data keeping systems does not provide any resistance toward tampering and
cannot be used for claim adjudications on insurances. Currently, there are chances
that healthcare service providersmay use the patient’s data for analytics, without con-
sidering their privacy. The health data is unreliable since it is not stored at multiple
locations.

2.2 Advantages of Using Blockchain

Blockchain is perfectly suited for health care because of its distributed, immutable
implementation. Blockchain can ensure trust between participating entities. Privacy
and security of data can be preserved by using cryptography principles. The transac-
tion speedof blockchain ismuch faster, and transactions are traceable frombeginning.
Distributed nature of blockchain ensures data reliability also.

2.3 Challenges in Implementation

Even though there are good reasons behind applying blockchain on healthcare sector,
there are many challenges which have to be solved for proper implementation of
blockchain over health care. There are limited successful blockchain models and the
success of blockchain on health care, and the cost that will incur is uncertain. Health
data is huge, and replicated storage of data will create storage capacity problems.
The platform should be scalable asmore service providers are added, and they should
not be considerable delay. Different standards for keeping and sharing EHR are also
a major challenge. Various rules like HIPAA and unwillingness to share health data
by service providers are also a major problem.
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3 Familiarization of Tools

3.1 Hyperledger Fabric

Hyperledger Fabric [2] is an open-source enterprise-grade permissioned distributed
ledger technology (DLT) platform designed for use in enterprise contexts that deliv-
ers some key differentiating capabilities over other popular distributed ledger or
blockchain platforms. Hyperledger Fabric has a highly modular architecture which
is configurable. It enables innovation, versatility, and optimization for a broad range
of applications including banking, finance, insurance, health care, human resources,
supply chain, and even digital music delivery.

The taxonomy of blockchain includes public, private, consortium blockchains,
where public blockchain is completely distributed in terms of its architecture,
whereas consortiumblockchain is considered to be partially decentralized and private
blockchain is said to be a centralized one. The Fabric platform provides a permis-
sioned network. In a permissioned network, the resources that are being shared in
the network are permissioned; that is, only authorized persons get access to it. This
means that while the participants may not fully trust one another (they may, e.g., be
competitors in the same industry), a network can be operated under a governance
model that is built off of what trust does exist between participants, such as a legal
agreement or framework for handling disputes [2].

3.2 InterPlanetary File System (IPFS)

InterPlanetary File System (IPFS) [3] is a new hypermedia distribution proto-
col addressed by content and identities. IPFS enables the creation of completely
distributed applications. It aims to make the Web faster, safer, and more open.

IPFS is a distributed file system that seeks to connect all computing devices with
the same system of files. In some ways, this is similar to the original aims of the
Web, but IPFS is actually more similar to a single BitTorrent swarm exchanging git
objects. After a file is successfully added onto the IPFS, it computes a hash of the
file and now other systems will be able to access this file through this calculated
hash value. Consider the situation of a PDF file. Let the file be stored on the IPFS
network. If you run your own node, the file would only be stored on your node and
available for the world to download. If someone else downloads it and sends it, then
the file is stored on both your nodes, and so on [3].



Design of AYUSH: A Blockchain-Based Health Record … 669

4 Proposed Work

In the proposed system, we are applying the emerging blockchain technology in
creating transparent health record chain. When the patient goes to a new hospital
after similar visit in yet another hospital, he/she opts the data to be shared to the
new hospital. If any new health data is produced at the new hospital, they first add
the information (clinical reports or other scan reports) into the IPFS file system. The
hash of this file is added to the blockchain.

The proposed solution is a patient-centric one; that is, the patient has got the power
to give access to his data. Hyperledger Fabric is used since the system requires a
permissioned network.

4.1 Architecture

This section will discuss the architecture of the proposed system, AYUSH.

4.1.1 API Module

API module acts as an interface between AYUSH platform and end users (patients,
hospitals, and doctors). It abstracts implementation details of AYUSH platform, and
users can interact using simple UI and HTTP requests (Fig. 1).

4.1.2 AYUSH Platform

AYUSH platform abstracts implementation details of Hyperledger Fabric and IPFS
and provides services to API module. Various modules present in AYUSH network
are:

1. Fabric client;
2. IPFS interface;
3. Auth module;
4. Membership module;
5. Application logic and database.

IPFS Interface

InterPlanetary File System (IPFS) [3] interface is used to communicate with IPFS to
upload or fetch from IPFS network.

Auth Module

Auth module is used to recognize a user’s identity, allowing only legitimate users to
interact with the platform.
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Fig. 1 AYUSH architecture

Membership Module

Membershipmodule is a component that aims to offer an abstraction of amembership
operation architecture. In particular, it abstracts away all cryptographic mechanisms
and protocols behind issuing and validating certificates and user authentication. It
issues certificates which are used by peers to join the Hyperledger Fabric network.

Application Logic and Database

This module will be responsible for overall operation of the platform, and it has a
local database also.
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5 Methodology

Every patient in the AYUSH network will have a public key and a private key, which
are created at the time of registration. All the data of patients are encrypted using their
private key. To share the data, decryption is needed using their private key, which is
encrypted using their passwords. So, patient decrypts his private key and selects the
health records which have to be shared. Then, the selected data is decrypted at client
side. The decrypted data is again encrypted using the public key of service provider,
to provide additional security to ensure that only required service provider receives
the data. The integrity of the shared file can be verified at the receiver end just by
re-calculating the hash of the file and comparing it with the original hash which is on
the AYUSH blockchain network. After receiving the shared files at service provider,
they analyze the past data to give better treatment for the patient. After necessary
observation, the textual details like symptoms are added to the blockchain. The
treatment records of the patient may be of huge size, which is difficult to put in the
blockchain since it will increase the time required to calculate the hashes. This might
also cause reduced transaction rates. To avoid this, the heavy records are stored on
the IPFS, after encrypting the records with public key of the patient. The hash of the
original field is added to the blockchain to later check the integrity of the file, if it gets
shared with any other service provider. The hash of the encrypted file is generated
by IPFS, after uploading the file into IPFS. This helps to uniquely identify files in
the IPFS system and to prevent duplicate upload of files. The record is now spread
to all the nodes in the network from the node on which it was uploaded. This makes
the data reliable and immutable to the IPFS system. No one other than patient can
decrypt this data, since only he has the matching private key pair. The newly added
record becomes a part of the personal health records of the patient. He/she can later
share these files with other service providers by following the similar process. All
the encryption, decryption, and key generation process are performed at the client
side for improving the security.

6 Conclusion

We are now able to witness the revolutionary changes that technologies have brought
to various sectors in the society which makes human life much more simpler. Even
thoughwe have achieved a lot in various sectors, the healthcare sector decades back in
terms of technological advancements. The blockchain is considered to be one of the
promising technologies with its application over many sectors. Bringing blockchain
into healthcare sector could enhance the trust between participating entities which
contributes to the betterment of healthcare record management system while consid-
ering the privacy of patients’ data. We hope the proposed design of AYUSH which
can solve the data sharing and privacy issues faced by health industry today.
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Support Vector Machine-Based Focused
Crawler

Vanshita R. Baweja, Rajesh Bhatia and Manish Kumar

Abstract The Internet is an immense source of information. People use search
engines to find desired web pages. All these web pages are gathered from the search
engine by using web crawler. In traditional crawler, the information retrieval was
based on the occurrence of keywords in a document due towhichmany irrelevantweb
pageswere also retrieved. For the effective classification ofweb pages, support vector
machine (SVM)-based crawler model is proposed in this paper. Various features of
URL and web page are used for effective classification. SVM is trained by using
these features and further tested. The proposed model is analyzed using precision
and recall metrics. The experimental results exhibit optimized results by using this
proposed approach.

Keywords Support vector machine · Focused crawler · Feature extraction · Web
page classification · Uniform resource locator

1 Introduction

Web pages are the source of information exchange in today’s world. For example,
many firms can publicize their stocks and sales through web pages. If any person
has interest in football match, they can watch matches live on web pages. All the
web pages are gathered by the help of web crawler [1]. It is a tool that searches for
a specific subset of the web rather than exploiting all regions of the web.

There are many search engines provided to users for searching the set of keywords
likeGoogle. The search engine serves as a tool that providesmany desiredweb pages.
Typical search engines use only keyword searching for web page classification. They
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Fig. 1 Taxonomy of supervised classification methods [2]

may give irrelevant web pages and unrelated links. Many machine learning methods,
supervised and unsupervised exist in literature. Supervised algorithms are used to
train machine learning task for every input with corresponding outputs, whereas
unsupervised algorithms are performed over machine learning task with a set of
inputs which in turn gives relationships between different inputs. Figure 1 represents
the classification of supervised learning algorithms.

This paper presents a novel web page classification framework that uses SVM
as a classifier. SVM classifies the samples using an optimal hyperplane. An optimal
hyperplane is determined by the samples closet to it and not bothering any other
sample called support vectors.

The rest of this paper is organized in the following manner. Section 2, presents an
overview of SVM framework and its types. Section 3 presents the literature survey.
Section 4 explains the proposed model of SVM web page classification model. The
SVM classification method is explained in Sect. 5. In Sect. 6, experimental results
are presented. Then, conclusions are explained in Sect. 7.
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2 Support Vector Machine

2.1 Overview

Support vector machine is a supervised machine learning algorithm and can be used
as classification and regression model. SVM was introduced by Vapnik and Chervo-
nenkis [3] in 1963. In 1992, Vapnik suggested nonlinear classification with the help
of kernel trick [3].

SVM can be used for classification or regression by forming a hyperplane or a set
of hyperplanes. During the training of SVM quadratic problem arises, this problem
can be solved by sequential minimal optimization (SMO). Therefore, SMO is used
for training of SVM.

2.2 SVM Working

In learning a classifier for binary classification, given a set of training samples in the
form

(p1, q1), . . . , (pn, qn)

The input features pi ∈ R are usually d-dimensional vectors describing the prop-
erties of the input example, qi are either −1 or 1 each of them are indicating a class
which belongs to pi . Equation (1) represents the hyperplane that can be used to
distinguish the sample sets in SVM where w is the optimum weight and b is the
excursion.

w ∗ p + b = 0 (1)

Figure 2 demonstrates the linearly separable case where samples of one category
are portrayed as “z” and samples of other category is portrayed as “•” [4]. These data
points are separated by a hyperplane. There is the number of possibilities of drawing
a hyperplane but according to SVM methodology, only one optimal hyperplane is
selected. An optimal hyperplane lies between maximum margin, i.e. d1 + d2 and
determined by the samples closest to it and not bothering any other sample. As
support vectors determine the optimal hyperplane, the maximal margin can be found
by minimizing 1

2‖w‖2, as shown in Eq. (2)

min

{
1

2
‖w‖2

}
(2)

An optimal hyperplane can be configured by minimizing (2) under the constraint
of (3)
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Fig. 2 Optimal separating hyperplane [4]

qi ∗ (w ∗ pi + b) ≥ 1,∀i (3)

By the use of kernel functions, hyperplane can be optimized for nonlinear cases
too. SVM can be used for nonlinear cases, by implementing the kernel functions. The
implicit mapping (φ(.)) of the input samples (pi , p j ) to high-dimensional feature
spaces by the use of kernel function is illustrated in Fig. 3. Hence, the kernel function
is given by Eq. (4):

K (pi , p j ) = 〈
φ(pi ).φ(p j )

〉
(4)

Fig. 3 Mapping of input space to high-dimensional feature space [4]
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3 Related Work

There are many machine learning methods for classification purpose and SVM is
popularly used for different kinds of classification and documented as the best clas-
sification algorithm [2, 5, 6]. The best training characteristic of SVM is implemented
by SMO that helps in finding an optimal hyperplane and hence results in highly
accurate classification in most applications. In this paper, SVM is used for web page
classification and features are extracted from the content of web page.

Joachims [5] used the technique in which documents are transformed to strings
of characters. Information gain is the criterion used to select subsets of features. It
analyses the properties of learning with text. SVM attains the considerable enhance-
ments over the best-performing methods and results in a vigorous manner over a
variety of many learning tasks.

Basu et al. [6] compared different algorithms used as text classifiers, classifying
news items and identifying a reduction in feature set that helps to improve the results.
It is observed that artificial neural network is more complex in terms of computation
than SVM algorithm.

Kan et al. [7] used URL features like length, orthographic features, sequential
Bi-, Tri-, 4-grams, URI components, entropy reduction for web page classification.
Resulting feature is used in supervised maximum entropy modelling. The research
says that lower the entropy more meaningful URL will be found.

Chen et al. [2] proposed a web page classification model which consists of two
methods, i.e. latent semantic analysis (LSA) and web page feature selection. These
methods are used to extract semantic and text features. To improve the performance
factor, they have used feature selection criteria and a similaritymeasure and its evalu-
ation. It works for both small and large data sets. The problem of linear inseparability
can be resolved by selecting an appropriate kernel function.

Wang et al. [8] proposed a focused crawler based on naïve Bayes to find the
relevant pages according to the research. They use reinforcement learning to train
the crawler and naïveBayes classifier is used for evaluating the class of newwebpage.
The importance of the word in link context is calculated using TF-IDF vectorization.
It is observed that it has better performance than PageRank crawler. But this focused
crawler can only be applied on the small datasets.

Lee et al. [4] proposed a text document classification framework that uses SVM
in training phase and Euclidean distance function in the classification phase. This
framework has a very low impact on the implementation of different kernel func-
tions and parameter c. C is the parameter that controls the influence of each support
vector. The classification decision is based on the category that has the lowest aver-
age distance (Euclidean distance) between support vectors and unknown data point.
Parameter C does not have a great impact on SVM because each feature is unique.

Selvakumar et al. [9] proposed technique that increases the efficiency of the
crawler by using the anchor text of links and by checking the revisit policy. This
technique is able to manage large spaces of features and high generalization ability.
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In result, this makes the SVM more complex that in turn demand for high time and
memory ability.

Shafiabady et al. [10] describe a methodology that uses self-organizing maps
(SOM) and alternatively does the clustering by using the correlation coefficient
(CorrCoef). They are eliminating the effect of curse of dimensionality. SOM and
CorrCoef are used for organizing and labelling the unlabelled data. The proposed
clustering technique is able to match the actual human data with a high degree for
accuracy.

Several research gaps observations have been made through the literature review,
few of them are discussed here. Traditional crawling methods require huge amounts
of time and cost. In web page classification, to reduce the dimensionality of feature
space, there is always a need to select best feature subsets. Most of the researchers
have worked on small datasets. The classified model should work in such a way that
it categorizes the entailed web pages in an effective manner such that the desired
web pages can be extracted time efficiently. This optimizes the existing models
and classifies web pages effectively. Therefore, the main objective of this paper is
to propose a framework for web page classification that uses SVM-based focused
crawler model.

4 Proposed SVMWeb Page Classification Model

Various Indian universities associate with Indian academicians working for univer-
sities across the globe. Generally, when searching for the names of these Indian aca-
demicians from a domain, users are engrossed in particular web pages/topics within
that domain, such as Harvard University domain has web pages of faculty, Ph.D., or
alumni, events, curriculum and student details [11]. The users are mostly interested
in faculty, Ph.D. and alumni web pages. However, searching specific names from
aforementioned web pages takes a lot of time. Thus, to lessen the time, proposed
approach classifies the desired topics/web pages in a particular domain.

The proposed approach aims the web page classification using SVM-based
focused crawler. The workflow of the proposed approach is shown in Fig. 4. It is
divided into two modules:

4.1 URLs Screening

Crawled URLs of particular university are taken as input. All the URLs are being
preprocessed and learned under the algorithm. Features are extracted from URLs’
text by finding TF-IDF values and treated as training input for SVM classification
system. Then, the classification decision-making modules classify the URL into two
categories, i.e. relevant URLs and irrelevant URLs. Relevant URLs are related to



Support Vector Machine-Based Focused Crawler 679

Fig. 4 Workflow for the proposed model

certain domains like department, faculty, alumni, Ph.D. scholars, whereas irrelevant
URLs are the remaining ones. Algorithm 1 illustrates the algorithm of the URL
screening approach.
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Algorithm1. Algorithm for URL Screening
Input: URLs list of university u, Labelled data lb
Output: list of URLs related to faculty 
for each URL u in the given list do   //Preprocessing Phase
 Tokenize (u); 
 Stemming (u); 
 Final_token = Remove_stopwords (u); 
If (final_token in Bag_of_words) do  //Labeling 
 Label_URL = 1 
Else do 
 Label_URL = 0 
For each Labelled data ld in the list of URLs do  //Learning Phase
 Apply filtered classifier (ld) 
 Apply SVM classifier (ld) 
                    X_train, X_test, y_train, y_test = cross_valida on.train_test_split(X, y, test_size=0.2) 
                    Classifier = SMO 
                    Classifier.build (ld) 
                    Classifier.fit(X_train, y_train) 
 Train_URLs(ld) 
for each new URL u in the given list do   //Predic on Phase
              Repeat the preprocessing phase for u 
              Use the saved model for the predic on. 

Algorithm 2. Algorithm for Web page classifica on 
Input: list of filtered URLs u, list of names fetched_names, cross valida on data 
Output: list of URLs containing Indian names  
for each URL u in the given list do  // Preprocessing Phase
 Tokenize (u); 
 final_token = Tagging (u); 
if (final_token == “PERSON”) do 
  create list as fetched_names 
for each fetched_names in list do 
 if (fetched_names NOT in dic onary) do 
  create list as modified_names 
for each modified_names in surnames_list do     // Labelling 
 if (modified_names in surnames_list) do 
  Label_URL = 1 
 Else do 
  Label_URL = 0 
For each Labelled data ld in the list of URLs do  // Learning Phase
 Apply filtered classifier (ld) 
 Apply SVM classifier (ld) 
                    X_train, X_test, y_train, y_test = cross_valida on.train_test_split(X, y, test_size=0.2) 
                    Classifier = SMO 
                    Classifier.build (ld) 
                    Classifier.fit(X_train, y_train) 
                    accuracy = clf.score(X_test, y_test) 
 Train_URLs(ld) 
for each new URL u in the given list do  // Predic on Phase
              Repeat the preprocessing phase for u 
              Use the saved model for the predic on. 
              Use the saved model for the predic on. 
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4.2 Web Page Classification

All the screened URLs are considered as seed URLs for further module. Now, seed
URLsare beingpreprocessed and learnedunder theSVMalgorithm.Firstly,webpage
content is extracted and this content is tagged so as to find names from the web page.
Then, extracted names are matched with list of Indian surnames. All these filtered
names are processed and converted into numeric by finding each TF-IDF values.
Then, these are considered as features and they are trained under SVM classification
system. Afterwards, the classification decision-making modules classify the URL
into two categories, i.e. relevant pages and irrelevant pages. Relevancy of a page is
considered when Indian name is found in a web page. Algorithm 2 illustrates the
algorithm of the web page classification approach.

The proposed approach involves SVM classification system that consists of three
phases: preprocessing phase, learning phase and prediction phase. These phases are
described in further section. Section 5 elaborates the working of all phases in brief.

5 SVM Classification System

The proposed workflow of SVM classification is shown in Fig. 5. It is divided into
three phases:

5.1 Preprocessing Phase

Before extracting features of webpage, preprocessing of web page should be per-
formed. Preprocessing phase consists of removal of HTML tags, tokenizing of words
and stemming.

Removal of HTML tags. Mostly, web pages are formulated in HTML. HTML
has open and closed tags represented by ‘<’ and ‘/>’. They create the hindrance in
analysis. Therefore, HTML tags were removed to prevent interference and text is
retained where needed.

Tokenization. Tokenization ofwords is done over the text extracted fromwebpage
content. After tokenizing, the following operations are performed:

• Some of the repetitive words are considered as stop words. Stop words like a, an,
the, of, is, am, are and many more. They increase the data size and increase the
processing time. To avoid this, stop words are removed where required.

• It reduces the inflected words as many of them have the same meaning and are
repeated and increases the data set size. To avoid this, stemming of words are
performed where and when required. For example, graduates, graduating reduces
to graduate, and applies, applying, apply, applied all reduces to apply.
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Fig. 5 SVM classification system framework

Tagging. After tokenizing, all words are tagged as proper noun, singular (NNP),
predeterminer (PDT), adverb (RB), verb (VB) andmanymore. Tagging is performed
to find names easily which comes under person tag.

5.2 Learning Phase

After processing of data, these tokens are used for labelling. Labelling is done by
comparing them with some bag of words. Bag of words contains important words
related to department, faculty, alumni, post-graduates and many more. Then, system
gathers web pages’ content for features. These features include number of keywords,
frequency of a word in a document, TF-IDF vector of these words. This processed
data is given to filtered classifier as input. Under filtered classifier, SVM classifier is
applied to train the processed data.
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5.3 Prediction Phase

When a new document has to be predicted, again its features are extracted accord-
ingly. Using the prediction model (estimator algorithm), prediction is performed.

6 Result Analysis

This section narrates the design experiment of the model to test the performance of
SVM web page classification. The experiments are reported below:

6.1 Experiment Environment

The experiment uses Core i5 2.50 GHz computer with 4 GBRAM. Input is generated
using python language on Windows 8.1 Professional operating system. The lexicon
is stored in text format. A tool,Weka, is used for classification.Waikato Environment
for knowledge Analysis (Weka) has a group of machine learning algorithms. SVM
is implemented using this tool.

6.2 Dataset

Crawled URLs are classified as relevant and irrelevant. These URLs are of foreign
universities, i.e. Harvard and Lancaster. The University domain has different inter-
linked domains like faculty, student, alumni or events related. There is need to classify
them according to the need of domains. For the cross validation, there is a random
selection of training set and testing set from samples.

6.3 Performance Evaluation

In the experiment, dataset is having four possible outcomes as shown in Table 1.
Precision and recall values are analyzed to evaluate the performance of the
experiment.
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Table 1 Four possible outcomes of classification

Predicted class

System does not classify
to correct category

System classify to
correct category

Actual class Does not belong to
category

True negative False positive

Belongs to category False negative True positive

6.4 Result

The foreign university URLs are treated as dataset and used for training and testing
purpose. The datasets are processed through the vectorization step that transforms
each URL or URL content into numerical format. This representation of dataset in
numerical form fulfil the requirement of SVM, since all the machine learning meth-
ods require the vector space model and accept only numerical data to perform their
tasks. Apart from data transformation, preprocessing steps also reduces the dimen-
sionality of the dataset. The output details of URL screening process is mentioned in
Table 2. Although, the final goal is to minimize the intervention of humans in training
and classification process. After the screening of some URLs, all the relevant URLs
of this classification are the input of next classification module, i.e. web page classi-
fication. In this experiment, cross validation is performed using SVMwith ten-folds.
Confusion matrices are obtained during the web classification process and shown in
Table 3 with respect to their datasets. Confusion matrix illustrates the performance
of a classification model on the dataset.

At last, web page classification is performed to find URLs containing Indian
names or not. The results are shown in Table 4.

Table 2 Four possible
outcomes of classification

Dataset Samples Class

Train Relevant URLs Irrelevant URLs

Harvard 10,000 1766 8234

Lancater 10,000 5337 4663

Table 3 Details of cross
validation

Dataset Folds Confusion matrix

Harvard 10
[
2628 34

7 7336

]

Lancaster 10
[
1347 242

58 3434

]
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Table 4 Details of web page
classification

Dataset URLs Relevant URLs
(Indian names
found)

Irrelevant URLs
(Indian names not
found)

Harvard 1766 361 1404

Lancaster 5337 1309 4028

Table 5 Comparison
analysis

Dataset Machine learning Precision Recall

Harvard SVM 0.938 0.846

Naïve Bayes 0.862 0.828

Lancaster SVM 0.94 0.94

Naïve Bayes 0.82 0.78

6.5 Comparative Analysis

Comparative analysis is done over different supervised machine learning algorithms.
The best-supervised algorithm is SVM for classification purpose. SVM gives better
results compared to naïve Bayes for two datasets as shown in Table 5.

7 Conclusion

This paper discusses the need for creating a database of Indian academicians extracted
from foreign universities. For this, SVM classification approach is reported to have
good accuracy compared to others. In web page classification, there is a need to
select best subsets of features to reduce dimensionality of feature space that will
improve the time and efficiency of the classifier. To solve this issue SMO has been
implemented on dataset using weka. This gives a fair binary classification in finding
web pages having Indian names. The experiments show, this classification approach
gives a satisfying precision value. To have more accuracy in the results, there is a
need to give large training data set to the algorithm.
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Indoor Object Tracking Using Wi-Fi
Access Points

Vinit Asher, Hardik Thakkar, Suyog Tambe and Prasenjit Bhavathankar

Abstract With the rise of newanalyticalmethods to track andpredict various aspects
of our lives, gathering data is as important as ever. The way an object moves indoors
is an important aspect in terms of crowd flow management, retail marketing, and
security fields. Wi-Fi has become a ubiquitous standard with almost every indoor
space having some form of Wi-Fi device. This existing infrastructure is put into
service to track an object based on received signal strength values. Received signal
strength values from different access points form a unique fingerprint which can be
used to recognize a location on the map. In order to make the system adaptive to
change and drift in fingerprints, deep learningmethods are used to convert the system
from a static to a dynamic system. The proposed neural network model has the error
of 1.3m for predicting the x-coordinate and 1.8m for the y-coordinate in the given
experimental setup.

1 Introduction

Global positioning system (GPS) has become the de facto standard for providing
navigation and tracking services. GPS works well when there is a direct line of sight
between sender and receiver. The accuracy of GPS increases as the number of satel-
lites, it gets its signal from, increases. The ultra-high frequency (UHF) signals used
byGPS also face disturbances due to otherUHF sources. Also,GPS struggles indoors
due to the construction materials like concrete not being conducive to transmission
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of radio signals. Hence, to get a viable solution indoors, alternatives such as cell
towers, Bluetooth beacons, ZigBee, and radio frequency identifier (RFID) have been
proposed for indoor tracking. But, they each have their own drawbacks and have not
managed to find a uniform and consistent way of implementation. However, Wi-Fi
is an exciting prospect to fill this gap, as it is already present in most places and
characteristics of various Wi-Fi bands are standardized and well defined.

With the advent of data analysis, various insights about object movement inside
buildings can be analyzed.More the data is collected about movement patterns inside
building, the more improvement can be brought in how the building is designed.
Especially, commercial spaces can have huge advantages from a system to track
people indoors. Navigation inside commercial spaces has potential of giving better
visibility to all shops regardless of their location. How people move inside building
can also give a better idea on which shop locations are more lucrative, and which
advertising locations can get most exposure. As an attempt to make the surroundings
more inclusive to differently abled people, an indoor positioning system can help
them navigate easily inside large buildings. Assets can also be tracked inside the
building, to prevent their theft and easy location of the asset. Home automation is
also a use case for indoor tracking system.

The amount of variation in type of indoor environments which can be encountered
is one of the hurdles in designing such a system. Indoor environments are always
changing, density of crowd changes depending on time of the day; similarly, the
layout of thefloor canbe changedover time too. Sincebehavior ofWi-Fi signals varies
in different environments, with signal attenuation and multi-path fading playing a
major role in defining the signal strength at a particular location, it is difficult to
predict how these changes will affect the signal received at a indoor location.

Along with accuracy of the indoor tracking system, effort must also be taken to
make it as unobtrusive as possible and as intuitive as possible.

Machine learning has been applied to areas where an inherent pattern can be
explored and used in efficiently solving a problem. A case can be made for using
machine learning techniques to classify current location of object from the signal
values reported or to use a neural network to predict the current location.

This paper is divided into sections as follows, Sect. 2 gives a concise idea about
related research which has been performed for indoor object tracking. Section3
contains the proposed system where the problem at hand is formulated. Section4
contains the results and Sect. 5 concludes the paper.

2 Related Work

Object tracking problem has been approached in many different ways, with methods
differing in terms of how they approach the three major components of any tracking
system, technology used for tracking, representing the environment in the system,
and calculating current location.
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Choice of technology depends on environment as well as cost factors. LAND-
MARC proposed in [1] used active RFID tags as reference points while calculating
current location. It tries to overcome the problems of traditional RFID reader by
performing scans at eight power levels. However, the latency is traded for accuracy
with the system requiring more time to detect the accurate location. Also, RFID suf-
fers from high disturbances in case of environments with large quantities of metal.
Bluetooth is another choice due to its popularity in consumer electronics. In [2, 3],
authors have made a case for low-energy Bluetooth beacons to be used for indoor
location tracking given their popularity and low-energy needs. Bluetooth requires
lower power than Wi-Fi at the mobile node. However, Bluetooth requires dedicated
beacons which only serve one purpose. It is a trade-off between power and versatil-
ity. [4–6] show the variety in which Wi-Fi-based indoor localization system can be
made. Not only are the aforementioned systems accurate, they do so while utilizing
the existing hardware. Wi-Fi has a higher range than most other alternatives. [7] for-
mulates the number of reference points required for a stable RSS reading depending
on obstructions which are expected to be present in environment. Among findings
in [8], it is shown that multiple APs working on same frequency do not have a neg-
ative effect on the reading. Hence, having a dense network of APs is possible. The
existing infrastructure availability is the major advantage Wi-Fi has over competing
techniques.

Generally, to represent the environment, two categories of solution can be used
either a fingerprint-aided system or a purely model-based system. Fingerprinting, a
process by which a unique value is associated with a location on a map, has been
widely used in indoor tracking systems. The location fingerprints are collected by
performing a site survey of the received signal strength (RSS) from multiple access
points (APs). The entire area is covered by a rectangular grid of points. The RSS
is measured with enough statistics to create a database or a table of predetermined
RSS values on the points of the grid. The vector of RSS values at a point on the
grid is called the location fingerprint of that point [9]. In [10], authors have surveyed
a collection of various mathematical models which can be used to track an object.
Features of received signal like angle of arrival, time of flight, and time difference
of arrival help determine where the object is currently.

K-nearest neighbors (KNN) is a popular algorithmwhich relies on the onlineRSSI
to obtain the ‘k’ nearest matches (on the basis of off-line RSSI measurements stored
in a database) of the known locations using root mean square error (RMSE) [10]. But
the good performance of KNN is highly dependent on the metric used for computing
pair ware distances between data points [11]. Trilateration determines the position of
node from intersectionof 3 circles of 3 anchor points that are formedbasedondistance
measurements between its neighbors [12]. However, trilateration requires more than
3 anchors for getting a confident prediction.More recently, 802.11mcWi-Fi standard
has added round trip time (RTT) support which is based on finding distance fromAPs
based on time required for a packet to complete one trip between AP and mobile.
Artificial neural networks (ANN) are also fit for this task as shown in [13, 14].
With availability of deep learning libraries for deployment on mobile devices, neural
networks have potential of providing high accuracy in dynamic environments.
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3 Proposed System

In the following section, the proposed object tracking system to find the location of
user based on the RSSI values from the available access points is described.

3.1 System Block Diagram

Figure1 shows the block diagram of proposed system. A Wi-Fi enabled object is at
the core of the system. The object collects the RSSI values from various APs. The
object is connected to either Intranet or Internet fromwhere it can fetch the map data.
For the initial call, to select the map, current RSSI readings are sent to the server.
Once the map is downloaded with the pre-trained model of the floor, the object itself
can calculate its current position. Current position is calculated by passing the current
RSSI readings into the neural network model.

3.2 Off-line Fingerprinting and Database Description

The off-line phase is very crucial step of the process as it is required to collect the data
for training the system to predict the actual location of the user in real time. In the
off-line fingerprinting phase, the system has to be calibrated with respect to a single
AP considering it as an origin. The RSSI values from different AP’s are recorded
automatically and the coordinates (x, y, z) are stored with respect to the point which
is calibrated as origin. This process of taking reading has to done continuously till the
complete area of interest is covered at least once. This process is very tedious and to
amplify the performance, the readings at a certain point are taken multiple times by
taking the readings from the AP’s automatically. These extra scans for RSSI values at
the same point help in training the model well and reduce the error in predicting the
position of object accurately. The Dataset is created by all these RSSI values which

Fig. 1 System block diagram
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are collected by fingerprinting this dataset is then used to predict the coordinates of
the receiver in real time. The dataset has the following attributes—

X—The x-coordinate based on the grid
Y—The y-coordinate based on the grid
Z—The z-coordinate (basically the floor number)
AP’s—RSSI from different access points.
The data from all the AP’s is saved in separate columns.
Some preprocessing is required on this dataset as there are various factors which

affect the RSSI values. One common issue which is faced is the RSSI values are
negative values which converge toward 0 as the distance between the AP and the
receiver decreases. Also, during fingerprinting, if theAP is far away or signal strength
is reduced due to obstacle between the receiver and AP it is possible that the receiver
saves 0 for such values. This causes problem if no preprocessing is done. Ideally,
even if the Euclidean distance between the AP and the receiver is 0 the RSSI never
becomes 0 it is always negative. Thus, to clean the dataset, zeros in the dataset are
replaced by 100. This value is arbitrary and signifies that no signal was received at
that location from a particular AP [15]. These steps have to be completed before
proceeding to feed the neural network with the RSSI values from all the AP’s.

3.3 Regression Using Deep Neural Network

The main idea is to implement regression on the data and predict the actual position
of the user with respect to the grid at given point of time. The received RSSI values
at any location are used to predict the x, y, and z coordinates based on the grid in
real time. After the data is preprocessed, the RSSI values from the access points are
feeded to the neural network as shown in Fig. 2. The neural network shown gives
the coordinate value as the output and thus there are three similar networks for all

Fig. 2 Neural network used in the model
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the axes. All the axes are trained separately with the RSSI values and thus it is the
network with 1 input layer, 5 hidden layers, and 1 output layer for each axis. The
deep neural network used for regression has variable number of input layers. This
number is dependent on number of access points used to design the system (This
varies from system to system based on requirement). The output layer consists of
the 1 output neuron with linear function. This structure is same for all the axes. Each
hidden layer is a dense layer and thus all the neurons in the layer get the input from
all the previous layers. There are a total of 5 hidden layers with 32 and 64 neurons
alternatively. The final hidden layer has 70 neurons. The output layer has a linear
activation (as regression is done) and a single neuron to predict the value of the
coordinates.

All the hidden dense layers have the advanced leaky rectifier linear unit
(‘LeakyReLU’) as the activation function which helps in mapping between the input
and the output variables.

3.3.1 Mathematical Analysis Deep Neural Network

Activation function—LeakyReLU or leaky rectified linear unit is used for the sys-
tem. It is the advanced version of the rectifier linear unit. Both these functions are
explained in detail later in the section. The primary purpose of the activation function
is to add nonlinearity to the model and learn from previous results. The process of
backpropagation [15] is possible because activation functions update the weight and
the bias depending on the output of the previous losses.

Mathematically, rectified linear unit (Fig. 3) is given by—

F(a) = max(0, a) (1)

Fig. 3 Rectifier linear unit
(RELU)
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Fig. 4 Leaky rectifier linear
unit (LeakyReLU)

F(a) =
{
0, if a < 0.

a, otherwise.
(2)

Range:[0 to ∞)

F(a) is the RELU Function.
Along with the simplicity, there is also a drawback of this function—it may

sometime render a neuron dead. There could be a certain weight update that could
possibly cause the neuron to deactivate forever and thus a better version of RELU,
that is, the LeakyReLU is used in the system. Figure4 represents the LeakyReLU.

Mathematically, Leaky rectified linear unit is given by—

F(a) = max(δa, a) (3)

F(a) =
{

δa, if a < 0.

a, otherwise.
(4)

F(a) is the LeakyReLU function
Delta (δ) here is a small constant ( 0.001). This small value increases the range

for rectified linear unit to
Range : (−∞ to ∞).

LeakyReLU has proved to be much reliable in recent times. Also, RELU or its
variants are used because they generally converge faster [15].

Optimization function—This function generally help to minimize or maximize
the error function which is a function that depends on the models parameter use to fit
the training data to receive the line of best fit (considering the regression problem in
this system). The proposed system uses the ‘RMSprop’ optimizer, this is very similar
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to the gradient descent with momentum but the calculation of the gradient varies in
the two approaches. The RMSprop reduces the vertical fluctuations, which helps us
to reach the global minima faster.

The updates done by RMSprop for each parameter are done by the following
equations.

vt = λvt−1 + (1 + λ) ∗ G2
t (5)

Δwt = − γ√
vt + ε

∗ Gt (6)

wt+1 = wt + Δwt (7)

λ is hyperparameter generally set to 0.9, It has to be tuned as needed.
γ is the initial learning rate.
wt is the weights at time t.
Gt is gradient at time t.
vt is exponential average of square of gradients. The epsilon (ε) is used so that

the equation is never accidentally divided by zero. Also, as seen RMSprop indirectly
works like simulated annealing.

The loss or error function—In case of regression the error function generally used
is ‘MSE’which stands formean squared error. A quality of amachine learningmodel
is determined by the value returned by the loss function. If the value is high means
there is a lot of deviation in the predicted value when compared to actual value. There
are many types of loss functions which can be used. The proposed system uses mean
squared error (MSE) and mean absolute error (MAE).

As the name suggests the mean squared error is the mean of squares of difference
between actual value and predicted value.

The mean absolute error is the mean of absolute values of the difference between
the predicted values and actual values.

4 Results

The regression algorithm used in system for predicting the position and metrics like
MSE and MAE were used to check the validity of the model the results of which are
tabulated in Tables1 and 2.

Table 1 Mean square error – Validation loss Training loss

X-coordinate 1.3m 0.82m

Y-coordinate 1.8m 1.85m



Indoor Object Tracking Using Wi-Fi Access Points 695

Table 2 Mean absolute error – Validation loss Training loss

X-coordinate 0.96m 0.67m

Y-coordinate 1m 0.922m

Fig. 5 Floor plan

These results are based on readings taken in Sardar Patel Institute of Technology,
Mumbai. The complete details of the experiment are further explained.

The RSSI values were collected by using an android device with a personalized
application which had the features of scanning for access point and storing the basic
service set identifier (BSSID) for getting the RSSI values from it at the different
locations. The experiment was done with a total of five access points. One access
point was considered as the origin and all the values for the position of the user
were taken with respect to the origin. The floor was divided into the grid of 0.5m x
0.5m squares and fingerprints from these five access points were recorded at several
different locations within the area of concern. Figure5 illustrates the example of the
floor plan (Area of concern).

The data was then collected manually by going to different coordinates of the grid
(yellow dots in Fig. 5) and take readings for RSSI values at those points. The final
dataset generated had a total of eight columns—X, Y, Z*, AP1, AP2, AP3 and about
400 tuples. The number of columns is generally variable as it is based on the number
of access points that are configured to determine the location of the user. Here, five
APs were used to find the position, this number is arbitrary and may vary depending
on the size of the area to be covered and accuracy expected for determining the
position of the device in space.

Initially, dataset contained many null RSSI values due to weak signal strength and
also due to the incapacity of the receiver to continuously scan for the access points.
Both these issues were solved to some extent by the idea of automatically taking a
number of readings at the same location and preprocessing the dataset as explained
previously in 3.2. Figure6 shows the structure of the dataset. In the final step of the
preprocessing stage, the data is split into train and test set in the ratio of 8.5:1.
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Fig. 6 Dataset

Fig. 7 Loss function
(x-coordinate)

*Note—z was kept constant throughout the experiment as it signifies the floor
number and experiment was performed on a single floor. And thus, all the values of
column z are 0. The model was not trained for z-coordinate in the experiment.

After the split, the model was compiled and fitted to get the best curve to predict
the location. In the training process, hyperparameter tuning resulted in different
parameters for training the neural network for x- and y-coordinate. The training of
x-coordinate was done with 1000 epochs and batch size of 21 to get the best loss
value for the testing and the training dataset. Figure7 shows the error reaching to 0
for both test and train set at 1000 epoch.

For the y-coordinates, the parameter is different only 195 epochs with batch size
18 were needed to reach the least error value. Figure8 shows the error function.

The testing data along with the predicted data is plotted in Fig. 9. The orange dots
are the points where data was collected. Green points are the testing data and the
blue points are the points predicted by the model.

The MSE and MAE which were calculated using this network are being used as
evaluation metrics. The validation loss is the equivalent loss obtained on the test set
when the best loss value is calculated on the train set. Whereas, loss on the training



Indoor Object Tracking Using Wi-Fi Access Points 697

Fig. 8 Loss function
(y-coordinate)

Fig. 9 Actual versus
predicted location

set is also mentioned in the table these are the losses found when the best weights
are found for the network.

5 Conclusion

As described in the table above, thismodel can be used to predict the location. The co-
relation between the number of AP, their position, and accuracy is still uncertain and
can be found in the future experiments. The system can be modified for various use
cases blind navigation, crowd flow management, warehouse management, etc. The
system further will be updated to have a grid-based agent trained by reinforcement
learning.
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Crime Analysis and Prediction Using
Graph Mining

A. G. Sreejith , Alan Lansy , K. S. Ananth Krishna , V. J. Haran
and M. Rakhee

Abstract Crime investigation and counteractive action is a deliberate methodology
for distinguishing and examining examples and patterns in crime. Our framework
can foresee regions which have a high likelihood for crime event and can predict
crime-prone regions.With the expanding approach ofmechanized frameworks, crime
information investigators can help the law authorization officers to accelerate the
way toward identifying violations. Utilizing the idea of information mining, we can
extract beforehand, uncertain valuable data from unstructured information. Crimes
are a social aggravation and cost our general public beyond all doubt in a few different
ways.Any study that can help in explaining crime quickerwill pay for itself. About 10
percent of the criminals carry out about half of the violations. Here we utilize graph
mining techniques for gathering information to distinguish the crime instances and
accelerate the way toward enlightening crime. Graph mining is done with the help
of identifying the structure of the graph to obtain frequent patterns of information.
With the help of graph database, we could store the past criminal records and infer
important information from it. Our project aims to store the data in a graph database
and try to determine the important patterns on the graph which can be used to predict
the regions which have a high probability of crime occurrence and can help the law
enforcement officers to enhance the speed of the process of solving crimes.

Keywords Graph mining · Crime analysis · Graph database · Neo4j

1 Introduction

Graph mining is employed to find helpful patterns from a piece of graph-structured
information. The graph contains a set of nodes interconnected using edges which
might be used to show the relation between the information and entities. Graphical
illustration of any information provides an additional convenient and effective way
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to analyze the relationship between the data and entities using graph mining. We
extract patterns from the graph through which we can analyze the contents and get
useful data from it. For performing the graph mining, we first need to create a graph
database of existing records. For creating the graph database, we can use many graph
database platforms. We are using Neo4j as it is easy to use and provide drivers for
many languages and have very good cypher query language. After creating the graph
database, we need to extract the data from it using the API of the database to perform
the analysis. Here, we are using R programming language for graph analysis as it is
simple and easy to use and have many predefined packages for graph analysis like
igraph in which we can find out frequent patterns and perform different centrality
measurements for finding frequent crimes, crime-prone areas, and major people
influencing in the crimes.

2 Crime Analysis and Graph Mining

Graph mining is the process of finding out frequent subgraphs present in the input
graphs and finding useful information from it. Graphs are easy to understand, and
mining using graphs is more efficient and faster than normal data normal statistical
mining methods. Analysis is done by finding the frequent patterns and by analyzing
different centrality measurements. Crime data is best suited to be represented as
a graph as it contains different relationships among the data entities like people,
incidents, vehicles, etc., and relations are there in the data which forms a complex
graph patterns when represented as a graph, and we can perform analysis on it easily
for getting the useful data out of it.

2.1 Advantages of Using Graph Mining

The techniques based on graph mining are effective and efficient in comparison with
the other statistical data applications. It has awide range of applications in the regions
of law requirement, e-advertising, health and medical industry, educational training,
bio-informatics, agriculture, and so on.

2.2 Disadvantages of Using Graph Mining

With greater advantages of graph mining, it also have some disadvantages like as the
data grows, the mining algorithms should be as efficient as to quickly process the
data, graph mining is in its early stages and the algorithms developed needs more
refinement for it to be used with large data, and with datasets with very less number
of relationships, graph mining is not very efficient.
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3 Familiarization of Tools

3.1 Neo4j

Neo4j is a graph database management system developed by Neo4j, Inc. It is the
most popular graph database according to DB-Engines ranking and is the 22nd most
popular database overall. [12] In Neo4j, data is stored as nodes and relations between
the data as an edge. Each edge and node can be given as many numbers of attributes
as needed. Both edges and nodes can be labeled. These labels help to reduce the
number of searches. The graph data of Neo4j is stored as record files on the disk.
To increase the retrieval speed, it uses the two-layer mechanism of caching, namely
file system cache and object cache. Every node holds only their first reference to the
relationships. Transactionmodules contain a transaction log and transactionmanage-
ment which ensures that transactions are ACID. The system clustering capabilities
are characterized by a module called HA module [12].

3.2 R Programming Language

R is a programming language and environment used for statistical computing and
graphics. It provides a variety of statistical (linear and nonlinear modeling, classical
statistical tests, time-series analysis, classification, clustering) and graphical tech-
niques and is very much extensible. It is a free software. The RStudio IDE is used
for R [13].

4 Related Work

Crime data mining uses graph mining techniques for crime analysis. Crimes can
be subdivided into many types based on different principles. There are eight crime
categories like traffic violations, sex crimes, theft, fraud, arson, drug offenses, cyber
crimes, and violent crimes [10].

Various crime data mining techniques are available currently. Some of the
most commonly used techniques include entity extraction, clustering techniques,
association rule mining, and sequential pattern mining and classification [10].

Criminal analysis methods like hot-spot detection, crime comparison, and visu-
alization of crime patterns are important [10]. A time-series is drawn between the
crime frequency and the time in crime pattern visualization, and some interesting
crime trends were identified from this. In addition to these steps, some other analysis
steps such as crime clock, outbreaks detection, and nearest police station detection
were also used [10].
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An intelligent crime detection system can be used to predict likely suspects for
a given crime. Five types of agents, namely message space agent, gateway agent,
prisoner agent, criminal agent, and evidence agent, were used for the same [10]. In
countries like England, the Police Department of Cambridge has performed a similar
one named Series Finder for determining the patterns in crimes [11].

4.1 Overview of Popular Graph Database

Talking about the graph databases in recent years, there has been a large number of the
high-performance graph database environment, such as Neo4j, Infinite, Graph, DEX,
InfoGrid, HyperGraphDB, and Trinity. Among all of them, Neo4j is the considered
mainstream of a Java-based open-source software. Its kernel is a very fast graphics
engine. It supports the recovery, provides two phases of the submission, and supports
for XA transactions and other database product features. Neo4j is a network-oriented
database, that is, an embedded, disk-based, fully transactional Java persistence engine
which stores data structured in networks rather than in tables [12].

5 Proposed Work

Graphs can be used to effectively analyze the data, and we intend to use the graph
database to store the criminal data and analyze it to check for different patterns in
the graph to show the regions having the high chance of occurrence of crime and
visualize the areas having a high crime rate. The first step would be to create a graph
database using the existing crime records and then analyze it to show the relevant
details. Our system could be used to easily visualize the entire database, identify
regions having a high crime rate, identify major criminals or gangs and also, the
crime patterns and similar crimes. Finally, we can generate a community graph of
criminals and identify their network.

5.1 Architecture Diagram

Figure 1 shows the system architecture, in which the user gives the crime data or
queries which then processed by the modules makes the graph database. A graph
database is used for further graph mining processes which then yield the necessary
output which is then processed by the output processing unit which produces the
output which the user needs, which can be shown as graphs or charts.

User inputs the data to the system as a CSV file of the records and can create
a database also users can give queries the system to get useful information, data
conversation system is used to convert the data to the form which is optimized for
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Fig. 1 System architecture

graph analysis. A graph database is used to store the data and to support the graph
mining module by supplying data through its API. Graph mining modules are used
to analyze the created graph database. Graph mining module will provide the inputs
to the output modules which will show the outputs to the user in the form of graphs,
charts, or the output to the user query.

5.2 Methodology

A graph database can be created using an open-source platform like Neo4j which is
very powerful and has its own query language called cipher to query graph database.
Figure 2 shows the data flow diagram of the system inwhich the inputmodule accepts
the input in CSV format which should be processed by the input module to make it to
format which can be accepted by the Neo4j for creating the database. With the help
of the Neo4j API, we can directly load the data to create the graph database. Here
the query from input module is taken by query management unit which converts the
normal query toNeo4j’s cipher query, queries the graph database, and gets the pattern
graph which is then given to subgraph mining unit, which mines the subgraph with
pattern matching approach which shows the crimes with the given pattern from the
database. Here Neo4j platform is the main module which is used to generate, query,
and control the graph database. Clustering is done with the help of R programming
language.With the help of clustering, the connection between the crimes and criminal
communities can be identified. Centrality measurements consist of mainly two types,
namely node centrality and betweenness centrality, which will tell the major type
of crimes and who are the major criminals in the area. The result processing unit
processes the results and generates the result according to the user query, and output
is shown. Graph mining techniques like centrality measurements which include the
degree centrality measures can be used to find out the node with maximum direct
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Fig. 2 Data flow diagram

links. Betweenness centrality is the number of times a node occurs on the shortest
path between a pair of nodes. In closeness centrality measure, the center of attention
is on the closeness of a node in the graph to all the other nodes in the graph. These
centrality measurements can be used accordingly to find out the major criminals
or gangs. Clustering techniques can be used to cluster the data and show criminal
community graph and networks. Subgraph mining can be used to identify the pattern
of a crime and find out similar crimes in the database.

6 Conclusion

The number of crimes is increasing day by day, and at the moment, we do not have
a mechanism to predict the most possible crimes happening in an area. Each crime
has a pattern. Mining patterns from the graph show the foremost possible crime in
a region. The techniques used for the processing as well as the prediction of data
can improve the performance, speed, and accuracy in the crime prediction process.
These procedures will successfully decide regularities in the crimes by breaking
down present and past criminal data and foresee future violations.
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7 Future Scope

To increase the quality of crime prediction system, one of the enhancements that
may be created is to develop the system as a mobile application. This might enable
the user to report the crime remotely as shortly as he observes one and eliminates
the requirement for a desktop system to report a crime. In future, system can enable
the user to register complaints online. Users will read the progress of their criticism
online. By the long-run technology, the user will read the case details and progress
of the complaints on their mobile phones. Techniques belonging to the informa-
tion mining and computing field might be incorporated into the system to build the
statement method even more practical and economical.
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Malicious Nodes in OBS Network
Dataset Using Gaussian Mixture Model
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Abstract In this study, we have followed a semi-supervised approach for the classi-
fication of optical burst switching (OBS) network traffics generated by the network’s
edge nodes. We used expectation maximization (EM) technique for Gaussian mix-
ture model (GMM) to obtain a probabilistic classification of the OBS nodes. For
this purpose, we used a trustworthy OBS network dataset from UCI machine learn-
ing repository. Preprocessing and principal component analysis were applied to the
dataset for arranging the data so that GMM can play its role fairly. Only 1% (10
samples) of labeled data from OBS dataset was used to initialize the parameters of
GMM and the rest 99% was used for testing performance of the model. We found
a maximum accuracy of 69.7% on the test data using just 1% labeled data with the
tied covariance type of the constructed GMM. The significance of this result is that
it shows the GMM can be used in classification of OBS networks and other similar
networks in semi-supervised way when one has very few labeled data and when
labeling a huge dataset is not feasible.

Keywords Gaussian mixture model (GMM) · Optical burst switching (OBS)
network · Clustering · Semi-supervised learning · Principal component analysis
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1 Introduction

Optical burst switching (OBS) network [1] is a relatively newnetworking technology.
It combines the optical circuit switching and optical packet switching in one system
of data transportation. In summary, in an OBS network, a sending terminal sends a
control packet ahead of the actual data packet. The control packet travels through the
network and allocates necessary resources for the upcoming data. Once the process
is complete, the data packet follows the path reserved by the control packet and
reaches to the destination. This system of all optical WDM data transportation, that
has opened a new door of multi-gigabit bandwidth utilization is prone to various
attacks. One notable attack is burst header packet (BHP) flooding attack. It is a
kind of denial of service attack. It happens when an edge node of an OBS network
maliciously transmits numerous control packets without sending any associated data
packet (also called data burst). As a result, the control packets (also called burst
header packets) reserve significant amount of resources which causes a denial of
service for other nodes of the network. That is why it is important to detect those
malicious nodes who are sending BHP without any associated data burst. Detecting
a malicious node in a network by analyzing network traffic is a very rich field of
research. Machine learning has been used to classify the traffic of various networks
[2]. Since the concept of OBS network is relatively new and it is not widely deployed
infrastructure, very few notable works exist regarding classification of OBS network
nodes/traffic using machine learning approaches.

Machine learning procedures can be divided into three types: supervised, semi-
supervised and unsupervised. In supervised machine learning, a large set of labeled
data is used to train and predict the classes. In unsupervised machine learning,
unlabeled dataset is trained and distinct clusters/groups are discovered. In semi-
supervised machine learning, a relatively small amount of labeled data and a large
amount of unlabeled data is used to train and predict the classes/groups of data.
Clustering is a type of unsupervised machine learning. Among the available cluster-
ing algorithms, Gaussian mixture model [3] is one. In many cases, the distribution
of the data in a dataset cannot be represented using a single Gaussian distribution.
Rather, a mixture of several Gaussian can be used to represent such distribution.
Gaussian mixture model(GMM) is a probabilistic model that attempts to find a mix-
ture of finite number of Gaussian distributions that can model an input dataset. The
parameters of that mixture are unknown. GMM uses the expectation maximization
algorithm [4] for finding the model’s parameters. After learning from train data, it
can assign each test sample to the most probable Gaussian it belongs to. GMM has
various covariance type, for example, diagonal, tied, spherical, full covariance etc.
A Gaussian distribution’s covariance matrix and mean determines the length and
direction of the axes of its ellipsoid density contours. Four covariance types of mix-
ture model are illustrated in Fig. 1 using a 2D example. In these contour plots of
Fig. 1, two components (or clusters) are located at coordinate (0, 0) and (5, 6) with
different weights. The diagram shows different covariance types: full, diagonal, tied
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Fig. 1 Plots of the mixture of Gaussians using GMM for different covariance types [5]

and spherical. ‘Full’ means the components are free to adopt any shape and posi-
tion independently. ‘Tied’ means that components may have similar shape where the
shape is not predefined. The ‘Diagonal’ means that the axes of contour are along the
coordinate axes. ‘Spherical’ is like diagonal type but with circular contours.

The reason for choosing GMM for this work is that it is one of the fastest method
for learning mixture models. Besides, GMM maximizes only the likelihood, hence
chances are negligible that it will bias the means towards zero. Also it is less prone
to bias the clusters to have specific structures.

In this study, we used an OBS network dataset, available at UCI machine learn-
ing repository [6] for classification using GMM. This dataset was build by some
researchers using a simulation environment. Network expert assigned the class labels
for each node’s traffic. There are four different types of nodes in the dataset. The
‘Class’ attribute is the target attribute which holds four possible labels for the cor-
responding node, namely: Block, No-Block, NB-No-Block, and NB-Wait. We took
the dataset, performed necessary cleaning and feature selection task. Then we did
principal component analysis [7] tomake the dataset fit for GMM.A semi-supervised
approach was taken by using very few labeled data to precompute mean and covari-
ance for the GMM.After that GMMwas trained based on few training samples. Then
the model predicted the class label for test data. Finally we computed the accuracy
of the model for different GMM covariance types.

2 Related Work

Very few studies exist on the malicious behavior of optical burst switching (OBS)
network and fewer on the application of machine learning to classify OBS nodes.

In [8], authors endeavored to filter misbehaving burst header packets (BHP) at the
optical layer. They made use of optical codewords to verify whether a BHP came
from a legitimate source or not by comparing bit pattern which represents a sequence
of pulses that decide the authenticity of source nodes.

In [9], authors demonstrated a firewall to prevent BHP flooding attack. It made
use of offset time included in the BHP. The offset time is the time difference between
a BHP arrival and its associated data burst arrival. So the firewall detects malicious
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behavior by comparing the specified delay in the BHP and actual delay of related
data burst.

In [10] authors developed a method to classify an OBS network traffic into three
distinct categories: Trusted, Suspicious and blocked, by analyzing various parameters
related to resource utilization by the nodes. The authors set some rules and thresholds
to decide between the classes.

In [11], authors discussed about data burst loss in OBS network. Loss can occur
due to contention which does not necessarily mean that there is a congestion in the
network. To differentiate between loss due to contention and due to actual congestion,
the authors employed both supervised and unsupervised methods. The authors found
that the measure of observed losses derived from the number of bursts between
failures follow aGaussian distributionwhich has different characteristics for different
types of losses.

In [12], authors used exactly the same dataset as we have done in this work.
The target attribute of the dataset has four probable labels for each row: Behaving-
No-Block,Misbehaving-Block,Misbehaving-No-Block andMisbehaving-Wait. The
authors followed supervised classification approach using decision tree algorithm to
predict four labels of data. The decision tree is an effective classifier which can pro-
duce simple if-then rules that classifies the data. In that study, some if-then rules were
generated using decision tree algorithm that can fit any new input to the appropriate
label. The model showed high accuracy when trained with sufficiently large labeled
dataset.

In [13], authors used K-means clustering algorithm to classify an OBS network
nodes using a semi-supervised training method. A tiny amount of labeled data from
an OBS dataset was chosen as training samples and then an initial clustering was
done with those samples to find the probable cluster centers. With these assumed
labels and cluster centers, the test dataset was clustered. The accuracy on the test
dataset was 41.61% and 53.72% with 1% and 2% training data respectively.

In this study we are using EM based GMM in a semi-supervised approach to
classify the OBS network dataset which, we believe, to the best of our knowledge,
is among the earliest to be proposed and implemented.

3 Proposed Work

Semi-supervised learning (SSL) [14] is a kind of machine learning method which is
useful when we have a large quantity of unlabeled data as compared to the labeled
data. Practically it is difficult to find labeled dataset for a particular problem because
labeling is usually done by a human hand. Going to an expert to label a large dataset
is difficult, costly and time consuming task. In such situation, SSL methods help to
label the unknown classes. Usually a SSL algorithm starts with the available labeled
data and adjusts its parameters using them. Then using sophisticated probabilistic or
other mathematical models it labels the unlabeled data. SSL models also make use
of the unlabeled data’s information to update its parameters for a better prediction.
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Fig. 2 Steps of SSL approach using GMM on OBS data

In this work, after performing necessary dataset preprocessing, we took few sam-
ples (1%) from the OBS dataset as training set to initialize the parameters of GMM.
The reason for choosing 1% data for training is that, labeled data are hard to find. The
OBS dataset has 1075 records, so taking 1% yields just 10 samples. We condition
that those 10 sample will have members from all the four classes that we want to
find. It can be stated without exaggeration, that it is easier to find 10 labeled data, or
to get 10 sample data labeled than to label thousands of data.

After the split, mean and covariance of the Gaussians to be discovered were
initialized using the sample data from the training set. Then the model was trained
and tested against four of GMM covariance types. The process is illustrated in Fig. 2.

3.1 Dataset Cleaning and Feature Selection

The chosen dataset has 22 attributes [6]. The names are as follows:
Node, Utilised_Bandwith_Rate, Packet_Drop_Rate, Full_Bandwidth, Aver-
age_Delay_Time_Per_Sec, Percentage_Of_Lost_Pcaket_Rate, Percent-
age_Of_Lost_Byte_Rate, Packet_Received__Rate, Amount_of_Used_Bandwidth,
Lost_Bandwidth, Packet_Size_Byte, Packet_Transmitted, Packet_Received,
Packet_lost, Transmitted_Byte, Received_Byte, 10-Run-AVG-Drop-Rate, 10-
Run-AVG-Bandwith-Use, 10-Run-Delay, Node_Status, Flood_Status, Class. The
last attribute, ‘Class’ is our target attribute. It has four distinct labels/classes. There
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are some missing or empty values which need to be processed. The missing values,
or empty values were replaced by the mean of the corresponding attribute values.
Also there are some attributes that can be ignored, like ‘Packet_Size_Byte’ attribute
which has constant packet size value. Also the ‘Node’ attribute can be removed as it
symbolizes node ID. The ‘Node_Status’ attribute can also be removed as it is a target
attribute which we are not considering in this work. The OBS dataset has very irregu-
lar shapewhen plotted in a graph. Thismakes the task of clustering harder. Clustering
algorithms can find the clusters easily when they are well separated from each other
and have a regular pattern/shape. A scatter plot of a few pairs of attribute from the
OBS dataset is shown in Fig. 3. Four colors symbolizes four distinct classes. And in
Fig. 4, distribution of a few attributes of OBS dataset is plotted. We can see that the
clusters are not spherical/circular in shape. They are irregular and non-spherical. So
the clustering algorithms will find it difficult to do a clear grouping of the classes.

Fig. 3 Scatter plot of three attributes against other three from OBS dataset
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Fig. 4 Distribution plot of six attributes from OBS dataset

3.2 Normalization

We performed normalization [15] on the OBS dataset so that each individual sample
will have unit norm. Each row of the dataset was rescaled using L2 norm so that the
data points come closer and make a finer grouping of different labels.

3.3 Principal Component Analysis

We performed principal component analysis (PCA) [7] to reduce the number of
attribute down to only two. After plotting the two dimensions in a scatter plot we
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found that the four groups are more clearly separable than before. Figure 5 shows
the scatter plot and Fig. 6 illustrates their distribution.

In Fig. 5, the four different colors represent four class labels of the target attribute
‘Class’. We can see the outliers in each group. The green is the leftmost color in
the plot, which has some blue as outliers. Then the blue group which crosses its
boundary and falls into the red group as outlier. The rightmost group is yellow color
which touches the red group in the boundary.

Fig. 5 Scatter plot of two components from PCA showing four groups of data in colors

Fig. 6 Histogram of two components given by PCA on OBS dataset
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Table 1 Dataset split into train and test set

OBS data % Amount of labeled samples Amount of block, NB-no-block,
no-block, NB-wait

Total 100 1075 120, 500, 155, 300

Train 1 10 3, 3, 2, 2

Test 99 1065 117, 497, 153, 298

3.4 Selection of 1% Data from OBS Dataset

We worked with the OBS dataset which has a target attribute called ‘Class’ having
four likely sub-classes, i.e. No-Block, Block, NB-No-Block, and NB-Wait. Their
meaning is as follows: Misbehaving node and will be blocked (Block), Behaving
node and will not be blocked (No-Block), Misbehaving node but will not be blocked
instead will be in waiting state (NB-Wait), and Misbehaving node but will not be
blocked (NB-No-Block). We separated 1% data randomly from OBS dataset where
samples from all four classes appears. As the selection is random, the number of
sample from each class varies in every experiment. We found that the result is stable
even with fluctuations in the sample frequency of each class. In Table 1, a selection
is shown in detail.

3.5 Gaussian Mixture Model

Gaussian mixture model is a probabilistic model that considers a distribution con-
sists more than one Gaussian. It calculates the joint probability for a data point to
determine themost probable cluster (i.e. component). GMMemploys the expectation
maximization (EM) algorithm to maximize the likelihood function for a data point
to be a member of a cluster. EM works in two step. In first step, called E step, the
expectation or the responsibility of a data point for every component is calculated.
Then in second step, called M step, the maximization of likelihood function is done
by re-estimating the parameters using existing responsibilities.

Algorithm of EM for GMM

Step 1 Initialization step

Using the labeled training data, initialize the meansμk , variances�k for each of four
components.

μk = 1

Nk

n∑

i=1

wikxi
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Σk = 1

Nk

n∑

i=1

wik(xi − μk)xi (xi − μk)
T

where,

μk means of k-th gaussian
�k variances of k-th gaussian
x data point for dataset X, i.e. (x p X)
n total data points in dataset X
k mixture components
wik probability that point xi is generated by the k-th Gaussian
Nk

∑n
i=1 wik i.e. the effective number of data points assigned to k-th Gaussian

Then initialize the mixing coefficients π , and evaluate the initial value of the log
likelihood L(�) which is given by:

L(Θ) =
n∑

i=1

ln

{
K∑

k=1

πk F(xi |Θk)

}

where,

�k (μk , �k)
π k prior probability (weight) of k-th gaussian
F(xi |�k) probability distribution of observation xi, parameterized on �

Step 2 Expectation step

Evaluate weights:

wik = πk F(xi |�k)

K∑
j=1

π j F(xi |� j )

Where, wik is the probability that point xi is generated by the k-th Gaussian

Step 3 Maximization step

Re-evaluate parameters:

μnew
k = 1

Nk

n∑

i=1

wikxi

Σnew
k = 1

Nk

n∑

i=1

wik
(
xi − μnew

k

)
xi

(
xi − μnew

k

)T

πnew
k = Nk

N
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Then, evaluate L(�new) and stop if converged.
The algorithm is repeated for each of four different covariance types, i.e. full,

diagonal, tied and spherical.

4 Result Analysis

We choose Python [16] programming language environment (version 3) for imple-
menting the classification model. We used EM based GMM implementation from
Scikit learn machine learning library [17]. After necessary cleaning and prepro-
cessing of the OBS dataset, the EM for GMM algorithm was implemented for four
covariance types. The accuracy of themodelwas tested against the testing data (99%).
It was found that each of four covariance types had different accuracy as shown in
Fig. 7a–b. The maximum performance on the test data was given by tied covariance,
that is 69.7% accuracy.

From the above figures we see that the model best performs with ‘tied’ covariance
type, i.e. gives 69.7% accuracy. This output is significant. It clearly shows how semi-
supervised approach helped gain a good accuracy with just 1% (10 samples) of data.
The results also showed that ‘tied’ covariance suits best to the distribution of the
OBS dataset. The accuracy of the model can be improved by increasing samples in
the training dataset.

It should be noted that, we found far better performance when we used 1% labeled
data for the initialization of GMM’s mean and covariance, and then fitted the GMM

Fig. 7 a Performance of GMM with tied (left) and spherical (right) covariance type on test data,
accuracy 69.7% and 24.6% respectively. b Performance of GMMwith diagonal (left) and full (right)
covariance type on test data, accuracy 49% and 59.3% respectively
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on the rest 99% unlabeled data. This approach is valid because SSL allows using
any unlabeled data to gain a better insight. We tested the fitted GMM and found that
the performance was more stable than the previous one. So, we suggest to use this
approach.

5 Conclusion

In this work, we constructed a Gaussian mixture model (GMM) classifier to predict
the behavior of traffics of anOptical burst switching (OBS) network. For this we used
an OBS network dataset from UCI machine learning repository. The dataset consists
22 attributes and the target attribute has four distinct classes of traffic that indicates
the behavior of the corresponding node, i.e. the source of the traffic. We followed a
step-by-step procedure to clean and preprocess the dataset to make it suitable for the
GMM classifier. As the distribution of the data is very irregular and nor-spherical,
we performed some scaling and transformation on the dataset to fit the data for
our classifier. A semi-supervised approach was followed, that is, we considered
very few (1%) labeled data samples from the dataset for training and initializing the
classifier. The rest (99%) of the data was used to test the performance of the classifier.
Experiments showed that the built model displays very good performance (almost
70% accuracy) in predicting the class label of unlabeled data, even when trained with
tiny amount of training samples. The accuracy of the model can be increased further
by introducing new method of choosing samples for initializing the GMM because
GMM is very sensitive to that. Besides, if available unlabeled data can be used to
find some insights to the distribution of the Gaussian components, it can help further
improve the performance of the model.
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Apache Spark Methods and Techniques
in Big Data—A Review
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Abstract Major online sites such as Amazon, eBay, and Yahoo are now adopting
Spark. Many organizations run Spark in thousands of nodes available in the clusters.
Spark is a “rapid cluster computing” and a broader data processing platform. It has
a thirsty and active open-source community. Spark core is the Apache Spark kernel.
We discuss in this paper the use and applications of Apache Spark, the mainstream
of popular organization. These organizations extract, collect event data from the
users’ daily use, and engage in real-time interactions with such data. As a result,
Apache Spark is a big data next-generation tool. It offers both batch and streaming
capabilities to process data more quickly.

Keywords Apache Spark · Big data · Data processing

1 Introduction

Apache Spark [1] has stolen the focus on iterative learning jobs for machines, inter-
active, and batch data analysis. It is based on Hadoop MapReduce and extends the
MapReducemodel tomore computing types, including interactive queries and stream
processing, efficiently. Description of a scheme not only measures water consump-
tion per second but also generates enough electricity (~4 W) to run on the Apache
Spark data aggregation network. Apache Kafka is a distributed LinkedIn publica-
tion subscribe message system. Both Spark and Kafka have a distributed process-
ing environment [2]. JA-BE-JA is a distributed k-way solving problem algorithm.
A balanced graph partitioning has many relevant applications, including biological
networks, parallel programming, and online analysis of social networks, and can
be used to reduce communication costs and balance workload. The abstraction of
the resilient distributed data set is the key concept behind the Spark calculations
[3]. Apache Spark is a novel solution for processing large-scale production data
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to solve the disadvantages of Hadoop. Evolutionary undersampling was developed
with special attention to the class imbalance problem as an extension of evolutionary
prototype selection algorithms. Spark’s flexibility enabled the proposed model to be
implemented easily and fully automatically [4].

SAC is built on Spark to increase the performance using the computer in-memory
model. Spark itself provides a Web user for monitoring the resource use of the entire
cluster, the status of the task, and detailed information for each stage of the task,
which emphasizes the application profile and the time of execution [5].

ApacheSpark is anopen-source computer clusterwithAPIs inScala, Java, Python,
andR. Spark can cacheworking data or intermediate data inmemory tominimize data
latency so that Spark performs much better than Hadoop in iterative workload types
such as machine learning algorithms and interactive data mining [6]. Deep learning
offers solid models of learning for MBD analysis. Apache Spark is an open-source
cluster computing platform for scalable MapReduce. Spark program RDDS natively
supports fault-tolerant executions and recovers worker node program operations [7].
The Halvade framework is the solution to the scalability challenge of the GATK
pipeline. GATK is a commonly used tool: Intel Realignment, Haplotype Caller, and
Base Recalibration. The output of this tool set is a VCF (variant format) file with
sequenced DNA variations [8].

APRACK is designed to calculate some of the user-specified features, such as
those of the largest real part of the largest magnitude, with k own values. It gives
the calling program control by multiplying the matrix-vector request. TFOCS is a
state-of-the-art numeric solver, formally, a convex solver of the first order [9]. Big
data analysis converges with HPC in order to unleash big data’s full potential. The
RDMA shuffle engine is designed to bypass JVM to prevent the overhead of JAVA
communication sockets [1].

Apache Spark and Apache Storm are designed to perform high-speed heteroge-
neous traffic data analysis in real time [10]. Clustering algorithms on static GPS data
have been evaluated using the Apache Spark processing architecture. SPARQLGX
is a direct assessment. After preprocessing RDF data, it evaluates SPARQL queries
usingApache Spark [11]. It depends on a compiler of a conjunctive SPARQLX query
that generates Scala code executed by the Spark infrastructure. Spark enables stream
processing with large input data and handles only a small amount of flying data [12].
Clustering of k-means is a nonhierarchical approach of grouping items into different
groups [12].

2 Comparison of Different Methods in Apache Spark

Table 1 gives us the idea of how the different methods and techniques used in Apache
Spark help to increase the result in the big data for the organization.
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3 Conclusion

This paper outlines the main features and the importance of Apache Spark. Apache
Spark is a cluster computing platform that is designed to be fast and extends the popu-
larMapReducemodel to supportmore computing types, including interactive queries
and stream processing. It includes the full functionality of the successful hydrogen
generation scheme demonstration with a power of ~4 W. The experiment was car-
ried out on the BSP version of peers by using a distributed framework such as Spark.
Apache Spark offers multiple parallel operations that benefits in-memory opera-
tions. Profiling Spark applications include deep data partition analysis memory and
network usage. The in-memory function of Spark and the generation of immutable
objects significantly reduce GC overhead from 30 to 10% and by optimizing JVM
counts. The Spark-based learning framework for mobile big data analysis offers a
promising learning tool to add value from raw mobile big data.

Apache Spark uses the multi-node cluster efficiently, increasing the efficiency
and flexibility of the framework. By separating matrix operations from vector oper-
ations, a large number of traditional algorithms intended for single node use can be
distributed. The default IP Spark over Infiniband (IpoIB) achieves a performance
improvement of up to 79%. Spark streaming and Spark batch involve high per-
formance in experiments with the Spark executor, which helps to set RDF data
specifically. Spark helps to simplify the computer-intensive and challenging tasks of
processing high volumes of real-time or achieved data, both structured and unstruc-
tured, integrating relevant complex capabilities such as machine learning and graph
algorithms. Spark brings mass processing of big data.
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Artificial Intelligence Applications
in Defense

C. Sinchana, K. Sinchana, Shahid Afridi and M. R. Pooja

Abstract Artificial intelligence (AI) is a rapidly growing field of computer science,
which involves computer programming and offers tremendous advantages in the
military expert system, human intelligence development, and support. This paper
describes the use of artificial intelligence in the military field. It shows how the
natural language of processing, ontology, and a system based on knowledge is used
to create a unified military system. It also shares an insight into the use of AI in the
military field for autonomous weapons, land analysis, and aircraft carrier landing.

Keywords Artificial intelligence (AI) ·Military · Ontology · Knowledge-based
system · Autonomous weapons · Terrain analysis · Aircraft carrier landing

1 Introduction

Artificial intelligence is part of informatics that is booming wildly in the field of the
military system. Advances in artificial intelligence (AI), i.e., the natural language of
processing, ontology, knowledge-based system, land analysis, and improved aircraft
carrier landing performance enable new military capabilities that have a significant
impact on military strategies. In this paper, artificial intelligence mainly talks about
intelligence, surveillance, recognition of the balance of offense/defense, and, most
importantly, about the autonomous arms system. Autonomous weapons are those
that have the ability to make their own decisions based on programming constraints,
and artificial intelligence incorporates these weapons.

Many military programs, including systems that help combat management in real
time, predict and defeat enemy war plans, plan air strikes, fly hazardous pursuits,
eliminate operations, and implement AI systems. Military engagement, promises
on private industry resources, creates discussion platforms, publishes newsletters
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dedicated to military AI systems, thus creates online databases for AI information,
and creates a multi-command committee.

2 Ease of Use

2.1 Ontology

Ontology can be defined as the data model that represents knowledge and the rela-
tionship between these concepts as assets of concepts within a domain [1–4]. Today,
people have access to more data than people have had in the last decade in a single
day. It is therefore important to represent the relationship between the data, as the
data are available in many ways. The two standards governing ontology construction
are:

(1) web ontology language
(2) resource description framework.

Ontology components are classes and relationships. The main benefit of ontology
is that new relationships can easily be added to the existing model. Ontology is now
used in many fields, such as knowledge representation, knowledge sharing, integra-
tion of knowledge, reuse of knowledge, and information retrieval. With ontology, it
is possible to accurately represent a certain military domain, for example, operations,
intelligence, logistics, etc.

In certain military domains, we can identify and define entities and events. Rela-
tionships between entities and events can be identified and defined. This improves the
ability to reason over a particular domain. It contributes to the development of tactics,
techniques, and processes. All of these improve efficiency. The ontological methods
used by thewar planners lead to situational awareness, understanding of the situation,
and a common operational picture. These are all necessary for decision-making. The
ontology is having good scalability and can be next enriched and improved.

2.2 Knowledge-Based System and AI Supportability

Artificial intelligence is a rapidly growingmilitary field that offers tremendous advan-
tages in the development and support of weapons systems. The study area generally
accepted for the artificial intelligence field includes problem-solving, logical reason-
ing, language, programming, learning, robotics, and vision, system, and language
[5].

The knowledge-based system is a computer program that uses methods of deter-
mination and knowledge to solve problems that require important human expertise
to solve them. Knowledge based on the knowledge of the system comprises truths,
heuristics, and patterns. The air force can provide each technician with the expertise
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Fig. 1 Structure of a knowledge-based system [6]

of the best air force maintainers through the use of knowledge-based systems. It
helps to avoid delays in the need for expertise, retains knowledge of decisions and
actions taken in times of crisis, and ultimately helps to retain corporate knowledge
by trapping and coding knowledge.

By making the knowledge base more accessible, greater flexibility should be
achieved, uniform knowledge should be used tominimize the number ofmechanisms
required to handle knowledge leading to a more transparent system, and these are
the ways in which we can offer greater support through the use of AI.

Figure 1 is a diagram of the two-part knowledge system, the inference engine,
and the knowledge base.

2.3 Autonomous Weapon

Autonomous weapons are able to make their own decisions on the basis of pro-
gramming limitations. These arms contain “AI” This includes a drone or a UAV
(unmanned aerial vehicle) usually refers to a pilotless aircraft operating through a
combination of technologies, including computer vision, AI, object prevention tech-
nology, and others. However, drones can also be autonomous ground or sea vehicles.
Autonomous and automated guns’ difference: Automatic weapons are those that do
not have the ability to learn and cannot change their objectives, and they can be
referred to as anti-material weapons, because they could cause civil damage. In this
type of weapon, the output is always the same for each input. There is no ability
to reason in automated weapons. However, autonomous weapons have the ability to
determine the best results possible for a set of inputs. It can modify its objective or
deploy sub-goals. Once activated, this weapon does not require further intervention
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of the operator. It can have many capabilities, such as target identification, tracking,
and firing, all of which have different levels of human interaction and input.

Working:

Theseweapons use technologies such as light detection and ranging (LIDAR).Radars
and other devices are used to create a map or “world” around the gun using light
pulses. Once the device is complete, it can navigate independently. In practice, these
weapons can encounter many obstacles. The programmer or an engineer cannot write
code for each obstacle to rely on “machine learning.”

Knowledge based on Reasoning:

Logical action based on knowledge occurs if the rule of the established rules does
not require the current situation. The skill-based tasks are easier to automate, for
example, in self-driven car navigation, the goal is the destination, and the best route
can be determined by applying traffic rules and vehicle dynamics. But the uncertainty
is much higher in the case of knowledge-based reasoning. It is possible to approxi-
mate human intelligence using the concepts of natural language processing, image
processing, machine learning, and profound learning, but there are many drawbacks
since machine learning is data-driven, and it will not be possible to recognize scenar-
ios or patterns that are slightly different from data. Autonomous military weapons:
Several military experts considered autonomous arms to be morally acceptable and
ethically better.

Lieutenant Colonel Douglas A. states that, on behalf of robots, moral benefits
may be to remove people from high-pressure combat zones. Prairie USR: It focuses
on neurological research, referring to the nerve circuits that cause self-control when
stressed [7]. There are currently no autonomous arms matching human intelligence.
However, AI will have a huge impact on the military in the future.

2.4 Terrain Analysis for the Development of the Mission Plan

Here, we see how the hybrid expert system analyzes the terrain, which develops mis-
sion plans that are part of the logical part of the computer-generated force automation
system. Figure 2 shows an analysis of the terrain. Land analysis plays an important
role in most military operations and applications. It is an integral part of preparing
the battlefield intelligence (IPB) [8]. Terrain analysts built many databases in the
early days for all important areas of operation. They form a basic basis for tactical
decisions, intelligence, and tactical operations. They also help to plan and carry out
most other battlefield functions. Since terrain features are constantly changing on
the surface of the earth, databases need to be constantly revised and updated. The
entity behaviors resulting from the above system are efficient enough to provide
an acceptable training value in a distributed interactive simulation for living human
opponents. It examines the problem of 3D representation of high-resolution terrain
in simulations and offers suggestions and advice for polygons to maintain a high
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Fig. 2 Terrain analysis [9]

degree of obedience in significant terrain in the military while reducing the number
of terrains used to represent no use.

The investigation of current developments in the automated target recognition is
carried out. This technology is relatively new in the field of tactical intelligence and
can be used in military simulations. Installation of knowledge-based systems (KBS)
is finally carried out for testing imitation material development systems. An ongoing
debate is being conducted on the virtual testing ground, which captures test expertise
and provides a test analysis function that helps the army fulfill the promise of using
simulation technology to facilitate the procurement process.

2.5 Multiple Artificial Intelligence Techniques Used
in an Aircraft Carrier Landing Decision Support Tool

An aircraft carrier is a warship that operates as a coastal airfield with a full aircraft
deck and aircraft transport, arming, deployment, and recovery facilities. Balloons
were used in the early twentieth century to deploy nuclear warships from wooden
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vessels carryingmanyfighters, helicopters, strike planes, and other aircraft. A heavier
aircraft such as fixed-wing gunships and bombers was launched by aircraft carriers
but cannot land at the moment. Aircraft carriers focus on modern action vessels with
their tactical and diplomatic power, their autonomy, their mobility, and their many
methods. This has shifted strategically to the main role of a fleet. One of the best
advantages of navigating internationalwaters is that it does not interferewith regional
sovereignty and increases the power of airlines from third countries, reducing flight
time and distance of transport and thus increasing time. Availability in the zone of
action. Some of the recently completed projects that improve the decision of landing
signal officers (LSOs) under the guidance of aircraft landing in aircraft carriers have
been discussed here. Using multiple artificial intelligence (AI) techniques, auxiliary
solutions have been developed. The project developed pilot trends and also flight
prediction techniques and improved the user interface of LSO by applying cognitive
psychology decision-centered design methods.

Researchers have identified the parameters of important flight modes and devel-
oped the future of the neuro-fuzzy aircraft system [10–12]. Researchers used pilot
trend techniques and logical and obscure logic based on case studies. In addition
to many LSOs, they decided on the best performance options and had the correct
performance logic of the information provided by the pilot trending module, which
resulted in the design and implementation of the LOSO interface. Two specific areas
of the AI application, the data fusion part of the pilot trend system and the flight path,
are presented in Fig. 3.

Fig. 3 Landing signal
officers at work [9]
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Table 1 Comparative analysis of various fields in defense

AI in different fields of
defense

Definition/meaning Uses in defense

1. Ontology The data model used for
knowledge representation and
representation of
relationships between various
concepts in a domain

• To represent operations,
intelligence, logistics, etc.

• To define entities and
events

• To define tactics,
techniques, and processes

2. Knowledge-based system
and AI supportability

Computer program that uses
methods of determination and
knowledge to solve problems

• Used by air force to provide
expertise in air force
maintainers for the
technicians

3. Autonomous weapons Weapon system which once
activated can select and act
on targets without the further
intervention of a human
operator

• Various drones, advanced
robots, shooters, etc. are
designed and used in order
to act in specific situations
during a war

4. Terrain analysis Analysis of land, terrain
before conducting any
military operation

• Forms the basis for any
tactical decisions,
operations, and intelligence

5. Aircraft carrier landing A warship which is provided
with full aircraft deck and
aircraft transport, arming
used during wars

• New pilot trends, flight
prediction techniques, and
improved user interface in
an aircraft carrier

3 Conclusion

InTable 1,wehave shown the subject ofAI and someof its applications in themilitary,
as it is very important for the improvement of defense technology performances. In
this paper, we see how ontology works and how AI has improved the performance of
land analysis and the use of multiple AI techniques in aircraft carrier landing. There
is a long way to apply AI in the military field.
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Hybrid Approach to Enhance Data
Security on Cloud

Pratishtha Saxena, Samarjeet Yadav and Neelam Dayal

Abstract Cloud computing is a label for the delivery of hosted services on the Inter-
net. The first challenge in the cloud computing is security, and the second challenge
is the large size of the file stored on the cloud. Today, cloud is in young age and used
too much for storing the data. So, security is a major concern. Security endures a
primary concern for businesses regarding cloud selection, usually public cloud selec-
tion. Public cloud service providers share their hardware infrastructure among the
numerous customers, as the public cloud has an environment of multi-tenant. Multi-
tenancy is an important feature of the cloud computing but also is prone to several
vulnerabilities. From the end-user aspect, cloud computing looks very insecure from
the perspective of privacy. In this paper, a technique REM (RSA algorithm, Elgamal
algorithm, MD5 technique) is proposed by which we can provide better security to
our data over the cloud. Unlike the previous techniques, which maintained only one
pillar of security, this paper maintains two pillars of security, i.e., confidentiality and
integrity along with reducing the size of the file.

Keywords Cloud computing · Data security · RSA algorithm · MD5

1 Introduction

Various definitions of cloud computing are available in which one of the squares is,
“a network solution for providing inexpensive, reliable, easy, and simple access to
computing resources [1].” Cloud computing relies on sharing of resources often over
the Internet to achieve consistency. Cloud computing is a service-based framework
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which pursues at providing everything as a service. The cloud is a storehouse of
services and resources that are provided by cloud service providers. Based on the
user demand, cloud computing emphasizes on servicemodel and a trademodel based
on pay as per your use. The main concern in cloud computing is data security. The
purpose of security architecture is to maintain the system’s policy, confidentiality,
availability, and integrity. In the systematic way to understand the fundamentals of
cloud computing and securing the stored data over the cloud, a number of resources
have been considered. For the user, it is not possible to get control of his data and
computing applications until a strong security measure and privacy guarantee are
not in place. So, the user never gives priority to flexibility and economic availability
over its privacy and the security of his personal data. Nowadays, the users of the
cloud are in the incremental phase. Consumers of the cloud are growing enormously.
So, there is a need to increase the security level of cloud. Security of the data is
the main concern for the cloud storage. This paper proposes a technique to improve
confidentiality and integrity of user’s data on cloud by combining RSA, Elgamal, and
MD5 techniques. To improve the security of data, this paper proposed a technique
by which the confidentiality and the integrity of user’s data are improved.

The remaining sections of the paper are arranged as follows: Sect. 2 presents
related work which provides a detailed study on the essential data security. Section 3
gives a brief overview of cloud architecture which describes the cloud service and
deployment models. Section 4 represents the methodology of the proposed tech-
nique. Section 5 represents the results. Finally, Sect. 6 represents the future work and
concludes the paper.

2 Related Work

Somani et al. [2] presented the challenges of cloud security and also presented the
method to access cloud security. They presented the methodology for data security
in the cloud by the implementation of the digital signature with the RSA algorithm.

Subhashini and Kavitha [3] in 2010 presented a survey of different security issues
that have emerged due to the nature of service delivery models of cloud computing.
They present different security issues, threats to the cloud which is already presented
in the cloud, they discuss specific security threats of the different service delivery
models of cloud.

Albugmi et al. [1] in 2016 presented the data protectionmethod. They proposed an
approachwhich is used throughout the world to ensure high data security by reducing
risk and threats. It discussed the threats to data in the cloud and their solution adopted
by several service providers’ protection for data.

Mishra et al. [4] in 2017 presented the security model for cloud computing.
Authors present some approaches to ensure data integrity and security of customers’
datawhich is stored on the cloud by using cryptography techniques. In this paper, they
show the economic impact of data loss and proposed the cryptographic algorithms.

Jayalekshmi M. B. and Krishnaveni S. H. [5] in 2018 discussed the different
techniques to secure the data on the cloud, and also, they presented different issues
of data storage on cloud.
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Negi et al. [6] in 2018 discussed the fully homomorphic encryption (FHE) scheme
in the optimized form inwhich the encryption algorithm is applied to improve the per-
formance of FHE schemes and Diffie–Hellman algorithms applied to secure channel
establishment in the fully homomorphic encryption.

Rohini and Sharma [7] in 2018 enrapt cloud computing security issues in their
paper. In this paper, for securing data over cloud, the author used the cryptographic
algorithm encryption of the data, and to maintain the integrity of the data, they use
hash code.

Gupta et al. [8] in 2018 analyzed existing encryption methods such as RSA,
KP-ABE, CP-ABE, and AED. The comparisons among them were on the basis
of computational cost and storage cost. The author also proposed an improvement
scheme to increase the speed of RSA algorithm using multi-threading concept on
the latest multi-core CPU.

3 Cloud Architecture

Cloud computing has three different services and deployment models in which cloud
service providers provide services and resources to its users from an assorted set of
models. Cloud computing elevates its users by enabling them to reduce infrastructure
cost and helps in small business to scale fasterwithout sinkingmoney in infrastructure
and services. Cloud architecture has different delivery models for the cloud service
providers and different deployment models for the users.

3.1 Delivery Model

The cloud delivery model delineates a discrete, pre-packaged combination of infor-
mation technology resources, which are presented by any cloud service provider.
There are three different cloud delivery models, which are as follows

• Platform-as-a-service (PaaS)
• Infrastructure-as-a-service (IaaS)
• Software-as-a-service (SaaS).

Infrastructure-as-a-Service (IaaS)

This is the lowermost layer of the cloud stack. This model provides various hardware
facilities to the consumers [9]. It provides an infrastructure of cloud-like storage
space, network and server capacity, etc., to the end user on a rental basis for increasing
organization capabilities [10]. The resources are easily scaled up depending on the
demand from the user and the service provider charge for the service on a pay per
use basis [11].
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Platform-as-a-Service (PaaS)

In the cloud stack, architecture platform as a service layer is the middle and above
layer of IaaS. This model provides the development option to the customers. It is a
model in which the user can deploy own applications on a platform like a system
software, middleware, operating system, or database, etc., provided by cloud [11].

Software-as-a-Service (SaaS)

This is the uppermost layer of the cloud computing stack. At this layer, complete
software or applications are hosted that user or consumers can use. SaaS provides
the services to the end user. SaaS can provide business applications like clientele
relationship management, accounting, and corporation resource planning [12].

3.2 Deployment Model of Cloud Computing

The cloud deployment model delineates a particular environment of cloud which is
primarily differentiated by ownership, access, and size. Delivery model of the cloud
is narrated as below:

• Private cloud
• Public cloud
• Community cloud
• Hybrid cloud.

Public Cloud

A Public cloud is subordinate or dependent on the cloud service provider such as
Google, Amazon, Microsoft etc. In other words, we can say that its services are open
to all users. The user can use these resources on rent basis and can generally scale
their resource consumption up to their requirements. Rackspace, Google, Microsoft,
Amazon, and Salesforce are examples of the public cloud providers. Public clouds
are built on the norm of the standard model of cloud computing. In the standard
model, cloud service provider fabricates resources such as applications delivered,
data storage, and servers to the client by the Internet [4].

Private Cloud

Private clouds are built on the norm of standard cloud computing model. In this
deployment model of cloud, it offers resources such as applications, servers, and data
storage, but in this deployment method, these services are proprietary and mostly
customized for single user [4]. The aim of the public cloud regarding organization
is to deliver services to various corporations. Private cloud is mainly used for small
group of organizations. It has the same computing model like a public cloud in terms
that it provides resources to users, but the only difference is that public cloud is open
for all, which means many organizations can use public cloud, but the private cloud
is framed for a specific corporation.
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Table 1 Cloud service deployment model

Deployment
model

Infrastructure
management

Infrastructure
ownership

Infrastructure
location

Access and
consumption

Public cloud Third-party
provider

Third-party
provider

Off-premise Untrusted

Private/community
cloud

Corporation or
a third-party
provider

Corporation or
a third-party
provider

On-premise or
off-premise

Trusted

Hybrid cloud Both
corporation and
third-party
provider

Both
corporation and
third-party
provider

Both
on-premise and
off-premise

Trusted and
untrusted

Hybrid Cloud

The third deployment model is a hybrid cloud. It is a combination of two or more
clouds such as public and private cloud, public cloud and community cloud, and so
on. They work separately, but they are bounded together to provide services for a
common purpose [4].

Community Cloud

Community cloud is the last deploymentmodel. It has an infrastructure servicewhich
is shared by different corporations that serve a specific community. It has common
agitates like medical, military, etc. [4] (Table 1).

4 Methodology

In this paper, we proposed the methodology of REM technique. In this technique,
there are three modules as shown in Fig. 1. The first module describes the process
before sending the data over cloud. In this module, the input data (user data) is
encrypted by Elgamal cryptosystem. After that, the encrypted data is again encrypted
by the RSA algorithm for securing data and improving the confidentiality of data.
We calculate the hash of again encrypted data using MD5 hashing technique. In the
second module, the encrypted data and hash are stored on cloud. The third and last
modules of technique are to retrieve the data over cloud.

To provide data security over cloud, we are using REM (RSA algorithm, Elga-
mal algorithm, MD5 technique) technique. We are using the combination of these
technologies to design an algorithm in which the Elgamal algorithm will be used for
key sharing and encryption between the user and cloud server securely. It uses the
asymmetric key encryption technique for communication between the server and the
client. Elgamal is more secure because it is based on discrete logarithm. Security
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Fig. 1 Methodology of REM technique

of Elgamal depends on the difficulty of computing discrete logs in a large prime
modulus. For enhancing data security, we are using double encryption technique.
Thereafter, RSA algorithm will be used for the encrypting the data second time.
RSA is also the asymmetric key encryption technique. Security of the RSA depends
on the difficulty of factoring large integers. Both the encryption techniques are used
to maintain the confidentiality of the data. Further, we will generate the hash value
of encrypted data by using the MD5 technique. A cryptographic algorithm MD5 is
used that takes an input and produces a 128-bit-long message digest. This message
digest is called “hash code” or “fingerprint” of the input. Lastly, the encrypted data
and hash code combined together are stored over the cloud storage. The flow diagram
shown in Fig. 2 represents the data flow diagram of REM technique.

Further, we discuss encryption and decryption processes of our techniques.

Algorithm 1: Encryption Algorithm

Step 1: User uploads the data to the cloud, and a unique data ID will be generated
in correspondence to every data item uploaded.
Step 2: Sharing key is generated by Elgamal algorithm.
Step 3: Data will be encrypted using asymmetric encryption algorithm, i.e., Elgamal
algorithm.
Step 4: The encrypted data is again encrypted using an asymmetric algorithm such
as the RSA encryption algorithm.
Step 5: The hash code of the encrypted data is generated using the MD5 technique
which is stored on the local user.
Step 6: The encrypted data and the hash code are stored on the cloud.
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Fig. 2 Data flow diagram of
REM technique

Algorithm 2: Decryption Algorithm

Step 1: Received data is stored in the cloud to begin decryption.
Step 2: Decrypt the data to ensure the confidentiality of the data using RSA.
Step 3: Generate the hash code of decrypted data to ensure the integrity of the data.
Step 4: Check the hash code of the data with the stored hash code on the local system.
Step 5: Decrypt again the encrypted data using the Elgamal algorithm.

5 Result

This technique improves the security of cloud storage. In this paper, we used different
parameters to analyze the performance of REM technique, which are as follows:

I. Execution time: Execution time refers to the total time taken for the execution
of algorithm.

Execution time = end of time − the start of time
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Table 2 Execution time of
RSA and MD5 algorithm

Data size (bytes) Execution time (s) Hash generation time
(s)

1024 0.532 0.024

5120 2.109 0.041

10240 3.821 0.096

Table 3 Used space of
encrypted file and hash

Data size (bytes) Space used (bytes) Hash space used
(bytes)

1024 759 40

5120 738 40

10240 903 40

II. Space used: Space utilization refers to the size of the file used by the algorithm.

Space used = time ∗ buffer used per unit time

III. The probability of attacks: It is measured by how many numbers of
vulnerabilities are there in the algorithm.

The implementation of the algorithm is done, and it is tested for different size of
files as given in Tables 2 and 3. Table 2 represents the execution time of encrypting
the data files and the execution time of the hash code generation. We tested this on
different data size sets. Table 3 represents the space used. We test this on different
sizes of data, i.e., 1024 bytes, 5120 bytes, and 102400 bytes. This large file size space
is reduced which is represented in Table 3. The RSA encryption technique gives a
result with less execution time and takes very much less space size for storing the
data. As this result is checked on hashing technique MD5 which is taking very less
time in generating the hash of big data file and takes less space as given in Table 2.

6 Future Work and Conclusions

This paper proposed the methodology to improve the security of data over the cloud.
In cloud computing, security plays a very important role because it stores the user’s
confidential data and provides the confidentiality of data, which is our prime concern.
This paper proposed a hybrid approach to alleviate security challenges. We did this
work at the storage level and security authentication level. The implementation of
this approach will be done over the CloudSim simulator.
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Security Threats of Embedded Systems
in IoT Environment

Sreeja Rajendran and R Mary Lourde

Abstract The Internet of things (IoT) technology has reached great heights with the
integration of efficient networking strategies, application protocols and VLSI. With
the unlimited number of devices connected to the IoT, security has become a major
concern. Mainly security is ensured by network and application protocols. But with
rising threats, there is a need to lay emphasis on security from a hardware design point
of view. Smart devices such as sensors and actuators are connected at the node of IoT
andwork on an embedded processing platform.Hence, embedded processors become
an integral constituent of an IoT network. Selection of processors and identification
of critical modules in the processor architecture play a key role in developing a
secure design. Memory design will play a pivotal role in embedded system security.
Memory attack accounts for loss or alteration of information which can impair the
growth of IoT. This paper attempts to highlight security from a hardware perspective
along with the potential threats likely to affect the critical modules.

Keywords Hardware security · Denial of service · Processor architecture ·
Memory authentication · IoT

1 Introduction

The Internet of things opens up a new realm of technology which provides con-
nectivity to any device irrespective of its location. With advancements in VLSI and
network technology alongwith application requirements, IoT has been able to expand
its reach to intelligent control, intelligent transportation, precision agriculture, etc.
[1]. Evolution of micro-electro-mechanical systems, wireless communication and
digital electronics has led to the development of miniature devices called nodes [2].
These devices which can sense, compute and communicate wirelessly over short
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distances are interconnected to form wireless sensor networks. These sensor nodes
play a crucial role in IoT [3].

As interesting as it may sound, the implementation of IoT also brings along with
it many challenges. The most important among these is security. Through IoT, small
networks will be connected to larger ones which make it even harder to ensure
security. The security requirements of an IoT network can be broadly classified into
security tasks and security design metrics. Security tasks include authentication and
tracking, data and information integrity, etc. Designmetrics include cost, size, energy
requirements, etc. which places constraints on security solutions [4].

The behavior of IoT depends on the data and information it collects. The more
the information shared and stored, greater will be the chances of security breaches.
Processing and storing of information on smart devices are handled by embedded
systems. Embedded system is the integration of hardware with software that is usu-
ally designed for a specific application. It consists of processor, memory, memory
controller, communication buses, etc. Embedded systems are an inevitable segment
of IoT since they are present in most of the devices connected at the nodes of the IoT.
Therefore, the potential growth and implementation of IoT rely on the development
of efficient embedded systems. An embedded system mainly consists of a proces-
sor on which the software runs. The performance of embedded systems is greatly
enhanced by on-chip features like data and instruction caches, programmable bus
interfaces and higher clock frequencies.

Security of a system is broadly classified into data security and physical security.
Data security can be ensured through cryptographic algorithms and also through
more robust design of hardware. Since an adversary can obtain the secure key and
the information through timing analysis, power analysis, etc. it is high time that
focus be laid on security through hardware design. When dealing with security from
ahardware perspective, emphasis needs to be devoted to the embedded systemdesign.
There is an urgent need to bring about modifications in the design so that it becomes
tamper resistant. Physical security requires ensuring that only authorized users can
access the device and the services. Physical separation between entities becomes an
unresolvable issue due to resource sharing. The physical hardware components in
an IoT working device are illustrated in Fig. 1. The intentional change in hardware
inflicted by an adversary is generally referred to as a hardwareTrojan. These hardware
Trojans can cause the circuit to fail under critical conditions. Hardware Trojan is
extremely difficult to detect since they are generally dormant and are designed to
get activated under very rare conditions. This paper tries to elaborate the potential
threats associated with the hardware connected to IoT.

2 IoT Security

Development of IoT would require strong security features at every level. There is
a need for information security, physical security and network security. The more
we increase the applications of the Internet of things, more will be the requirement
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Fig. 1 Components of an IoT device

for stringent security measures. The threats on an IoT network can be on software
or hardware. Hardware attacks generally involve hardware Trojans tampering the
processor. For any device linked to the IoT, data will be stored in memory, and
unusedmemory space is ideal site for malicious attack. For example, in an embedded
processor flash ROMs are in common usage. Flash memory is usually embedded on
the chip. It finds widespread use in electronic and computer devices since it is fast
and efficient as compared to EEPROM. The main drawback of flash memory is the
limit on the number of times data can bewritten on it. Flash ROMs are predominantly
used in embedded systems storing large amount of data in non-volatile memory like
digital cameras, cell phones, etc. These ROMs are rarely fully utilized. If an attacker
is able to place the Trojan on the unused memory space, it can have access to the
entire bus.

Network security is guaranteed through network protocols and standards. In spite
of having strong network security features, the network layer is still susceptible to
attacks like denial of service (DoS). This type of attack can arise due to lack of
sufficiently high bandwidth communication networks, which can result in data con-
gestion.Application layer is highly vulnerable to attacks due to its open-ended nature.
A major threat is poor security design of the basic function of an application. Also,
applications with no access control are targets for unauthorized use. Undesirable
network traffic is generally detected by intrusion detection systems (IDS). Network
security and applications security threats are kept at bay by communication, transfer
control and Internet protocols and intrusion detection systems. Security measures
can be taken to the next level by laying emphasis on hardware security. The first step
in designing for security involves the identification of the attacks which need to be
prevented. Design for hardware security should be done keeping in mind that any
additional circuitry added to prevent hardware attacks should itself be resistant to
attacks especially DoS. The architecture of embedded system is shown in Fig. 2.
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Fig. 2 Architecture of embedded systems in IoT

3 Processor

The processor forms an integral part of any application linked to the IoT. It is very
much necessary to have a secure processor in an IoT environment. The security of
the processor is dependent on the architecture it is built upon. There has always been
a constant effort made by the designers to make the system completely secure. A
result of these efforts is shown in the different architectures that have been developed
in order to provide more security to the system. The design space available to the
designers provides a brief idea about the different parameters and features that need
to be addressed. The architectural design space of a processor is represented as shown
in Fig. 3.

The first row provides the different architecture that can be implemented such as
an ASIC or an embedded general-purpose processor with FPGA or an embedded
processor with graphic processing capabilities or a secure embedded processor. The
second row provides an idea about the different architectural parameters that need to

Fig. 3 Architectural design
space
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be considered such as the instruction cycle and word size. The third row articulates
security processing features that should be considered for design. The fourth row
involves selection of attack resistant features in the embedded system design [5].

Many designs have been implemented which try to focus on each of the parame-
ters and features suggested by this architectural design space. A modern-day embed-
ded application such as secure integrated cards commonly referred to as smart cards
employs a bi- processor architecture. In general, thefirstCPU is configured to perform
tasks that do not require utilization of sensitive information. A second CPU which
can be referred to as a master CPU is configured to perform tasks that involve manip-
ulation of sensitive information. Both CPUs communicate through a secure interface.
Though this architecture provides an enhanced overall security of the embedded sys-
tem, it does have some disadvantages. Primarily, the overall power consumption of
the system will be very high, and as a result, the cost of the application also increases
[6].

Internet of things requires the embedded systems to be miniaturized. As a result,
architectures employed need to be smaller, efficient and more secure. The Aegis
processor [7] provides an increased efficiency and reduction in power consumption
as itmakes use of a single processor only.TheAegis processor architecture helps build
computing systems that are secure against both software and physical attacks with
minimum performance overhead for typical embedded applications. However, there
is a scope for improvement in this architecture. Firstly, the performance overhead
can be reduced for applications which do not require more memory which will help
in employing efficient encryption and system verification. Secondly, the architecture
is prone to physical attacks. Protecting the IC from side-channel analysis and other
hardware Trojans is required. Figure 4 shows the architecture of an Aegis processor.
The state of the art processors employed in IoT is mostly RISC processors due
to its simple architecture and low power consumption. RISC processors help to
accelerate the execution of simplified instructions. As against CISC architecture,

Fig. 4 Aegis processor architecture [7]
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RISC methodology utilizes a complex instruction set to achieve high code density
and save costly memories. In IoT network, there is a limitation on the memory space
due to area and power constraints. In such cases, CISC processor is an advisable
solution. The scalable and reconfigurable micro-coded multi-core processor is a
proposed architecture for a CISC processor. The main advantage of this architecture
is its increased efficiency [8].

The recent trends in processor architecture for embedded systems are a generalized
architecturewhich requires lesser programming, high energy efficiency and enhanced
security aspects. There are few processors available today which do provide the
required security along with low power consumption and high performance. The
most widely used processor is the ARMprocessor. Figure 5 shows the architecture of
ARM Cortex M4 processor. However, this processor is also not completely secure.
Researches show that the information in such processors can be leaked through
radio frequency, optical, power and timing side channels and by interfaces such as
JTAG and RS232. The most prominent locations for hardware Trojans are memory
units and clocking units. In order to ensure hardware security of a processor, it is
necessary to identify the critical components that could fall prey to such malicious
intrusions at the design stage. In a processor, the vital information is always stored
in the memory. So an attacker would always attempt to obtain access to the memory.
Hence, memory and communication buses are the most critical components to be
taken into account while designing for security and memory authentication plays a
crucial role in safeguarding against threats.

Fig. 5 ARM Cortex M4 processor [9]
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4 Secure Embedded Processor Design Challenges

Since embedded systems need to fulfill the security requirements for the application
they are designed for, a number of challenges are faced at the design stage. These
include processing gap, flexibility, battery limitation, tamper resistance and cost [5].

• Complexity of security protocols and increased data rates make it difficult for the
embedded processor to keep up with computational demands involved.

• The embedded systems need to be flexible to supportmultiple securitymechanisms
and protocols.

• Battery operated systems face a limitation of power available for performing
computations.

• The only mechanism that can guarantee foolproof security is through resistance
implementation into the hardware design.

• Implementation of security at the hardware level results in a sharp rise in cost
due to the additional circuitry involved. Therefore, there always exists a tradeoff
between security and cost.

• There also arises the need for designers to be well informed of the security impli-
cations of the design so that the design cycle can be modified to evaluate security
at the different stages.

When linked to the IoT, there is a huge amount of data storage and transfer
operations involved. Hence, safeguarding memory from potential attacks is a prime
challenge. Establishing security between endpoints in a network can only be carried
out after taking into account the cryptographic schemes, networking protocols and
communication standards.

5 Memory Attacks

Ability to verify that the data read from a specific memory location by a processor is
the same as the one it stored at the location during last write is referred to as memory
authentication [10]. The main assumption in past works was that the processor chip
alone is trusted. One technique involves storing the cryptographic digest of external
memory on a trusted area of chip and comparing the data read from the external
memory with the digest each time a read is performed. This is a tedious method as
all data from external memory should be fetched to perform integrity checking for
every read. For every write operation, the data needs to be updated as well. Another
solution suggested involves keeping separate cryptographic digests for various mem-
ory blocks. This helps to bring down the memory bandwidth problem in the previous
method but increases the cost due to requirement for additional hardware. An opti-
mal solution using tree-based structures has also been proposed. In this approach,
the leaves are the memory blocks to be shielded from attacks, and the root node com-
putes the current state of the memory block by applying an authentication primitive
to tree nodes starting from leaves.
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Fig. 6 An attack model of
the memory [10]

Prevention of attacks to thememory is the primary goal ofmemory authentication.
Spoofing attacks, splicing attacks and replay attacks are the three main categories
of active attacks that an adversary resorts to. Figure 6 shows a model of a memory
attack. In spoofing attacks, adversary replaces a memory block with a malicious one
by obtaining access to the data bus by means of a control switch. In splicing attacks,
the adversary keeps a copy of the original data in a malicious memory. The activation
of the switch command by the adversary forces the processor to read data from the
malicious location. Replay attacks involve the replacement of memory content with a
previous data stored there. The adversary copies data from an address location to the
malicious memory to be used later to alter the contents of the same address location.

Multiprocessor technology is widely used in high-end computing platforms. In
multiprocessor systems, we require to include security aspects of shared memory
also. In symmetric multiprocessors in order to ensure cache coherence, a processor
sends the same data to all the cores along with the intended core. An attack that
comes into play in this context is message dropping where one of the cores may be
temporarily cut off from the bus. So the need arises for bus transaction authentication
on cache to cache transfers. Figure 7 depicts message dropping attack on symmetric
multiprocessor platform (SMP).

Elbaz et al. [10] discuss a technique for data encryption and authentication on
processor-memory bus wherein after adding cipher to the data, a data integrity
check is also performed to confirm the authenticity of information. This technique is
applied to guarantee secure data communication between the System on Chip (SoC)
and external memory. External memory usually holds sensitive information, and an
adversary would try to attack the data bus to acquire it. In order to prevent central pro-
cessing unit (CPU) modification, hardware security measures are inserted between

Fig. 7 Message dropping attack on SMP
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the cachememory andmemory controller. An additional tag is appended to the plain-
text before encryption. The CPU processes read-only and read/write data. The tag
used for each of these is different. Since a read-only data stored once in external
memory is not modified during program execution and also since the encryption key
is the most significant address bits of the encrypted block as tag (T). In the event of a
splicing attack, the address used by processor to fetch the data block from the exter-
nal memory and the address used by the integrity checker to generate tag (T’) will
not match the stored tag (T). Figures 8 and 9 show the diagrammatic representation
of the process.

Fromabroader angle,malicious attacks on the smart grid could impact devices and
users across continents since IoT technology is involved. Data from the smart meter
could be used by an adversary as an information side-channel to study customer
behavior or habits. Smart grid technology is one of the many applications in IoT
which highlights the vulnerabilities involved in the system. These vulnerabilities
and challenges arise as a result of the integration of cyber and physical systems [11–
13]. It draws our attention to the other side of the coin where the challenges like
privacy and security of the users, as well as data, need to be safeguarded through
effective hardware design and analysis [14].

The need for development of hardware security also stems from the fact that most
of the existing security solutions were developed keeping software concerns in mind.
These solutions as described in the paper by Babar et al. [15] reveal that the software
attacks are well taken care of while most of the hardware attacks are unguarded. In
order that an entirely secure system be developed, both the hardware and software
needs to be immune to attacks.

Fig. 8 Tag insertion and encryption during write

Fig. 9 Decryption and tag matching during read
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6 Conclusion

High level of security in an IoT system can be achieved by addressing all possible
threats that can affect both hardware and software of the system. The design of
embedded systems, which are an essential building block of IoT, will help safeguard
the system against hardware attacks. Memory unit of a general-purpose embedded
processor needs a secure design to thwart malicious attacks as they are programmed
as per user applications. Developing algorithms for memory protection and Trojan
detection will prove as a milestone in secure design of embedded systems for IoT
applications.
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Decentralized Bagged Stacking Ensemble
Mechanism (DBSEM) for Anomaly
Detection

S. L. Sanjith and E. George Dharma Prakash Raj

Abstract Intrusion detection has become a major need for the current networked
environment due to the high usage levels and the mandatory security that is needed,
as sensitive information are being shared in the network. However, there exist several
intrinsic issues in the network data that complicates the detection process. Further,
real-time detection is also required due to the high velocity of data flow that can
be expected in the domain. This paper presents an ensemble-based intrusion detec-
tion model to handle data imbalance and noise. Further, the entire approach has been
decentralized to enable parallelized detection. The proposedmodel utilizes aBAgged
Stacking Ensemble (BASE) as the detection model. The ensemble architecture ini-
tially creates data bags, enabling distributed processing. The bags are processed by
multiple heterogeneous base learners. Prediction results from the base learners are
passed to a stacked classifier for final predictions. This ensemble model is distributed
over the network to enable decentralized processing. Experimentswere performed on
the NSL-KDD data and the results were compared with recent models. Comparisons
with state-of-the-art models indicate the effectiveness of the proposed model.

Keywords Intrusion detection · Ensemble · Stacking · Bagging · Decentralization

1 Introduction

A huge development in the computing and networking environments have been wit-
nessed in the current decade. However, awareness in terms of technology and threats
to technology are still uncalled for. Further, even the improvements in protection tech-
nologies are still remaining to be enhanced for want of better protection schemes.
This has resulted in the network intrusion domain moving towards evolving security
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based mechanisms [1]. This is assumed to provide better detection of the security
threats.

Although several intrusion detection mechanisms such as malware prevention
modules, firewalls, authentication mechanisms, and data encryption schemes are
available, they are still not sufficient for the intrusion detection process [2]. The
current network models seems to mandate additional defense mechanisms for want
of additional security.

Artificial intelligence and artificial intelligence-based systems have become most
used approaches for detection of intrusions in networks [3, 4]. The improvements
in artificial intelligence-based models has made this domain one of the sought out
domains in the network intrusion detection scenario. Further, artificial intelligence-
based technologies can also workwell with legacy intrusion detectionmodels. Hence
they are used in conjunction with existing mechanisms for providing better security
for the user.

Intrusion detection models are generally classified into two categories [5]. First
is the misuse based detection models, where packet signatures are analyzed and the
model specifically concentrates on handling anomalous signatures. Second is the
anomaly-based detection models that aims to learn the signatures of normal packets
to identify the records that exhibits deviations when analyzed from the perspective
of normal packets are to be flagged as anomalous.

Domain analysis further reveals that the intrusion detection domain suffers from
the issue of data imbalance and noisy data [6]. Data imbalance refers to the existence
of a large number of instances in one class usually termed as the majority class and
relatively less number of instances of another class usually referred to as the minority
class [7]. This results in the majority classes getting overtrained, while the minority
classes remain undertrained. An example for data imbalance is presented in Fig. 1.

This work presents a Decentralized Bagged Stacking Ensemble (DBSEM) based
model that can effectively enable faster and more accurate predictions. Bagging was
observed to effectively reduce the issue of data imbalance to a large extent. Further, it
was also observed that stacking the ensemble was able to reduce the effects of noise.
Experimental results and comparisons indicate demonstrates the effectiveness and
efficiency of the proposed model.

2 Literature Review

Intrusion detection has gained significance due to the increased reliance on networks
and network-based communication. Though there is a huge amount of literature
corresponding to this domain, there is still a need for a decentralized, flexible and
reliable intrusion detection model. This section discusses some of the most recent
and most prominent works in the domain of intrusion detection.

An intrusion detection model using lazy learning methodology was provided by
Chellam et al. [8]. Lazy learning was observed to exhibit high computational com-
plexity levels. This model proposes a weighted indexing technique, to reduce the
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Fig. 1 Data imbalance—a graphical view

computational capacity of last learning models. An imbalance handling model that
is a variant of the RIPPER algorithm was presented by Cieslak et al. [9]. This is
a clustering-based approach that handles data imbalance by artificial generation of
minority classes. An anomaly-based intrusion detection model was presented by
Wang et al. [10]. This method trains on regular network behavior data and can
effectively predict anomalous behaviors. The model is based on Principal Compo-
nent Analysis (PCA) as the initial preprocessing technique. A J48 based intrusion
detection model specifically designed for high dimensional data was presented by
Shahbaz et al. [11]. This technique is based on feature extraction and feature selection
for highly improved detection of intrusions.

A real-time model for intrusion detection in high-speed networks was presented
by Rathore et al. [12]. This is a Hadoop-based model that operates on REPTree and
J48 algorithms. The model selects nine best parameters for the processing archi-
tecture enabling highly effective predictions. The research directions have further
moved forward from Hadoop and has now started using spark-based models for pre-
diction. A spark-based technique for network intrusion detection on streaming data
was presented by Dahiya et al. [13]. This technique is based on two feature reduc-
tion algorithms; Canonical Correlation Analysis (CCA) and the Linear Discriminant
Analysis (LDA). These algorithms enable faster and more accurate predictions on
the streaming network data. A parallelized anomaly detectionmodel using Sparkwas
presented by Yafei et al. [14]. This model is based on HOTSAX intrusion detection
algorithms. The HOTSAX algorithm has been parallelized using the Spark archi-
tecture to enable faster processing. Other similar streaming data-based intrusion
detection models includes Big Data-based model by Juliette et al. [15], sensor data-
based model by Michael et al. [16], loss based model by Bamakan et al. [17] and
metaheuristic based model by Tamer et al. [18].
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Although metaheuristic models were employed for their speed and effective pre-
dictability levels, several applications involve metaheuristic models only for the pre-
processing phase. A Firefly algorithm based intrusion detection model was presented
by Selvakumar et al. [19]. This technique uses Firefly algorithm for the process of
Feature Selection on network data. A similar PCA based network intrusion detection
model was presented by Salo et al. [20]. Artificial neural network-based intrusion
detection model was presented by Shenfield et al. [21]. This technique is based on
fine-tuning the artificial neural network for effective prediction of network data.
Although the model proves to be effective with high prediction accuracy levels, the
computational complexity of neural networks is high, hence making the model less
suitable for real-time data analysis. Extreme learning machines have been gaining
prominence in the current periods due to the flexibility they provide. An extreme
learning machine based model was presented by Wang et al. [22]. This model uti-
lizes the equality constrained optimization technique to improve the detection lev-
els. The model has also been designed as an adaptive technique to enable effective
results. Other prominent ELM based models include approximation based model
[23], random search based model [24] and error minimized ELM [25].

3 Decentralized Stacked Ensemble Model for Anomaly
Detection

Anomaly detection in network environments is usually centralized. All the gener-
ated network transactions are initially passed to the centralized server. The anomaly
detection model is usually deployed in the centralized server. The model performs
predictions to identify if the particular transaction is normal or anomalous. The
decision-making process is always performed on the centralized server. Hence the
server usually handles higher loads, hence the prediction process is usually slow. A
decentralized architecture that can handle distributed workloads can provide faster
predictions. This work proposes a decentralized ensemble architecture for handling
distributed workloads in the network.

3.1 Decentralization of Architecture

Decentralization in the architecture is achieved by deploying the anomaly detection
model on multiple models. Network transmission data is analyzed by these nodes
and anomalies are detected. The major advantage is that every node analyses its own
data, hence prediction is faster and is closer to the source, making the predictions
real-time effective.
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3.2 Decentralized Bagged Stacking Ensemble (DBSEM)
for Anomaly Detection

Every node in the network is embedded with an intrusion detection model. The
intrusion detection model is composed of the data preparation phase, the process of
bag creation, creation, and training of the heterogeneous base learners and finally
the stacked meta-model for final prediction. The architecture for DBSEM model is
shown in Fig. 2. The algorithm for the proposed model is shown below.

Algorithm

1. Input training data
2. Data preprocessing and data cleaning
3. Data sampling to create multiple bags
4. Pass bags to heterogeneous ensemble models
5. For each obtained data bag b

a. Apply training data b to obtain the trained model
b. Apply test data to model
c. Obtain predictions

6. Aggregate predictions from ensemble models
7. Append actual predictions with the generated predictions to form the input data

for meta-model
8. Pass the data to meta-model for training
9. To perform final prediction pass validation data to ensemble model
10. Aggregate predictions and pass it to the meta-model
11. Obtain final predictions from the meta-model

Data Preparation Input data is composed of network packets that pass through
the network. The packet data consist of several internal transfer details. Some data
sets might contain missing values, while others may contain erroneous values. These
data must be imputed or cleared to make the data fit for processing. This is done
during the data preparation or preprocessing phase. The input data is analyzed and
the instances containing missing values and erroneous values are deleted. Further,
machine learning models operate only on equally distributed double values. Hence,
data containing integers are normalized using

Norm = x − xmin
xmax − xmin

(max−min)+min (1)

where x is the actual value to be normalized, xmax and xmin are the minimum and
maximum values in the attribute, max and min are the interval ranges between which
the normalization is to be performed. This work uses a value of 0 and 1 for xmin

and xmax, respectively. The cleaned data is passed to the stacked ensemble model for
analysis.
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Fig. 2 DBSEM architecture

Bag Creation Phase The input data is composed of several instances, and the train-
ing data is usually composed of the entire data. However, the proposed work uses
multiple learning models. Passing the entire data for all the models will result in cre-
ation of same decision rules. Hence, the input training data is divided into multiple
training data bags, where each data bag is composed of 60% of the entire training
data. This process of data sampling results in random distribution of data to each
of the heterogeneous learners, and at the same time, results in some similarity in
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the data patterns between the various base learners. This process of data distribution
results in highly effective predictions.

Creation of Heterogeneous Base Learners Heterogeneity in base learners is main-
tained in the base learners, hence enabling varied rules in-order to create a robust
classifier model for prediction. This work utilizes Decision Tree and Random For-
est as base learners for the process. Both the base learners are intentionally set
as tree-based learners. Tree-based learners are effective in creating decision points
with maximum information gain. Hence using them during the ensembling process
enables discovery of varied rules. The rules with highest information gain can then be
retained for the future processes. Anothermajor advantage of using ensemblemodels
is that the overall model can be tuned effectively such that it avoids overfitting.

All the created bags are passed through the base learners. Every bag is passed
through both the base learners and the base learner training is performed. Every
base learner is trained using different training data, hence their decision rules are
also different. The test data, when passed through each of the base learner provides
predictions. However, it results in multiple predictions. A single prediction for each
base learner. These predictions are not directly combined, instead, it is passed to a
second level meta-learner for final predictions.

Stacked Meta-Model for Final Prediction Predictions from the previous level
are passed to the stacked meta-model for the final prediction. All the predictions are
combined, along with the actual labels to obtain the training data for the meta-model.

This phase is constructed with logistic regression as the prediction model. The
major advantage of using logistic regression as the preferred model is that it utilizes
a linear model for fitting the objective function. As the required predictions are to be
performed from the previous predictions, utilizing a simple linear model is observed
to exhibit effective predictions. Further, Logistic Regression is the de facto model
that is usually utilized in stacking models.

The predictions, along with the actual labels are passed to the Logistic Regression
model. Logistic Regression is used as the meta prediction model. The main func-
tionality of this model is that it learns the issues of the previous model to provide the
final predictions. Results from this model is used as the final prediction.

3.3 Prediction Analysis

Intrusion detection in network transmission data is usually modeled as a binary
classification problem. The predictions are usually provided to mark transactions
as normal or anomalous. Prediction analysis is performed by initially filtering the
anomalous predictions and the transactions that correspond to these predictions.
Anomalous transactions exhibit higher significance compared to normal transac-
tions. Hence prediction of such transactions gains considerable significance over the
prediction of the normal classes.
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Themajor reason for performing this process is that it is mandatory for themodels
to reduce False Positive predictions. Hence re-analyzing the anomalous transactions
becomes a necessary component of the domain.

3.4 Secondary Prediction of Anomaly Data

The prediction process explained in the previous sections is performed in each node
of the network. The anomalous data that has been filtered in the previous phase
is passed to all the other nodes in the network. This transmission has been done
for two purposes; first, every node must have updated anomalous signatures. This
maintains that all the nodes are up-to-date with the anomalous signatures. Further,
the anomalous signatures should be confirmed to make sure that they are actually
anomalous.

The anomalous signatures identified from each node is passed to all the other
nodes. Predictions are obtained from these nodes and these predictions are trans-
ferred back to the origin node. The origin node performs voting to identify the final
prediction. The final prediction is transferred to all the available nodes to be saved
as an anomalous signature.

4 Result Analysis

The proposed DBSEM model has been implemented using Python. NSL-KDD
dataset is used to measure the significance of the proposed model. The NSL-KDD
data is composed of 14 attributes. Details about the attributes are shown in Table 1.
Experiments were performed using 10-fold cross-validation, and the results were
obtained. Results have been analyzed in terms of standard classifier performance
metrics.

The Receiver Operating Characteristics (ROC) curve for the proposed model is
shown in Fig. 3. The graph is created by plotting FPR in the x-axis and TPR in the
y-axis. The area of the obtained curve provides the prediction efficiency of themodel.
Higher area represents better performance. It could be observed that the below curve
exhibits the highest area, exhibiting the efficiency of the proposed model.

The Precision Recall (PR) curve presents the prediction efficiency of the proposed
models. High precision and high recall are the requirements of the classifier model. It
could be observed in Fig. 4 that the proposed model exhibits very high precision and
recall values that are close to 1, exhibiting the effectiveness of the proposed DBSEM
architecture.

The table depicting the performance of the proposed DBSEM model is shown in
Table 2. It could be observed that FPR and FNR, shows values closer to 0, while
all the other metrics shows values closer to 1. This elucidates the significance of the
prediction mechanism.
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Table 1 NSL-KDD
attributes

No. Attribute

1 src_bytes

2 service

3 dst_bytes

4 flag

5 diff_srv_rate

6 same_srv_rate

7 dst_host_srv_count

8 dst_host_same_srv_rate

9 dst_host_serror_rate

10 dst_host_srv_serror_rate

11 dst_host_diff_srv_rate

12 serror_rate

13 logged_in

14 Attack

Fig. 3 ROC curve
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Table 2 Performance metrics
of the proposed model

Proposed model (DBSEM)

TPR 0.98

FPR 0.01

TNR 0.99

FNR 0.02

Accuracy 0.99

Precision 0.98

Recall 0.98

F1 Score 0.98

A comparison of the proposed DBSEM model with the RampLoss model [25]
and the previouswork of the authors (Reinforcement basedHeterogeneous Ensemble
Model-RHEM) is shown in Fig. 5 andTable 3. It could be observed that all themodels
exhibit almost similar predictions. However, it should be observed that the proposed
model is decentralized and operates with just a part of the data, while RampLoss
model and RHEM are centralized approach utilizing the entire spectrum of available
information. Further, the time requirements of the proposed model is much less
compared to the RampLoss model and RHEM due to the decentralized nature of the
proposed DBSEM architecture.

Fig. 5 Comparative analysis

Table 3 Comparison of metrics

Proposed
model—DBSEM

RampLoss
(Centralized)
Bamakan et al.

RHEM—reinforcement-based
model (Centralized) Sanjith
et al.

Accuracy 0.99 0.99 0.99

FPR 0.01 0.01 0.00

Precision 0.98 0.98 0.99

F1 score 0.98 0.99 0.98
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5 Conclusion

Intrusion detection has been one of the significant areas of research in the current
decade, due to the increasing necessity for security in network transmissions. This
work proposes an effective intrusion detection model that has been developed in
a decentralized fashion to enable faster and more effective detection of anomalies.
The Decentralized Bagged Stacking Ensemble Model (DBSEM) architecture has
been designed to provide faster and more accurate predictions in a decentralized
manner. Input data is converted into data bags and are passed to the base learners.
The base learners train on the input data and generates predictions. These predictions
are collected and passed to the secondary algorithm for meta-learning. This stacking
structure enables improved predictions. Experiments were performed using NSL-
KDD data and the results were compared with state-of-the-art models. The results
indicate the effectiveness and the high performing nature of the proposed DBSEM
architecture. The proposed architecture has been found to be highly scalable and
tends well to parallelization. Future enhancements will be towards implementing the
model on streaming architectures like SPARK.
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The Process and Application of Dual
Extruder Three-Dimension Printer

Kunal Sekhar Pati and A. Karthikeyan

Abstract The three-dimension printer means the three-dimensional printing which
is also known as additive manufacturing and it is the advanced manufacturing tool
used for producing the most complex shape geometries. We can produce complex
geometry shapes without using any kind of computer tools. The three-dimensioned
printer is used in many fields in the industries because of its most creating and
functioning prototype with minimum human resources and time. 3D printer is used
in automobile, architecture, engineering, education, medical industries, and civil
engineering. It is most reliable, cost-effective and real-time application. The three-
dimension printer is widely used and it is a very interesting technology to look out
for.

Keywords Three-dimension printing · Additive manufacturing · Printing layer

1 Introduction

3D printing or additive manufacturing is a process of making a three-dimensional
object of any shape from digital model with different shapes. Traditional machining
techniques based on cutting the materials layer by layers. Layering technique is used
when the material is cutting each layer until the complete object is manufactured.
In this way, three-dimension D printer moves away from large amount of human
resources and we can modified our product according to user or anyone. We can
make and customize any product from home or any other place.

First time three-dimension printer is introduced on 1980s where a pattern is sub-
merged in liquid polymer and that would be traced by computer. The traced pattern
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is hardened into layer. This is the way built an object out of plastic. After tremendous
process additive manufacturing methods is introduced. In additive manufacturing
process three-dimension objects are adding layer upon layer of materials. Materials
vary from technology to technology. The basic concept of additive manufacturing
is using of computer for three-dimension modeling software. First thing we have to
create is a three-dimension sketch then AM device reads the CAD file from com-
puter and build a structure layer by layer. The material may be plastic, liquid, powder
filament.

Now the cost of acquiring three-dimension printing has been decreasing with
advancement of technology. Nowadays the usage of three-dimension printer has been
raised with average cost ranging on market. For commercial usage three-dimension
printers have been increased in every sector on market, for example, aerospace, spare
partsmanufacturing, automobile, etc. In fact it is required skilled and expertise person
to do both software and final printing work. In production industries three-dimension
printers are most emerging product on market.

2 How It Works?

There are different types of three-dimension printers’ technology in additive
manufacturing. We are using fused deposition modeling (FDM).

Fused Deposition Modeling

Fused Deposition Modeling (FDM) technology was developed by Scott Crump in
1980s. In this method, we can print not only prototype but also know the concepts of
modeling and user product. FDM three-dimension printing technology based on the
thermoplastics materials so the product is very excellent with mechanical, chemical
and thermal.

On FDM technology the three-dimension printing machine build the objects layer
by layer from bottom to top heating and extruding the thermoplastics filaments.
First design a three-dimension CAD layer by layer model on software and printer
extruder calculate it layer by layer. Thermoplastic material is supported by printer
extruder. Then the printer heats the thermoplastic material at 220 °C on it melting
point and extrude it through nozzle on base. A computer of three-dimension printer
translates the dimension of X, Y, and Z coordinate and control the nozzle. The base
also moves according to the nozzle it means that it coordinate the nozzle. When one
layer completed its printing then the base or bed goes down and start printing the
next layers. This process is keep on going until the complete object is not printed.
Printing time depends on size and complexity of the object. Small object print fast as
compare to large object. After complete printing of an object it is take time harden
the thermoplastic materials (Fig. 1).
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Fig. 1 Fuse deposition modeling process

3 Components

ATmega328 Arduino UNO

• High performance, low power AVR 8-bit microcontroller
• 32 × 8 general-purpose working registers
• 1 kB EEPROM
• 2 kB internal SRAM
• 23 programmable I/O lines
• 2.7–5.5 operating voltage.
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Ramp 1.4 3D Printed Control Board

• Expandable to control other component
• 3 MOSFETs for heater and fan
• All MOSFETs are hooked in to PWM
• Option to connect 2 motors on Z
• I2C and SPI pins are also available.

Limit Switch

It is a mechanical block is detected when it is activated. Its help for the alignment
between bed and extruder.

Proximity Sensor

It is used for auto leveling and going to need a probe, which can accurate measure
the distance of bed at various point.

Servo Motor

Limit switch is used for bed, which is not contact with bottom of the extruder. So
servomotor is used for movement of the limit switch, which is fixed besides of the
nozzles.
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4 Application of Three-Dimension Printers

Product Development

If we need small product then do it as soon as possible. A three-dimension printer is
fast, cost effecting, and modified the product as soon as possible at no additional cost
with minimum amount of time. It is the best machine to design early-stage design
product.

Construction Field

On civil sector, if we construct a huge bridge, building or any other plan so at that time
we need first prototype of that structure. Three-dimension printer means early stage
of evaluation of the complex and rough design of any construction or architecture.

Medical Field

Hearing aid has been made using three-dimension printing technology. Those brave
soldiers who lost his legs or hands-on war field for them three-dimension printer can
able to manufacture artificial legs or hands for them. Nowadays doctors are using
artificial heart for pharmaceutical testing.

End-Use Parts

Three-dimension printer can produce low volume, customized end-use product. This
gives more flexibility to small industries as compare to large batch industries. The
cost effecting to this end-use products are low.

5 Advantages

• Three-dimension printer product cost is low as compare to other technology
product.

• Three-dimension printer technology saves more time for both human and product
those can produce from other technology.

• Three-dimension printers are more efficient, faster and easier.
• Quality of the product more strong and durable.

6 Conclusion

Now the world is changing with the help of three-dimension printer. The use of
three-dimension printer in medical sector is going to beyond the level and nobody
knows what is in future. The additive manufacturing process helps people in solving
many problems. Three-dimension printer is limitless and till now it solves only the
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scratched, there is still more to be uncovered. Now three-dimension printer is still
new technology and continuously improving. It already enhances the life of many
patients around the world.
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Face Detection and Natural Language
Processing System Using Artificial
Intelligence

H. S. Avani, Ayushi Turkar and C. D. Divya

Abstract The objective of this paper is to look at a system based on artificial intel-
ligence that recognizes the faces and the system that processes the natural language.
The process of face recognition has three phases: face representation, removal of
features, and classification. But the most important phase-out of every phase is
extraction. At this stage, the image is extracted from the unique features of the face
image. However, variation in appearance remains one of the main factors affecting
the accuracy of face recognition systems.

Keywords Natural processing system · Face · Artificial intelligence

1 Introduction

Face recognition technology can verify or identify an individual from a digital image
or video source (video frames). Face recognition system works using various meth-
ods. Generally, the system compares the selected facial features in the given face
image database. Face recognition systems are used to enforce the law, entertainment,
monitoring, access to security systems, banking, personal identification, etc. Multi-
plier reception (MLP), face localization, neural network, Natural Language Process-
ing (NLP), principal component analysis (PCA), hierarchical-PEP, LDA, principle
component analysis with RBF, Graphics processing unit, etc. are the most popu-
lar face recognition techniques. The face recognition process has three phases, one
is faced representation, feature extraction, and classification. Face representation is
nothing but a face model and determines the successive algorithm that detects and
identifies the face image. The face recognition at the entrance level determines that
the given image represents the face. In the next phase, which is the extraction of
the function phase, the most unique and useful features (properties) are extracted
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from the face images. The face image is compared to the images in the database for
all the features obtained. This is done in the classification phase. The output from
the classification phase gives the identity of the given face image from the database
together with the highest matching score (i.e. the smallest differences from the input
face image).

2 Literature Review

Face detection and expression recognition using the neural network approach, where
the author uses the artificial neural network, the basic propagation algorithm, themul-
tiplier reception (MLP), the principle component analysis, and the RBF and graphics
processing unit for the face image process. The basic unit of communication such
as body movement facial expressions and physiological reactions are the parameters
and the final system should be able to detect facial expression in the same way as the
human brain [1].

A face recognition system approach uses artificial neural networks propagation
using a face localization or a localized face method. They used biometric, pixel,
segmentation, and neuron image processing. First, they check the matching of iso-
density lines of subject faces, which means comparisons of sizes or relative distance
of facial characteristics such as nose and mouth position of the eyes. The system
should recognize the human face at a very high precision density [2].

Using image processing and neural networks, a face recognition system approach
based onMATLAB uses methodologies such as discrete cosine transformation, self-
recognition map, and neural network. The face image is given as a parameter and
has an 81.36% recognition rate for 10 trials [3].

Recognition of the human emotional state by the detection of facial expression is
an approach that takes different types of images as the parameter and methodology
used is the principle of image pre-processing.And the system is testedwith a database
of 30 different people with different expressions, the proposed PCMmethod is more
consistently accurate [4].

The processing of natural languages using artificial intelligence uses the NLP
approach. Speech, printed text or handwriting are passed to the system as parameters.
With this system, we can direct the robot that talks to the computer and nobody need
to work as a translator [5].

The artificial intelligence scope and challenges in India and the artificial intel-
ligence revolution. As an artificial intelligence, the computer machine that makes
it so intelligent to solve the computer problem that can only be solved by people.
Artificial intelligence is generally classified as a large AI and a narrow AI. AI-based
games are popular in recent days. The use of artificial intelligence helped to make
better use of time and resources. But India lags behind in the area of AI development
compared to other countries such as China and the USA. In order to benefit from AI,
the government must take the current advances in AI [6].
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A face recognition approach using the main component analysis in MATLAB
follows the main component analysis methodology. Parameters are the removal of
some basic parts of the face, such as eyes, nose, mouth, and chin, with the database.
Increasing the number of face images in the database increases the system recognition
rate. The recognition rate, however, begins to saturate following a definite increase
in own value [7].

An effective face recognition approach using a modified center-symmetric local
binary pattern (MCS-LBP). This approach follows the methodology of the Local
Binary Modified Center-Symmetric Pattern (MCS-LBP). The face representation,
extraction of features, and classification are the three main parts of the process. They
have results with an accuracy of 88.7% for LBP and 92.8% for CS-LBP and 96.3%
for MCS-LBP [8].

The hierarchical-PEP model for real-world face recognition takes the structure of
the face parts as a parameter and the hierarchical PEP model method is adapted and
91.10% accuracy with SIFT [9] is achieved.

Face recognition based on a deep neural network is an approach that uses tradi-
tional neural network methodology. It takes face images to extract the feature vector
as a parameter. The resulting system will have a mean recognition accuracy of more
than 97.5% in LFW marches steadily towards human performance [10].

A classification approach using the radial base function uses the Fusion, LDA,
neural networks, and PCA method. The system sets video frames or photo frames as
parameters. The system accounts for 98.5% of the recognition rate [11].

3 Proposed Methodology

Artificial neural networks, also known as connection systems, are computer systems
that are similar to the animals’ biological neural network. The idea of AI neural net-
works is inspired by the neural biological network. The neural network is a framework
for other algorithms such as the algorithm for machine learning. It helps algorithms
cooperate and process complex data entries. These systems “learn” to perform tasks
by looking at examples, generally without any task-specific rules being programmed.

The methodology of the Principal component analysis also referred to as PCA.
It is a statistical approach that uses an orthogonal transformation to change a set of
possible related variables (different numerical values are taken by each entity) into
a set of values of linearly unrelated parameters known as the principal components
as shown in Figs. 1 and 2.
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Fig. 1 Generic representation of a face recognition system

Fig. 2 Overview of proposed system
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4 Result Analysis

Ref No. Approach Methods Parameters Result

1 Face detection and
expression
recognition using
neural network
approaches

Artificial neural
network, basic
propagation
algorithm,
multiplier
reception (MLP),
principle
component
analysis, RBF,
graphics
processing unit,
etc.

The basic unit of
communication
(Body movement,
facial expression,
physiological
reactions)

Take a decision
like the human
brain to detect
facial expression

2 Face recognition
system using
backpropagation
artificial neural
networks

Face localization
or localized face,
they used image
processing,
biometric, pixel,
segmentation,
neuron

Matching of
iso-density lines of
subject faces
which means
comparisons of
sizes or relative
distance of facial
features like the
position of eyes,
nose, and mouth

Performs human
face recognition at
a very high density
of accuracy

3 A MATLAB based
face recognition
system using
image processing
and neural
networks

Discrete cosine
transform,
self-recognizing
map, neural
network

Face image Recognition rate
81.36% for 10
trials

4 Human emotional
state recognition
using facial
expression
detection

The principle of
image
pre-processing is
used
[Pre-processing
component
analysis (PCA)]

Different types of
images

The system is
tested on a
database which
consists of 30
different persons
with different
expressions, the
proposed system
PCM method have
greater accuracy
and consistency

(continued)
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(continued)

Ref No. Approach Methods Parameters Result

5 Natural language
processing using
artificial
intelligence

Natural Language
Processing (NLP)

Speech, printed
text or handwriting

Robot get a
direction which
helps to do
conversation with
a computer
without the
interference of a
person who works
as a translator

6 Artificial
Intelligence
revolution and
India’s artificial
intelligence
development
challenges and
scope

Null Null The government
must adopt the
current
advancements of
artificial
intelligence to
make use of its
benefits

7 Face recognition
using principal
component
analysis in
MATLAB

Principal
component
analysis

Extraction of some
basic parts of a
face such as eyes,
nose, mouth, and
chin, with the one
stored in the
database

We can increase
the recognition
rate of our system
by increasing the
number of images
of faces in the
given database.
But the
recognition rate
will start
saturating when a
definite sum of the
increase in
eigenvalue

8 An efficient
approach to face
recognition using
a Modified
Centre-Symmetric
Local Binary
Pattern
(MCS-LBP)

Modified
Centre-Symmetric
Local Binary
Pattern
(MCS-LBP)

Face
representation,
feature extraction,
and classification

With method LBP
we get 88.7%
With method
CS-LBP we get
92.8%
With method
MCS-LBP we get
96.3%

9 Hierarchical-PEP
model for
real-world face
recognition

Hierarchical-PEP
model

Face part as
structures

System achieved
91.10% accuracy
with a feature of
SIFT

(continued)
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(continued)

Ref No. Approach Methods Parameters Result

10 Face recognition
based on deep
neural network

Conventional
neural network

Feature extraction
from face images
to get the feature
vector

Mean recognition
accuracy on LFW
marches steadily
towards the human
performance of
over 97.5%

11 Face recognition
by classification
using radial basis
function

Fusion, LDA,
neural networks,
and PCA

Video frames or
photo frames

Gives 98.5% of the
recognition rate

5 Conclusion

When looking at previous research papers, artificial neural networks, and pre-
processing component analysis (PCA) are the most commonly used methodology.
The maximum accuracy for the combination of Fusion, LDA, Neural Networks, and
PCA methodologies is 98.5%. And we also observed that the methodology of the
neural network always works well. In the future, we will build a face recognition and
NLP system that detects or does not lie to a person.
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A Review on Detection of Online Abusive
Text

Bhumika Jain, Chaithra Bekal and S. P. PavanKumar

Abstract Presently, online networking have become a part and parcel of almost
everybody’s life. Also, it has become major medium of personal and commercial
communication. The current popularity of web technologies and social networking
has made mandatory for a person to be active on these sites. Therefore, people
became closely attached and find a medium to express their feeling, opinions, and
emotions through these sites and often share informationwithout botheringwhat they
are sharing and with whom. Such context has become an avenue for cyberbullying.
Thus, Internet is a platform for using abusive text or image, which may lead to
many problems. Hence, it is important to place an effective system in order to put
an end to such activities, through text mining techniques, machine learning, and
natural language processing. In this paper, we compare different method of prototype
implemented in the detection of abusive content.

Keywords Abusive · Detection · Social networking · Text

1 Introduction

There are a lot of areas to express one’s opinion about any social aspects. One
can put out their opinion about something through social media. Social media like
Facebook, Twitter, etc. provide us the platform to put in our views about an issue
through comment boxes, through posting things to reach out people. Some posts
or comments might lead to bullying, harassment or even assassinating somebody’s
personality or character. This can be called as cyberbullying and is done to annoy or
hurt somebody intentionally. The comments or messages which are rude and said to
irritate somebody also come under this and are of major concern. And, it is a prime
important aspect these days that these kinds of abusive texts have to be detected
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Fig. 1 Framework for the detection of abusive text [2]

automatically and reported. There can be hateful comments on women or religions
which are violating their constitutional rights.

A 2007 Pew Research study found 32% of teens have been victims of some type
of cyberbullying. And, it is still the same as per 2016 research study. Many children
were said to be attempting suicide due to this problem between 2008 and 2016 [1].
In abusive text detection, the framework processes as shown in Fig. 1 [2]. Like these,
many research studies have revealed that cyberbullying has been of major concern
these days and this problem has to be solved. There are many research studies on this
problem. There are many artificial intelligence techniques like text mining, natural
language processing, etc. used to solve the problems which have been discussed
below.

2 Literature Review

Many researchers have come up with different prototype and systems for detecting
offensive material. A lot of people including A. Mahmud, K. Z. Ahmed, and M.
Khan [3], Vandersmissen, F.D.T, Baptist., Wauters, T [4] and many more have come
up with their methods to detect abusive text, images, etc. In Kansara and Shekokar
[2] proposed a framework for detecting negative online interactions in terms of
abusive content carried out through text messages as well as images. In abusive
image detection, Local Binary Point (LBP) is used to identify interest points and
these points or features are then mapped to the existing visual word in vocabulary.
Further, support vectormachine (SVM) helps in classifyingwhether image is abusive
or not, based on decision planes that define decision boundaries.

Chen et al. [5] have used the concepts of text mining and classifier techniques to
detect the abusive texts in any social media. They have taken 8 data sets from social
media sources that have already been reported as cyberbullying. Bag of words and N-
grams are used for text representation in textmining,whereas in the case of classifiers,
they have used two types namely Naïve Bayes (NB) classifier and support vector
machines (SVMs). The graphs being plotted according to performance obtained from
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the above-stated classifiers and text mining algorithms the results were obtained. The
results show the comparisons in different data sets by observing chi-square values.

In Nobata et al. [6] from Yahoo labs, NLP can be used as a method to analyze the
abusive texts in user comments. They have the Vowpal Wabbit’s regression model.
They have basically decided to divide into four classes, namely N-grams, Linguistic,
Syntactic, and Distributional Semantics. In the first-three processes, they have done
few mild preprocessing to remove disturbances and in the fourth process, comments
are represented as low-dimensional vectors and are jointly learned with distributed
vector representations of tokens using a distributed memory model. The experiments
conducted for various data sets using the four processes will produce results.

Yenala et al. [7] have conducted experiments and worked on the same aspect of
abusive texts detection but through different methodologies. Deep learning method
plays a major role in their work. In this paper, they have taken query completion
suggestions in web search and user conversations in messengers. Taking the data sets
from these two areas, they have used the method of convolutional neural networks
(CNN) and bi-directional LSTMs (BLSTM) to get results for various models and
derive conclusions on how it works for solving the problem, i.e., detection of abusive
texts.

Spertus [8] put forward a prototype system to automatically recognize flames,
called Smokey. It combines natural language processing and sociolinguistic obser-
vation to identify messages that not only contain insulting words but use them in an
insulting manner [5]. In this prototype, the text is passed through a parser in some
common format and then the output is converted to Lisp s-expression by sed and
awk scripts. A feature vector is produced for each message as these s-expressions are
processed through rules. Further, a decision tree generator C4.5 is used to generator
simple rules to evaluate the feature vector [8].

Another automatic flame detection method was given by Razavi et al. [9]. This
method extracts features at different conceptual levels and applies multilevel classi-
fication for flame detection. They have used machine learning algorithm, i.e., they
ran a three-level classification, using the Insulting and Abusing Language Dictionary
(IALD). The Complement Naïve Bayes classifier, the Multinomial Updatable Naïve
Bayes classifier, and Decision Table/Naïve Bayes hybrid classifier (DTNB) are used,
respectively, in the first, second, and third levels. Finally, the decision of whether the
text is okay or flame is based on the current instance.

3 Comparison of Different Detection Method for Abusive
Text

Table 1 gives us the picturesque idea of the detection techniques used by various
authors in the field of anomaly detection techniques using data warehouse. It also
gives the list of recommendations which we thought could have been implemented
in the system in future.
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4 Fututre Work

In the future work, we could develop a tool that checks for abusive content on
social media. This tool should be able to check the text semantically as well for
any obnoxious content. We can implement this tool using deep learning, language
processing techniques.

5 Conclusion

Social networking is an integral part of most people. And, cyberbullying is a major
concern, as the number of online users is increasing. Many techniques and frame-
works have been proposed in order to detect offensive content. All these proposed
systems consider different variety of data sets and a very few have attempted to com-
pare these; in this paper, we have done it through a review table. Few methodologies
use NLP, classifier, bag of words while some use machine learning techniques. All
the different methodologies have their own advantages and disadvantages.
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Security of an IoT Network: A VLSI
Point of View

Sreeja Rajendran, Azhar Syed and R. Mary Lourde

Abstract Third-party IP cores, outsourcing of IC fabrication to untrusted foundries,
have increased the vulnerabilities in IC’s and reduced the trust factor of a designer
on the manufactured chips. These vulnerabilities are a consequence of malicious
modifications of the original design, which have the potential to cause catastrophic
damage to the systemwhich uses these IC’s. IoT networks require the least vulnerable
and highly trustworthy IC’s.We present a detailed study of suchmalicious insertions.
Next, we discuss the methods for their identification and we also propose some
countermeasures from a VLSI aspect.

Keywords IoT · Hardware Trojans · Security · Processor

1 Introduction

Internet of Things (IoT) is a paradigm which links various realms of technology for
applications ranging from smart homes to smart healthcare and even smart agricul-
ture. The Internet of Things (IoT) has a lot to offer and presents us with countless
opportunities. Imagine systems that can be controlled and monitored over the Inter-
net, self-driven cars, factories that communicate with warehouses, smart homes with
digitized infrastructure. With the impact of Internet in our lives, the applications of
IoT are countless. However, with the advancement of such an impactful technology,
there is a downside to it. The widespread success of IoT depends on the data and
information it collects. The more information shared and stored, greater will be the
chances of security breaches, which will increase the risk of theft and manipulation.
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Fig. 1 Diagrammatic
representation of a
centralized IoT network

The more we increase the applications of the Internet of Things, more will be the
requirement for stringent security measures.

The traditional network layout for an application of the IoT is as shown in Fig. 1. It
represents a simple centralized structure.However, in recent times, the IoT hasmoved
from a simple structure to a complex network of decentralized devices. The IoT
network is highly dependent on different semiconductor technologies which include
microprocessors, sensors, and low power devices. IoT helps to provide network
connectivity to embedded systems, sensors, and actuators.

2 Security Threats

It is extremely important that security is taken into consideration from the very
beginning of the design process. There is a need to focus on security aspects of all
devices connected on the network. The security threat classification in the Internet
of Things network is shown in Fig. 2.

Physical attacks include reverse engineering andmicroprobing.Due to the expense
involved, it is believed that these attacks are seldom resorted to by adversaries. Tim-
ing analysis, power analysis, electromagnetic radiation analysis, etc. fall under the
category of side-channel attacks. Cryptanalysis threats include ciphertext attack,
plaintext attacks, etc. which attempt to break the encryption in order to obtain the
encryption key. Virus attacks, logic bombs, and denial of service fall under the cat-
egory of software attacks. Due to the broadcast nature of the transmission medium,
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Fig. 2 Attack on IoT systems

wireless systems become vulnerable to network attacks. Denial of service, node cap-
ture, routing attacks, monitoring, and eavesdropping can be grouped under network
attacks category [1, 2].

3 Hardware Security Threats

Hardware security attacks are extremely difficult to identify but possess the capability
to impair a system resulting in devastating effects [1, 3–5]. Attacks carried out on the
hardware are generally in the form of Trojans which are specifically called Hardware
Trojans. It is defined as an unwanted but intentional alteration of a logic circuit or
design resulting in undesired circuit behavior. A clear understanding of Hardware
Trojans is quintessential for developing ICs used in highly secure applications.

3.1 Hardware Trojan Taxonomy

The Hardware Trojans (HT) can be inserted either in the design phase or during
fabrication. These inserted HT remain dormant during the normal course operation
of the IC for a long time, until they are triggered. OnceHT is triggered, it will perform
themalicious action they are designed for. The classification of Trojans based on their
trigger mechanisms and their payloads is shown in Fig. 3 [3, 4, 6].

The Hardware Trojans as classified by Rajendran et al. in Fig. 4 provide us with a
good understanding of the effects of Trojans, the different stages of ICmanufacturing
process, and the different locations of the IC which can be infected by Trojans [6].
TheHTcan be activated through internal or externalmechanisms. Combinational and
sequential triggers belong to the class of internal triggers. The occurrence of a certain
set of values at internal nodes in the circuit simultaneously activates a combinational
trigger. A particular state of a set of internal registers or a specificword on the address
bus can be also used as a trigger. Sequential triggers are activated by a series of events.
The simplest trigger for sequential circuits is a counter. The HT is triggered when the
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Fig. 3 Trojan taxonomy based on trigger and payload mechanisms

Fig. 4 Hardware Trojan taxonomy

counter reaches its highest count. The external trigger mechanisms are applied from
outside the system. Activation of external triggers depends on user inputs like a reset
button or a power switch. An externally connected memory device can also act as an
external trigger. There is yet another set of Trojans which do not require any trigger
mechanism for activation. They are also known as ‘always on’ Trojans. Always on
Trojans function by making elusive changes to system specification, timing, etc.

4 Identification of Trojans

The insertion of a Trojan cannot be completely prevented. However, it can be limited
to a certain extent. TheHardware TrojanDetection techniques are classified as shown
in Fig. 5 [3]. It is very difficult to achieve a high degree of assurance that the probabil-
ity of a Hardware Trojan being present is zero. Generally, reverse engineering is the
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Fig. 5 Trojan detection techniques

most preferred method to identify the Trojan; however, reverse engineering becomes
extremely difficult and time-consuming when we use it on complex modern IC. The
most common method used for identification of the Hardware Trojan is to compare
it with a golden reference. Though this method will not be of any significant help if
the Trojan is added prior to IC fabrication, in certain scenarios when the Hardware
Trojan is inserted in just a few IC’s, reverse engineering can be used. As a part of the
fingerprinting method, the reverse engineering process is used to identify a good IC
and using the details such as power consumption, temperature and electromagnetic
profiles, a reference is generated which is called a fingerprint. This fingerprint is then
used against all the IC of the batch as a comparison parameter to find Trojan. This
method sounds a feasible option to an extent to identify Trojans in some instances
[3, 5].

In order to avoid damaging the IC, techniques which leave the design unaltered
are preferred. These methods have better accuracy in Trojan detection. One of these
methods involves the insertion of dummy flip flops into the design to increase the
Hardware Trojan activity and therefore making it easier to detect the activity of the
Hardware Trojan. Adding extra gatekeeper logic along with somemodified software,
which can monitor all writes to memory will help to identify the illegal writes on
which some action can be taken.

There are some suggested and used techniques which do not change the design
of the IC while detecting the Hardware Trojan. Adding reconfigurable logic
(DEFENSE) to the functional design is a real-time security monitor [7]. Once the
IC’s are fabricated, this logic is programmed with details regarding how the device
should behave. Any deviations can then be easily detected. Side-channel analysis is
another method which is used for Trojan detection. In this method, it is assumed that
the Trojan triggers itself and alter some important features of the IC like the power
consumed, the heat produced in different parts of the IC, the delay time (path delay).
Side-channel analysis is said to have the best rate of Hardware Trojan Detection as
it does not require the Trojan to be activated [3].

Another modification of the side-channel analysis is the current integration
method to identify the Trojans. This technique depends on the amount of current
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drawn in by the different part of the circuits. Some currents drawn can be so small
that they are assumed as an envelope of noise and therefore not detected during
measurement. However, this can be avoided by measuring the current locally and at
multiple ports in the IC design. These measurements are then compared to a golden
chip which is used as a reference and any deviations are used in the detection of
Hardware Trojans [5].

5 Basic Architecture of a Secure Processor

The traditional method used to improve security was accomplished with the help of
two processors. An embedded security processor is used in conjunction with main
processor to provide security as shown in Fig. 6. The embedded security processor
is controlled by the main processor. The work of the embedded security processor is
to evaluate the data it receives from the network interface before allowing external
network to access main processor [8].

The Internet of Things (IoT) network requires processors of small dimension with
low power consumption. In order to achieve this requirement, only one processor
is preferred instead of the traditional method of using two processors. The most
commonly used processors are ARM processors. The major reason for selecting
ARM processors is its performance and low power consumption [9].

These processors also face the risk of been affected by Hardware Trojans. The
ARM Cortex M4 processor architecture is shown in Fig. 7. The researches show

Fig. 6 Basic architecture of a secure processor
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Fig. 7 ARM M4 cortex architecture [10]

that information in such processors can be leaked through radio frequency, optical,
power, and timing side channels and by interfaces such as JTAGandRS232. Themost
prominent locations for detecting Hardware Trojans are memory units and clocking
units. As illustrated in Fig. 4, the processor is vulnerable to Hardware Trojans which
can be inserted at the design phase and abstraction level. Attack resistant features like
advanced memory management unit (MMU), redundant circuitry to thwart power
attack analysis and circuitry for fault detection need to be incorporated into the
design.

6 Implementation Issues

Basic implementation of hardware security is achieved through cryptographic algo-
rithms. Since key generation involves a great deal of computation, use of a low power
embedded device could be challenging. Battery capacity and storage limitations are
also issues that need to be tackled in order to develop a complete security solution.
Resource sharing which greatly helps to cut the hardware cost is yet another rea-
son which prevents physical separation between modules or partitions. Most of the
existing solutions are application-specific, and hence, there is no one golden solution
applicable to all systems.
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7 Counter Measures

Security solutions are always a trade-off between security, cost, performance, flex-
ibility, and power consumption. Solutions generally look into the optimization of
basic security functions like confidentiality, integrity, authentication, etc. and also
countermeasures against the security attacks [2]. The semiconductor manufacturing
requires a large investment; the importance of foundries has grown drastically, thus
increasing the exposure to thefts of masks, insertion of Hardware Trojans, and unau-
thorized excess fabrication. In order to avoid Trojan insertion at the fabrication level,
the authors in [11] propose a system in which the IP consumer needs to provide both
hardware specifications and a list of security-related properties. This has to be agreed
upon by the IP Consumer and the IP Producer. This idea is similar to the software
process proof-carrying code [12].

The designer also plays a vital role in avoiding insertion of Hardware Trojans by
making necessary architectural changes. Amethod developed byHicks et al [13] uses
a Trojan countermeasure called BlueChip. It is a hybrid combination of hardware and
software. It includes an Untrusted Circuit Identification Algorithm along with a tool
set which identifies Trojan circuits during the verification or testing of the design.
Using a hybrid approach helps maximize processing efficiency while meeting the
design constraints. Deng et al. [14] proposed amethod of using a hardware checksum
that is based on checking the authenticity of trusted hardware. As per the concept,
the hardware needs to send back a checksumwithin a stipulated time frame. If it does
not receive the expected checksum, it assumes the presence of a Hardware Trojan.
This method ensures the absence of Trojan post-fabrication process. However, this
process does not guarantee that noTrojans havebeen inserted during the specification,
design, verification, or manufacturing stages. Reconfigurable Architectures are of
great help in countering the Hardware Trojans. The best example of reconfigurable
architectures is FPGA. Implementation of secure processor is a novel method of
reduction of Hardware Trojans. As seen, the Trojans are inserted at various stages
such as design and fabrication of the IC. In FPGA, the hardware implementation
and design implementation are completely different. In FPGA systems, the design
is implemented at a later stage using a configuration bitstream. This process assures
us that the design can be implemented independently and it provides a high degree
of security from Hardware Trojans.

With the existing methods of Hardware Trojan identification, we still do not get
a completely secure IC. Another method which can be implemented to increase
the identification efficiency is by using combinations of identification techniques.
The basic concept of combinational identification technique is to use two or more
identification techniques together [15].
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8 Conclusion

Internet of Things (IoT) with a strong network of hardware devices can be of utmost
importance for new economic business models. A perfectly secure solution is an
ideal requirement. However, such security systems are not easy to develop. Each and
every aspect of the network should be totally secure in order to achieve total security.
The algorithms available are very much secure from the cryptography point of view.
More emphasis is required on other elements of the network. In the IC level, more
attention needs to be given to the design, fabrication, and verification stages of the
IC. If these things are well addressed, then an ideally secure Internet of Things (IoT)
network can be achieved.
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Anomaly Detection Techniques in Data
Mining—A Review

K. N. Lakshmi, N. Neema, N. Mohammed Muddasir and M. V. Prashanth

Abstract Detection is one of the biggest threats to the organization. The detection of
abnormal behaviors is one of themost difficult tasks for administrators of information
systems (IS). Anomaly behavior is defined as any behavior that deviates from normal
within or outside the organization IS, including insider attacks and any behavior that
threatens the confidentiality, integrity, and availability of information systems for
organizations. The detection of anomalies is extremely important to prevent and
reduce illegal activities and to provide an effective emergency response.

Keywords Anomaly · Detection · Data mining · Intrusion detection

1 Introduction

The amount of data being generated and stored in growing exponentially, due in
huge part to the continued advances in technology. Data mining is often accustomed
to extracting helpful information from the data that surround us. Data mining is
the method of analyzing data from totally different views. Data warehouse could
be a relative database that is designed for question and analysis instead of dealings
process. In further to the current, it additionally includes extraction, transportation,
transformation, and loading (ETL) solution. Online analytical processing (OLAP)
engines consumer analysis tools and different applications that manage the method
of gathering knowledge and delivering it to users. It additionally involves subject
orienting, integrated, nonvolatilizable, and time variant characteristics. Forms of
data processing techniques or strategies are helpful to search out information that is
simply understood in large data sets [1].
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Intrusion detection using data mining (IDDM) techniques aims to see the fea-
sibility and effectiveness of knowledge data mining techniques in real-time intru-
sion detection and produces solutions for this anomalies behavior, so as to develop
defense computing networks. To safeguard networks, intrusion detection systems
aim to acknowledge attacks with two primary needs high detection and low warning
rate. As attacks manifest themselves in two classes, those who are noted and peo-
ple that are seen antecedently. Data warehousing is recognized as a great tool for
extracting regularities in knowledge and so been the target of some investigations
for its use in intrusion detection [2].

The IDDM focuses on the utilization of data mining within the context, by manu-
facturing descriptions of network data using this information for derivation analysis.
Variety of existing technologies is offered for this purpose a number of that are eval-
uated as a part of the project. This method is performed by meta-mining techniques
that characterize amendment between network data descriptions; the system will
manufacture applicable notices. The end result of the IDDM project is the talents to
characterize network knowledge and to sight variations in these characteristics over
time. Combining this capability with tools that either acknowledge existing attack
patterns or operate equally to IDDM, it strengthens the power to intrusion detection
professionals to acknowledge and probably react to unwanted violations to network
operations [2]. Developing the anomaly detection system needs various knowledge
for training and testing functions.

2 Literature Review

In [2], Abraham has proposed intrusion detection using data mining techniques.
Combining data mining algorithms with technologies earned close to real-time oper-
ation is the basic result. Increase in a number of alarms generated due to changes in
rules to set overtime has adversely affected rules set stability is the application.

Dasgupta et al. [3] suggested multidimensional data anomaly detection using a
negative selection algorithm. The result is that PCA reduces a set of five-dimensional
data to two-dimensional and one-dimensional. The main advantage is the PCA’s data
reduction. It usually destroys some information within the method, which is why the
system has not detected all the anomalous data records.

Catterson et al. [4] proposed anomaly detection for transformer monitoring in
multi-variable data. A type of collective anomaly detection has been applied to a
single parameter that could improve the data on engineering anomalies. The main
advantage is that the CAD technique was used for online transformer monitoring to
detect common behaviors.

Patch and Park [5] proposed a summary of the techniques of detection. The result
is anomaly detection systems, a set of intrusion detection systems, which model
the network behavior which enables them to find both known and unknowns very
efficiently. It is often the main advantage that anomaly detection systems and hybrid
intrusion detection systems are widely used.
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Ye et al. [6] proposed that probabilistic intrusion detection techniques have been
proposed and supported by computer audit data. As a result, a series of studies on
the probabilistic properties of activity data are presented in an information system to
detect intrusions into the information system. It demonstrates the advantage of the
frequency properties of multiple events.

Anna and Krzysztof [7] proposed the detection of anomalies in data storage:
the petrol station simulator. This paper introduces the simulator’s foundations with
the result. This discussion presents future work in the field of data collection and
materialization in the warehouse data stream.

Radon et al. [8] proposed that alarm reduction has been proposed in maritime
detectionof anomalies.AIS technologyoffers an enormous amount of shipmovement
information center for maritime research and experimentation (CMRE) technology
used in close to real time. It also encourages misalarms to be reduced.

Siraj et al. [9] proposed that a smart intrusion detection system architecture has
been proposed in the data fusion intrusion sensor. The decision engine effectively
fused information in the detection database and the results of the decision-making
were also correctly reported in the alert database.

Siaterlis and Maglaris [10] proposed multi-sensor data fusion for detection of
DOS. The main advantage is that the data fusion rate increases, and the false alarm
rate decreases.

Balakrishna andRamaGanesh [11] proposed the detection of anomalies, and SQL
prepares data sets for analysis of data mining. The data manipulation pivot of the
operator is easy to work out for a wide set of values.

Rameshkumar et al. [12] proposed that intrusion detection has been proposed as
a text-based approach to mining. This makes the computation even in binary form
accurate. The similarity values vary from 0 to 1.

In [13], Bebel et al. have proposed a formal approach to modeling a multi-
version data warehouse. Development of prototype MVDW system is the result.
The application involves a multi-version data warehouse that is composed of set of
its versions.

3 Comparison of Different Anomaly Detection Techniques

Table 1 gives us the picturesque idea of the detection techniques used by various
authors in the field of anomaly detection techniques using data warehouse. It also
gives the list of recommendations which we thought could have been implemented
in the system in the future.
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Table 1 Comparison of different anomaly detection techniques

Reference
No.

Approach Method Parameter Result Advantage

[2] Intrusion
detection
technique

Data mining
technique

Data mining
parameters

Usage of data
mining
algorithms

Increase in no.
of alarms
generation

[3] Immunity-based
approach

Negative
selection
algorithm

Multidimensional
data

A result set
obtained from
five-dimensional
data reduce by
PCA to two
dimension

The data
reduction by
PCA

[4] CAD approach Conditional
anomaly
detection

Partial
discharged data

Enhance the
information
about
anomalies.

CAD
technique
applied to
online
monitoring

[5] Survey of the
anomaly
detection
system.

Network-based
on anomaly
detection

Intrusion
detection system

Model the
network
behavior which
enables the
effective
detection

Hybrid
intrusion
systems are
widely
adopted

[6] Pattern
detection
approach

Occurrence,
frequency

Anomaly
detecting
parameters

Presents a series
of studies on
probabilistic
properties

It shows the
frequency
property of
multiple
events

[7] Detection
approach

Data extraction
technique

Data
warehousing
parameters

Simulator
produces data
sets with
specified
anomalies

Sensor
miscalibration,
detection of
anomalies

[8] Center for
maritime
research and
experimentation
approach

Automatic
identification
system
technique

Kinematic data Verification for
false alarm
reduction

Reduces the
false alarms
and motivates
in false alarm
detection

[9] Intelligent
intrusion
detection
approach

Computer
research
security
technique

Fuzzy cognitive
maps, fuzzy rule
base parameters

Intrusion
detection

Effective
database
detection

[10] DoS approach Methods of
data fusion

Quantitative
measurement

To detect
flooding attacks
and to use data
fusion in a
detection
technique

Increases the
DoS detection
rate and
decreases the
false alarm
rate

[11] SQL code
generation
approach

PCA technique SQL parameters Anomaly
detection for
data mining
analysis

To compute
wide sets of
values for data
manipulating
operator

(continued)
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Table 1 (continued)

Reference
No.

Approach Method Parameter Result Advantage

[12] Mining-based
approach

Intrusion
detection
technique

IDS parameters Results in
reducing
training testes

Makes the
computation
accurate even
in the binary
form

[13] Schema data
versioning
approach

Online
analytical
processing
methods

Schema
evaluation

Developed a
prototype
MVDW system

Multi-version
data
warehouse
composed of
set of its
versions

4 Conclusion

Data fusion can improve the performance and reliability of systems in the art and
science of data storage. In addition, the fusion process and datamining operations are
discussed. To protect the availability, confidentiality, security, and integrity of critical
information infrastructures, IDS is designed. The current state of the art of ID systems
is relatively primitive in relation to the recent explosion in computer communications,
cyberspace, and electronic equipment. Organizations are fully aware that technology
detection can be very important information that flows with optional and inhibitory
technical factors. The approach to anomaly detection requires the combination of
different disciplines, such as artificial intelligence and statistics. It is applied directly
to detections of intrusion and attack.

It also discusses the research problems to be addressed in the detection of intru-
sions in different processing techniques. It also tells us about the sequence of steps to
be taken to improve the efficiency and performance of the mechanism for intrusion
detection. Anomaly detection systems are now widely used in all fields due to their
efficient performance.
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MAIC: A Proficient Agricultural
Monitoring and Alerting System Using
IoT in Cloud Platform

A. Srilakshmi, K. Geetha and D. Harini

Abstract The Internet of things plays a crucial role in all the fields such as agri-
culture, health care, wearable’s, industrial IoT (IIoT), retail, smart city and smart
home. In every field, sensors are used to monitor the device values and provided to
alert to the decision-making process. In the proposed Monitoring and Alerting using
IoT in Cloud platform (MAIC) work, we predict whether the sensor is sending val-
ues based on the predefined time schedule. Changes in the agriculture environment
have to be captured by these sensors and should be updated in a regular phase. If
not, something would have happened to sensors, and such anomaly can be detected
easily with the help of ThingSpeak open-source IoT cloud and its apps. In addition,
sensor values (like temperature, moisture, humidity, etc.) need to be validated to
reflect the correct measures as per the environmental circumstances. If one of these
anomalies is detected, smart alerts could be sent to mobile or Twitter or an e-mail
account possessed by the individual involved in agriculture activities. The sensor
values captured in cloud are processed, and if any drastic change is detected, instant
alert is sent to the individuals. These alert messages are authenticated by performing
appropriate tweet analysis using R. The MAIC perms an intelligent monitoring of
sensor values, and it gives entire belief to the experts who are involved in the system.

Keywords Internet of things ·MAIC · Sensors · Thingspeak · Twitter

1 Introduction

The Internet of things is supported by many cloud platforms such as Amazon cloud,
IBM bluemix, Microsoft Azure, ThingSpeak, Thingsworx, dream grove Google
cloud, Firebase, Salesforce and many different clouds. All the cloud platforms are
used for performing data analytics, monitoring, performance analysis and Bot ser-
vice, etc. For experimental purpose, here, ThingSpeak is chosen. The sensors used
here are supported by dexter industries. The grove shield support is given for Arduino
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as well as Raspberry Pi, and this GrovePi can be connected with multiple sensors
without breadboard andmany external wires. If there is a cloud intervention, first step
is to connect any device such as Arduino and Raspberry Pi to the cloud and analyze
and act accordingly. The streaming data can be captured on the cloud, and smart
alerts are sent. The cloud has capability to store tera and petabytes of data streaming
every day. The output of the streaming data can be further exported either on hourly
basis or by day basis. With the data set, further analytics can be done where the user
need not sit in front of the device until hardware-related anomaly is detected.

Nowadays, this technique is used in almost all the fileds such as automobile,
smart cities, health care, bio-informatics, sensing system in educational fields and
retail. The sensors are used becausemore accurate and efficient results could be taken
based on the threshold limit. The sensor’s communication can bemademore efficient
with the help of Message Queuing Telemetry Transport (MQTT) and Constrained
Application Protocols (COAP). Even the IoT data which is called smart data can
be secured with the help of cloud security, where each cloud offers good security
authentication, authorization, encryption, reduces cyber risk, etc. So, the users can
trust the data which will be secured on the cloud by supporting trust ability. Timely
data can be visualized and no need to retain separate record as every sensed smart
data can be exported in the form of either JSON or CSV format. This format can be
used for further analytics and visualization purpose.

2 Related Work

The study has been made before implementing MAIC with the following list of
papers. Corbellinib et al. [1] implemented a cloud-based sensor monitoring for envi-
ronment. The environmental factors are monitored, and sensed data is stored in
mobile app through Cloudino and Azure cloud [2]. The wearable sensors are used to
monitor patients health, and data are simply stored in cloud. The sensor is embedded
in human’s shirt; the values are collected and stored to own cloud throughWiFi. Kim
et al. [3] shows the application of IoT in smart city how IoT plays a major role with
traffic light monitoring, minimizing the pollution smart route finder applications etc.,
and it shows the basic applications in smart city as a survey report [4]. A detailed
survey of all the cloud platforms is done and its domains related to application, device
system management, data management and analytics feasibilities are detailed [5].
The smart data in a huge volume is collected, and that streaming data is sent to cloud
database, and fuzzy rules are used for performing analysis [6]. A decision-based
system has been designed to detect light blight disease on potato crop. The complete
weather information is monitored. It uses Xively cloud to display the sensor values.
It uses Ubidots to display and monitor the sensor values [7]. The IoT detects the
machine status, and it is monitored for the unused resources which can be used later.
It uses IoT technologies and cloud to display sensor data. It also used RFID tag for
communication [8]. The status of chronic skin wound is automated, and it is moni-
tored in a wireless manner. The sensed values are displayed in a monitor as an output
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without any cloud intervention. Udawant et al. [9] discusses the implementation of
heart rate sensor and blood pressure. ECG sensors are used to monitor patient health
and to send SMS to hospital database through cloud. This is done to avoid traffic
jams caused during peak time to save patient’s life. The messages are sent through
GPRS to the cloud [10]. The water level is monitored for overflow, and immediate
alerts are sent to the cloud. No specific cloud is mentioned [11]. Agriculture plays
a vital role in all farmers field, and it is important for Indian economy. Irrigation is
a major problem in agriculture. Because farmers waste lot of time and do not know
how much water to irrigate and at what time, this issue has been fixed using sensors.
The sensors sense the weather condition very precisely so that the irrigation is done
at right time [12]. The Iot-based forest monitoring system has been done to remotely
monitor the cutting of high-value trees in forest using WSN technique. Finally, it
is equipped with GPRS, and data is collected and sent to the mobile app [13]. An
Iot-based decision is made to automate irrigation using machine learning techniques.

3 Proposed Architecture

The MAIC architecture well suits for any applications. This is done for agricultural
purpose. It uses three different clouds supported for IoT. Each cloud has different
types of services to support the user.

The proposed architecture shows the MAIC implementation that has been done
in this paper. The incoming sensor values are collected by the cloud, and alerts are
sent using IFTTT maker service. It enables the device to communicate with each
other through a maker service usually webhooks are used for if condition.

4 Intelligent Monitoring

4.1 Connecting Sensors

In this implementation, few sensors are connected to grove shield which is placed at
the top of the Raspberry Pi board

Connecting sensor to grove shield is too easy and simple. Connecting any sensor
to grove shield and simply specifying the port number in the code will make the
code to run. In Fig. 1, the topmost part is the grove shield which is connected to
Raspberry Pi. Once the connection has been made, sensor starts reading the value.
Sensors should be fixed to correct port according to the code that has been written.
Once sensor starts displaying the values, monitoring process could be started. Any
type and number of sensors can be connected to either Arduino or Raspberry Pi with
grove. The temperature sensor for, for example, will be operating at the range of−40
to 125 °C. The accuracy range of the sensor at its operating level is 1.5 °C. Similarly,



808 A. Srilakshmi et al.

Fig. 1 MAIC architecture

Table 1 Sensor values of
moisture

Sensor_Value Condition

0 Open air

50–250 Dry soil

250–600 Humid soil

600 and above Floating in water

moisture sensor is connected to another port of grove kit. Then, the minimum, typical
and maximum moisture levels are displayed according to the soil condition. The
below function senses and displays the sensor values (Table 1).

Sensor_value = 0
analogRead(Sensor_value);

The sensor values may not be constant for all the time; it will be changing based
on the environmental conditions.

The sensors have to be covered with waterproofs to sense precisely.
By monitoring the sensor values, any type of anomaly can be detected such as

false alerts or if something happened to sensor. Anamoly here means, whether the
sensor has no update for long time, sensor may also be disconnected from the port.
Even if it is disconnected, it sends the value as 0. This 0 is different from moisture
sensor’s (Sensor_value’s 0).

4.2 ThingSpeak Monitoring Service

The sensor values are monitored via ThingSpeak which directly supports MAT-
LAB for performing analysis. It is an open-source application used for tracking any
devices, and smart alerts are sent. First an account has to be created in ThingSpeak
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and login using MATLAB account. The first step is the channel creation with rel-
evant fields. Based upon the number of sensors, same number of fields has to be
created. Figures 2 and 3 show the values of temperature and soil moisture sensor.
After creating a channel, the API keys can be used to read and write data into the
channel. Both Figs. 2 and 3 show the private view chart of the channel. Here, the
channel is not updated frequently. For every twenty minutes, the channel is updated.

The below figure shows the specifications of temperature and moisture sensors
(Figs. 4 and 5).

The temperature level which is displayed in Fig. 1 is normal, whereas themoisture
level is high. If the moist is between 0 and 300, then the soil is dry. Specifically, if the
moist level is 0, 1, 2, 3, etc., then the sensor is in free space. For the range between
300 (min) and 700 (max), the soil is humid and enough for irrigating plants.

As shown in Fig. 2, if the range exceeds 700, then the sensor is floating in water.
In this case, it is 761. Once the chart has been displayed, MATLAB visualization can
be made to analyze the temperature and moisture variation.

Now based on the temperature, analysis can be done on one of the following.

Case (i): Sending smart alerts from ThingSpeak to Twitter, or by short messaging
service or to e-mail account.
Case (ii): If there is no update from the sensor for some time period.

Fig. 2 Raspberry Pi GrovePi

S. No Specifications Temperature Moisture

1. Voltage 3.3 ≥ X ≤5V 3.3 ≥ X ≤5V

2. Current 0 ≥ X ≤ 35mA 0 ≥ X ≤ 35Ma

Fig. 3 MAIC specifications
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Fig. 4 Temperature values

Fig. 5 Moisture values

Case I

A ThingTweet app is created from ThingSpeak, refer Fig. A, and it is linked to
Twitter account. By authorizing the app, an API key is generated which is later used
for any other purposes. Next React app is created, and it is set to react on particular
condition, i.e., if temperature is above 35 °C then the phrase too hot is tweeted. The
React app is linked to ThingTweet by adding the twit account into it. The condition
type of React app is set to numeric, and test frequency is set to data insertion because
if the condition is once met the alert can be sent immediately. Based upon the sensor,
the condition type is chosen as either numeric or string or status, etc. Figure 2.1
shows the alert message of Twitter. Once, it is greater than 35 °C and moderate in
the evening which is 28 °C (Fig. 6).

Case II

In the second case, if there are no updates from the sensor, it is identified and notifi-
cation is sent to the user. If the channel or channel ID has no update for last 15 min
it tweets that there is no update. Note that the same user ID is used for performing
future Twitter analysis.
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Fig. 6 MAIC alert system 1

Figure 7 shows the Twitter message when there is no update from the sensor for
ling time. The React app is made to run to take action for ThingTweet.

ThingHTTP_APIKEYS =
struct('To_Trigger_TalkBack','LOO6RKV2VZWPH5
7Z','To_Trigger_ThingTweet','K2BDUJ30Y7AI37J L');% Your ThingHTTP app API keys
url =
'https://api.thingspeak.com/apps/thinghttp/s
end_request?api_key=HBVE4CS981Z9XR5O';
Trigger_TalkBack =
webread(url,'LOO6RKV2VZWPH57Z',ThingHTTP_API
KEYS.To_Trigger_TalkBack) %Trigger TalkBack
via ThingHTTP
Trigger_ThingTweet =
webread(url,'K2BDUJ30Y7AI37JL',ThingHTTP_API KEYS.To_Trigger_ThingTweet) 
%Trigger ThingTweet via ThingHTTP.

Fig. 7 MAIC alert system 2



812 A. Srilakshmi et al.

4.3 Sending Alerts Using IFTTT Maker Service

Similar alerts could be sent using the If This Then That (IFTTT) platform. An applet
service is created for if condition by choosing aWeb hooks app and getting the event
name. For the else condition, the alert app can be chosen from the one listed in the
applet page.

E:g A if{Web hook
{event = the Temperature is too cool} 1
}
then
alert using either
{
Messages (sms) or twitter or face book 2
}

Once a maker service has been created, it generates a unique URL for every
request that has been created. For example, below is the URL for this maker service.
This is saved for further use in ThingSpeak.

https://maker.ifttt.com/trigger/{event}/with/key/g9nIpq6zJ396aRex-
qzeocpEXGgkVixGLlvgtxtnpoM.

Tomake the above code towork, theURL is configured in ThingSpeak ThingHttp.
The HTTP method used here is GET method which accesses the specified URL.

Now, when the React app is configured with ThingHTTP, it starts sending message.
The below Fig. 8 shows the messages which are received by the maker service, and
the event named TooCool is executed.

Similar alert could be sent to Facebook and e-mail simply by editing the example
A which is named number 2.

Fig. 8 MAIC alert system 2

https://maker.ifttt.com/trigger/%7bevent%7d/with/key/g9nIpq6zJ396aRex-qzeocpEXGgkVixGLlvgtxtnpoM
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5 Monitoring Using Firebase Cloud

Firebase is a mobile and Web application platform which is supported by Google. It
performs many cloud activities and API functions. It also plays a role in Internet of
things for displaying the sensor values as real-time database. The real-time streaming
database values are displayed in the database, and it is stored separately.

The configuration between Firebase and Raspberry Pi goes like this:

"AIzaSyD2bULaxHyZA0RSxksWkz0FJTmShM5eQdM", 
"authDomain": "mytemp2-c54cb.firebaseapp.com", 
"databaseURL":"https://mytemp2c54cb.firebaseio.com/", 
storageBucket": "mytemp2-c54cb.appspot.com"
}

{
config=’apikey’,’authDomain’,’databaseURL’, ’storageBucket’
config = {

"apiKey":

Once the configuration information is verified, the Python code will be success-
fully connected to Firebase. The pyrebase. initialize_app(config) will be initialized
to a variable, and this variable is required to update the data bucket (Fig. 9).

The difference between ThingSpeak monitored values and Firebase values is
shown in Fig. 10, i.e., the ThingSpeak displays the sensor values at every second as
you can see in Fig. 4, the sensor values starting at the time of 10.07 and continuously
printing the values. But in Firebase, the streaming values are updated only if there
is change in sensor value as you can see in Fig. 4 that none of the moisture or
temperature value is constant either one is changing and hence the data is uploaded

Fig. 9 Querying MAIC
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FIREBASE CLOUD THINGSPEAK

Fig. 10 Comparison between firebase and ThingSpeak

to the cloud. It is is a real-time database; it takes just a fraction of second to update
the streaming data to cloud whereas ThingSpeak takes 10–11 s to upload the data
in the graph after running the code. The sensor data can be exported in the form of
JSON data in Firebase and CSV/JSON/XML in ThingSpeak. The Firebase cloud can
display the streaming view of values using stream view. In the future, it is easy to
retrieve the moisture data with database options, i.e., to print in either ascending or
descending sensor values. It is also easy to retrieve by field using view by field. The
below diagram shows the sensor value in the collection field.

The value 250 represents that the soil is humid. Based on the value and the type
of plantation, the expert decides when and how much amount of water has to be
irrigated. Irrigation is the main source for any agricultural fields

The below table shows the comparison between two cloud techniques. The Fire-
base shows the streaming data, whereas the ThingSpeak detects the value only after
20 s from connection. Firebase has no inbuilt support to MATLAB analysis and
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visualization as ThingSpeak does. But it has good machine learning kit, and it can be
easily connected to android app. For every activity, an Android app is created so that
user can easily monitor from the app itself. IoS is also supported for IoS users. The
cloud-based code for Raspberry Pi should be connected and kept running, hence to
see the values in cloud. If the Pi device is disconnected, the user or expert may have
difficulty in interpreting. Even if the disconnection of sensor happens, such alert can
also be sent to the user, so there is no chance to get any incorrect value or missing
sensor values. The smart sensor data is always evolving from the device.

In Firebase, it is possible to add and remove fields at run time. The Firebase does
not support MATLAB, and it helps in performing the machine learning algorithms
and statistical analysis can be done. The Firebase shows the updates only if there is
a change in the sensing value of at least one sensor connected to cloud.

6 The Thinger.io Cloud

The thinger.io cloud also displays the streaming data similar to Firebase.

#define USERNAME “ggg@gmail.com”
#define DEVICE_ID “temp1”
#define DEVICE_CREDENTIAL “12345678”
#define SSID “Agri”
#define SSID_PASSWORD “12345678” ThingerWifi thing(USERNAME,
DEVICE_ID,
DEVICE_CREDENTIAL);

The above one connects to the thinger.io cloud. Similar tweets can also be sent
to thinger.io cloud. The thinger.io is a public and open-source cloud platform for
IoT and free of cost. It enables the user to connect the IoT devices and monitor the
sensor values. The cloud also sends alert to Twitter based on the condition. It also
displays the number of devices connected to its dashboards and data buckets. It gives
a complete statistics of the implementation and works efficiently with Arduino and
Sigfox.

7 Twitter Analysis

The sensor device is intended to send the sensor data if there is no update from the
device for past x minutes or n hour. This itself detects the anomaly from the device,
and if there is throughout same values for more than x minutes, the next anomaly is
cached and the response is sent either in the form of tweets or mobile SMS.

To ensure that the anomaly is exactly fromThingSpeak or Firebase, the tweet anal-
ysis has been made. The security parameters are accessed from the Twitter account
such as consumer key, Consumer secret, Access token and Access secret.
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The OAuth information is sent to setup_twitter_oauth() function as arguments.
Then, it is possible to access the Twitter account regarding the number of tweets and
its origination from theWeb page. The R tool is used for performing the analysis, and
the tweets are for a particular user. The user account which is created for ThingSpeak
uses tweet account of any person to whom the alert has to be sent. As shown in the
example code, the user account ranjith85914681 is also there in ThingSpeak Twitter.
The user Id is displayed in R code to ensure the identity of the user.

consumer_key <- '53Udm77XRtcVgDkWGay7UQT'
> consumer_secret <-'X2FydARqOxxxxxxxybjuWg1qQ0nFtrH4RHkI3vMddKIF h'
> access_token <- '99675463453567557-271k2HFLaeZBOClF3wNVcvblCeoHKbf'
> access_secret 'CqoZNPQMs8o6CZSDXGDFXFGDFWMkicr1bAFU5yR eOYOLlf4LBJC'
> setup_twitter_oauth(consumer_key, consumer_secret, access_token, access_secret)

Once the information are authentical, the tweets can be collected. The
head(tweets.df) gives the top tweets of the user. It requires packages like Twitter,
ROAuth and the same libraries.

Thus, the sample tweets are shown, and this is needed only to ensure that the
tweet alerts are only from the device connected with cloud-like ThingSpeak or
thinger.io or Firebase. Even a normal person may also end a casual message saying
that it is too hot or cold in my place and to differentiate from that tweet analysis is
done.
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8 Conclusion and Future Work

The MAIC implementation helps in effectively monitoring the sensor device
remotely. Sometimes, the sensor may be disconnected then also it is able to send
alerts to the system with zero values. The expert might not have any knowledge
about this. If the temperature of the agriculture field or moisture of the field is zero,
then such contiguous zero is detected and written to ThingSpeak and IFTTT saying
that if the temperature is zero throughout or same for long time or no update for long
time or too cool or too hot or too moist alerts could to send to either mail or SMS
or tweets based on the expertise’s source usability. The MAIC can be implemented
with any other cloud technologies. Similarly, MQTTmessage queuing could be used
to manage communication between IoT devices. It is lightweight protocol which is
able to publish and subscribe data between IoT devices where two devices do not
know the identity of each other.

In the future, the same alert could be sent via other standard clouds like Microsoft
Azure, IBM, Amazon Google Cloud and Salesforce to find different monitoring
techniques and performvariousmachine learning techniques and analytics andfinally
combining everything and making as an Android app for farmers.
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Open Set Domain Adaptation
for Hyperspectral Image Classification
Using Generative Adversarial Network

S. Nirmal, V. Sowmya and K. P. Soman

Abstract Hyperspectral image (HSI) classification attracted lots of attention due
to its complexity in dealing with large dimensions. In recent years, the techniques
for dealing with the HSI have been evolved, ensuring the increase in efficiency to
some extent in classification and other perspectives. Domain adaptation is a well-
established technique for using any trained classification model, when the feature
space from target domain is a subset of feature space from source domain. The objec-
tive of this paper is to create an efficient and effective model for HSI classification by
implementing open set (OS) domain adaptation and generative adversarial network
(GAN). This has advantages in quite few ways, such as creating a single training
model that deals with various HSI data set with common classes, classifying the
features in any data to specific trained classes and unknown (to be labelled) making
it easy to annotate. The proposed open set domain adaptation for HSI classification is
evaluated using Salinas and Pavia. The proposedmethod resulted in the classification
accuracy for unknown classes as 99.07% for Salinas and 81.65% for Pavia.

1 Introduction

In recent years, machine learning and deep learning techniques depict a remarkable
performance in different fields like speech processing, forecasting, computer vision,
machine translation, prediction and health care [1, 2]. Hyperspectral remote sensing
is one of the areas, where deep learning is applied due to its inexplicable efficacy
[3–6]. Hyperspectral remote sensing uses the electromagnetic spectrum to identify
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and classify the objects, based on spectral response. Hyperspectral images (HSI)
consist of spatial and spectral information. Spectral information is given in the form
of bands and number of bands varies depending on the sensor.

Generative adversarial network (GAN) [7–9] is a classification technique, which
comprises of two portions as follows: a generator and a classifier. Generator in the
network considers random data and continuously tries to imitate the input data. the
classifier in the network is trained to classify the original data from the generated
data. Because of this continuous training between the generator and classifier inGAN
network, high accuracy rates can be obtained with less data samples.

Now, there is a high chance that various data sets may or may not contain common
classes. In such case, a model trained for one data set can be used in other data set
with necessary modifications. This technique is represented as transfer learning (TL)
[10–12]. Domain adaptation is a part of TL, where a features of a target data set are a
subset of features of source data set [13, 14]. There are two types of domain adaptation
namely: closed set (CS) and open set (OS) domain adaptation. CS domain adaptation
is used when the number of classes in both source and target domain are exactly the
same.Whereas, OS domain adaptation is usedwhen target domain contains unknown
classes that are not presented in source domain [15, 16].

In the proposed work, we present a novel approach for dealing with HSI classifi-
cation using OS domain adaptation and GAN [17]. In practical, the unknown class
is unlimited, which makes it difficult to address with high precision, when training
source domain. To overcome this issue, we make use of OS domain adaptation by
backpropogation [17, 18], for training unknown class samples, as well as increasing
the individual class accuracy. Each pixel in the HSI represents the spectral signature
of the specific class. This also means that the class labelling has to be done for every
pixel, which is very difficult in real-life scenario. Also, pre-processing is done to
extract 1D pixel data with class information from 3D HSI image, to train the model.

The methodology is described in detail in Sect. 2. The experiment is carried out
on two sets of HSI data after pre-processing, as mentioned in Sect. 3. Experimental
results and conclusion are discussed in Sects. 4 and 5.

2 Methodology

In this paper, we have considered the architecture used in [17] to implement OS
domain adaptation for HSI. The data xs and label ys from source (Xs,Ys) and data xt
for target (Xt ) are considered. The general architecture used in the work is described
in Fig. 1.

The class dimension for source data is K (known class) and for target data is K+1
(known + unknown class). Generally, the number of input and output classes in a
model must be same. Unlike other open set domain adaptation models [16], we do
not provide any data to separately train for unknown classes. To make up for the
missing class data, the generated data from generator, which fails to pass through the
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Fig. 1 Open set model architecture [17] mapped for hyperspectral image classification

classifier, will be used to train the unknown class in source domain. Hence, there is
no need to provide data separately for unknown class during training.

When input data (x) are passed into the network, the generator will try to increase
the error rate by generating images. These generated images G(x) are then passed as
input to the classifier. The classifier will try to get a boundary between known and
unknown target classes. There the common class data (xs, ys) present in the target
will be classified as known and remaining data as unknown class.

The output of classifier C(G(x))will haveK+1 logits. The softmax function is used
to convert the logits into probabilities [17]. Thus, we get K+1 dimensional output
for K-dimensional input. The classifier is trained to give output of p(y = K + 1|xt )
= t, where 0 < t < 1. In our experiment, the value of t = 0.5 is set as a boundary
between known and unknown class [3].

3 Data Set and Model Description

This section provides the intuitive understanding of HSI data set and convolution
neural network model used in the experiment.

Salinas is HSI data set collected over Salinas Valley, California, using AVIRIS
sensor [19]. The spatial resolution for this data set is 3.7-metre pixels. The dimension
of the data is 512× 217× 224 with a total of 16 classes.

Salinas-A is one of the extracted subscene of Salinas image, which comprises
86× 83× 224 pixels with 6 classes [19]. For one of our experiment, we consider,
Salinas-A data set with 6 classes (source) and Salinas data set with 8 classes (target)
is used. The class and sample for each class is mentioned in Table1.

PaviaU is one of the two data sets obtained from Pavia, Northern Italy, using
ROSIS sensor [19]. Pavia University is comprised of 610× 610× 102 pixels repre-
senting nine classes, after discarding few samples with no information.

For next part of the experiment, 5 classes were selected from PaviaU data set with
1000 samples in each class, which is used for source training. Then, the complete
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Table 1 Data set description for Salinas-A(source) and Salinas(target)

Class Features Source data set
(Salinas-A)

Target data set
(Salinas)

0 Brocoli_green_weeds_1 391 2008

1 Corn_senesced_green_weeds 1343 3278

2 Lettuce_romaine_4wk 616 1068

3 Lettuce_romaine_5wk 1524 1927

4 Lettuce_romaine_6wk 675 916

5 Lettuce_romaine_7wk 799 1070

6 Unknown (Brocoli_green_
weeds_2 and Fallows)

0 5702

Total samples 5348 15969

Table 2 Data set description for PaviaU with 5 classes (source) and PaviaU with 9 classes(target)

Class Features PaviaU (source
domain—5 classes)

PaviaU (target
domain—9 classes)

0 Asphalt 1000 6631

1 Bare Soil 1000 5029

2 Gravel 1000 2099

3 Trees 1000 3064

4 Painted metal sheets 1000 1345

5 Unknown (Meadows,
Self-Blocking Bricks
and Shadows)

0 24607

Total samples 5000 42775

PaviaU data set with around 42,775 samples with 9 classes is used as target. The data
set details are mentioned in Table2.

The convolutional neural network (CNN) is used for training the model in the
architecture. The details regarding layers of CNN used in the experiment is shown in
Fig. 2. 1D-batch normalization is used with convolution and fully connected layer.

4 Experimental Results

The parameters which gives the best results for our model during the experiment
are mentioned below. In the proposed work, the network is trained for 2000 epochs
and batch size of 128. Adam optimization method with learning rate of (0.001) and
cosine ramp-down is used for training the network [17].
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Fig. 2 Convolution neural network used in the proposed open set domain adaptation for hyper-
spectral image classification

4.1 Salinas Data Set

The main purpose of the work is to identify the model effectiveness in classifying the
unknown class. So, precision, recall (classwise accuracy) and f1-score are calculated
with contingency values obtained using confusion matrix (CM) and are used to
evaluate the model. Table3 shows the results for first experimental set-up using
Salinas-A (source—6 classes) and Salinas (target—8 classes). The receiver operating
characteristics (ROC) curve is a plot between true positive rate and false positive
rate, in which the area under the curve (AUC) represents the accuracy of various
classifier. The average accuracy of the known class is 95.10% and AUC is 98%. By
using confusion matrix (CM) in Fig. 3, we can interpret that from unknown class
with 5702 samples collected frommultiple classes, 53 samples are misclassified into
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Table 3 Classwise accuracy for Salinas-A (source) and Salinas (target) obtained using the proposed
method

Class Features Precision Recall F1-Score

0 Brocoli_green_weeds_1 1.00 0.93 0.96

1 Corn_senesced_green_weeds 1.00 0.93 0.96

2 Lettuce_romaine_4wk 0.96 0.93 0.95

3 Lettuce_romaine_5wk 0.94 1.00 0.97

4 Lettuce_romaine_6wk 0.97 0.97 0.97

5 Lettuce_romaine_7wk 0.96 0.94 0.95

6 Unknown (Brocoli_green_
weeds_2 and Fallows)

0.95 0.99 0.97

Average 0.97 0.96 0.96

Fig. 3 Confusion matrix obtained for the proposed method for Salinas-A (source) and Salinas
(target) data set

other classes and classification accuracy of 99.07% and AUC of 0.98%is obtained.
We can interpret from above results that our classifier model works well in both
known and unknown classes.
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Table 4 Classwise accuracy for PaviaU with 5 classes (source) and PaviaU with 9 classes (target)
obtained using the proposed method

Class Features Precision Recall F1-Score

0 Asphalt 0.78 0.98 0.93

1 Gravel 0.91 0.59 0.72

2 Trees 0.61 0.87 0.72

3 Self-Blocking Bricks 0.69 0.87 0.71

4 Bare Soil 1.00 0.99 0.99

5 Unknown (Meadows, Painted
metal sheets and Shadows)

0.88 0.83 0.85

Average 0.81 0.86 0.83

4.2 PaviaU Data set

For the second experiment, PavaiU data set is considered to check the authenticity
of OS domain adaptation for HSI in classifying unknown class data. Table4 shows
the precision, recall and f1-score results for PaviaU (source— class—5000 samples)
and PaviaU (target—9 class—42,775 samples). The average accuracy rate of known
class is 85.97%. On further study using CM in Fig. 4, around 4400 samples out of
24,607 unknown samples are misclassified into other classes and the classification
accuracy rate of 81.65% is obtained unknown class. when the proportion between
known and unknown class sample is taken into consideration, this further proves that
the model works well in classifying unknown class samples. We got an average rate
of above 80% in both precision and recall (sensitivity) and overall average AUC of
84%, which further proves that open set domain adaptation can implemented in HSI
classification.

Table5 gives the overall accuracy rates for the experiments discussed above. We
evaluated the performance of the model using classification accuracy for known
and unknown classes. we also calculated precision, recall and f1-score for further
studies. It is observed from the results that the model could accurately distinguish
the unknown class from known classes in hyperspectral data set. Since the number
of training samples chosen in both cases is low, it can be said that GAN plays an
important role in obtaining the desired results.

5 Conclusion

In this work, we applied open set domain adaptation to hyperspectral data set using
GAN. The obtained results shows that, open set domain adaptation works well with
HSI and it will increase the efficiency ofHSI classificationmodels. It is clear from the
experimental analysis that, various HSI data set can share a common training model
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Fig. 4 Confusion matrix obtained for the proposed method for PaviaU data set with 5 classes
(source with 1000 samples in each class) and 8 classes (target)

Table 5 Performance of the proposed open set domain adaptation method for hyperspectral image
data sets

Data set Known class accuracy
(%)

Unknown class
accuracy (%)

Overall accuracy (%)

Salinas-A and Salinas 95.10 99.07 96.38

PaviaU with 5 and 9
classes

85.97 81.65 82.69

irrespective of the number of classes (excluding common classes) and samples with
the use of GAN network.

As the future scope of the present work, the hyperparameter tuning can be per-
formed to increase the efficiency of the proposed model and also it can be extended
to other HSI data set with different spectral ranges.
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AHP-FVIKOR Based Access Network
Selection in Vehicular Communications

C. Suganthi Evangeline and Vinoth Babu Kumaravelu

Abstract Providing seamless connectivity is the major challenge in vehicular com-
munication. The vehicles need to perform vertical handover in order to select the best
target network. To identify the target network which satisfy the quality of service
(QoS) demands is the need of the hour. To provide solution for this issue, a two stage
fuzzy logic based target network selection is proposed where factor for handover
estimation is carried out in first stage and fuzzy VIKOR based target network selec-
tion is developed. Through simulations, the ranking method is compared with other
schemes.

Keywords Seamless connectivity · Fuzzy-VIKOR (FVIKOR) · Target network
selection (TNS) · Quality of service (QoS) · Vehicular network (VANET) ·
Handover estimation

1 Introduction

Vehicular Adhoc Networks provide the feature of communicating with other vehi-
cles and also with the infrastructure [1]. The process of communication includes
the exchange of messages, toll services, emergency messages, and also infotainment
services. To provide better quality of service the vehicle should be Always Best
Connected (ABC) with the network [2]. The network providing the services need
not be homogeneous but also heterogeneous involving Universal Mobile Telecom-
munications System (UMTS), Worldwide Interoperability for Microwave Access
(WiMAX),Wireless Fidelity (Wi-Fi). Several network selection approaches are avail-
able to select the appropriate network during handover process. Quality of service
(QoS) always accompanied with the network selection process, which follows three
phases like (i) Handoff Initiation, (ii) Network Selection and (iii) Handoff Execution
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phase. As mentioned above, if the handover happens within the same network it is
referred as horizontal handover and when it happens between two different networks
it is referred as vertical handover.

To have seamless connectivity the heterogeneous network should include the
features of third-generation (3G) and fourth-generation (4G). 3G networks such as
UMTS and Code Division Multiple Access (CDMA) 2000 have wide coverage but
lack in terms of monetary costs and bandwidth meanwhile IEEE 802.16 WiMAX
has the feature of providing real-time data in Wireless Metropolitan Area Network
(WMAN). Themain aim of this paper is to find the exact moment to initiate handover
and carry out the network selection process using fuzzy-VIKOR (FVIKOR), which
enables the user to select for better QoS in the heterogeneous environment.

2 Related Works

In [3], network selection algorithm based on Simple Additive Weighting (SAW)
method is presented in which normalized weight values for all networks and criteria
are simply added to produce the best utility factor. The paper [4] analyzed the impacts
of user velocity and traffic load on the node (mobile, vehicle) switching from one
network to another in heterogeneous wireless network. In [5] Fuzzy-Techniques for
Order Preference by Similarity to Ideal Solution (Fuzzy-TOPSIS) provide a QoS
aware vertical handover decision by considering bandwidth, jitter, delay, and bit
error rate. QoS enabled vertical handover decision is presented in [6], where weights
are assigned using Analytical Hierarchical Process (AHP). The comparative analy-
sis of various MADM approaches such as SAW, Grey Relational Analysis (GRA),
MultiplicativeExponentWeighting (MEW),VIseKriterijumskaOptimizacija IKom-
promisno Resenje (VIKOR), and TOPSIS has been presented in [7]. Fuzzy VIKOR
(FVIKOR) was presented in [6] which aims to use parallel fuzzy logic controllers
(FLC) with minimum number of rules to estimate necessity of handover and select
the target network.

Data is disseminated using clustering method [8] efficiently which improves the
QoS in VANET applications. The decision process for vertical handover in vehicular
adhoc network was proposed in [9], which gives insight about the probability of
unnecessary handover and handover failure probability rate with respect to vehicle
speed.

3 Proposed Method

The vehicular communication considered is of heterogeneous type as shown in Fig. 1,
and handover happening in such scenario is called as vertical handover. For the pro-
posed work, the network considered are UMTS, WiMAX, and Wi-Fi. The proposed
algorithm represented in Fig. 2, works in two stages. The stage 1, deals with the
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Fig. 1 Heterogeneous vehicular environment

Stage 1: Fuzzy Based Factor For Handover Estımatıon (FFHE)
Input: Received signal strength (RSS), velocity of the vehicle
Output: FHO
Steps:

1. RSS and velocity are given as input to fuzzy inference engine (FIE)
2. Fuzzification is done using membership function.
3. Decision is done based on the rules written to FIE
4. Defuzzification is done based on centre of centroid formula to get 

the crisp value
Stage 2:FVIKOR Based TNS

Input:6 criteria (Cost,bandwidth, delay,jitter, packet loss,utilization     of 
network)

3 networks (WiMAX, Wi-Fi, UMTS)
Output: Handover to best target network
Steps:

1. Assigning weights to criteria using AHP
2. Rank the target network based on Fuzzy VIKOR 
3. Handover to the network with high score value.

Fig. 2 Algorithm for the proposed work

factor for handover (FHO) which initiates the need for performing handover. The
vehicle with high FHO is allowed to execute next stage. In stage 2, it deals with the
target network selection (TNS) based on Fuzzy VIKOR ranking.

3.1 FFHE

Many handover initiation algorithm deals only with RSS [10]. The values are sam-
pled in each time instant to trigger the handover in heterogeneous environment. For
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Fig. 3 FIE for proposed
work

RSS

Velocity 

Factor for Handover

FFHE

Fig. 4 Surface plot RSS
versus velocity against FHO

vehicular communications, in addition to RSS the other main factor which influences
mobility is the speedof the vehicle, i.e.,Velocity of the vehicle. FIE for proposedwork
is represented in Fig. 3, surface plot RSS versus velocity against FHO is depicted in
Fig. 4 and the rules defined for FIE is mentioned in Fig. 5.

3.2 Weight Assignment Using AHP

AHP stands for Analytic Hierarchy Process. It is a method to support multi-criteria
decision-making and was originally developed by Saaty [11]. AHP derives ratio
scales from paired comparisons of criteria and allows for some small inconsistencies
in judgments. The steps involved in weight assignment in AHP are discussed below:

Step 1. Develop the weights for the criteria by

• developing a single pair-wise comparison matrix for the criteria;
• multiplying the values in each row together and calculating the root of said product;
• normalizing the aforementioned nth root of products to get the appropriateweights;
• calculating and checking the Consistency Ratio (CR).
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Fig. 5 Rules defined for FIE

Step 2. Develop the ratings for each decision alternative for each criterion by

• developing a pair-wise comparison matrix for each criterion, with each matrix
containing the pair-wise comparisons of the performance of decision alternatives
on each criterion;

• multiplying the values in each row together and calculating the nth root of said
product;

• normalizing the aforementioned nth root of product values to get the corresponding
ratings;

• calculating and checking the Consistency Ratio (CR).

Step 3. Calculate theweighted average rating for each decision alternative. Choose
the one with the highest score.

3.3 FVIKOR-Based Target Network Selection

Assume there exists m alternative such as A1, A2, A3…Am and n criteria. The rating
of jth aspect is denoted by f ij, i.e., f ij is the value of jth criterion function for the
alternative Ai.

Step 1: Evaluation Matrix formation
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D =
⎡
⎢⎣

x̃11 · · · x̃1n
...

. . .
...

x̃m1 · · · x̃mn

⎤
⎥⎦ (1)

where x̃i j is the performance alternative j; j = 1, 2, 3…n in terms of criteria i; i = 1,
2, 3…m.

Step 2: Normalized fuzzy performance decision matrix construction

F =
⎡
⎢⎣

f̃11 · · · f1n
...

. . .
...

f̃m1 · · · f̃mn

⎤
⎥⎦ (2)

where f̃i j = x̃i j∑m
j=1 x̃i j

Step 3: Determination of fuzzy best value and fuzzy worst value

f̃ ∗
j = maxx̃i j∀i (3)

f̃ ∗
J = minx̃i j∀i (4)

Step 4: Computation of S̃i , R̃i

S̃i =
n∑
j=1

w̃ j

(
f̃ ∗
j − x̃i j

)

f̃ ∗
j − f̃ −

j

(5)

R̃i = max
w̃ j

(
f̃ ∗
j − x̃i j

)

f̃ ∗
j − f̃ −

j

∀ j = 1, 2, . . . n (6)

Step 5: Calculation of Q̃i value

Q̃i = v

(
S̃i − S̃−

S̃+ − S̃−

)
+ (1 − v)

(
R̃i − R̃−

R̃+ − R̃−

)
(7)

where

S̃+ = max
i

S̃ι, R̃+ = max
i

R̃ι

S̃− = min
i

S̃ι, R̃− = min
i

R̃i
ι

from [12], v is the weight of VIKOR index value = 0.5
Step 6: Sorting
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The values of S̃i , R̃i ,Q̃i are sorting according to descending order. The maximum
value of Q̃i is based on merit points and it is denoted by A(1). The second alternative
is denoted by A(2).

Step 7: Ranking
The alternative of maximum value of Q̃i is said to be the best alternative.

4 Results and Discussions

In order to validate the proposed method, the numerical calculations are done. The
weights for all criteria is assigned using AHP and followed by the ranking process
using FIKOR. By adopting the steps given in Sect. 3.2, Table 1 is constructed. Table 2
shows normalized fuzzy decision matrix.

Table 3 is constructed by performing calculations as per the Sect. 3.3 and the
ranking order in Table 4 is calculated by FVIKOR with maximum Q value. As per
the assumption the network A3-UMTS is considered to the best alternative.

The aim to find appropriate target network with less number of handovers and
decision delay. By comparing FVIKOR,VIKOR, SAW, TOPSIS, and FSAW in terms
of executable handovers and decision delay, the proposed method with FVIKOR

Table 1 Calculated weights for criteria

C1 C2 C3 C4 C5 C6

weights 0.05 0.365 0.154 0.221 0.082 0.128

Table 2 Normalised fuzzy decision matrix

Criteria A1 A2 A3

C1 (0.33,1.33,3) 0.33,1.33,3) (7.66,9.33,10)

C2 (1,2.33,4.33) (0.33,1.33,3) (6.33,8,9.66)

C3 (8.33,9.66,10) (4.33,6.33,9.33) 0.33,1.33,3)

C4 (5.66,7.66,9.66) (0.33,1.66,3.66) (0.33,1.33,3)

C5 (6.33,8,9.66) (6.33,8,9.66) (4.33,6.33,8.66)

C6 (7,8.66,9.66) (0.33,1.33,3) (4.33,6.33,8)

Table 3 Computation of S, R and Q value

A1 A2 A3

Si [0.7827 1.2562 1.8293] [0.7284 0.9703 1.1869] [0.7554 1.0931 1.4733]

Ri [0.5904 0.7338 0.8181] [0.7000 0.8700 0.9700] [0.7000 0.8700 0.9700]

Qi [0.1969 0.4702 0.5000] [0.5000 0.5000 0.5000] [0.5978 0.7021 0.7229]



836 C. S. Evangeline and V. B. Kumaravelu

Table 4 Ranking of the
network

A1 A2 A3

Si 1.2894 0.961 1.107

Ri 0.714 0.846 0.846

Qi 0.389 0.5 0.6742

Rank 3 2 1

performs well in handover reduction as shown in Fig. 6 and gives less decision delay
when compared to TOPSIS as shown in Fig. 7.

The ranking methods combined with fuzzy adapts with the changing environment
and performs well when compared to the classical approach. The overhead in calcu-
lation provides slight higher delay when compared to SAW. But on considered the
criteria involved for deciding the target network, FVIKOR is the optimal solution
among various MADM schemes.

Fig. 6 Number of handover

Fig. 7 Decision delay for
different target networks



AHP-FVIKOR Based Access Network Selection … 837

References

1. Miller J (2008) Vehicle-to-vehicle-to-infrastructure (V2V2I) intelligent transportation system
architecture. In: IEEE intelligent vehicles symposium, IEEE, pp 715–720

2. FodorG, FuruskarA, Lundsjo J (2004)On access selection techniques in always best connected
networks. In: ITC specialist seminar on performance evaluation ofwireless andmobile systems,
pp 89–100

3. Afshari A, Mojahed M, Yusuff RM (2010) Simple additive weighting approach to personnel
selection problem. Int J Innov, Manag Technol 1(5):511

4. Hasswa A, Nasser N, Hassanein H (2005) Generic vertical handoff decision function for
heterogeneous wireless. In: Second IFIP international conference on wireless and optical
communications networks, IEEE, pp 239–243

5. Vasu K, Maheshwari S, Mahapatra S, Kumar CS (2011) QoS aware fuzzy rule based vertical
handoff decision algorithm for wireless heterogeneous networks. In: National conference on
communications, IEEE, pp 1–5

6. ZinebAB,AyadiM, Tabbane S (2017) An enhanced vertical handover based on fuzzy inference
MADM approach for heterogeneous networks. Arabian J Sci Eng 42(8):3263–3274

7. Stevens-Navarro E,Martinez-Morales JD, Pineda-RicoU (2012) Evaluation of vertical handoff
decision algorithms based on madmmethods for heterogeneous wireless networks. J Appl Res
Technol 10(4):534–548

8. Evangeline CS, Appu S (2017) An efficient data transmission in VANET using clustering
method. Int J Electron Telecommun 63(3):309–313

9. Evangeline CS, Kumaravelu VB(2017) Decision process for vertical handover in vehicular
adhoc networks. In: International conference on microelectronic devices, circuits and systems
(ICMDCS), IEEE, pp 1–5

10. Mohanty S, Akyildiz IF (2006) A cross-layer (layer 2 + 3) handoff management protocol for
next-generation wireless systems. IEEE Trans Mob Comput 5(10):1347–1360

11. Saaty TL (2005) Analytic hierarchy process. Encyclopedia of Biostatistics 1
12. Musani S, Jemain AA (2015) Ranking schools’ academic performance using a fuzzy VIKOR.

J Phys: Conf Ser 622(1):012036). IOP Publishing



Measuring Web Content Credibility
Using Predictive Models

R. Manjula and M. S. Vijaya

Abstract Web content credibility is a measure of believable and trustworthy of the
web content that is perceived. Content can turn out to be unreliable if it is not up-
to-date and it is not measured for quality or accuracy and therefore, web content
credibility is important for the individuals to access the content or information. The
analysis of content credibility is an important and challenging task as the content
credibility is expressed on essential factors. This paper focus on building predictive
models to discover and evaluate credibility of a web page content through machine
learning technique. A corpus of 300 web page contents have been developed and the
factors like Readability, Freshness, Duplicate Content are defined and captured to
model the credibility of web content. Two different labeling such as binary labeling
and numeric labeling are used for defining credibility. In case of binary labeling,
the high and low credibility of web content are represented by 1 and 0, respec-
tively, whereas in case of numeric labeling five-point scale rating is used to mark the
content credibility. Accordingly, two independent datasets have been developed. Dif-
ferent regression algorithms such as Linear Regression, Logistic Regression, Support
Vector Regression (SVR) are employed for building the predictive models. Various
experiments have been carried out using two different datasets and the performance
analysis shows that the Logistic Regression model outperforms well when compared
to other prediction algorithms.
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1 Introduction

Web content credibility is expressed as the believability of web content. Web content
credibility is created with two dimensions: trustworthiness and expertise. When a
web page conveys both these qualities, people will find, it is a credible content.When
it lacks one of these qualities, due to misrepresentation, inaccuracy, credibility will
suffer [1]. Content credibility is being utilized in different domain like economy,
healthy life-style, politics, personal finance, and entertainment. A credible website
can gather huge benefits on to thewebsite and the corporate. People frequently choose
to respond to a significant message based on their perception of the communicator
[2].

Having a stylish, specialized looking webpage, offer credibility to the contents.
The singlemore crucial attribute of efficient content is credibility. There are four types
of web credibility such as Presumed credibility, Reputed credibility, Surface credibil-
ity, and Earned Credibility. Presumed credibility describes the general assumptions
about the product brand. Reputed credibility refers to the believed third party refer-
ence about the brand. Surface credibility expresses how much a perceiver believes
something based on simple inspection. Earned credibility states that the personal
experience of typographical text. Well-written web content keeps the customers
involved, and inspires them to explore their web content [3].

Web content credibility involves the abilities and competencies needed for read-
ing, writing and participating content on the web. Credibility is the single most
eminent attribute of great marketing content. Effective content must also be applica-
ble and precious. It’s also clear that lack of trust is weakening the impact of content.
In a modern survey of technology buyers by TrustRadius, survey participants are
asked to rate the helpfulness and trustworthiness of source of data used in buying
decisions. Credible content is authoritative [4].

To solve the problem of predicting web content credibility numerous computa-
tional techniques are accepted in the existing research. Machine learning utilizes
statistical techniques to realize and improve the performance of the predictive mod-
els. Hence, it is proposed in this work to develop an accurate predictive model by
learning various influencing parameters through supervised learning.

2 Literature Survey

Various research work had examined and explored on understanding the factors that
had an impact on credibility evaluations. In 2017, Michal Kakol et al., proposed “un-
derstanding and predicting web content credibility using content credibility corpus”.
The factors were based on empirical data. The content credibility corpus (C3) dataset
was used from a massive crowdsourced web credibility assessment. The factors such
as web media type, advertising, news source, official page, etc., were used to attain a
high level of quality. Random forest approach was used to indicate a comprehensive
set of credibility evaluation criteria [2].
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In 2001, Fogg et al. concentrated on understanding the factors that had an impact
on credibility evaluations and spent two approaches for regulating credibility evalua-
tion factors. The first was a declarative approach, where respondents were requested
to evaluate credibility and precisely suggest which factor from a list was influencing
their decision. In 2003, Fogg et al. produced the second approach, the manual coding
of comments left by defendants evaluated credibility by two coders. Unsupervised
machine learning and NLP techniques was used from the content credibility corpus
(C3) dataset [5].

In 2013, Olteanu et al. proposed “web credibility: feature exploration and credi-
bility prediction”. The research work automatically assesses web credibility investi-
gated through various characteristic of webpages. The features were detected from
textual content, link structure, webpages design, as well as their social popularity
learned from popular social media sites. The random baseline approach for regres-
sion was concerned for the real dataset-based experiment under 75% accuracy for
classification and 53% of mean absolute error for regression [6].

In 2010, Joo Chung et al., proposed “An anatomy of the credibility of online
newspapers”. The research work exposed the primary components of credibility
of three types of online newspaper and the variance of credibility of news by that
type. The credibility scales were determined using seven-point likert-type scales and
mean was computed and the scale was explored for the similarities. The factors such
as expertise, trustworthiness, and attractiveness were used to show the significant
difference between online newspapers [7].

In 2014, Wawer et al. utilized natural language processing methods together with
machine learning to look for specific content terms that are predictive of credibility.
By this method, they found expected terms, such as energy, research, safety, security,
department, fed and gov. linguistic and social features was used based on machine
learning methods by the recognized trust level. Content-specific language features
were applied that greatly had enhanced the accuracy of credibility predictions. The
content organization factor was approximated by the analyzed CSS of the webpage.
The factor language quality was approximated using NLP techniques [8].

The factors defining the web content credibility are highly imperative in building
accurate prediction model through machine learning [9]. The existing research work
focused on prediction of credibility using factors like web media type, advertising,
news source, sales offer and objectivity ofweb page content. But these factorswill not
contribute in controlling the content credibility [10]. It was detected that the factors
like readability, authority, understandability, accessibility, popularity, broken links,
freshness, page rank and duplicate content are also needed for evaluating the web
content credibility [11]. These factors can be taken and used as evaluation criteria
for web content credibility evaluation appropriate to ordinary web content for fine-
tuned credibility assessments [12]. Similarly, the quantitative predictive model was
built based on content credibility corpus dataset and it has the lower correlation
coefficient [13]. Hence, it is proposed in this work to build accurate web content
credibility prediction model by capturing the above efficient factors using regression
[14]. Several regression methods like linear regression, logistic regression have been
applied to boost up the correlation coefficient between the factors [15, 16].
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3 Methodology

The main focus of this work is to build an efficient predictive model to evaluate the
web content credibility based on leading factors. The bare bones of the proposed
methodology involve different phases such as data collection, feature extraction, and
buildingmodels using regression algorithms such as linear regression, logistic regres-
sion, and support vector regression. Various components of proposed methodology
are depicted in Fig. 1 and explained in the following section.

3.1 Data Collection

The corpus of 300 web pages have been selected from websites related to different
domain such as economy, healthy life-style, politics, personal finance, and entertain-
ment. The contents taken from Economy domain comprised of information about
the production and consumption of goods and services. Web page contents related
to short- and long-term health benefits, balanced diet is collected from Healthy Life-
Style domain. From webpages of politics domain, the contents are gathered based
on the activities related with the growth of a country or area. Web page contents
based on management of financial decisions are collected from personal finance

Fig. 1 Methodology for predicting and evaluating web content



Measuring Web Content Credibility Using … 843

domain. From entertainment domain, contents are collected based on information
about games, movie, etc., Likewise, details of author, publisher of webpages, web-
page updates, particulars of domain are collected from the particular pages. From
each of these five domains, 60 instances have been collected and stored in the form
of text files. Finally, a corpus with 300 instances have been developed.

3.2 Feature Extraction and Training Data

Feature extraction plays a prominent role for improving the performance of web con-
tent credibility. In this work, readability, authority, accessibility, understandability,
popularity, freshness, broken links, page rank, and duplicate content are considered
as vital factors for evaluating web content credibility. A set of nine factors is derived
from each content and are described below and the dataset has been developed.

Readability. The Readability depends on the contents and presentation of the
webpage. Readability is determined by the content visibility, reading speed and
legibility. Higher readability improves reading effort and speed for any reader. The
Flesch–Kincaid readability is used to compute the readability of contents. The value
for this readability factor is computed using R code.

Authority. Authority of a web page controls the publisher and organization of
the webpage and inspect whether it splits from the webmaster. Domain authority
helps to measure the authority of a website by comparing it with other websites and
it will predict the ranking of a website. A Domain Authority score ranges from one
to 100, with higher scores corresponding to a greater ability to rank. The value of
this authority factor is derived from nibbler tool.

Accessibility. The accessibility of the web page helps to remove barriers that
prevent interaction with or access to websites. Web accessibility depends on various
components working together, including web technologies, web browsers, authoring
tools, and other user agents, and websites. Accessibility value is obtained from the
nibbler tool.

Understandability. Contentmust be easy to follow and recognize formany users.
For most content, understandability simply avoiding overly complex sentences, ter-
minology and providing clear layout and design. The values from 0 to 100 provides
the range of content understandability. The understandability value is estimated using
R code.

Popularity. Awebpage popularity is a tremendousway not only to build awebsite
but also to show others how the website is good. If the website or web page is
information-rich and attractive, the particular webpagewill have high link popularity.
The more ratings a post gets, the more reliably the ratings tell the value. The value
of this factor is derived from nibbler tool.

Freshness. The freshness factor is an element of search algorithms that provides
greater weight to latest content over older content for some search queries. Search
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engines presented the freshness factor for searches related to trending topics, recur-
ring events (awards, sports scores, and so on) and breaking news. It provides the
updates of each web page. Updates of the web page are resulting from nibbler tool.

Broken links. A broken link is a hyperlink of a website which is related to an
empty or non-existent external webpage. A broken link or dead link is a link on a web
page that no longer works because the website is encountering an improper URL,
does not allow outside access. Broken links value is fetched from nibbler tool.

Page rank. PageRank refers to the system and the algorithmicmethod thatGoogle
uses to rank pages as well as the numerical value is assigned to pages as a score.
PageRank is often considered to be a number between 0 and 10 (with 0 being the
lowest and 10 being the highest). The value of this factor is computed using R code.

Duplicate content. Duplicate content is content that seems on the web page in
more than one place. That one place is termed as a location with a unique website
address (URL)—so, if the same content appears at more than oneweb page, duplicate
content can be found. The value of this duplicate content factor is derived using R
code.

The above nine factors are used as values of predictor variables (Xi) of regression
algorithms. In this work, the credibility of web content is considered as the response
variable (Y ) for which the modeling is being done. In order to create the training
dataset enabling supervised learning, the value of credibility of web content is also
computed as below for each record and it is associated with the corresponding tuple.

Credibility. Credibility is said to be the quality or power of inspiring belief. The
credibility value is derived using crowdsourced environment likeweb of trust (WOT).
The binary labeling 0 is assigned to credibility if the content is not believable and 1
is assigned if the content is realistic. In case of numeric labeling 5-point scale rating
is used to spot the content credibility, where the rating from 1 to 3 specifies the low
credibility of content and the rating 4 and 5 represents high credibility.

Datasets. The factors derived from web page contents are used to train the pre-
diction models using supervised learning. In this work, two separate datasets have
been created, one with binary credibility labeling and another with numeric credi-
bility labeling. Both datasets consist of 300 instances with nine dimensions. Each
instance of independent variables is associated with binary credibility values and a
dataset Binary Credibility Dataset (BCD) is created. Similarly, second dataset named
Numeric Credibility Dataset (NCD) is developed by adding numeric credibility
values to all the 300 tuples.

4 Experiments and Results

The predictive models for web content credibility have been generated by imple-
menting the regression algorithms using python library in scikit-learn environment.
Scikit-learn perhaps the most appropriate library for machine learning in Python.
The real-time data has been collected, the content credibility factors are identified
and derived. Two separate datasets namely BCD and NCD have been created to show
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the variations of binary and numeric credibility values of web page content. These
two datasets are employed for implementing the models.

In these experiments, prediction algorithms like Linear Regression, Logistic
Regression, Support Vector Regression have been employed to build the predictive
models. The performance of these models is evaluated using 10-fold cross-validation
based on correlation coefficient, mean squared error, root mean squared error and
mean absolute error. Correlation coefficient is utilized as a primary performance
measure for predicting content credibility values range from−1 to+1. A correlation
coefficient of 0 means that there is no relationship and+1 indicates a perfect positive
correlation. Mean squared error is said to be the average of the squared error and is
used as the loss function for least square regression. RMSE is an absolute measure
of fit. Mean absolute error is a measure of difference between continuous variables.
MAE is the model evaluation metric and is the mean of the absolute values of each
prediction error on all instance of the test dataset. The goodness of fit is evaluated
using these measures.

The web content credibility model based on NCD dataset is built using Linear
Regression and Support Vector Regression as the value of response variable is a
continuous-valued function in these models. The Logistic Regression algorithm is
implemented to create predictive model using BCD dataset since response variable is
binary in logistic regression. The performance of these regression-based credibility
prediction models is measured using metrics such as correlation coefficient, mean
squared error, root mean squared error and mean absolute error and are tabulated
(Tables 1, 2 and 3).

Comparative analysis. The performance results of the above three predictive
models are compared to their metrics. From the comparative analysis, it is detected
that the Logistic Regression attains highest result for content credibility prediction
model thanLinear Regression and Support Vector Regression in theminimal learning
time. The Logistic Regression reaches the correlation coefficient of 0.896 and Linear
Regression accomplishes the correlation 0.875 and the correlation of 0.816 is gained

Table 1 Predictive
performance of linear
regression using NCD dataset

Measures Values

Correlation coefficient 0.875

Mean squared error (MSE) 0.285

Root mean squared error (RMSE) 0.533

Mean absolute error (MAE) 0.314

Table 2 Predictive
performance of support vector
regression using NCD dataset

Measures Values

Correlation coefficient 0.816

Mean squared error (MSE) 0.275

Root mean squared error (RMSE) 0.524

Mean absolute error (MAE) 0.307
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Table 3 Predictive performance of logistic regression using BCD dataset

Measures Values

Correlation coefficient 0.896

Mean squared error (MSE) 0.270

Root mean squared error (RMSE) 0.519

Mean absolute error (MAE) 0.301

by Support Vector Regression. The error rate is minimized in Logistic Regression
when compared to other two algorithms so the reliability of the system is improved.
Hence, it is concluded that Logistic Regression is appropriate than other algorithms
for evaluating the web content credibility and the comparative results are presented
in Table 4 and illustrated in Fig. 2.

Table 4 Comparative analysis of regression algorithms

Algorithms Correlation
coefficient

Mean squared
error

Root mean
squared error

Mean absolute
error

Logistic
regression

0.896 0.270 0.519 0.301

Linear
regression

0.875 0.285 0.533 0.314

Support vector
regression

0.816 0.275 0.524 0.307

0
0.5

1
1.5

2
2.5

Logistic
Regression

Linear
Regression

Support
Vector

Regression

Correlation Coefficient Mean Squared Error
Root Mean Squared Error Mean Absolute Error

Fig. 2 Comparison of prediction algorithms
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5 Conclusion

This paper demonstrates the modeling of web content credibility using machine
learning techniques. The content credibility factors are recognized and derived by
collecting the real-time data. Twodistinct datasets have been created for the variations
of binary and numeric credibility values of web page content. A predictive model
is designed and built for web content credibility evaluation based on a web content
dataset using supervised learning algorithms such as Linear Regression, Logistic
Regression, and Support Vector Regression. The performance of credibility predic-
tion model is measured using different metrics such as correlation coefficient, mean
squared error, root mean squared error, and mean absolute error. Through the exper-
iment, it is observed that the Logistic Regression model is best fitted for predicting
the web content credibility. This work can be further extended by adding more web
content instances and dimensions and repeating the experiment with other advanced
technique.

References

1. Wierzbicki A, Adamska P, Abramczuk K, Papaioannou T, Aberer K, Rejmund E (2014)
Studying web content credibility by social simulation, June 2014

2. KakolM, Nielek R,Wierzbicki A (2017) Understanding and predicting web content credibility
using the content credibility corpus. Elsevier

3. Abdulla RA, Garrison B, SalwenM, Driscoll P, Casey D (2014) The credibility of newspapers,
television news, and online news

4. https://mozilla.github.io/content/web-lit-whitepaper/
5. Fogg BJ, Marshall J, Laraki O, Osipovich A, Varma C, Fang N, Paul J, Rangnekar A, Shon J,

Swani P, Treinen M (2001) What makes web sites credible? A report on a large quantitative
study. In: Proceedings of the SIGCHI conference on human factors in computing systems.
ACM

6. Olteanu A, Peshterliev S, Liu X, Aberer K (2013) Web credibility: features exploration and
credibility prediction. In: European conference on information retrieval. Springer, pp 557–568

7. Joo Chung C, Kim H, Hyun Kim J (2010) An anatomy of the credibility of online newspapers
8. Wawer A, Nielek R, Wierzbicki A (2014) Predicting webpage credibility using linguistic

features
9. Aladhadh S, Zhang X, Sanderson M (2014) Tweet author location impacts on tweet credibility

Nov 2014
10. Tumasjan A, Sprenger TO, Sandner PG, Welpe IM (2010) Predicting elections with Twitter:

what 140 characters reveal about political sentiment
11. Carlos C, Marcelo M, Barbara P (2013) Predicting information credibility in time-sensitive

social media 23(5):560–588
12. KorfiatisNT, PoulosM,BokosG (2006)Evaluating authoritative sources using social networks:

an insight from Wikipedia. Online Inf Rev 30(3):252–262
13. Liviu L Predicting product performance with social media. Inf Educ 15(2):46–56
14. Sundar SS (2008) The main model: a heuristic approach to understanding technology effects

on credibility, pp 73–100
15. Sikdar S, Kang B, ODonovan J, Höllerer T, Adah S (2013) Understanding information

credibility on twitter. IEEE
16. Kak S (1999) Faster web search and prediction using instantaneously trained neural networks.

IEEE Intell Syst 14:79–82

https://mozilla.github.io/content/web-lit-whitepaper/


Survey on Privacy-Preserving and Other
Security Issues in Data Mining

K. Karthika, R. Devi Priya and S. Sathishkumar

Abstract In present day, an ever-increasing number of researches in information
mining increases the seriousness about security issue. The security issues in infor-
mation mining can’t just be tended by limiting data integration or by reducing the
utilization of information technology. So as to keep up the security of the customer
in the process of data mining, different types of strategies have been proposed that
are dependent on the probabilistic perturbation of information records. Information
mining service requires precise information for their outcomes to be significant;
however, protection concern may impact clients to give fake data. Here, we present
a detailed survey on privacy and security issues on data mining by analyzing differ-
ent techniques from standard publishers of the year from 2010 to 2017. Based on
the techniques utilized and types of issues are analyzed and classified. Moreover, to
indicate the improvement and accuracy of all the research articles is also discussed.
Furthermore, the analysis is carried to find the importance of their approaches so that
we can develop a new technique to solve the security threats.

Keywords Data mining · Privacy and security issues · Security threats

1 Introduction

The present-day society achieved a lot of advancements from the advanced science
and its applications. It provides effective platform to convert the entire burdensome
task into easy tasks. Therefore, many industries and enterprises are focusing on
their service to be adopted based on advanced technologies [1]. The development
of Internet of Things (IoT) had paved the way to analyze the participatory sensing
(PS) where various individuals can gather and outline their information to an out-
sider information mining cloud administration [2]. The IoT based gadgets directs an
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outstanding measure of information in streams from different sensors by means of
everlasting communication [3]. IoT has reformed numerous fields including health
services, prosperity applications, public activity, environment observing, transporta-
tion, energy, and so on. The accessibility of minimal effort unavoidable detecting
gadgets has empowered IoT to develop in a regularly expanding way, thus IoT sen-
sors had turned into an indispensable source of big information. IoT incorporates
the application territories of WSN and RFID with extensional availability along the
web.

IoT has numerous applications related to intelligent healthcare services that are
controlled by the technical union of Wireless Body Area Network (WBAN), WSN,
and mobile crowdsensing (MCS) along with distributed computers [4].

The registered and specialized devices utilized by the cyber-physical IoT empow-
ered systemcreate huge amounts of information. This information gives newaccesses
yet, in addition, various difficulties arise particularly through their social ramifica-
tions [5]. Nowadays, Cloud storage is also very popular due to its service to preserve
the user data in the third-party platform. It has extraordinarily changed the manner
in which individuals store their information. Not at all like conventional storing, the
cloud gives gigantic capacity of storage which gives more benefits to the clients [6].
The outsourcing of users’ data into the cloud doesn’t concern about the storing of
information and maintenance [7]. Associations and people are slanted to utilize the
cloud service and takes advantages of the productive and practical nature of the cloud.
Cloud services, for example, Google Safe Browsing, PhishTank, and Malwr offers
blacklist of known vindictive URLs, domain, emails and so on [8]. The ceaselessly
expanding measures of information make their security a challenging and essen-
tial task especially when the information are exceptionally dimensional. Numerous
information holders need to distribute their miniaturized scale of information for
different purposes so that does not uncover the identity of individual [9].

In addition, some protection-sensitive system, for example, money-related and
medicinal services does not share their information freely because of the diverse
security strategies, yet joint information handling was unavoidable. Uncovering the
patients’ records is not just untrustworthy yet in addition unlawful as per the Health
Insurance Portability and Accountability Act [10]. The profound learning by clin-
ical and bio-medical analysts on their neighborhood data set overfit the learning
model and brings about wrong outcomes amid the deduction stage. For this situa-
tion, secrecy and security confinements fundamentally lessen utility [11]. Besides,
various new methodologies have been advanced so as to control quickly develop-
ing spam, malware, and DDoS assaults in the Internet to keep client’s information
and to accomplish full reliability from the customers [12, 13]. In this manner, these
distinctive kinds of trust and notoriety instrument were proposed to control various
undesirable traffic delays, for example, email spam.All in all, security protection con-
cerns are identified with verification, information getting to, information encryption
and information distributing [14, 15].
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2 Literature Survey

2.1 Survey of Security Issues in Data Mining

Data mining is characterized as the way toward digging for certain unidentified and
conceivably fundamental data from dreadfully tremendous databases by effective
information disclosure systems. The huge open strategy tensions are the protection
and security of client data and there are getting increased enthusiasm by the gov-
ernment official and controller, protection advocates, and the media. In this article
we consider key online protection, security problems, and concern the job of self-
direction and client in protection and security assurances, information insurance
laws, administrative patterns and the perspective for security and secure enactment.
Normally such a procedure creates new suspicion measurements, identify new attack
designs and lift information security issues. Most latest advancements in data inno-
vations has empowered collection and preparing immense measure of user data such
as criminals database, web-based shopping, online managing of account, credit and
therapeutic history, driving records, and the legislature concerned information [16].

Informationmining is depicted as a procedure of find or removing intriguing learn-
ing from immensemeasures of information put away in a few information sources, for
example, record frameworks, databases, information stockrooms, and so on. There
are a few informationmining instruments used to anticipate and bring up patterns and
practices and enables companies to make proactive, learning-driven choices. At most
and mid-run organizations utilizes incredible frameworks for gathering information
and overseeing it in substantial databases. Anyway the bottleneck of transforming
this information into your triumph is the hardest assignment of removing learning
about the framework that you think about from the gathered information. Information
mining and its procedures can be very valuable in numerous regions, for example,
industry, business, government, instruction, and agribusiness, medicinal services,
etc. To break down huge databases utilizing information-digging apparatuses for
conveying answers to questions, for example, Which customers destined to react to
my next limited-timemailing, and why? Informationmining has numerous favorable
circumstances yet at the same time it has disadvantages, for example, part of security
issues and hazards. The reason for this paper is to talk about Role of information
mining, its application and different difficulties and issues identified with it [17].

For each economy, industry, association, business work and individual, data has
turned into an essential part. Big Data is needed to distinguish the datasets and esti-
mate the capacity of database programming devices to store, overview and examine.
Thus, Big Data incorporates versatility, stockpiling bottleneck, commotion collec-
tion, fake connection, and estimation mistakes and furthermore presents remarkable
computational and factual difficulties. These issues are identified and new compu-
tational and measurable methods are adopted. This paper shows the survey about
the big data and mining with the issues and challenges. It also discuss about few
techniques to manage huge data [18].
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Late development, fame, and improvement of data mining share the perilous risk
on the security of person’s data. Privacy protection and data mining (PPDM) is a
developing exploration theme in information mining and has been widely examined
in late years. PPDM manage the information to perform data mining estimation
properly without degrading the privacy of delicate information presented in the data.
Ongoing research in PPDM principally center around how to decrease the protection
issue caused by data mining, while maintaining the nature of undesirable exposure of
datamay occur during the time utilized on data gathering, distributing and conveying.
In this article we chiefly center the security problem recognized during data mining
from a wide point of view and explore diverse methods that can avoid delicate data.
We recognize four kinds of users associated with the application of data mining.
They are data supplier, data gatherer, data excavator, and leader. For each client the
system examines the protection issue and strategies that are received to avert delicate
information. The rudiments of related research points are discussed to present best
survey and presented some fundamental abstraction on future research bearings. We
additionally proposed some survey based on diversion in hypothetical methodologies
for investigating the connections among different users in data mining which has
their own valuation on the touchy information. By classifying the duties of different
users concerning the security of sensitive data we need to give some valuable bits of
information in the investigation of PPDM [19].

2.2 Survey on K-Anonymization Techniques

PPDM techniques have been classified into various types such as Anonymization
based PPDM, perturbation based PPDM, and Cryptography based PPDM.

Exchange information record distinctive data about people, including their analy-
sis and buys, and are progressively distributed to help substantial scale and minimal
effort thinks about in different spaces, for example, drug and showcasing. Be that
as it may, the dispersal of exchange information may prompt security ruptures, as
it enables an assailant to connect a person’s record to their personality. As of late,
there are a few methodologies have been suggested that anonymous information by
killing certain qualities in a person’s record or by supplanting them with regular
qualities, yet they frequently produce information of restricted value due to embrace
esteem change procedures that don’t ensure information utility in planned applica-
tions and target estimates that may prompt over the top information mutilation. In
this review, we propose a novel methodology for anonymizing information to ful-
fill information distributors’ utility prerequisites and causes uninformed misfortune.
To accomplish this, we present a definite data misfortune measure and a successful
anonymization calculation that investigates a huge piece of the issue space. A broad
exploratory examination, utilizing clickstream, and restorative information, exhibits
that our methodology permits commonly more exact question replying than the best
in class techniques, while it is practically identical to them as far as proficiency [13].
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Prior to the production of delicate information, the anonymization of inquiry logs
is a vital procedure that should beperformedearlier. This guarantees the namelessness
of the clients in the record, an issue that has been as of now found in discharged logs
from surely understood organizations. This study utilizes small scale conglomeration
to presents the anonymization of question record. Our proposition guarantees the k-
namelessness of the clients in the question logwhile saving its utility.We demonstrate
the security and utility accomplished, and furthermore provide the analysis of our
proposition in real inquiry record, just as giving assessment to the utilization of data
in data mining forms based on grouping [20].

Anonymization of static information has been incredible research as of late. There
are two normal innovations for semi-identifier’s anonymizations are speculation and
concealment. Anonymization of information contrast from the anonymization of
static information dependent on the characteristics of information streams, for exam-
ple, potential interminability and high dynamicity. For anonymizing information
streams, static information anonymization strategies can’t be straightforwardly con-
nected. In this review, grouping based novel k-anonymization approach is proposed.
The new methodology examines a stream in one swing to perceive and reuse the
groups, so as to accelerate the anonymization procedure and decrease the data mis-
fortune and fulfills the k-obscurity guideline. It considers the time limitations on tuple
distribution and bunch reuse, which are explicit to information streams. Besides, the
methodology is improved to adjust the—decent variety standard. The analyses led on
the genuine datasets demonstrate that the proposed techniques are both productive
and powerful [21].

Information mining assumes an imperative job in examining the substantial mea-
sure of information gathered in this day and age. Protection Preserving Data Mining
(PPDM) systems have turned out to be fundamental because of the open’s rising
consciousness of security and absence of trust in association. A PPDM system guar-
antees singular security while permitting helpful information mining. In this study,
we present two novel information quality assessment procedures called EDUDS
and EDUSC, novel clamor expansion method called Forest Framework and a secu-
rity assessment system called SERS. Novel noise addition technique assembles a
forest from dataset and preserves every one of the examples (rationale rules) of
the backwoods while adding commotion to the dataset. The two frameworks, Forest
Framework to its Predecessor Framework have been thought about, and another setup
strategy, GADP then the correlation is finished utilizing our three assessment crite-
ria, just as Prediction Accuracy. The proposed work demonstrates the test results and
show the accomplishment of expansions to Framework and furthermore the support
of our assessment criteria [22].

2.3 Data Sanitization Issue

Moreover, Fosca Giannotti et al. [11] have developed affiliation rule mining assign-
ment inside a corporate security safeguarding structure. Here an assault display
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dependent on foundation information and devise a plan for protection saving redis-
tributed mining. This plan guarantees that each changed thing is unclear as for the
assailant’s experience information, from in any event k − 1 other changed things.
The extensive test is gone up against a substantial and genuine exchange database
exhibit that this method is viable, versatile and ensures protection. Moreover, Jaya
krushna Sahoo et al.

Sahoo et al. [23] have built up a compacted portrayal for affiliation rules hav-
ing insignificant predecessor and maximal subsequent. This portrayal is produced
with the assistance of high utility shut thing sets (HUCI) and their generators. Here
calculations are created to produce the utility-based non-repetitive affiliation stan-
dards and strategies for reproducing all affiliation rules. Moreover, they depicted the
calculations which create high utility thing sets (HUI) and high utility shut thing
sets with their generators. These proposed calculations are executed utilizing both
manufactured and genuine datasets. What’s more, the test results show better quality
in the packed portrayal of the whole standard set under the thought about system.

Li et al. [24] have built up a cloud-helped regular thing set mining arrangement,
which is utilized to assemble an affiliation rule mining arrangement. These arrange-
ments are intended for re-appropriated databases that enable numerous information
proprietors to effectively share their information safely without settling on informa-
tion security. This arrangements release less data about the crude information than
most existing arrangements. In view of these analysis discoveries utilizing distinc-
tive parameters and datasets, they exhibit that the run time in every one of these
arrangements is just a single request higher than that in the best non-protection
saving information mining calculations. The asset utilization at the information pro-
prietor end is exceptionally low since the two information and processing work are
re-appropriated to the cloud servers. Moreover, Jordi Castro and Jose A. Gonzalez
[25] have introduced a substantially less expensive variation of Controlled forbidden
modification (CTA) that defines a multi-objective straight improvement (LO) issue,
where paired factors are pre-fixed, and the subsequent consistent issue is compre-
hended by lexicographic streamlining. Broad computational outcomes are accounted
for utilizing both business (CPLEX and XPRESS) and open source (Clp) solvers,
with either simplex or inside point techniques, on a lot of genuine examples. Most
cases were effectively tackled with the LO-CTA variation in under 60 min, while a
considerable lot of them are computationally pricey with the MILO-CTA detailing.
The inside point technique beat simplex in this specific application.

2.4 Other Issues Based on Cryptography

Database security is imperative as it contains sharpened data. Information digging
gives components tomiddle person portrayal of information. Protection conservation
is essential because of the security viewpoints. Protection demonstrates components
for enabling the information to be gotten to in verified way. Security is to shield
the delicate information from information excavators with the end goal that it isn’t
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doable to get to the touchy information fromdatabase. The significant plans to change
the dataset from the first informational index are affiliation rule. An affiliation rule
with cryptographic procedures has been utilized. This calculation applies on gen-
uine informational collections to exhibit the materialness. An efficient protection
conservation information mining plan with information mining irritation blended
methodology and the affiliation rules with cryptography procedures, proposed in
this examination work. This paper exhibits how a neural system is being connected
for foreseeing the medicinal dataset and furthermore gives scope on how profound
convolution neural system can be connected for therapeutic investigation [5].

Dispersed information mining has assumed a critical job in different applica-
tion areas. In any case, in information mining, it is seen that there are number of
protection risk in person’s delicate data. We propose two conventions to address pro-
tection issue in circulate affiliation rule mining, which are safely creating worldwide
affiliation administers in evenly appropriated databases. Elliptic-bend based Paillier
cryptosystem is the primary convention, which helps in accomplishing the trust-
worthiness and validness of the messages traded among including destinations over
the uncertain correspondence channel. It gives protection of individual site’s data
against the including destinations and an outside foe and an assailant. Notwithstand-
ing, it influence the security of people because of the intrigue of two destinations.
We incorporate Shamir’s mystery sharing plan in the second convention to address
the issue. It gives security by averting conniving locales and outside enemy assault.
We investigate the two conventions to satisfy the protection safeguarding circulated
affiliation rule mining necessities [26].

Present-day mechanical advances have started the prominence and accomplish-
ment of cloud. This as of late created procedure is picking up a growing enthusi-
asm, since it gives cost-productive designs that help the transmission, stockpiling,
and serious figuring of information. Be that as it may, these promising stockpiling
administrations bring a few testing structure issues, for the most part because of both
loss of information control and theoretical nature of mists. The principle objective of
this review is to give a steady view about the two information security concerns and
protection issues that are looked by customers in distributed storage situations. In this
review, it investigates inquire about bearings and innovation patterns to address the
assurance of redistributed information in cloud framework and furthermore brings a
basic near examination of different cryptographic guard component [6].

In present-day protection saving information, mining has been a noteworthy
research. The fundamental objective of this field is to secure individual data and
anticipate revelation of this data amid the information mining process. There are
diverse methods proposed in the field of security safeguarding information mining.
Affiliation rules mining is one systems and the primary motivation behind affiliation
rules mining is to conceal delicate affiliation rules. Up until now, unique calculations
have been exhibited to this field so as to achieve the reason for delicate affiliation
rules stowing away. Every single calculation has its very own particular capacities
and techniques. This paper exhibits an electromagnetic field enhancement calcu-
lation (EFO4ARH) to conceal delicate affiliation rules. This calculation is utilized
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Table 1 Overall analysis of
survey

Security issues 2005–09 2010–14 2015–18

Privacy issues [7, 16, 17, 19]

K-anonymization [13, 20, 21] [22]

Data sanitization [11] [23–25]

Other security
issues

[27] [5, 6, 26]

to conceal the delicate affiliation administers by uses the information bending sys-
tem. Two wellness capacities are utilized to achieve the arrangement with the least
symptoms in this calculation and furthermore, the run time has been decreased. This
calculation comprises of a strategy for leaving from neighborhood optima point and
advancing toward worldwide ideal focuses. To assess the execution of the proposed
calculation by doing probes both genuine world and manufactured data set. As we
contrasted with the four reference calculations, the proposed calculation demon-
strates a decrease in the symptoms and better protection of information quality. The
execution of EFO4ARH is tried by standard deviation andmeans Friedman positions
of blunder for standard capacities (CEC benchmarks). Likewise, concealing analyses
demonstrate that our proposed calculation beats existing concealing algorithm [27].

3 Analysis and Discussion

In this section, we categorize the existing research work accordance with techniques.
This analyzes, verymuch helpful forwhich algorithmwasmainly utilized in the olden
days and how to improve the algorithm further for our research. Here, each research
works are developed different years.

Here the Table 1 and Fig. 1 represents the issues of data mining process under
various years. Most of the researchers in 2015–18 concentrate on data sanitization
issue to protect highly sensitive data.

4 Conclusion and Future Work

Therefore, analyzing those diagnosis techniques can lead to new development in
this area. In the interim, straightforward information sharing constrained diverse
phishing assaults and malware helped security dangers. There are some protection
touchy applications like wellbeing administrations on cloud that are worked with
different financial and operational advantages require upgraded security. Therefore,
precise the internet security and alleviation against phishing rush ended up required
to avoid by and large information protection. In this paper, we have dissected different
issued of information mining procedure, for example, privacy saving, information
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Fig. 1 Categorization based on techniques

cleansing, K-anonymization, data security on touchy information and so on. The
investigation portrays, to secure the protection data of information proprietor from
information clients and specialist organization, cleansing methodology is utilized in
this setup. The sterilized data can’t be recovered until the cleansing key is gotten.
Our proposition gives a productive answer for securing information proprietor’s data
in database.

So as to beat these security issues, we have built up an ideal method for verifying
touchy information.
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A Study on Different Types of Robotics
Applications

B. U. Meghana and M. V. Prashanth

Abstract This paper’s main objective is to investigate the different types of robots,
their operation, and application. Different types of robots follow different methods
such as mobility, weight balance, distributed control system, biopsy, current 3G
technology, skid steering, robotic weeding, calculation of Godspeed, suction cups,
and network communication protocol. Here we discuss various types of robots, the
following methods, the parameters used and their use in different fields. Finally, we
can conclude that this paper briefly introduces robotic applicability in various areas.

Keywords Snake robot · Heavy duty robot ·Medical robot · Car robot

1 Introduction

Robotics is an interdisciplinary branch of science and engineering. Robotics covers
the structure, development, activity, and use of robots and computer frameworks
for tracking, sensory feedback, and processing records. These advances are used
to build machines to update and imitate human activities. Robots can be used in
many situations and for many features, but in recent times many are used in risky
situations (bomb identification and deactivation), production techniques or wherein
humans cannot tolerate them (e.g., Space). Robots can also take any form, but some
appear to be human beings [1]. This is said to help and accept a robotic behavior that
people generally perform in certain replicative behavior. Such robots try to reflect
walking, lifting, speaking, cognizing and, in essence, something that can be done
by people. Many of the robots today are of course inspired and contribute to the
bio-inspired robotics enterprise.
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1.1 Robotics and Artificial Intelligence

A robotic is a machine consisting of sensors, manipulators, power components and
software, all of which work together to meet a challenge. Motivation is the intrinsic
enthusiasmof an employee and the drive to carry outwork-related activities.Artificial
Intelligence (AI)Artificial robots are artificial dealers in the realworld.AIRobot aims
to manipulate objects through the perception, selection, movement, and destruction
of objects. Robotics is an AI department composed of different branches and robot
alertness. Power supply, actuators, electric motors (AC/DC), pneumatic air muscles,
muscle wires, piezo motors and ultrasonic motors, sensors are components of AI
Robots [2].

1.2 Aspects of Robotics and AI

AI robot has a mechanical design and shape to carry out a specific project. They have
electric components that make the machinery strong and manage it. They include a
few phases of a computer program that determines what a robotic does, when, and
how. AI Robot Locomotion: Locomotion is the mechanism that enables the AI robot
to move around it. Various types of locomotives are available: legged, wheeled, a
combination of the legged and wheeled locomotive, tracked slip/skid. There are five
most important components in the maximum fundamental stage [2].

A frame structure, a muscle gadget to move the frame structure, a sensory device
that gets facts approximately the frame and the encompassing environment, a power
supply to activate the muscle mass and sensors, a mind machine that strategies sen-
sory records and tells the muscles what to do. Applications of Artificial Intelligence
Robotics are Industrial, Medical Applications, Exploration, and Entertainment [2].

There are so many information about Robotics to be acknowledged. The Robots
are used in many fields like agriculture, industry, hotel, household works, hospital,
school, college, etc. Understanding their working is greater vital, in order that if any
problem is given, we can discover the answers by means of creating new varieties of
robots.

2 Literature Review

Chaudhry and Sharma [3] talked about snake robots mobility. In the future, snake
robots hold a lot and have a great scope in India. In future applications such as agricul-
ture, sanitation, and firefighting, serpent robots are used. The advanced technology
helped us to achieve “Beyond Human Capabilities”.

Chung et al. [4], introduced the heavy-duty industrial robot design process partic-
ularly for analytical technology to build the native model of KIMM. This model has
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a payload of 600 kg. For heavy-duty robot in static and dynamic payload more than
300 kg is essential for analysis to manipulate the design to select the basic compo-
nents. Already much-commercialized software is available in the market. Here the
author developed innovative software for inverse dynamic analysis called “Rodan”.
By using this software and its application the weight balancing component selection
is easily made for manipulation.

Wyeth et al. [5], designed an autonomous humanoid robot for playing soccer
with the help of image processing, artificial intelligence, and decision-making. He
controlled the Metal Fighter 2 humanoid robot with the communication system and
process the image with the Kalman filtering algorithm and proposed the 4 step model
based on 6 step reasoning model. Evaluated with the proposed system and got good
stability and competition ability towards humanoid robot soccer system. This paper
will help us to understand the mentality of human and how these robots behave like
human and communicate with a human is described. It works based on Mechanical
CAD model, Bipedal Walking Robots, Motor Choice, Electronics. It will illustrate
the design of a practical, affordable, autonomous, humanoid robot.

Azar and Samy [6] discussed the working of Medical Robots. These robots are
used to assist doctors and nurse. These robots help in telesurgery, brain biopsy,
telemedicine, surgical training, remote surgery, telemedicine, teleconsultation,
rehabilitation therapy, prosthetics.

Kaur and Kumar [7] worked on the wireless multifunctional robot to help the
defense and military applications with the help of 3G technology to monitor the
remote and border areas. This multifunctional robotic vehicle helps to examine the
border areas and it has to be communicated and controlled by an autonomous and
manual system. This robotic has a multifunctional feature like to detect human,
bombs, harmful gases andfire at the remote and border areas. For power consumption,
the robot uses renewable resources with the help of a solar panel. The limitation
behind the system is the frequency of the range. He also assessed the results of the
selection of the tilt angle of the solar panel and the energy consumption for the
autonomous and manual system. Users can control the movement of robots from any
part of the world by receiving live video feedback from the environment. It is used
as a security surveillance camera robot and as a rescue operation.

Shekhawat et al. [8], detailed study on Automatic car robot follows the method of
a wireless controller with the help of Bluetooth. It is used in our real-life like AGV,
used for dropping the parcels. It has the ability to sense the environment and decide
the navigation path without any human input.

Pedersen et al. [9], worked on Agricultural Robots, and developed autonomous
tractors and automatic steered systems for agricultural purpose. It uses robotic weed-
ing, micro-spraying, crop establishment, crop scouting, selective harvesting, eco-
nomic scenarios, field scouting, weed detection methods. It reduces labor costs and
restrictions on the number of daily working hours.

Hotel Service Robots were evaluated by Tussyadiah and Park [10]. Artificial
intelligence and robotics for tourism and hospitality, hotel service robots evaluation,
automatic emotional responses to hotel robots. Confirmatory factor analysis was per-
formed using Smart PLS 3.0, a multi-group analysis that compares path coefficients
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between respondents exposed to two different NAO robots, Relay. It is used in the
front desk and delivers items to the room.

Jagtap [11] discussed the use of robots for wall climbing. The study presents
an application of a rising glass and wall cleaning automaton. Automated operation
duringmovement, large remote control range. Cleaning robots structure, components
used in robots cleaning, robot mechanism, basic design calculations are explained.
It is used in a wide range of maintenance, building, inspection and process, and
construction safety applications.

The applications of ARP were explained by Clotet et al. [12]. The mobile teleop-
erated robot is designed as a live robot. Mechanical design, electronic components,
implementation of software, the architecture of video conferences, network commu-
nication protocol methods. Explains video communication, audio communication,
external network server, preliminary usability test, prevention of collisions. This
paper presents the design and application of a mobile teleoperated robot as a living
tool. It is used as a mobile video conference service, mobile telepresence service,
walking tool, scheduling tool, fall detection tool, mobile monitoring platform for the
environment.

3 Comparison of Different Kinds of Robotics
with Parameters

Table 1 shows the comparison of different kinds of robotics with parameters like
mobility, cost, performance, and flexibility. This comparison will help us to know
little more to achieve the better result in future.

Table 1 Comparison of different kinds of robotics with parameters

Robotics Mobility Cost Performance Flexibility

Snake robots Yes High High Yes

Heavy-duty handling robots Yes Low High Yes

Humanoid robots Yes High High Yes

Medical robots Yes High High Yes

Military robots Yes Low High Yes

Car robots Yes High High Yes

Agriculture robots Yes Low High Yes

Hotel service robots Yes Low High Yes

Wall climbing and glass cleaning robots Yes Low High Yes

Assisted personal robots Yes High High Yes
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4 Discussion

This paper presents the uses of different types of robots, such as snake robot that helps
in the field of agriculture, heavy-duty handling robots used for industrial purposes,
autonomous humanoid robot that helps people interactwithmachines,medical robots
that help in the field ofmedicine, military robot that is used as a security camera robot
and emergency rescue. Car robot that helps to drop parcels, an agricultural robot that
reduces labor costs and the number of working hours per day, hotel service robot that
helps to deliver items to the room, Wall Climbing which helps in construction, Tele-
Operated Assisted Living Robot which is used as mobile videoconference service.

5 Conclusion

Robotics is one of the emerging techniques and used across the world to help people.
It will help to a human being and make the work easier to achieve. In this paper, we
discussed the different applications of robotics, components, methods, parameters,
and their uses to create an innovative robot.

Acknowledgements The authors express gratitude towards the assistance provided by Accendere
KnowledgeManagement Services Pvt. Ltd. in preparing themanuscripts.We also thank ourmentors
and faculty members who guided us throughout the research and helped us in achieving the desired
results.

References

1. Wikipedia—Robotics. https://en.wikipedia.org/wiki/Robotics. Accessed 15 Sept 2018
2. Shailna Patidar.: AI Robot—Robotics and artificial intelligence. https://dzone.com/articles/ai-

robot-robotics-and-artificial-intelligence. Accessed 20 Sept 2018
3. Chaudhry N, Sharma S (2015) A review study on future applicability of snake robots in India.

IOSR J Comput Eng 17:2278–2661
4. Chung GJ, Kim DH, Park CH (2008) Analysis and design of heavy duty handling robot. 2008

IEEE Int Conf Robot Autom Mechatron RAM 2008. 00, 774–778
5. Wyeth G, Kee D, Wagstaff M, Brewer N, Stirzaker J, Cartwright T, Bebel B (2001) Design of

an autonomous humanoid robot. In: Proceedings of the Australian conference on robotics and
automation, pp 14–15

6. Azar AT, Samy E (2012) Medical robotics. In: Prototyping of robotic systems: applications of
design and implementation, p 35

7. Kaur T, Kumar D (2015) Wireless multifunctional robot for military applications. In: 2015
2nd international conference on recent advances in engineering and computational sciences,
RAECS 2015

8. Shekhawat RS, Sain A, Bhardwaj G (2016) Automatic intelligence car robot. Int J Sci Technol
Eng 2:504–508

9. Pedersen SM, Fountas S, Blackmore S (2008) Agricultural robots—applications and economic
perspectives. Service Robot Appl 369–382

https://en.wikipedia.org/wiki/Robotics
https://dzone.com/articles/ai-robot-robotics-and-artificial-intelligence


864 B. U. Meghana and M. V. Prashanth

10. Tussyadiah I, Park S (2018) Consumer evaluation of hotel service robots. In: Information and
communication technologies in tourism, pp 308–320

11. Jagtap A (2013) Skyscraper’s glass cleaning automated robot. Int J Sci Eng Res 4:806–810
12. Clotet E, Martínez D, Moreno J, Tresanchez M, Palacín J (2016) Assistant personal robot

(APR): conception and application of a tele-operated assisted living robot. Sens (Switzerland)
16:1–23



UVRento—Online Product Rental
Application Using Cross-Platform
Service

Rahul Patil, Siddaram Sonnagi, Ashwini Dhummal, Subhas Kadam
and V. Sanju

Abstract According to the current situation of high demand formobile applications,
combined with the mainstream and the enterprise activities (Yang and Zhang in
Computing technology, industrial information integration, [1]), the emergence of
E-commerce has been playing a vital role in each and every sector of our daily
lives. The number of new and different product developments increasing each year,
triggers probability of previous technology users, especially in electronic gadgets.
There are at least 40% of people who change their smartphones, laptops or any
other electronic devices in a minimum of 2–3 years (by social interactions). Hence
the cost of living is increasing steadily. For instance, cost of living in Bangalore in
the year 2015 was around 5000Rs–6000Rs, and now it has been increased around to
7000–10,000 per month ((B)Grady Booch Rational Santa Clara, California in object-
oriented analysis and design, [2]). Hence, Rental applications may reduce cost of
living without affecting the mandatory life choices and their preferring lifestyle. This
paper gives a detailed hands-on experience with the Rental Platform, UVRento, and
how it can be implemented using E-commerce model application services. UVRento
is an application developed using Ionic Framework with Firebase as its backend.
Ionic being a cross-platform framework, it makes easier to develop powerful and
efficient applications for every major platform running out there (iOS, Android,
Windows Phone, etc.). While Firebase along with Google’s security provides the
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database facility which is more robust, more reliable and easy to integrate with Ionic
Framework (Ionic framework document, [3]; Learn firebase—tutorials, [4]).

Keywords UVRento ·Mobile application · Hybrid · Cross platform · Rental
application service · Ionic · Firebase · Cost of living · Local marketing

1 Introduction

Most people want to rent out items to save their money. Hence they use the Online
Rental website system where they can get their items in lower prices and for a short
period of time. But in these systems, there is a communication gap between the real
vendors who give the items and the customers who actually use the items because,
in these systems, the Rental website organization buys the item from the vendor and
give it to the customers. Hence in the present market, there is a need of bridging the
gap between Customers and the Vendors for the benefit of the both.

• Our system UVRento aims to bridge the gap between the Customers and Vendors
[5, 6].

• Online platform where users can rent or buy items like electronic gadgets, books,
cycles, etc. based on their locality [7].

• This leads to efficient local marketing [8].

2 Proposed Business and Implementation Module

A new online rental service business model and Implementation modules in
e-commerce industry—UVRento application—is presented in this section.

2.1 Modules in UVRento Application

1. Admin:

• Register
• Login
• Verify the vendor details
• Verify the customer details
• Approve/Reject products

2. Vendor:

• Register
• Login
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• Upload/Remove products
• Modify details
• Logout

3. Customer:

• Register
• Login
• Search product
• Place my order
• View my order
• Logout

2.2 Use Case Diagrams

Use Case Diagram (Fig. 1):
Use Case Diagram (Fig. 2):

2.3 Business Model with Use Case Diagrams

Vendor Side: Once vendor register their ID then about the product description their
product is not uploaded! But our admin verifies the product quality, quantity and

Fig. 1 Use case diagram for
profiles [2]



868 R. Patil et al.

Fig. 2 Use case diagram for
admin module [2]

the cost of the product. If our admin is satisfied and pass all the product check then
the product is given green signal and it’s uploaded to the UVRento platform! This
is done because to stop the fake product description uploaded on web by the direct
vendor…! And it this we don’t support the fake items.

Customer Side: Any customer who wants to take for Rent/Buy the products
will create an account and puts the selected products on cart, thus he places an
order. The payments of these products are always depends on customer and vendor
communication (Fig. 3).

2.4 Implementation Module

User Registration: User may be either Vendor or Customer, he need to register
by submitting required details such as mainly Name, Address, Aadhaar card, UID
number, PAN card, etc. Aadhaar card must be scanned using UVRento Scanner
which provided in application while user registration setup. Thus UVRento achieve
security over users.

Profile:

• Basically, UVRento has two profiles Vendor and Customer. Any user is allowed
to change his profile and he can act in both the profiles simultaneously as per his
requirement.

• Being vendor he can only perform sell/Put for Rent operations, being Customer
he can only perform buy/Take for Rent operations.
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Fig. 3 Data flow diagram of business model

• By activating both the profiles he can perform Buy/Sell/Put for rent/Take for Rent
operations.

Vendor Side: Registered vendor is allowed to put any products for Rent by paying
the specified charges. Charges are different for each product; it depends on product
factors such as original cost, usage, damages, etc.

Admin (Specifically: Verification Team):

• Admin who is in the verification department will verify the product that vendor
has requested to put product on online UVRento platform for marketing.

• Admin can approve the product if it meets all the terms and conditions or Reject
the Vendor Product if it did not meet terms and conditions after verification.

UVRento Platform: After admin verification and approve procedures, vendor
product will be displayed on the marketing platform (UVRento) with all the required
details and specifications provided by the vendor.
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Customer Side:

• Registered customer can search and browse the details of available products such
as specifications, rate, date, ratings, etc.

• If he is interested in any product he can click Request item to notice vendor that
he is ready to take it for rent.

• If he gets positive action from vendor then UVRento displays vendor location,
phone number, and some other required details.

• By the provided details he can call/message and arrange a meet or courier the item
whatever, it’s completely depends on both of them.

• Thus, UVRento helps customer to get connected with vendor and to order required
product for rent.

2.5 Payments and Delivery

Payment and delivery method completely depends on Customer and vendor interac-
tions. They may go through doorstep delivery or courier process in delivery process
or online payment/cash on delivery in payment process.

2.6 Literature Survey

People nowadays don’t want to spend on products like Mobiles, Cameras and all
such electronic devices that lose up to 50% of its value the moment they purchase
it (Depreciation). They just want to use and experience the feel of such products
at lower prices. Hence Item Renting Websites such as RentoMojo.com, Furlenco,
GrabOnRent, Rentickle, etc. have seen a rise in their usage. But all these item renting
websites systems have one thing in common; they all buy the items directly from the
vendors. This system doesn’t build up communication between the vendors and the
customers who actually use the products. And in some cases, the vendor may occur
losses due to selling of the items which may have potentiality of returns more than
its cost price. This benefit is taken by these existing systems.
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3 Screenshots of User Interface (UI) Design

See Figs. 4, 5 and 6.

Fig. 4 Menu bar—menu bar is the button used to operate all the pages and activities of UVRento
app (References—UVRento application) [3, 4]

Fig. 5 Home—after user login home page acts as master node where user can get the nearby
available products for rent in UVRento application (References—UVRento application) [3, 4]
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Fig. 6 Add product—is a
menu node where user can
add his products for rent on
daily, weekly, monthly and
for sale basis
(References—UVRento
application) [3, 4]

4 Results and Discussion

• Users can get items without actually having to buy it, thus saving money.
• More Usage—Less Cost for Users.
• Vendors can collect their revenue easily with Renting system.
• Users can get items based on their requirements, for a specific period of time.
• UVRento can improve local marketing of Vendors.
• Rental Marketing is a Solid way and Scalable Marketplace.
• With the help of this project, people need not wastemoney for short termmaterials.
Helps to improve Local marketing. 24*7 Product showcase. Enables more usage
less cost for users, it may lead to customer-friendly platform.
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Autonomous Unmanned Ground Vehicle
for Enhancement of Defence Strategies

M. Someshwaran, Deepa Jose and P. Paul Jefferson

Abstract This paper explains about the Autonomous Unmanned Ground Vehi-
cle named Lakshman, which has the following features—carry payload (food and
medicines), follow the soldier like a companion, autonomous return to the base and
it can also locate an enemy, etc. The vehicle can be remotely controlled if required.
The technology been targeted are limited cross-county mobility, autonomous fol-
lowing techniques, localization, perception and path planning. It can carry stores
and ammunition for three days. The implementation setup is been divided into four
sections. They are mechanical, power management, core control, and autonomous
section. Lakshman can work continuously for three days. The frame structure is
made using mild steel to carry a payload around 200 kg. Power management unit
makes the device to sustain more working hours, making it reliable and flexible to
the requirement. The core control section controls the entire process and collects
data from various sensors. Autonomous section controlled by ARM cortex A53 to
process high data speeds. Themost important future plan is to provide steganography
method of communication, which is a highly secured communication, so the vehicle
cannot be easily tracked by other peoplewith enhanced technology. By implementing
a dedicated FPGA for encrypted steganography communication will provide greater
assist to the A-UGV. Thus Lakshman can be a very effective tool to enhance Indian
Defence Strategies.

Keywords SLAM—Simultaneous localization and mapping · ROS—Robot
operating system · AUGV—Autonomous unmanned ground vehicle
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1 Introduction

The growth of technology in the area of Unmanned Ground Vehicles has become
vast. The research in autonomous vehicles and artificial intelligence has infinite
applications. Using artificial intelligence in the field of autonomous vehicle would be
a great revolution, and dynamic in the field of defence. According to India’s defence
vehicles, this method of implementation of A-UGV provides robust and powerful
strategies in defence. This paper explains about the Autonomous Unmanned Ground
Vehicle which can do the following features: follow a solider, autonomously return
to the base station, transmit live video footage to the receivers end, and also able
to control the vehicle in a semi-autonomous way. The vehicle has four sections
in it mechanical, power management, core control and the autonomous sections,
respectively.

2 Implementation Setup

A. Mechanical Section:

For any vehicle, the frame of the vehicle is very crucial for it to withstandweights [1].
Lakshman is carefully designed to carry varying and flexible payloads up to 200 kg.
The frame structure is built using mild steel whose density is about 7.85 g/cm3. Mild
steel is cheap and it is available in a large amount. Lakshman is strongly supported by
Caterpillar Tracks which provides high stability to vehicle and have better mobility
over rough terrains [1]. Track section consists of two sprockets on each end which
is permanently connected to High torque driving motor which finds better friction
during mobility [1]. The tension on the wheels is equally distributed through the
effective shock absorbers with hydraulic. This structure strongly supports the frame
from all sides. The basic version of Lakshman is concentrated to carry food and
medical supplies to soldiers. The way in which the vehicle has to be used can be
changed according to our need and purpose for various platforms like easy trans-
portable module, Articulated platform, Medevac, Supply transport, Reconnaissance,
UAV platform and mainly as Remote weapon station [2, 3].

B. Power Management Unit:

Power is the basic requirement for any vehicle. To make the system more efficient
UGV is been provided with both diesel as well as electrical power sources [1].
Lakshman consists of 1400 VADiesel/petrol generator which acts as primary source
for theUGV.By using diesel generator instead of standalone Battery source enhances
the system efficiency higher. The reason for avoiding batteries as the main source
for the power consumption is that batteries require double the amount of time to
recharge again to be used. Whereas in the case of generators one can fill the diesel
and use it efficiently. Lakshman produces an AC output of 220 V @50 Hz and a
DC output of 12 V. The AC output is efficiently stepped down to 24 V to drive the
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250 W high torque motors which is connected to the sprockets using a shaft. The
power management unit in the UGV is designed in such a way that it meets all the
constraint and it can work for longer hours more efficiently. Simultaneously two
12 V, 100 A which acts as secondary source. Batteries are charged and used to avoid
stall time. Water cooling system makes the vehicle to withstand from overheating.

C. Core Control and Communication Unit:

The key feature of this section is that it collects data from various sensors and controls
entire A-UGV. Lakshman is controlled by a 16 MHz microcontroller Arduino and
1.2GHzmicroprocessorRaspberry pi v3. It comprises of different programmed func-
tions which makes it to work autonomously. The power consumption of this section
is very low compared to other sections. The system is made to work autonomous
with the help of the Kinect sensor which uses the LIDAR technology. It analyses
the depth of every object surrounding it and makes the vehicle to avoid disturbance.
Lakshman is controlled through multiple frequency bands 433 MHz and 5.8 GHz
[2, 3]. As 433 MHz frequency band has a high penetration through trees it is used
for the data control and 5.8 GHZ is used for video transmission and also to get a
clear quality of the data been transmitted. 5.8 GHZ is used for dedicated video trans-
mission approximately less than 5 km. The 433 MHz data transceiver unit is used
to wirelessly guide Lakshman from a long-distance [3]. Dedicated CMOS camera
is been provided to monitor the vehicle as a live feed and it is boosted by 5.8 GHz
video transmission unit.

D. Autonomous Unit:

Autonomous part of A-UGV has two features, following the group and return to
base. Lakshman is operated to a distance of 20 km from the controller side. The
vehicle can be controlled by the person at the control section if required. Autonomous
functionality is themost crucial system in thisUGVwhere it processes numerous data
sets instantly byusing 1GBofflash that locatedwithin theRaspberryPi.Autonomous
3dmapping technology is done through LIDAR systemwhere it collects data through
Kinect sensor system and it provides visual data in a 3d architecture which makes the
UGV more precise in identifying the objects and location [4]. Green ant algorithm
is used to provide an optimal route planning which provides the shortest route to
the destination. It uses simultaneous localization and mapping technology. The G-
mapping package provides laser-based SLAMas aROS node called slamG-mapping
[5, 6].

By using GPS positioning system that gets saved by the user will provide an
additional information to theUGV to return to base.By saving the initial base location
it can easily return to base with an optimal and shortest route possible [4].

3 Calculation of Remote Access

See Table 1 and Fig. 1.
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Table 1 The calculation of
remote access for 433 MHz
and 5.8 GHz

Required
parameter

433 MHz
transmission unit

5.8 GHz
transmission unit

Transmit antenna
gain

2 dB 2 dB

Transmitting
power

17 dB 23 dB

Operating
frequency (Hz)

433 * 106 5:8 * 109

Receiver
sensitivity

−70 dB −90 dB

Free space loss 107 dB −90 dB

Total estimated
range (meters)

1554.65 2315.75

Fig. 1 Sample image of the
UGV

4 Discussion of Results

A. Prototype

A small prototype of entire model is been made using thermocol material (Fig. 2).

B. Raspberry Pi Testing

Raspberry Pi is been interfaced with the libraries such as the Open NI and Open CV.
Programs which are required to make the motors run are been tested and their results
are successful. Motor runs with high amount of torque but at a slight slower speed.

C. Stability and Stress Analysis

A stabilized and more rigid UGV which can hold up to 500 kg has been tested. It is
found that the frame structure can withstand 500 kg without causing any degradation
in the performance of the vehicle. Below shown image is the frame structure of the
UGV (Fig. 3).
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Fig. 2 Prototype model

Fig. 3 Analysis of frame structure

D. Object Detection

To make the vehicle detect a particular thing and to follow it is been tested. For this
purpose, a red-coloured object is been made to detect by the vehicle using the MAT
LAB. Results obtained are: the vehicle follows the red-coloured object (Fig. 4).

E. Outlined View of the UGV

The below-shown image displays an outlook of how the finished product of the UGV
will appear.
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Fig. 4 Red colour object detection using MAT LAB

F. Suspension and Wheel Assembly

Types of suspension and the placement of the wheel assembly at the appropriate
places are been tested and their results are been obtained (Figs. 5, 6 and 7).

G. Dimensions

The below-shown image gives a complete view on how the dimensions of the cater-
pillar track structures are been designed. The measurements given are been given in
millimetres.

H. Skeletal Tracking

Human following is important function where UGV takes control of skeletal tracking
which is more precise and accurate. ROS system track each joints and follows back
(Figs. 8 and 9).

Fig. 5 The final outlined view of the UGV
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Fig. 6 Image of the suspensions been designed and the placement of the wheel assembly

Fig. 7 Dimensions of the caterpillar tracks

I. Collision Avoidance

3D mapping is built using ROS system which is effectively used for collision avoid-
ance, path planning, and optimization, autonomous return to base. skeletal tracking
is very important for instructing the vehicle to follow the right solider who is been
assigned previously for this purpose ofmaking the vehicle to followhim, respectively.
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Fig. 8 Skeletal tracking for human following

Fig. 9 3D mapping for collision avoidance and path planning
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A Parametric Study of Load Balancing
Techniques in Cloud Environment

Insha Naz, Sameena Naaz and Ranjit Biswas

Abstract Cloud Computing is one of the rapidly growing areas in the field of
computer science. A modern paradigm provides services through the Internet. An
Internet-based technology employs pay-as-you-go model (PAYG). Load balancing
is one of the important and vital issues in cloud computing. It (load balancing) is a
technique which improves the distribution of workloads across various nodes. Load
balancing distributes dynamic workload among various nodes so that no specific
node breaks down by heavy load. It is crucial to utilize the full resources of a parallel
and distributed system. Resource consumption and energy consumption both can be
limited by distributing the load evenly and properly using different load balancing
techniques. Lowering the use of resources increases the overall working performance
of the system thus cutting down the carbon emission rate and providing the greener
and safer environment. Different algorithms and techniques are employed to balance
the load on nodes. These techniques can be examined on different parameters such as
resource utilization, reliability of the system, system performance, related overhead
of the system, power saving feature, scalability and many more. This paper presents
the insight into the existing load balancing algorithms and their comparison on basis
of different parameters.

Keywords Load balancing · Cloud computing · Energy consumption · Green
computing
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1 Introduction

Cloud computing as a service was first made known byMcCarthy in 1961 and later it
was analysed by Licklider in 1963 [1]. Nowadays, cloud computing is the most pop-
ular term used in the field of computer science and IT. The frame ‘Cloud Computing’
refers to a kind of Internet-based technology which comprises of applications, stor-
age, on demand services, etc. These cloud computing services are available through
various organizations, like Google Cloud, Amazon Web Services and Microsoft
Azure, etc. and require a nominal amount of money and time for consumers to
access and process their data. There are three major components that describe the
cloud computing network and four cloud deployment models.

These components can be described as follows:

Components

IAAS (Infrastructure as a
service) 

PAAS (Platform as a service)

SAAS (Software as a service) 

Models

Private Cloud

Hybrid Cloud

Community Cloud

Public Cloud

1.1 Software as a Service (SaaS)

This provides a complete or we can say a whole application as a service to the cloud
consumers in virtualized form typically on demand [2]. SaaS is very cost-effective
because of the use of the utility-based payment model as no infrastructure investment
is involved [3]. Common examples are Google apps like GoogleMail and Salesforce,
spreadsheets, Zoho, etc.

1.2 Platform as a Service (PaaS)

For application development, PaaS platform provides a very convenient and suitable
environment. It provides the services to its consumers over the Internet on pay-per-
use basis. The usermay be able to control the applications and configurations but does
not manage the infrastructure [4]. Examples are Microsoft Azure and Force.com.
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1.3 Infrastructure as a Service (IaaS)

It uses the virtualization technique. Iaas component provides the services like pro-
cessing, storage, data centre space, network equipments, etc. to its consumers on
demand [3]. In this environment, the consumer gets high degree of responsibility
and control. API is used for interaction. Amazon Web Services, GoGrid, 3 Tera are
some of the examples.

2 Cloud Deployment Models

2.1 Public Cloud

The public cloud user can easily access the systems and services that are provided by
the cloud service provider. In public cloud environment, there is a security risk since
applications from different users are mixed together on cloud servers but is cost-
effective [5]. Examples are Amazon Web Services (AWS), Microsoft and Goggle.

2.2 Private Cloud

Aprivate cloud set-up is owned andmanaged by anorganization singly.Resources are
managed by organization itself somewhat like Intranet [4]. This set-up is more secure
than public cloud set-up because the security is handled by the service providers
themselves. Eucalyptus system is one of the examples.

2.3 Hybrid Cloud

Hybrid cloud is the mixture of two or more clouds that remain unique entities, or in
other words, it can be stated as combination of private and public cloud [1]. Hybrid
cloud services are mostly used in healthcare and law.

3 Load Balancing

For the efficient use of resources and faster processing of tasks, we need to balance
the load and that is attained through load balancing [6]. Load balancing keeps a
check on the work/load on different nodes and makes sure that no particular node
or a server is heavily loaded thus preventing the breakdown of the system due to
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overloading. Domain Name Server (DNS) or a multilayer switch [7] is commonly
used for load balancing.

Key Features

1. The performance of the system is considerably improved.
2. To maintain the system stability.
3. To safeguard the machine consistency.
4. Deviations to the system are controlled.
5. Builds fault-tolerant systems by forming backups.

3.1 Load Balancing Algorithms

Load balancer allocates the tasks dynamically to servers/nodes to match up to
the increasing demand [8]. For smooth distribution of tasks/workload on different
servers, efficient load balancing algorithms and techniques are necessary to be imple-
mented. Depending on how the cloud is configured, load balancing can be dynamic
or static.

Static Approach
Non-pre-emptive technique. In the case of static load balancing, previous knowledge
of the system is required to balance the load and current state is not considered. It is
easily implemented and behaviour prediction is easy also [9].

Dynamic Approach
In case of dynamic approach, the work distribution takes place in runtime environ-
ment, and so the present status of the system is not needed to make any decision.
This approach is more efficient than static approach [10]. Usually, this algorithm is
composed of three strategies, namely the transfer strategy, the location strategy and
the information strategy [9].

4 Load Balancing in Cloud

Balancing the load in cloud environment is burning technologies in the current time.
As discussed earlier in this paper, load balancing improves the working performance
of the system by distributing the tasks among different processors in an efficient
manner so that the resources are utilized fully [11]. Due to the increasing number of
cloud users, balancing the load in cloud has become a critical issue. In the context of
cloud computing, the core intention of load balancing is to increase accessibility of
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Fig. 1 Load balancing in cloud computing

resources and computing execution, present a backup plan, decrease response time,
scalability and reduce overall expenses (Fig. 1).

Some of the existing load balancing algorithms in cloud environment is discussed
below.

4.1 Ant Colony Optimization Technique

The ant colony optimization technique or simply ACO provides the finest resource
utilization; thus, the performance of the system is enhanced which in turn increases
the throughput of the system [12]. ACO is based on ant colony foraging behaviour,
the ants jointly hunt for food source then combatively make use of the offered food
sources to shift the food return to the shell. A pathway is made by these ants for
transferring from one node to another; using the following pathways, ants subse-
quently go back to the food. These techniques attain efficient resource consumption,
guarantee availability, a number of requests taken care by cloud are increased and
response time of requests decreased [13].
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4.2 Honeybee Foraging Behaviour

HFB is a technique of load balancing which is a direct implementation of natural
anomaly. It is a distributed load balancing technique [14]. A nature-inspired algo-
rithm is based on honeybee to gain private organization. It balances the load by
means of neighbouring server actions. Because of the increased infrastructure range,
the competence of the system is improved but throughput does not increase. This
approach is suitable in an environment where distinct sorts of service are needed.

4.3 HBB-LB

A load balancing technique which besides balancing the load also keeps the track
of preference of the jobs that were eliminated because of the overloaded VM’s [15].
The jobs that were eliminated are considered same as honey bees. The increase in
overall throughput reduces the response time of tasks. It is best suited for varied
cloud computing systems. Priority is the main key factor in this technique.

4.4 INS

In this approach, IP info and active stage index parameter are used to overcome the
network jamming [16]. In this algorithm, information replication and also repetition
are eliminated in cloud framework. The INS algorithm has following attributes to
compute the perfect fit: hash code of piece of info that is needed to formed, progress
state, victimized servers location and best net pace. This algorithm omits scanning
procedure of traditional backup thus decreasing the backup cost.

4.5 A2LB

The main contribution of this dynamic technique is proactive load calculations of
virtual machines. In this technique, whenever the load of the virtual machine arrives
at edge, load manager begins to search for the candidate vm’s using other DCs.
Anytime a virtual machine is burdened, the load is distributed in such a way that
the accessible resources get utilized proper manner such that no virtual machine is
overloaded and works properly [17].
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4.6 Join-Idle-Queue

For the distribution of load in huge systems, JIQ approach is used. It can be dynam-
ically scaled since this algorithm is extendible in nature from both directions which
includes both varied processes and general arrivals. Job arrivals have no commu-
nication overheads in between the sender processes [18]. This approach has lower
response timings thus manages the load very efficiently.

4.7 PLBS

A centralized procedure-based strategy. The load disproportion on the nodes is
removed by boosting the response timings. Computational grid tactic is presented in
this approach so that the load unevenness is reduced and resource consumption is
increased. This approach works in this way, firstly it goes on hunting for best node for
computation purpose for those modules concerning the execution time and then the
next step is allotting the modules on specific node but keeping in view the capacity
index, and hence in this way, the finest job allocation is achieved [19].

4.8 Response Time-Based LB

Response time-based load balancing approach besides being dynamic in nature and
dropping the communication overhead also reduces the additional computation on
every server. This approach does not need to know the existing resource of the
system thus removing the requirement of unnecessary communication between the
load balancer and the virtual machine [20].

4.9 SBLB for Internet Distributed Services

For lessening the response time, this approach redirects the incoming requests to the
nearest server keeping in mind the server does not get congested. The time taken
by tasks to go from one node to another is quite less and also the time between
sending the requests and receiving their responses is smaller thus enhancing the
overall efficiency of the system [21]. It is a Unuique server-based load balancing
technique.
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Table 1 Summary

Approach Observation

Ant colony optimization Gives optimal resource utilization, resulting in
increase in throughput and performance

Honey bee foraging behaviour A distributed load balancing technique that achieves
load balancing using local server actions

HBB-LB Works well with heterogeneous cloud computing
systems. The increase in overall throughput reduces
the response time of tasks in this technique

INS Information replication and repetition is eliminated

A2LB Proactive load calculations of virtual machines

Join-idle-queue A distributed load balancing technique in large
systems. This technique efficiently reduces the load
without increasing the reaction time

SBLB for Internet distributed services A technique that redirects requests to nearest server
thus limiting service reply time

PLBS A centralized practice for load balancing multiple
tasks where each application is symbolized using
direct acyclic graph which has communication
requirements

Response time-based LB Dynamic and also cuts down the communication and
extra computation on all servers

Cloud server optimization A threshold-based contrast and balance approach

4.10 Cloud Server Optimization

This approach is basically a dynamic contrast and balance technique. It lays emphasis
on various host machines that need to be switched on so that the cost of cloud services
is reduced thus serving the purpose effective utilization of resources.A superior cloud
framework is used by this technique at host system level [22] (Tables 1 and 2).

5 Conclusion

After reviewing the existing load balancing techniques above, we came up with sev-
eral research concerns and breaches which can be treated for further contribution in
load balancing. Most of the techniques discussed above focuses on different param-
eters like scalability, throughput, overhead, etc. but very few techniques focused on
power saving and energy consumption issues. Thus, we need to present a load bal-
ancing approach that targets these two parameters and thus helps us to tackle high
energy consumption and carbon emission rates.
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Table 2 Comparison table

Approach Performance Throughput Overhead Scalability Resource
utilization

Fault
tolerance

Ant colony
optimization

Low Low ✓ × Low ×

Honey bee
foraging
behaviour

Low Low × × High ×

HBB-LB Low High × × Low ×
INS High Low × × Low ✓

A2LB High Low × ✓ High ×
Join-idle-queue High Low ✓ × Low ×
SBLB for
Internet
distributed
services

High Low × ✓ Low ×

PLBS High Low × ✓ High ×
Cloud server
optimization

Low Low × × High ×
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Logical Clustering of Similar Vertices
in Complex Real-World Networks

Md A. Rahman and Natarajan Meghanathan

Abstract We show that vertices part of a physical cluster (determined per the edges
that connect the vertices) in a complex real-world network need not be similar on the
basis of the values incurred for node-levelmetrics (say, centralitymetrics).We adapt a
recently proposed approach (based on unit-disk graphs) to determine logical clusters
comprising of vertices of similar values for node-level metrics, but need not be
physically connected to each other. We use the Louvain algorithm to determine both
the physical and logical clusters on the respective graphs. We employ the Silhouette
Index measure to evaluate the similarity of the vertices in the physical and logical
clusters. When tested on a suite of 50 social and biological network graphs on the
basis of neighborhood and/or shortest path-driven centrality metrics, we observe the
Silhouette Index of the logical clusters to be significantly larger than that of the
physical clusters.

Keywords Logical clusters · Physical clusters · Centrality metrics · Silhouette
index · Complex network analysis

1 Introduction

Clustering (also referred to as community detection) is a critical component of com-
plex network analysis. In the traditional sense, a cluster (community) in a network
comprises a group of vertices that are more connected to each other than to ver-
tices outside the cluster [1]. We refer to such clusters as physical clusters. Several
clustering algorithms (like Girvan–Newman algorithm [2], Louvain algorithm [3],
and neighborhood-overlap-based greedy algorithm [4]) are available in the literature
to determine physical clusters of vertices of larger modularity. A physical cluster
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is considered to be more modular [1] if it has high intra-cluster density and low
inter-cluster density.

With the objective of maximizing edge-based intra-cluster density, it is difficult
to expect a clustering algorithm to group vertices that are similar to each other.
Similarity of vertices is typically assessed on the basis of node-level metrics that
could be topology or domain-driven. Centrality metrics are classical examples for
topology-based metrics that quantify the extent to which a node is important on
the basis of its location in the network [1]. The centrality metrics are used as the
node-level metrics for our analysis in this paper.We consider the following centrality
metrics: neighborhood-driven degree (DEG) [1] and eigenvector (EVC) [5] centrality
metrics and the shortest path-driven betweenness (BWC) [6, 7] and closeness (CLC)
centrality metrics [8, 9]. For more details on the centrality metrics, the interested
reader is referred to [10]. The analysis presented in this paper could be seamlessly
extended to any combination of domain-driven or topology-driven metrics as well.

In Fig. 1, we show a motivating example graph wherein the tuple next to a vertex
represents the degree (DEG) and eigenvector centralities (EVC) of the vertex. Any
well-known clustering algorithm in the literature would determine the two physical
clusters in sub Fig. 1a that have high modularity (larger intra-cluster density and
lower inter-cluster density). However, a closer look at the tuples for the vertices
within a physical cluster would indicate less similarity among the vertices on the
basis of their DEG and EVC values. On the other hand, in sub Fig. 1b, we show
two clusters each of which comprises vertices that are exactly similar on the basis of
their DEG and EVC values. The two clusters in sub Fig. 1b are not very modular (the
inter-cluster density is even larger than the intra-cluster density), but each of these
clusters would be more cohesive (i.e., comprised of vertices that are similar) on the
basis of their DEG and EVC values.

We propose the following approach (more details are in Sect. 2) to determine such
cohesive clusters of similar vertices in real-world network graphs. We distribute
the vertices in a coordinate system whose coordinates are the normalized values
of the node-level (centrality) metrics of the vertices. For such a logical topology,

(a) (b)

Fig. 1 Example graph: physical modular clusters versus logical clusters of similar vertices. a Phys-
ical clusters (larger intra-cluster density, but lower vertex similarity). b Logical clusters (lower
intra-cluster density, but larger vertex similarity)
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we iteratively attempt to connect the vertices together (an edge exists between two
vertices if the Euclidean distance between their normalized coordinate values is
within a threshold) in the form of a unit-disk graph. We use a binary search approach
to identify the minimum value for the threshold distance that would connect together
the vertices in the unit-disk graph.We run the Louvain clustering algorithm [3] on the
connected unit-disk graph to determine one or more (logical) clusters whose member
vertices are more similar compared to the vertices in the physical clusters obtained
by running the Louvain algorithm on the corresponding real-world network graph.
We use the Silhouette Index [11] measure to assess the similarity of the vertices in the
logical clusters vis-a-vis the physical clusters with respect to the centrality metrics
considered. In a recent work [12], we have successfully used the unit-disk graph and
binary search-based approach to quantify the similarity between any two vertices in
a network (in the form of ametric called the node similarity index). Our hypothesis in
this research is that for a set of centrality metrics, the Silhouette Index of the logical
clusters would be larger than the Silhouette Index of the physical clusters.

The rest of the paper is organized as follows: In Sect. 2, we explain the approach
to determine logical clusters of similar vertices on the basis of node-level (centrality)
metrics. In Sect. 3, we explain the formulation for the Silhouette Index measure. In
Sect. 4, we test our hypothesis on a suite of 25 biological networks and 25 social
networks on the basis of three sets of centrality metrics: (DEG, EVC); (BWC, CLC),
and (DEG, EVC, BWC, CLC). We present and analyze the Silhouette Index results
for the physical clusters and logical clusters obtained for the different combinations
of centrality metrics. Section 5 presents our conclusions and outline plans for future
work.

2 Logical Clusters of Similar Vertices

Wedescribe the sequence of steps (see Fig. 2) involved in determining logical clusters
of similar vertices (for k centrality metrics) in a real-world network graph.

Step (i): Construction of a Logical Topology: Let the number of centrality metrics
considered for logical clustering of a real-world network graph be k. To get started,
for each of the k metrics, we determine their raw centrality values (see Fig. 2a) and
then independently normalize them (using the square root of the sum of the squares
of the raw values). Following this, we build a logical topology (k-dimensional coor-
dinate system) of the vertices wherein the coordinates of a vertex are its normalized
centrality values (ranging from 0 to 1). See Fig. 2b.
Step (ii): Binary Search Algorithm to Deduce a Connected Unit-Disk Graph:
We attempt to deduce (through a sequence of iterations) a unit-disk graph that would
connect all the vertices in the logical topology at a minimum threshold distance for
an edge to exist. For a set of k centrality metrics, the threshold could range from
(0,…,

√
k); if the threshold distance is

√
k, we will have a unit-disk graph that is sure

to be connected (completely connected indeed!), but not connected at a threshold
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Fig. 2 Example to illustrate the computation of the logical clusters and their evaluation
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distance of 0 (unless all the vertices are co-located). We use this observation as the
basis to run a binary search algorithm to determine the minimum possible value for
the threshold distance to obtain a connected unit-disk graph [12]. We start the binary
search algorithm with the left index set to 0 and the right index set to

√
k and go

through a sequence of iterations (see Fig. 2c).
Across all the iterations, the following invariant is maintained: If the threshold dis-
tance value corresponds to the left index, the unit-disk graph is not connected; if the
threshold distance value corresponds to the right index, the unit-disk graph is con-
nected. In each iteration, we first determine the middle index as the average of the
left index and right index, and seek to construct a unit-disk graph with the threshold
distance value corresponding to the middle index. If such a unit-disk graph is con-
nected, we set the right index to the value of the middle index; otherwise, we set the
left index to the value of the middle index. We continue the iterations until the right
index and left index differ not more than a cutoff parameter (∈). We use ∈ = 0.001
for all the analysis conducted in this paper. We set the minimum threshold distance
to correspond to the value of the right index in the last iteration of the algorithm.
Step (iii): Logical Clustering of the Connected Unit-Disk Graph: On the con-
nected unit-disk graph obtained for a minimum threshold distance, we run the Lou-
vain community detection algorithm [3] to determine (logical) clusters of vertices
that have a larger intra-cluster density (and a lower inter-cluster density) in the unit-
disk graph. The vertices within a logical cluster are expected to be more similar to
each other. The Louvain algorithm (a hierarchical community detection algorithm) is
designed to identify highly modular communities. To determine the logical clusters
using the Louvain algorithm, the weight of an edge in the connected unit-disk graph
is the Euclidean distance between their corresponding normalized coordinate values.
Note that the edge weights for the real-world network graphs are “1” when we run
the Louvain algorithm to determine the physical clusters.

3 Silhouette Index

We use the Silhouette Index [11] measure (ranges from −1 to 1) to evaluate the
extent of similarity among the vertices of the physical clusters and logical clusters
with respect to the normalized centrality values of the vertices. The larger the values
for the Silhouette Index for a cluster, the more similar are the vertices within the
cluster with respect to the centrality metrics in consideration. The Silhouette Index
for a cluster is the average of the Silhouette Index values of its member vertices.
The Silhouette Index for a network is the weighted average of the Silhouette Index
values of its clusters. The Silhouette Index for a vertex i in a cluster Ck is calculated
as per formulation (1). Here, di,min is the minimum of the average of the Euclidean
distances for vertex i to vertices in the other clusters; di,Ck represents the average of
the Euclidean distances for vertex i to vertices in its own cluster. A negative Silhouette
Index for a vertex is an indication that the vertex is not in the appropriate cluster.
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A negative Silhouette Index for a cluster is an indication that its member vertices
should have been in other cluster(s) for better cohesiveness.

Silhouette Index(i) = di,min − di,Ck

max
{
di,min, di,Ck

} (1)

4 Evaluation on Real-World Networks

In this section, we test our hypothesis on a suite of 25 biological network graphs and
25 social network graphs of diverse degree distributions and present the results of
the Silhouette Index measure evaluated for the physical clusters and logical clusters
obtained by running the Louvain algorithm (per the approaches described in the ear-
lier sections). The biological networks analyzed are either gene–gene interaction net-
works, protein–protein interaction networks, interactions between different animal
species in a particular area, etc. The social networks analyzed comprise acquaintance
networks that capture the association between two users in a social network over a
certain time period and friendship networks for which no such time period is used
to capture association between two users.

In Fig. 3, we visually present some of the fundamental statistical information for
the biological networks and social networks (for more details, see [12]). The number
of nodes in the biological networks ranges from 62 to 2,640 with a median of 813.
The number of nodes in the social networks ranges from 22 to 1,882 with a median
of 75. The spectral radius ratio for node degree (λsp ≥ 1) [13] for a network graph
is the ratio of the principal eigenvalue [5] of the adjacency matrix for the graph and
the average node degree; the larger the λsp value, the larger the variation in node
degree. The edge density (0 ≤ ρedge ≤ 1) is calculated as the ratio of the actual
number of edges in the network and the maximum possible number of edges in the
network (which is N(N − 1)/2 for a network of N nodes). The biological networks
are characteristic of having larger λsp values and lower ρedge values; on the other
hand, social networks are characteristic of having smaller λsp values and larger ρedge

values. For more details on the individual real-world networks analyzed in each of
these domains, the interested reader is referred to [12].

Fig. 3 Statistics for the biological and social networks
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In Figs. 4 and 5, we present and visually compare the Silhouette Index values for
the physical vs. logical clusters on the basis of the neighborhood-based (DEG, EVC);
the shortest path-based (BWC, CLC), and all the four centrality metrics together
(DEG, EVC, BWC, CLC). We observe all the data points to be above the dotted
diagonal line, indicating that the Silhouette Index values for the logical clusters for
all the real-world networks are appreciably larger than the Silhouette Index values
for the physical clusters. For each coordinate system and for each network category,
we measure (see Fig. 6a for a comparative bar chart) the average of the difference
in the Silhouette Index values for the logical clusters versus physical clusters. We
observe the biological networks to incur larger average difference in the Silhouette
Index values for all the three coordinate systems. The (DEG, EVC) coordinate sys-
tem incurs, respectively, the lowest (for social networks) and largest (for biological
networks) values for the average difference in the Silhouette Indexes for the logical
versus physical clusters. We also measure the median (see Fig. 6b for a compara-
tive bar chart) of the Silhouette Index values for the physical clusters versus logical
clusters. Through Figs. 4,5, and 6, we observe the Silhouette Index values for the
physical (logical) clusters in the biological networks to be relatively lower (larger)
than those in the social networks.

(DEG, EVC) (BWC, CLC) (DEG, EVC, BWC, CLC)

Fig. 4 Biological networks: Silhouette Index values for the physical versus logical clusters

(DEG, EVC) (BWC, CLC) (DEG, EVC, BWC, CLC)

Fig. 5 Social networks: Silhouette Index values for the physical versus logical clusters
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(a) (b)

Fig. 6 Statistical comparison of the Silhouette Index values. aAvg. difference in the social networks
biological networks Silhouette Index values. bMedian of the Silhouette Index values

5 Conclusions

We show that logical clusters of vertices could bemore cohesivewith respect to node-
level centrality metrics compared to physical clusters of vertices in complex real-
world network graphs. In this pursuit, we adapt a recently proposed unit-disk graph
approach (for node similarity assessment) [12] to determine such logical clusters
of similar vertices. We applied the approach on a suite of 25 biological networks
and 25 social networks and evaluated the extent of similarity of the vertices in the
logical clusters versus physical clusters using the Silhouette Index measure with
respect to three combinations of centrality metrics (DEG, EVC), (BWC, CLC), and
(DEG, EVC, BWC, CLC). For each combination, we observe all the 50 real-world
network graphs to incur significantly larger Silhouette Index values for the logical
clusters compared to the physical clusters. We observe the biological networks to
show a relatively larger difference in the Silhouette Index values between the logical
clusters and physical clusters. Likewise, the (BWC, CLC) coordinate system has
been observed to incur relatively larger Silhouette Index values for several real-
world networks. In future, we plan to extend the unit-disk graph approach for outlier
detection in complex networks and large datasets.
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Capacity Enhancement Using
Delay-Sensitive Protocol in MANETs

V. Sivakumar, J. Kanimozhi, B. Keerthana and R. Muthulakshmi

Abstract In wireless modulation technologies, it has advanced frequency modula-
tion. It is capable of performing in Quality of Service (Qos) for utilizing the scope of
mobile ad hoc. It is measured only for calculating the ratio between two nodes. It will
form an implementation of single-hop delay. After that, to construct the multicast
tree for real-time in delay-sensitive tree, proposed model has been established in
MANET. While increasing a network in capacity, this proposed multicast protocol
can be minimized in the host and in a particular time the transmission node can block
the entire neighboring node so that there is no interrupt and wastage of data that can
be occurred in the data for properly adjusting data rates. Simulating results provides
lot of accuracy. It induces the expected result at the end of this paper.

Keywords Multicast protocol · Delay-sensitive · Qos ·Multi-rate · Capacity
enhancement · One-hop delay

1 Introduction

In wireless network, the node moves randomly, and it can be able to communicate
with each other by multi-hop transmission. These transmissions would not have a
fixed infrastructure. And they do not have utilized centralized administration. Direct
transmission of packet is occurred in the initial node to its destination [1]. Multicast
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forms the cluster in communication; it transmits data packet in sharing the informa-
tion from source to destination. Multicast tree is efficient for sending same packets.
For a specified condition, multicast tree should request for delay requirements, where
multicast protocol is in delay-sensitive state. When compared to the predefine value,
these end-to-end delays are smaller [2]. For building a tree to find out the shortest
path in the given range, they form a large amount of transmission from one part to
another part, and delay is nothing but it transmits node from source to destination, it
means to its neighboring node.

Amaximum cost can be transmitted by transmitter to send successful packets, and
it is dependent on the SINR and it is received. It is always directly proportional to the
transmission range. If a transmitter transmits, then the receiver has to perceive high in
SINR [3]. Most probably, the delay can be found out by the process of hopping data
from one node to another node. In order to have a complete transmission of packet, it
also requires short range in transmitter. Often in multi-rate MANETs, host may vary
in the neighborhood; later it is more difficult for the estimate of delay in MANET.
If a transmission occurs, then the neighborhood is blocked in MANETs. They share
channels’ ratio with their neighbors. If we design Quality of Service (QoS) for a
MANET, its neighboring data will be maintained for the estimation of resource,
and it is consumed by constructed QoS route to avoid violation in resource from
other neighbors. This Quality of Service is able to utilize only the limited wireless
resources efficiently.

Previously, multicasting protocols have been designed only for single-rate
MANETs or multi-rate. CEDAR and some other algorithm are neither guaranteed
by bandwidth, and if it begins to send its packet to nearest node, then the carrier
senses to block the neighbor [4]. HRP or HMRP is pointed, for the failing transmit-
ters while they admit the flow. It indicates that it is saturated in network traffic. They
can be avoided by two routing algorithms, namely hidden route problem (HRP) or
from the hiddenmulticast route problem (HMRP); it fails to collect information from
the neighboring resource [5]. L. Chen and W. Heinzelman have founded how to be
provided.

Bandwidth guarantee in QoS. C. C. Hu has been proposed about the delay-
sensitive multi-rate protocol. From IEEE system journals, we have read about the
single or multi-rate MANETs, when a host starts its transmission from its neighbor
to another if the former is within the transmission range of latter.

If the traffic occurs in network, then the bandwidth or requirements in delay
performance cannot be satisfied. Unlike other specifics, we use the neighboring
transmission to denote the neighbor [6]. Therefore, on-demand routing is resulted in
delay estimation method.

To calculate the shortest path and find out the implementation ofmulticast tree, we
have already studied about the existing system how to calculate the delay-sensitive
routing protocol in C. C. Hu. This proposed project is used to establish a lot of
hopping nodes in the Quality of Service. They would eliminate the hidden problem
and similarly they will eliminate the multicast neighbors [7]. There is no reply in
late simulation of packet. In existing system, it can be used to exit the unwanted data
and calculate multiple packets. It is greater and has large amount of valued data for
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transmitting the packets. In packet forwarding, it senses and forwards more packets,
when it forwards neighbors should be blocked. If the forwarders increases, network
performance will go worse.

These systems will tend to minimizing the total transaction of information from
the particular node to its destinated node [8]. When choosing the neighboring data
packets in multicasting route, it uses single hopping system. Due to this process, the
capacity has been increased.

2 Related Work

The Quality of service (QoS) is mainly used in multicasting protocol in single-rate
MANETs. The transmission delay can be trying to reduce the protocol. In delay-
sensitive multicast tree, they are not delay sensitive, for failing the estimate from
the final late coming nodes [9]. If they do not eliminate the hidden multicast, it will
suffer from somemissing protocol fromHMRP. It cannot construct the simultaneous
routes.

The range of node can be varied due to its shortest path in algorithm [10]. From
this protocol, from given source which has been detected within a range, the capacity
in wireless network has been increased. According to delay in neighboring node, a
distributed routing protocol can be avoided in hidden problems, and it accepts the
requests from neighbor to process the delay control [11].

The simulation of packet can flow the request from every bandwidth in the liter-
ature. Markov-modulated Poisson process will be used in the estimation of average
delays. While analyzing the channel, most of the conditions were not assigned as
parameters in the traffic flows [11]. Estimates of one hop delay can be calculated by
using approximate model.

In one ratio analysis, the delay can be used to find out the shortest path within a
given range, and they can be able to modify the statement of data with or without
the permission of the author. But the irrelevant and incomplete data can be strictly
eliminated to make the transaction faster and easier for sender to receiver process
[12].

Most probably, all the nodes are sensitive toward the host, and there would not be
several attempts or increase in channel that will happen. Due to this existing system,
our proposed system gives lot of changes with good accuracy report which has been
shown in X-graph.

3 Protocol

The protocol plays a major role in this multi-rate MANET. This system is distributed
in the origin data. DSM has multiple attempts that can be used as algorithm to find
out the hidden problem with the definitions in MAC. For packet transmission, single
physical channel should be available, and every host perceived can be able tomonitor
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Fig. 1 Architecture diagram

the channel whether it is idle or busy. To sense the message from host with the base
rate, here we use MANET. For example, 1 Mb/s is the base rate. In the estimation of
delay, it senses the algorithm which uses default method in multicasting the data for
deriving all the busy ratio in threshold.

Figure 1 explains about the flow of packet and transmission of data from the
source to destination. When they started to share the data, host gets blocked by the
route.

3.1 Neighbor Host

In multi-rate MANETs has to identify in order to its rp—neighbors and from multi-
rate MANETs, every neighbors require to have a construction of two tables, named
with one-hop neighbors and the two-hop neighboring. pi,j gets transmitted from
source host of Hj to Hi. It allows several request flow and eliminates using HMRP
[13]. Later, it gets changed by the wireless network of signal has been indicated.
An auto-rate algorithm is used in receiver side, and rollback algorithm is used in
transmitter side. In Fig. 2, this proposed system explains about the generation of
node with the transmission, and HMRP and HRP have been blocked.
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Fig. 2 Creation of nodes

3.2 Construction of Multicast Tree

In this existing system, delay can be reduced for low request when implementing
the single node. In order to take the proposed system, weight can be assigned with
its transmission of packets and its sum when blocking its overall transmission that
can be hosted. If the resources can be hosted in consumed multicast, they have more
flows in requesting the capacity of network enhancement.

3.3 Methodology of Implementing Trees

To construct trees, we use heuristic algorithm from proposed multi-rate MANETs.
Trade-off range has been used in data rate transmission range. To participate in
forwarding trees, higher data rates have been selected in packets. When carrier starts
to transmit the packet, the entire neighbor has been blocked. Due to this process, the
network degrades with its performance if it has large forwarders in number. In this
algorithm, their data rate can be changed.

In delay-sensitive multicast tree, the neighbors are used to sense the forwarders
into account. This proposed algorithm has been explained in the above section. A
multicast tree is used to invoke iteratively. To construct multicast tree, the basic
procedure is used. For specifying the destination of delay-sensitive to construction.
In order to consume the resource in reduced construction tree, the main feature is to
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reduce the total transmission time and minimize the forwarders, and then it blocks
the host using blocking time.

In the above section,we explained in-depth and its illustrative example as provided
below. Implementation issues can be addressed. Implementation of tree construction
in variables can be used. In tree multicast current collect to the current multicast
tree, the destination was not connected in tree of multicast [14]. Here, F is used to
collect the forwarders. F is represented in forwarders, and R is used in F. D is set as
transmission.

There are four topologies, namely

1. Known Topology (singlecast)
2. Unknown Topology (singlecast)
3. Known Topology (multicast)
4. Unknown Topology (multicast)

It minimizes the weight route, in Dijkstras algorithm to find out the nearest path
(shortest). It is graphed from the weight graph. Dijkstras algorithm is used for con-
structing the shortest path which is equal to its weight from source vertex to its other
vertices. Multi-rate representation of directed graph inMANET is conveniently used
in vertex graph.

Is used as vertex and arch is used as unique element.
Delay-sensitive multicast is temporarily used in maintaining the multicast tree,

point to point is used from source to destination which transmits packets from point
to point without loss in data. It does not request the flow and delay have been violated.
Multicast tree is finally used to avoid the HMRP and HRP.

Especially,Delay_Sensitive_Route is being iteratively hosted in appending delay-
sensitive routes. If a host is violated in appending route, then it can be temporarily
violated delay in multicast for all the ongoing flows.

It may exceed the route delay requirement from one end to another end. In
following description, the above mentioned delay requirement can be hosted.

Implementation Issues: When recall the neighbors and carrier sense, it is men-
tioned with some denotations like rp—neighbors and rp—carrier sense neighbors. hi
can be estimated. When rp is used for the nd, later it is stored in neighbors in h data
rate. To identify the channel of busy/idle ratio, it is necessary to implement the hop
delay of one to one node. First three nodes are stored in hop delays, and the residual
delay happens due to the ongoing flow passes.

4 Performance Evaluation

Implementation can be done or perfomed by the ns2 tool. Every evaluation has
been required to transmit the channel in performance. The two-ray ground model
is adopted for predicting the signaling receiving power from the ground has been
considered as a reflection. Hence, in receiving the signal power and transmitting,
it in a distance of attenuated as 1/d2, where d is represented as the gap in center
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transmitter and receiver. From CBR traffic, its flows can be injected from the sources
to its destination in the network, and every host is provided for a MAC FIFO queue
which is arranged in the 50th node [15].

In this existing system, we derived in delay sensitive. Choose delay in particular
node to simulation which can be conducted for preference operation using multiple
rates. Several operations cannot able to perform at a single delay-sensitive data rate:
In the existing system, we use the estimation that may vary in all trees. In evaluation
of packet, the data can be explained as follows.

Avoidance of HMRP
When avoiding this, point-to point information will be received in delay manner so
it delay and success ratio has been achieved by this two indicators can provide for
the effectiveness that can avoid HMRP. The success ratio may vary the flow of an
uncast flow, and it has been maintained the information with its successful.

Admission Ratio
To find out the admission ratio in this paper, we are going to implement the complete
graph. Therefore, all the node gets request message about the following information
which is going to transmit the data. This paper construction is based on few topologies
to different methods. These methods contain single and multicast format.

Maximum node can be avoided to get accurate result in the X-graph. At the initial
phase, these nodes can move from the start point to end point. Later, the flow would
not be affected (Fig. 3).

In Fig. 4, this paper demonstrates the transceiver nodes from source to destination
in the nam.nam folder. Finally, the simulation is used to show the shortest path and
throughput for the following graph which can be represented in the form of graph.

Fig. 3 Simulation of packet
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Fig. 4 Delay-sensitive protocol

In Fig. 3 simulation of packet, all the data gets broadcasted with its neighboring
node, and they can transmit packet without requesting the host in route. The proposed
multicast protocol is constructed by the trees which are shown in result of simulation.

If it was avoided HRP/HMRP, there are no interrupts. If it provided are multiple
data rates, same amount of data rates. So, the wireless resources in delay-sensitive
protocol can be utilized by its efficiently in crucial.

Figure 5 uses the representation for point to point delay in both existing system.We
have developed the proposed system and its rate inMANET for wireless resources in
this paper. For shared channel in ratio, ourMANETs are an ongoing flow [1].Mainly,
it is used for advanced technologies, and they may tend to satisfaction. The purpose
is used for requesting the flows. HRP and HMRP are avoided due to its failure in
estimation.

5 Discussion and Conclusion

By constructing and implementing the graph to find out the shortest path in multi-
rate. They can be minimized with the total sum of transmission time, and it can be
blocked by hosts, since the transmitting ranges are in host.
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Fig. 5 X-graph
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SCO-RNN: A Behavioral-Based
Intrusion Detection Approach for Cyber
Physical Attacks in SCADA Systems

N. Neha, S. Priyanga, Suresh Seshan, R. Senthilnathan
and V. S. Shankar Sriram

Abstract Supervisory control and data acquisition (SCADA) systems monitor and
control the critical infrastructures (CI) such as power generation, smart grids, oil–
gas pipelines, wastewater management, and nuclear power plant. Due to the drastic
increase in cyber attacks, maintaining SCADA systems has become a complex task.
Difficulty in securing the SCADA has gained the attention of researchers in design-
ing a robust intrusion detection system (IDS). However, existing machine-learning
and statistical approaches fail to detect the cyber physical attacks with high detection
rate. This paper presents a sine-cosine optimization based recurrent neural network
(SCO-RNN) to detect the cyber physical attacks against SCADAsystems and the per-
formance of the proposedSCO-RNNwas validated using the SecureWater Treatment
(SWaT) dataset in terms of accuracy and detection rate.

Keywords Intrusion detection system · Cyber physical system · Supervisory
control and data acquisition system (SCADA) · Recurrent neural network · Sine
cosine optimization

1 Introduction

Cyber-physical systems (CPS) are embedded systemswhich incorporate the network-
ing components, physical components, and computational algorithms that play a key
role in maintaining the CI [1, 2]. This paper focuses on one such CPS, SCADA.
SCADA systems monitor and control a wide range of Industrial Control Systems
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(ICS) linked to networks, causing downtime of the system which in turn can cause
disastrous effects for national security [3]. Traditional SCADA systems were iso-
lated that they were not connected with the Internet thus shielded from all the remote
attacks [4]. Over the past decades, the SCADA systems were more susceptible to
cyber attacks which happened not only on the physical infrastructures but also on
the communication network.

There has been a significant increase in the number of attacks which have caused
catastrophic effects to the nation. According to the IBM X-Force Report, recent
security incidents like Qak-Bot (2017), Botnet-based CMDi LFI attacks (2017/18)
inwhich the attacker attempted to uploadmalicious files to servers and also attempted
to mine CryptoNote-based currencies such as Monero (XMR), IcedID emerges in
the USA and UK (2017), etc, accentuate the need to protect the digital ecosystem
from the security threats and intrusions [5].

The traditional security measures like firewall, authentication, etc., proved to be
less secure and made us understand the necessity for developing an efficient intru-
sion detection system (IDS) [6]. The main aim of IDS is to detect the anomalies
with less false-alarm rate. Based on the detection methodology, IDS can be catego-
rized into two—Signature-based IDS and Anomaly-based IDS [7]. Both approaches
have their own advantages and disadvantages which led the researchers to apply
several techniques such as statistical analysis, data mining, artificial intelligence,
and machine-learning approaches like k-nearest neighbor (KNN), support vector
machine (SVM), artificial neural network (ANN), and logistic regression, etc., are
used in the anomaly detection [8].

Artificial neural networks play an important role in intrusion detection. Recurrent
neural network (RNN) is one amongANNwhich overcomes the drawback of storage
space unlike other neural networks, [3, 9]. RNN plays an important role in speech
recognition, human action recognition, computer vision, etc. However, maintaining
high detection rate and low false-alarm rate helps in the design of potential IDS,
which significantly out-compete other models [10].

In order to achieve better performance, sine–cosine optimization—recurrent neu-
ral network (SCO-RNN)-based IDS is proposed in this paper which optimizes the
hidden layers [11]. This experiment was carried out using the standard Secure Water
Treatment dataset (SWaT) [12], and the performance of SCO-RNN is validated in
terms of classification accuracy and detection rate (Table 1).
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Table 1 Related works

Authors Proposed method Objective Applications Advantages Performance metric

Turabieh
et al.
[13]

Dynamic L-RNN Recovery of
missing data

IoMT
application

Recovery of
missing data

• Accuracy

Cinar
et al.
[14]

Period-aware
content attention
RNN

Missing
value
imputation

Time series
forecasting

Can be
performed on
univariate and
multivariate
time series

• Attention weights

Liu et al.
[15]

Modeling
asynchronous
event sequences

Classification Medical
application

Improved
performance

• Macro-F1
• Precision
• Recall

Shitharth
and
Prince
Winston
[16]

Intrusion-weighted
particle-based
cuckoo search
optimization
(IWP-CSP) and
hierarchical
neuron
architecture-based
neural network
(HNA-NN)

Classification Attack
detection

Increased
performance

• Dice
• Jaccard
• precision
• Recall
• Accuracy
• Sensitivity
• Detection rate
• Specificity

Zhao
et al. [8]

CNN-RNN based
multi-label
classification

Classification Weather
prediction

Practical
implementation
is effective

• Precision
• Recall
• F-score

Maglaras
et al. [2]

One class support
vector machine

Detection Information
security

Increased
accuracy

• Accuracy
• System performance

Maglaras
and
Jiang [6]

IT-one class
support vector
machine

Detection Information
security

Increased
performance

• False-alarm rate

Adepu
et al.
[17]

State condition
graphs (SCGs)

Analysis Water
treatment

Easier and
quicker

• Steady-state
response

Goh
et al. [3]

Recurrent neural
network

Detection Time series
prediction

Identifies
attacked
sensors

• System state

2 SCO-RNN Proposed Methodology

This section discusses the working of proposed improved RNN based on sine–cosine
optimization. The workflow of the SCO-RNN as follows.

Pseudo Code—RNN-SCO

1. 51 Attributes of the SWaT dataset are fed as the input to the RNN
2. Now, 80% data of the SWaT data set are trained and 20% are tested
3. Now, set the upper bound and lower bound, the total number of iteration, and

initialize a constant ‘a’ as 2
4. Now, build an RNN model
5. While building RNN,
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(a) Initialize the number of units in the input layer to 51, which is the total
number of attributes in the SWaT dataset.

(b) Now, set the number of hidden units to 20 and grant it to the SCO
optimization algorithm as follows:
1. Initialize the set of search agents, upper bound, lower bound, and

constant ‘a’ = 2
2. Evaluate each search agents by the fitness function
3. Update the best solution obtained so far
4. Update the value of x1, x2, x3 and x4 as follows:

a.x1 = const-curriter ∗
(

const

tot_iter

)
(1)

where, const = 2 is a constant, curr_iter is the current iteration, tot_iter
is total number of iterations

b.x2 = 2π ∗ random_number (2)

c.x3 = 2 ∗ random_number (3)

d.x4 = random_number (4)

Here, x1 indicates the region between the destination and solution or
outside it, x2 indicates the distance from destination position, x3 indi-
cates a random weight for the destination, and finally, x4 here changes
depending on the Eqs. (5) and (6).

5. Now, update the position of each search agent as follows:
If x4 < 0.5 then,

X (i, j) = X (i, j) + (x4 ∗ sin(x2) ∗ |(x3 ∗ Destination_position ( j) − X (i, j))| (5)

else

X(i, i) = X(i, i) + (
x4 ∗ cos(x2)

∗|(x3 ∗ Destination_position ( j) − X(i, j))| (6)

6. Repeat till it reaches the maximum number of iterations.
7. Obtain the best solution as the global optimum.

(c) Finally, set the number of units in the output layer as 10, which is a constant,
given for better performance.

6. Calculate the fitness value as given in Eq. (7)
7. Now, repeat the steps step 5.b.2 to step 5.b.7 and return the best solution as global

optimum
8. Print the accuracy, detection rate, and the fitness value.
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2.1 Generation of Initial Population

The working of SCO-RNN starts with the initialization of parameters like search
agents, a number of iterations, and computation of parameters like x1, x2, x3, x4.
x1 depends on the current iteration, total number of iterations and a constant a. x1
parameter is initialized as given in the Eq. (2). x2 and x3 purely depend on random
numbers which is calculated as in Eqs. (3) and (4). The fitness function is chosen
such that it should give an optimized result compared to the existing technique as in
Eq. (7).

2.2 Training and Testing the RNN

The entire SWaT dataset considered for the experiment is divided into training and
testing samples. At first, training is done and then the trained samples and parameters
obtained from each population is used for training the RNN where its performance
is evaluated using fitness function along with the other testing samples.

2.3 Definition of the Fitness Function

The performance of SCO-RNN is assessed using the fitness function as in Eq. (7) in
order to bring out a better and optimized result. The performance of SSO-RNN is
evaluated in the following equation:

fFit = W1(DR) + W2 ∗ Acc + W3(1 − FAR) (7)

where ‘W ’ for weights.

2.4 Termination Condition

The termination condition is satisfied when a maximum number of iteration or opti-
mal number of hidden layers has been reached. If the condition is true, then the
optimal number of hidden units is returned. Then, the population will be updated
with the best fitness value and with its position, using the Eqs. (5) and (6) accordingly
(Fig. 1).
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Fig. 1 Proposed flow diagram

3 Results and Discussion

3.1 Experimental Setup

SCO-based RNN was implemented on Python 3.6 with INTEL® Core™ i5-7200U
CPU processor @ 2.50 GHz architecture, 8.00 GB RAM and 64-bit OS in x64-based
processor running Windows 10, and WEKA tool is used for the validation process.

3.2 Dataset Description

SecureWater Treatment testbed (SWaT) dataset is a six-stage secure water treatment
which is a scaled-downversion of the real-world industrialwater treatment plant. This
dataset is collected from Singapore University of Technology and Design (SUTD)
[12]. SWaT is themost complexopen-source dataset so farwith a total of 51properties
and 946,722 samples including six dual programmable logic control (PLCs) each for
one stage, along with a backup, 25 sensors, and 26 actuators altogether (Table 2).

Attacks are represented using a six-tuplet as follows: (M, G, D, P, S0 and, Se)
where

M: Infinite set of procedures to launch the attack
G: Subset of a finite set of attacker events
D: Domain model for the attacks derived from CPS
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Table 2 Attack types in
SWaT

Attack category Number of attacks

Single stage single point 26

Single stage multi point 4

Multi stage single point 2

Multi stage multi point 4

P: Finite set of attack points
S0, Se: Infinite set of attack points.

3.3 Data Pre-processing

Data pre-processing plays a key role in the simplification of obtained real-world
data, which are either incomplete or inconsistent. Here, data normalization is used
to improve the efficiency and accuracy of the proposed technique (SCO-RNN). Data
normalization generally modifies the data from the existing range to a particular
range. Here, normalization is performed for the values on which numerical encoding
is performed, which result in each value ranging between 0 and 1. There are many
methods in normalization out of which the method performed here is as follows:

XNorm = x − xmin
xmax − xmin

(8)

where x : Data point, xmin: Minimal among the data points, xmax: Maximal among
the data points, and XNorm: Data point normalized between 0 and 1.

3.4 Results and Discussions

Figure 2 shows a comparison of the accuracy of proposed SCO-RNN with other
existing techniques. From this, we can infer the accuracy of SCO-RNN is 98.05% is
higher than the existing approaches. The accuracy has been calculated using Eq. (9).

Acc = True Positive + TrueNegative

True Positive + TrueNegative + False Positive + FalseNegative
(9)

Table 3 shows comparison for the detection rate of the SCO-RNN technique
with other existing techniques. The proposed SCO-RNN has a higher detection rate
than the other existing approaches. As the proposed algorithm converges at a global
optimal solution, it achieves higher accuracy and detection rate in minimal time. The
detection rate has been calculated using Eq. (10).
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Table 3 Detection rate S. No. Classifiers Detection rate (%)

1 Bayes net 95.98

2 Naive Bayes 95.1

3 Logistic 96.7

4 Decision stump 95

5 One R 92.1

6 SCO-RNN 97

DR = True Positive

True Positive + FalseNegative
(10)

4 Conclusions

In this paper, we have proposed an efficient intrusion detection technique that incor-
porates the sine–cosine optimization algorithm for optimizing the recurrent neural
network parameters. The SWaT, a benchmark intrusion dataset has been used for
validating the proposed SCO-RNN. Here, the hyperparameters of the RNN have
been optimized, and the outcome of the system shows a better result than other
machine-learning approaches in terms of accuracy and detection rate.
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SSO-IF: An Outlier Detection Approach
for Intrusion Detection in SCADA
Systems

P. S. Chaithanya, S. Priyanga, S. Pravinraj and V. S. Shankar Sriram

Abstract Supervisory Control and Data Acquisition (SCADA) systems play a
prominent role in monitoring and controlling the Critical Infrastructures (CIs) such
as water distribution, nuclear plants, and chemical industries. On the other hand,
SCADA systems are highly exposed to new vulnerabilities as it highly relies on the
internet.Machine learning approaches have been employed to detect the cyberattacks
injected by the attackers in CIs. However, those approaches failed to protect the CIs
against the ever-advancing nature of cyberattacks. This work presents Salp Swarm
Optimization-based Isolation Forest (SSO-IF) to build an efficient SCADA intrusion
detection system, and the experiments were carried out using power system dataset
from Mississippi State University. The performance of SSO-IF was validated over
the state-of-the-art intrusion detection techniques in terms of classification accuracy
and detection rate.

Keywords SCADA · Intrusion detection system · Isolation forest · Salp swarm
optimization

1 Introduction

The Critical Infrastructure (CI) modernizes by the evolution of Cyber-Physical Sys-
tems (CPS) [1]. CPS integrates the physical system with computing and networking
technologies. SCADA systems are an essential part among the CPS that helps to
monitor and control the systems more efficiently and to communicate system issues
to mitigate downtime in CIs such as power plants, gas and oil distribution, electrical
power, water distribution, and chemical processing plants [2]. Primarily, the SCADA
systems are isolated devices, and then these are streamlined by interconnecting all the

P. S. Chaithanya · S. Priyanga · S. Pravinraj · V. S. Shankar Sriram (B)
School of Computing, Centre for Information Super Highway (CISH), SASTRA Deemed to be
University, Thanjavur, Tamil Nadu 613401, India
e-mail: sriram@it.sastra.edu

S. Priyanga
e-mail: priyangas54@gmail.com

© Springer Nature Singapore Pte Ltd. 2020
G. Ranganathan et al. (eds.), Inventive Communication and Computational
Technologies, Lecture Notes in Networks and Systems 89,
https://doi.org/10.1007/978-981-15-0146-3_89

921

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0146-3_89&domain=pdf
mailto:sriram@it.sastra.edu
mailto:priyangas54@gmail.com
https://doi.org/10.1007/978-981-15-0146-3_89


922 P. S. Chaithanya et al.

embedded devices with the internet, which produces high reliability in the automa-
tion of the system. These sophisticated SCADA systems rely on cyberspace, which
makes the system vulnerable to cyberattacks. The cyber attackers focus to create
vulnerability on technical parts of the system in CIf.

Recently, the attacks in SCADA systems have increased tremendously which
results in compromising of basic security measures such as Confidentiality, Integrity,
and Authenticity of the system. This is conspicuous from the “Waterfall” report in
2017, Sophisticated Ukraine Attack causes physical damage to electric substations
and rotating equipment, Compromised Remote Site—A physical breach of remote
substation, ICS Insider which is a disgruntled insider, and it has the ability to par-
tially shut down the ICS-equipped plant by steal passcode of the equipment’s [3].
Therefore, the awareness about reducing these vulnerabilities leads to the evolution
of Intrusion Detection System (IDS).

IDS can be categorized into two, based on the detection techniques namely
Signature-based and Anomaly-based IDS [4]. The major focus of IDS is to achieve
high Detection Rate and reduce False Alarm Rate. Recent research works reveal the
importance of machine learning techniques (Decision Trees, KNN, Support Vector
Machines (SVM), Neural Networks, etc.) in the design of an efficient and adaptive
IDS [5].

This paper proposes the Isolation Forest (IF) technique which directly identifies
anomalies instead of identifying normal data points and constructed an ensemble of
isolation trees [6]. This technique segregates the records by selecting the features
randomly and sets a split value between the supreme and subordinate value. The
anomalies are identified by path length or anomaly score. It performs well for the
high-dimensional dataset, and the parameter used is the number of isolation trees and
sub-sampling size. Parameters are tuned to either increase the predictive power of the
model or to make it easier to train the model. Various optimization techniques like a
genetic algorithm, fruit-fly optimization, whale optimization, moth-flame optimiza-
tion, etc., have been used in the literature for tuning the parameters. Among these,
Salp SwarmOptimization technique [6] with Isolation Forest (SSO-IF) achieves high
detection rate, and it was validated with Mississippi’s power system dataset in terms
of accuracy and detection rate (Table 1).
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Table 1 Related works

Authors Proposed method Dataset Advantages Performance metric

Puggini
and
McLoone
[7]

Isolation forest OES data Better
performance

• EV
• ENMSE
• EMRE
• AUC score

Sun et al.
[8]

Banzhaf random
forest

UCI machine
learning
repository—12
datasets

Better
performance

• Banzhaf power index
• Information gain
ratio

Maglaras
et al. [9]

IT-one class
support vector
machine

SCADA traffic
dataset

Increased
performance

• Accuracy
• System performance

Alves and
Morris
[10]

Random forest Six real-world
datasets

Best
performance

• Gain metric

Abellán
et al. [11]

Credal random
forest

50 datasets
from the UCI
repository of
machine
learning

Good
accuracy,
robust under
noise data

• Accuracy

Shirazi
et al. [12]

Random forest
regression

201
experimental
data points

High
accuracy

• Erosion ratio

Nader
et al. [13]

One-class
classification

Mississippi
State University
SCADA
laboratory

High error
detection,
low FAR

• lp NORMS

Trombetta
et al. [14]

Critical state
analysis and state
proximity

Private SCADA
traffic data

More feasible • State-state distance
• State-critical states
distance

• Distance evaluation
accuracy

Shitharth
et al. [15]

Intrusion
weighted
particle-based
cuckoo search
optimization
(IWP-CSO) and
hierarchical
neuron
architecture-based
NN

Single-hop
indoor real data
(SIRD),
single-hop
outdoor real
data (SORD),
multi-hop
indoor real data
(MIRD),
multi-hop
outdoor real
data (MORD)

Increase in
performance

• Detection rate
• False positive rate
• Precision
• Sensitivity
• Specificity
• Accuracy
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2 SSO-IF Proposed Methodology

This section briefly discusses the working of enhanced Isolation Forest technique
based on Salp Swarm Optimization algorithm (SSO-IF) [16]. The following are
workflow of SSO-IF.

Pseudocode-SSO-IF:

1. Each among 15 datasets is fed as the input to the IF
2. Set the training and the testing ratio of the dataset
3. Now perform the IF with estimators being optimized by SSO technique

a. Initialize the lower and upper bound and total number of iterations
b. Calculate the swarm position and then
c. Update the leader and follower salp position using the parameter rnd1, rnd2,

and rnd3
d. The leader salp is updated by the following equation

x1j ←
{
BF j + rnd1

((
ub j − lb j

)
rnd2 + lb j

)
rnd3 ≥ 0

BF j − rnd1
((
ub j − lb j

)
rnd2 + lb j

)
rnd3 < 0

(1)

e. Here, the parameter rnd1 is calculated using the Eq. (3), and the rnd2 and
rnd3 are randomly generated

f. The follower salp positions are updated by

xij ← 1

2

(
xij + xi−1

j

)
(2)

g. Find the best optimum solution for the above

4. Set the best optimum solution as number of estimators
5. Predict the outlier present in the dataset
6. Build the confusion matrix
7. Compute the accuracy and detection rate using the Eqs. (6) and (7).

2.1 Generation of Initial Population

The working of SSO-IF begins with the parameters initialization such as the number
of populations, number of iterations, and computation of parameters like rnd1, rnd2,
and rnd3. The parameter rnd1, rnd2, and rnd3 are random numbers. Based on the
current and total number of iterations, rnd2 and rnd3 are defined and are evenly gen-
erated in the interval of [0, 1] [16]. In order to achieve better optimization result, the
better fitness function is chosen. The parameter number of trees in IF was generated
randomly in a specific range.
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rnd1 = 2e−( 4i
I )

2

(3)

2.2 Training and Testing the Isolation Forest

The experiment splits the complete SCADA IDS dataset into training and testing
samples by random sampling. Here, the training and testing data ratio is chosen
randomly by the system in an appropriate ratio.

2.3 Definition of the Fitness Function

In order to compute the performance of SSO-IF, the weighted fitness function is used
and is defined with weights of the DR and FAR as follows:

Fitness_value = 0.8 ∗ DR + 0.1 ∗ (1.0 − FAR) + 0.1 ∗ (1 − (N/N f )) (4)

where N is the no. of selected features, Nf is the total number of features.

2.4 Termination Condition

Here, the termination condition verifies whether it reaches the maximum number of
iteration. If so, it returns the optimal parameter or else it would perform position
updation (Fig. 1).

3 Results and Discussions

3.1 Experimental Setup

SSO-based IF was implemented on Python 3.5 with INTEL® Core™ i3-5005U CPU
processor @ 2.00 GHz architecture running in Windows 10, and validation process
was carried out using Weka tool.
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Fig. 1 Workflow of SSO-IF

3.2 Dataset Description

Power system attack dataset fromMississippi State University has been used for this
model. This dataset totally contains 128 features and is developed based on 37 event
scenarios which include eight Natural Events, one No Events, and 28 Attack Events
[17]. It is divided into three datasets binary dataset (CSV format), class dataset (CSV
format), and multiclass dataset (ARFF format), in which binary dataset consisting
of 15 sets has been used in this work.

3.3 Data Preprocessing

The preprocessing stage generally reduces the dataset size by resampling it or by
eliminating redundant records. It contains two main stages, in which initially, the
integers are bought between the range of 0–1 after the nominal features are mapped
with integer values. Further, to reduce the value range, logarithmic scaling (base
10) is enforced with the integer value ranges. Normalization is one of a kind in
preprocessing. The proposed technique SSO-IF uses min-max normalization which
finds the maximal and minimal feature value and then transforms them into linearly
scaled values ranging from 0 to 1. The formula for min-max normalization is as
follows:
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Fig. 2 Accuracy

XNorm = x − xmin
xmax − xmin

(5)

where x : Data point, xmin: Minimal among the data points, xmax: Maximal among
the data points, and XNorm: Data point normalized between 0 and 1.

3.4 Results and Discussions

Figure 2 shows the accuracy results for SSO-IF compared with other classifiers.
From this, it can be deduced that the accuracy of SSO-IF is higher than the other
techniques. The accuracy is calculated as in Eq. (6).

Acc = TP + TN

TP + TN + FP + FN
(6)

Table 2 shows the detection rate of SSO-IF compared with other classifiers in
which the proposed technique got higher DR when compared with other techniques.
DR is calculated as in Eq. (7)

DR = TP

TP + FN
(7)
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Table 2 Detection rate

Dataset Random forest J48 Multi layer
perceptron

Logistic regression SSO-IF

D1 95.4 81.4 76.1 55.5 98.9

D2 94.5 83.8 73.1 58 98.9

D3 96 88.3 65 59.1 98.9

D4 96.8 91.1 79.4 70.1 99

D5 97.7 92.4 85.4 73.5 98.8

D6 96.4 78.9 67.7 38.9 98.4

D7 98.4 85 77.1 62.9 98.5

D8 98.8 87.2 82.5 82.6 98.7

D9 93.7 78.7 75.2 64.7 98.8

D10 97.5 88.9 59.1 60.6 99.1

D11 98.6 82.6 67.9 51.7 98.3

D12 96 89.8 81.8 59.2 98.8

D13 98.6 85.8 70.8 53.4 99.3

D14 98.2 86.5 80.6 54.2 98.5

D15 96.2 84.9 82.4 62.4 99

4 Conclusions

In this work, we have proposed SSO-IF approach inwhich the parameters of isolation
forest have been optimized using Salp Swarm Optimization Algorithm to obtain
optimal number of trees. The proposed SSO-IF technique has been experimented
and validated using the benchmark power system dataset from Mississippi State
University. The performance of SSO-IF was evaluated using the metrics such as
accuracy and detection rate.
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EDF-VD Scheduling-Based Mixed
Criticality Cyber-Physical Systems
in Smart City Paradigm

G. Naveen Balaji, M. Sethupathi, N. Sivaramakrishnan and S. Theeijitha

Abstract Dynamic data-driven simulation is introduced to improve the scheduling
performance. The customer will need a just in delivery of service scheduling. Mathe-
matical model of the scheduling problem is constructed, and a scheduling method is
proposed to improve the performance of scheduling. Four different optimizations for
the dynamic cloud manufacturing scheduling problems are presented in this paper,
namely average service utilization rate, average task delay time, weighted average
task delay time, proportion of delay tasks and constraints. The scheduling strategies
are constructed and simulated in the SIMSO software.

Keywords Embedded system ·Worst-case execution time · Earliest deadline first ·
Earliest deadline first virtual deadline · Preemptive

1 Introduction

System is a manner of operating, organizing or doing one or greater duties in keeping
with the fixed plan, application or set of rules. A system is also an association inwhich
all its units gather and work collectively in step with the plan or software. An embed-
ded system is mixed operation of hardware and software or additional mechanical
or technical component to carry out desired characteristic. Any sort of tool which
incorporates programmable pc but itself is not alwaysmeant to be fashionablemotive
laptop is said to be embedded system [1]. The lower layer of an embedded system
is printed circuit board that consists of busses and semiconductor devices. The top
layer is special application layer, and in between those two layers, there are another
vital layers referred to as device drivers and verbal exchange protocols. They need
electrical powered and digital interference. Embedded structures, all the time, are
limited assets to be had in phrases of memory, CPU, show display screen period,
key inputs, diskless, and those parameters play a important thing in the route of the
format, improvement and trying out of such structures.
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1.1 Characteristics of Embedded Systems

In popular, embedded systems are designed to carry out any unique predefined project
that ought to meet any real-time constraint. The primary distinction among a laptop
and an embedded device is a computer is used to carry out a particular project, and
this is predefined by way of manner of the manufacturers.

Assembling all the actual-time tool constraints is a very vital feature of an embed-
ded machine. An actual-time constraint is split into two features. That is hard real-
time system and the upcoming one is soft real-time system [2]. Zero degree of
flexibility is for hard real-time system, and a determined amount of flexibility is
for soft real-time systems. The miss which happens while execution will collapse
the whole output of the system. The small amount of miss is accepted in the soft
real-time system which does not collapse the whole system. Devices which include
MP3s, cameras and TV remotes are the examples of standalone embedded system.

1.2 Architecture of Embedded System

An embedded system is constructed round a processor. The principal processing unit
does the important computation based on the enter it receives from diverse external
devices [3]. The functionality of the CPU is an embedded device is equal because
the capability of the CPU in a desktop, except that the CPU in an embedded system
is much less powerful.

The processor has restricted internal reminiscence, and if this internal remi-
niscence is not always enough for a given application, outside reminiscence gad-
gets are used [4]. The hardware additionally includes any additives that allow the
person-application interaction, including display units, keypads, etc.

A wide variety of 16 and 32-bit microprocessors are to be had from ARM, Atmel,
Intel,Motorola,National Semiconductors and soon. In order to increase an embedded
system with these processors, you first rate deal of peripheral circuitry. However,
microprocessors have better clock speeds and phrase-period, so they are able to
address higher reminiscence [5]. These type of processors are used for high-end
applications inclusive of hand-held computers, Internet get right of entry to devices
and so forth.

The reminiscence utilized in embedded system can be both internal and outside
[6]. The internal memory of a processor is very restricted. For small applications,
if this memory is enough, there is want to used outside reminiscence [7]. Figure 1
shows the system concept of embedded system.
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Fig. 1 System concept of embedded architecture

2 Background

2.1 Cyber-Physical System

A cyber-physical system is the method wherein the computer primarily based set
of regulations is controlled and monitored and tightly included with the internet
and its patron [8]. In CPS, the bodily and software program application additives
are deeply intertwined, every taking walks on special spatial and temporal scales,
displaying more than one and excellent behavioral modalities and interacting with
every exceptional in quite some techniques [9]. Examples of CPS encompass clever
grid, impartial vehicle structures, scientific tracking, method manipulate functions,
robotics and automated pilot avionics.

CPS involves processes, merging concept of cybernetics, mechatronics, design
andmanner technological know-how [10]. The systemmanage is knownas embedded
devices. CPS is likewise similar to the (IoT), sharing the same primary structure,
despite the truth that CPS offers a higher mixture and coordination between bodily
and computational elements [9]. Figure 2 shows the architecture of Cyber-physical
system.

2.2 Real-Time Operating System

A real-time operating system (RTOS) imagined to serve real-time applications that
manner facts due to the fact it is far available in, normally without buffer delays.
RT systems require specific help from OS [11]. Tenths of seconds or the shorter
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Fig. 2 Architecture of cyber-physical systems

increments of time are for measuring the working system processing time. RTOS is
a time positive device which has nicely described steady time constraints. Processing
should be carried out inside the described constraints or the failed devices [12]. They
both are event driven or time sharing. Event-pushed structures switch among respon-
sibilities primarily based on their priorities, while time-sharing structures switch the
challenge primarily based on interrupts. Most RTOS uses a preemptive scheduling
a set of rules.

2.3 Kernel

A kernel is the critical part of the working system that manages the operation of the
pc and the hardware most appreciably reminiscence and CPU unit. There are two
types of kernels. A microkernel, which only incorporates fundamental functionality.
A monolithic kernel, which contains many device drivers. It is capable of doing at a
simple level, speakingwith hardware and handling assets, consisting of RAMand the
CPU. The kernel plays a machine check and acknowledges additives, which include
the processor, GPU and memory. It also tests for any related peripherals [7]. Kernel
is the software program chargeable for running packages and offering comfortable
access to the machine’s hardware. Since there are many packages, and resources are
constrained, the kernel also decides whilst and the way lengthy a software ought to
run [5]. Figure 3 shows the architecture of Kernel.
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Fig. 3 Architecture of kernel

2.4 RTOS Scheduling Models

• Cooperative multitasking
• Preemptive multitasking
• Rate-monotonic scheduling
• Round robin scheduling.

2.4.1 Cooperative Multitasking

Non-preemptive multitasking is also known as cooperative multitasking is a style
of pc multitasking in which the strolling device in no manner initiates a context
switch froma system to each other technique. Strategies voluntarily yield andmanage
periodically in order to permitmultiple programs to be run concurrently [13, 14]. This
sort of multitasking is referred to as “cooperative” due to the fact all packages must
cooperate for the entire scheduling scheme to paintings. The technique scheduler of
an operating tool is known as a cooperative scheduler, having its function decreased
right down to beginning the approaches and permitting them to move lower back
control again to it voluntarily.

In comparison, preemptive multitasking interrupts programs and offers con-
trol to other methods out of doors the applications manipulate [15]. Cooperative
multitasking is used with look ahead to in languages with a single-threaded event.

2.4.2 Preemptive Multitasking

The time period preemptive multitasking is used to differentiate a multitasking oper-
ating tool, which allows preemption of obligations, from a cooperative multitasking
system wherein strategies or responsibilities should be explicitly programmed to
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yield once they do no longer need gadget resources [16]. In easy terms: Preemptive
multitasking includes using an interrupt mechanism which suspends the presently
executing way and invokes a scheduler to determine which way needs to execute
next. Therefore, all techniques get a few amount of CPU time at any given time. In
preemptive multitasking, the working device kernel can also initiate a context trans-
fer to fulfill the scheduling insurance’s precedence constraint, therefore preempting
the lively undertaking. In general, preemption technique “earlier seizure of” is used
when the excessive priority assignment at that stage seizes the present undertaking
tasks, then it is referred to as preemptive scheduling.

Although multitasking strategies were in the beginning developed to allow mul-
tiple users to proportion a single system, it quickly has become apparent that mul-
titasking becomes beneficial no matter the number of users [17]. Many working
structures, from mainframes down to unmarried-person non-public computer sys-
tems and no-user manage structures (like those in robot spacecraft), have diagnosed
the usefulness of multitasking assist for a variety of reasons. Multitasking makes it
viable for a undetermined consumer to run multiple applications at the equal time,
or to run “historical past” procedures even as keeping manage of the laptop.

2.4.3 Rate-Monotonic Scheduling

In pc technological knowledge, rate-monotonic scheduling (RMS) is a set of rules
with priority utilized in real-time operating systems (RTOS) with a static-precedence
scheduling elegance [18]. The static-level priorities are assigned in linewith the cycle
period of the pastime, so a shorter cycle length results in a higher venture precedence.
Rate-monotonic system is used alongside the ones systems to provide scheduling
ensures for a selected application.

2.4.4 Round Robin Scheduling

Round robin scheduling (RR) is one of the algorithms through device and community
schedulers [19]. As the time period is generally used, time slices (additionally called
time quanta) are assigned to system of every tasks in identical quantities and in round
order, handling the determinedprocesseswithout precedence (additionally referred to
as cyclic government). Round robin scheduling is straightforward, smooth to position
into impact, and hunger-loose [9]. Round robin scheduling also can be completed
to different scheduling troubles, together with records packet scheduling in laptop
networks.
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3 Existing System

3.1 Estimation of WCET

The worst-case execution time of ti is same to the smallest of t gratifying the
subsequent equality [20].

t = Cit +
∑

j<i

[
t

Tj

]
C j . (1)

Cit Worst-case execution time
Di Relative deadline parameter
Ti Inter arrival separation time.

The worst-case workload of i with maximum precedence tasks over a determined
interval of period t,

∑

i

[
t

Tj

]
Ci (2)

The worst-case workload of i with maximum precedence tasks over a determined
interval of period t,

Hi (t) = t − W (t) (3)

The pseudo-inverse function Xi(c) of Hi(t) is the smallest,

Xi (c) = min
t

{: Hi (t) ≥ c} (4)

The worst-case response time Ri of task is given by

Rit = max
k=1,2,...

{Xi − 1(kCi ) − (k − 1)Ti } . . . (5)

3.2 Task Response Time

The task response time has been estimated for the processor,
K th job in task Ti

Rit = max
k=1,...k

{Xi − 1(kCi ) − (k − 1)Ti } (6)
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K* < +∞

Rik = Xi − 1(kCi + I ) − (k − 1)Ti ≥ Xi − 1(kCi ) − (k − 1)Ti (7)

It is non-decreasing function, [21]

Rit ≥ max
k>k∗

{Rik} ≥ max
k>K∗

{Xi − 1(kCi ) − (k − 1)Ti } (8)

We assume that

∀x :: f lb(x) ≤ f (x) ≤ f ub(x) (9)

Worst-case response time Rit ,

W ub
i (t) ≥ Wi (t) (10)

Relationship for idle time,

H lb
i (t) = t − W ub

i (t) ≤ t − Wi (t) = Hi (t) (11)

The relationship between pseudo-inverse function,

Xub
i (c) = min

t

{
t :H lb

i (t) ≥ c
} ≥ min

t
{t :Hi (t) ≥ c} = Xi (c) (12)

Rub
i = max

k=1,2,...

{
Xub
i−1(kCi ) − (k − 1)Ti

} ≥ Ri (13)

The maximum amount of time that the processor executes,

Wi (t) =
t∑

j=1

wj (t) (14)

W0
j (t) is the maximum amount of time that the processor executes the task at any

time interval,

∀ j∀t w0
j (t) ≥ wj (t) (15)

The equation of linear bound is given by

w0
j (t) ≤ Uj t + C j

(
1 −Uj

)
(16)

The linear upper bound function,
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Wi (t) =
i∑

j=1

wj (t) ≤
i∑

j=1

w0
j (t)

≤
i∑

j=1

(
Uj t + C j

(
1 −Uj

)) = W ub
i (t) (18)

The worst-case response time for upper bound,

Ri ≤
Ci+∑

j<i C j(1−Uj)

1 − ∑
j<i U j

= Rub
i (19)

W ub
i (t) =

i∑

j=1

(
Uj t + C j

(
1 −Uj

))
(20)

H lb
i (t) = t

⎛

⎝1 −
t∑

j=1

Ui j

⎞

⎠ −
t∑

j=1

(
C j

(
1 −Ui j

))
(21)

It is invertible,

Xub
i (h) = h + ∑i

j=1 C j
(
1 −Ui j

)

1 − ∑i
j=1Ui j

(22)

4 Proposed System

4.1 The Dynamic Cloud Manufacturing Scheduling

4.1.1 The Average Service Utilization Rate

Ur (t1, t2) =
⎛

⎝
N∑

i=1

ni∑

j=1

ui, j (t1, t2)

⎞

⎠
/(

N∑

i=1

nir

)
(23)

The average carrier utilization price U is calculated via price ui,j within the cloud
manufacturing platform.
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4.1.2 Average Task Delay Time

Reducing the common task put off time of all duties

Dr (t1, t2) =
(

M(t1,t2)∑

i=1

di

)/
(Mr (t1, t2)) (24)

Dr (t1, t2) is for average task delay time of the cloud manufacturing platform.
The delay time di of task can be calculated

dir = Fir − air (25)

The completion time Fi of Ti is equal to the last subtask of Ti

Fir = fir,mir (26)

4.1.3 Weighted Average Task Delay Time

In cloud manufacturing environment, the different tasks will have different priority,
and the weighted average delay timeWr(t1, t2) of all tasks should be considered and
can be calculated

Wr (t1, t2) =
(

Mir (t1,t2)∑

i=1

pirdir

)/(
Mr (t1,t2)∑

i=1

pir

)
(27)

4.1.4 Proportion of Delayed Task

The proportion of delayed task during time span [t1, t2]

Rr (t1, t2) = |B|
Mr (t1, t2)

(28)

B = {Ti/Ci < Fi , t1 ≤ ai , Fi ≤ t2} (29)

4.1.5 Constraints

There are varieties of constrains for the scheduling solutions for the dynamic cloud
production scheduling problems
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• Constrains of service selection
• Constrains of subtask start time

Constrains of Service Selection
For the constrains of service selection, the subtask can handiest pick provider which
can be able to execute the subtasks

vh,g = 1 (30)

where

hr = hx,y (31)

gr = gi, j (32)

Constrains of Subtask Start Time
Here, there are two tasks which are executing in a platform. The begin time of an
intermediate mission cannot be earlier than the completion time of the front subtask

air ≤ zi,1 (33)

fi, j−1 ≤ zi, j (34)

where 1 ≤ i ≤ Mr (t1, t2) and 2 ≤ j ≤ mi.

5 Results and Discussion

Figures 4, 5, 6, 7, 8, 9 and 10.

6 Conclusion

The challenge contributions may be summarized as follows: the test for a WCET
estimation with EDF scheduling algorithm that adopts a worldwide method to task
allocation upon uniprocessors. That is, the behavior of algorithm EDF—one such
formerly described [10, 12] static-precedence global scheduling set of rules upon
uniprocessor systems. The simple sufficient conditions for determining whether any
given periodic undertaking system will be successfully scheduled by way of algo-
rithm EDF-VD upon a given uniprocessor platform. The situation of the reaction
time was calculated for further scheduling of obligations under EDF-VD algorithm.
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Fig. 4 Gantt chart for uniprocessor scheduler under earliest deadline first

Fig. 5 Timing overhead for uniprocessor scheduling under earliest deadline first
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Fig. 6 Task distribution under earliest deadline first scheduler

Fig. 7 CPU cycles (save and load count)
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Fig. 8 Load by CPU under simulation

Fig. 9 Log file of the scheduler under earliest deadline first algorithm
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Fig. 10 Log file of the scheduler under earliest deadline first algorithm

The outputs were visualized the use of the Gantt charts. The deadlines and miss had
been honestly seen within the output.

The circumstance of earliest deadline first together with virtual deadline by esti-
mating the shortest last time set of rules, the system model can be designed, and
outputs might also explicit sufficient schedulable project over uniprocessor plat-
forms. The uniprocessor set of rules can be better in addition to create a platform on
multiprocessor environments.
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Automatic Solid Waste Dumping Alert
System

K. Bhuvana, S. Deeksha, M. Deepthi and A. D. Radhika

Abstract One of the fundamental problems the world facing today is waste man-
agement. The main problem with waste management is that the dustbins placed by
the municipal company are filled earlier and overflow before the next cleaning pro-
cess (Mirchandani in 2017 International conference on big data, IoT and data science
(BID), pp 73–76, 2017 [1]). This poses environmental threats and causes health prob-
lems. This dangerous scenario can be avoided by installing an alarm system for the
dumping of solid waste. The main objective of this paper is to alert the municipal
web server to clearance of overloaded dustbins when solid waste flows over the pub-
lic dustbin. Here, we can build the dustbins using the MCU, RFID, GPS, ultrasonic
sensor and Wi-Fi module to prevent the overflow of the dustbins.

Keywords Node MCU · GPS · RFID · Ultrasonic sensor · Wi-Fi

1 Introduction

India’s main problem is waste management, which faces rapid population growth,
disorganization of the municipal government, lack of public awareness and public
involvement. Because of this, the overflowofwaste in dustbins leads to an unhygienic
environment, which poses health problems, and there is also no clearance of thewaste
on time. People should be responsible enough to use the dustbins properly and not
throw the waste out of the overloaded dustbins [2]. To prevent this, the dustbins can
be properly placed. Currently, we do not find advanced systems that use the method
of alerting municipal web servers to overfilled dustbins when the amount of garbage
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exceeds the capacity of the dumpster. This system is mainly focused on this. In order
to overcome these problems, we use dumpsters that include alert systems to alert the
municipal web server so that they can identify the locations of the dumpsters using
the GPS, and RFID is used for the unique ID verification process and helps to provide
an alert system for the overloaded dumpsters. When the dustbin is overloaded, the
Wi-Fi module sends the notice to the individual concerned. By using this technology,
we can achieve the cleanest and efficient use of intelligent dumpsters at a lower cost
[3].

2 Existing Methodology

The existing solid waste management system includes the conventional dumping
method in a dustbin, and then, the cleaning process performed by the municipality
concerned. Although this method is concerned with the management of solid waste,
it can lead to unhygienic environments, air pollution and some health problems if
there is no proper clearance of waste on time [4]. And there is also no proper way to
automatically alert the municipality concerned about clearing the filled dustbins. The
waste management system in different countries can be different, and it will also be
different in urban and rural areas [5]. It is, therefore, necessary to have an automatic
system that senses the waste level in dustbins and alerts the people concerned about
the cleaning process so that we can avoid overloading the dustbins. This paper is
about giving an alert message about the fully filled dustbins to the municipal web
server. Here, we use the efficient and cost-effective node MCU instead of Arduino,
using sensors, we feel the level of waste, and RFID tags and GPS are used to locate
the fully filled dustbin areas in an amortized manner. This paper, therefore, proposes
an automatic solid waste management system that is cost-effective and efficient.

3 System Architecture

We use components such as GPS, MCU node, wireless module, RFID and ultrasonic
sensors in system architecture. If the dustbins contain an MCU node, an ultrasonic
sensor is connected to the MCU node. This is essentially used to detect the level of
dumpsters, whether or not they are fully filled. Then, if the sensor senses the dump
level as fully filled, it uses the Wi-Fi module and sends a message to the person or
web server of the municipal corporation that the dumpsters are cleaned as they are
fully filled. The related people of the municipality will then know that the dustbin is
fully filled with the alert system provided. In this case, the GPS is used to locate the
location of the dustbins by sending the current position of the dustbin or the actual
tracking position of the dustbin, and the RFID is used to provide each dustbin with
a unique identification number to ensure which of the dustbin in a located area is
to be cleaned. This can be done using the RFID tag and the RFID reader where the
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Fig. 1 Architecture of components used in dustbin

RFID reader is used to obtain information from an RFID tag that is also used for
tracking objects. Radio waves are used here to transfer the data to a reader from
the tag. Therefore, we can locate the dustbin using the GPS and RFID tags, and the
cleaning process is performed by the individual concerned [6] as shown in Fig. 1.

4 Proposed Methodology

4.1 Node MCU

Node MCU is an open-source IoT platform, and it uses a Lua scripting language, a
lightweight multi-paradigm programming language designed primarily for embed-
ded systems and customers. MCU node is a development board with a popular Wi-Fi
chip ESP8266. Like a microcontroller, ESP8266 can be programmed. It can, there-
fore, be of great benefit to Arduino, who can connect to the Internet via Wi-Fi. The
breakout board ESP8266 has limited pins in the chip itself with many output ports
[7] as shown in Fig. 2.

Fig. 2 Node MCU
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Fig. 3 Ultrasonic sensor

4.2 Ultrasonic Sensors

The HC-SR04 ultrasonic sensors are made of piezoelectric crystals, which use high-
frequency sounds to resonate the desired frequency and convert acoustic energy into
electric energy and vice versa. The exact distance between the object and the sensor
is measured, and the time intervals between transmission and reflection are measured
as shown in Fig. 3. The distance change is calculated repeatedly and produced using
the formal [8]

Test distance = high level time ∗ velcity of sound(340M/S)/2.

This multiplies the value by 1/2 or 0.5 because ‘t’ is the time for the distance to go
and return. Initially, a pulse is generated at the base of the distance in the ultrasonic
sensor to send the data to the MCU node. The starting pulse is approximately 10 µs,
and the PWM signal at the base of the distance is 150–25 µs. If there is no obstacle,
the 38 µs pulse is generated for the MCU node, which determines that no objects
are present.

4.3 GPS

GPS is a device that interacts with the GPS satellites to receive the information
required from the satellites required to calculate the geographical position of the
device. In this article, we will interface the GPS module with the MCU node. A
simple server of the local web, i.e. using node MCU, the municipal server is created,
and the location details are updated on that server website. The GPS is used here to
send tracking position data in real time.
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4.4 Wi-Fi Module

Stations (STA) are those devices connected to the wireless network. An access point
(AP) provides a Wi-Fi connection. The other access point end is connected to the
cable network. Wi-Fi network accesses point to the Internet. SSID recognizes every
access point where SSID means identifier service set. This is the network name you
choose when you connect a station to the Wi-Fi (or call it a device). Each ESP8266
module can be connected to the Wi-Fi network as a station. It is thus able to connect
stations to these modules. The third ESP8266 can operate both in the station and soft
point mode at the same time as shown in Figs. 4, 5 and 6.

4.5 Radio-Frequency Identification

Radio-frequency identification (RFID) is essentially used for the purpose of verifi-
cation. Radio waves are used here for reading and capturing information stored on
a tag attached to an object. The main advantage over bar code is that, unlike a bar
code, it can be used to read the tag from a distance of up to several feet and does not

Fig. 4 ESP8266 operating in the soft access point mode

Fig. 5 ESP8266 operating in the station mode
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Fig. 6 ESP8266 operating in the station + soft access point mode

need to be in the reader’s direct line-of-sight. RFID can, therefore, be used instead of
the bar code. An RFID reader is used here to read the information from the tag and
therefore to carry out the identification process. It has mainly two types of active and
passive RFID. Because the tags do not require batteries or maintenance in passive
RFID, we can use them here. The tags are also small enough to fit a label. And it has
three parts, an antenna, a semiconductor chip and a kind of encapsulation attached
to it. These are used to perform the actual identification operations in which the
antenna captures energy and transfers to the ID of the tag, and the chip coordinates
this process, whereas the encapsulation maintains the integrity of the tag and protects
it against external conditions [9, 10].

5 Conclusion

The aim of the solid waste dumping alert system is to promote a decent quality
of life, a clean and sustainable environment. The system proposed is an approach
for the planning and management of solid waste. This system prevents the irregular
cleaning of public bins by sending an alert to the person concerned at a regular time.
The technologies used here give visibility to the management of solid waste and help
to clear it regularly in public dustbins. The clearance here depends on whether the
dumpster is full, half or empty. It also proposes reducing costs and the efficient use of
intelligent dumpers. In general, it is intended to create a clean and green environment.
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User Authentication for Mobile Phones
by Pseudo Signature Using CNN

Christy James Jose and M. S. Rajasree

Abstract Today, majority of the world population has one companion with them
always. This companion has all the private information of the person. That compan-
ion is the smart phone. Considering the private data its holding, the unauthorized
usage by friends, family members and strangers are to be avoided. The traditional
way of preventing the unauthorized usage is to lock the device with PIN numbers,
graphical patterns, fingerprint sensors and face unlock mechanisms [1]. The last two
are available with high-end phones only. Even these mechanisms rely on the first-
mentioned methods in case of a sensor failure. Primary authentication mechanisms
could be easily breached. In this paper, we are investigating the usage of handwrit-
ten signatures as an authentication method. We are suggesting a Pseudo signature, a
signature drawn on the touch screen of the phone using the finger tip. We have used
convolutional neural network classifiers to classify the genuine user and intruder.
Experimental results show our suggestion is promising and it could be used as an
easy-to-use user-friendly primary authentication for smart phones.

Keywords Authentication · Classification · Smart phones · Convolutional neural
networks

1 Introduction

Primary authentication on smart phones are basedonPIN,GUIpasswords, fingerprint
sensors and face unlock mechanisms. Most of the users are either satisfied with these
mechanisms or does not use it at all [2]. Protection of private data and prevention
of unauthorized usage of the device are the need of the hour. Problems with these
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methods lies in the fact that all these methods can be breached and ownership of
the device can be taken over by an intruder [3]. Our proposal suggests handwritten
signature, more precisely, pseudo signature drawn on the touchscreen of the mobile
phones for authentication. The motivation behind the suggestion is the fact that
graphical passwords or PIN numbers can be stolen by intruders by the methods
like shoulder surfing and smudge attack. Moreover, there is a chance of forgetting
the pattern or PIN number by the genuine user himself. Signatures have been used
by everyone for the purpose of identification and banking purposes. The advantage
of using signature is that usually nobody forgets his signature and we assume that
nobody can imitate others signature hundred percentage perfect. So, any person
imitating a genuine users signature to unlock amobile devicewill be blocked instantly
and we expect this method will have highest rate of user acceptance since there is no
need to remember anything other than his own signature which is a very personal bio
metric. Here, what we suggest is that every user has to draw his signature with his
fingertip on the touch screen of his mobile phone. The device will verify the signature
with an already trained model and grants access based on the classifier result.

2 Related Work

Khuwaja and Laghari [4] proposed an offline signature recognition system to identify
the handwritten signatures using a neural network which is trained with the low-
resolution scanned images of the handwritten signatures. Eventhough they could
achieve an accuracy of 98%, there was no mention about the capability to reject
a forged signature. We could see so many works on signature verification, but the
difference with our work is that we are analyzing a signature drawn on the touch
screen using the finger, whereas most of the works have studied signature drawn
on paper using a pen or signature drawn using a stylus on touch screen. Chen et al.
[5] suggested pseudo signature as a bio metric, but the data they have created was
of shapes like circle, triangle, etc., drawn by different subjects. They could achieve
an FAR of 20%. Nowadays, the number of phones came bundled with a stylus are
few. Some of the works had used the well-known algorithms. Fischer et al. [6]
used dynamic time warping (DTW). In Wijesoma et al. [7] had used the root-mean-
square (RMS). HiddenMarkovModel (HMM) was used by Fierrez et al. [12]. These
algorithms were used match the time-series data of the signature. The works by Feng
and Wah [9] were utilizing a statistical similarity evaluation by making use of the
descriptive features of the signature. Fierrez Aguilar et al. [8] has projected unique
features like the total duration taken to draw the signature, pen pressure and number
of times the pen lost its contact. Our work proposes deep learning as a solution to our
problem of classification. We had came through the work by Iranmanesh et al. [10]
that has analyzed the possibility of employingmachine learning for the classification.
According to them, they have used it to improve the accuracy. Their work has shown
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an accuracy of 82.42 but failed in recognizing an imitated signature. Auto encoder
was used in the work by Nam et al. [11] and they could achieve an accuracy of 92%
and were successful in recognizing the imitated signatures.

3 Proposed Method

The block diagram of the work is illustrated in Fig. 1.Wewould capture the signature
as an image using a suitable application. Then, use this image to recognize the user.
Since its been drawn casually on the screen, it may not be exactly matching a persons
signature drawn on a paper. Somatching a pseudo signaturewith a signature drawn on
paper is out of scope. But we can be sure that the movement of your finger to draw the
signature on the screen would be showing away the same direction and almost same
speed in both cases.In Phase 1, Enrollment, Training and Validation, the signatures
of both genuine user and intruder are collected and labeled to form the training
and testing data. As we can see, the collected number of samples would be low in
numbers. In a real-time situation, this would be true. No user would be interested in
drawing a lot of his signature for enrollment. Keeping in mind this situation, we are
suggesting data augmentation so that the number of samples required for training the
CNNwould be sufficient. Operations performedwere rotation up to 10◦, zoom, shear
and skew. Our assumption was that the pseudo signatures are time variant and it has
all the above-said deformations over time. For our test, we have used 260 samples
for training and 32 for validation. Finally, individual signature samples were tested
using the trained model. Finally, individual signature samples were tested using the
trained model. We can set threshold levels for the confidence levels of the classifier.

Signature

Signature Images  of  
Genuine User Labelled T 

Signature Images of Intruder  
Labelled F  Convolutional 

Neural Network

Fully connected 
Layer - 
Classification

Trained 
Model - 
Classifier

Trained 
Model - 
Classifier

Signature

GENUINE User

INTRUDER

Access Granted

Access Denied

Phase 1. Enrolment Training & Validation 

Phase 2. Testing Phase

Fig. 1 Block diagram
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Fig. 2 Signature pad android app

We may grant access to non-critical applications if it is greater than 60% similarity
and for critical applications, it may be greater than 90%.

3.1 Data Set Creation

We have created our own data set for the experiment. We have chosen three subjects
for this experiment. All male candidates from our department in the age group 24–
43years. Out of this three subjects, 1 is designated as genuine one and other two as
intruders. All data has been generated in a single session. Prior to data collection,
the designated genuine user was asked to display on the board how he is drawing
his signature. The details include the staring point, the direction followed and the
normal speed. This was repeated more than once. Genuine user was also directed
to sign on the touch screen in the presence of other subjects so that they can see
the signature details. For the data collection, we have used an App “Signature Pad”
from the Google Play Store. Screen shot of the app is given in Fig. 2. It essentially
stores whatever a user draws in the given window on the touch screen of the phone as
an image in the phone memory in JPEG format. The Signature Pad application has
a fixed size window. On this window, all subjects are supposed to draw the pseudo
signature using their finger tip. We have generated the data set in a single session. All
the signature images are stored in the internal memory of the phone. We have copied
these images and labeled them. Label T is given to the genuine user signature and
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Fig. 3 Signature samples

label F to all other image. So we have taken more than 20 numbers of samples from
the genuine user and others are asked to imitate the signature (Fig. 3). Help from
the genuine user was there as to show how he signs. This is to ensure that whoever
tries to imitate the signature will have a close resemblance to the original one and
we would study performance of the classifier in a perfectly mimicked signature.
Data augmentation was performed on both training and test data, so as to increase
the number of samples. Then, these images were used for training and testing our
convolution neural network. We have used the Python 3.6 along with Keras deep-
learning library for all the coding and simulations.

In CNN-based classifier, convolution is performed on the image data set and it
extracts features in that image. Ultimately, it helps the machine to learn the image
characteristics. Pooling is the technique used to reduce the image size without losing
features. Flattening is used to transfer two-dimensional matrix of features into vector
features, so that it can be given as input to a neural network classifier (Fig. 4).

4 Results and Discussion

In this study we have used CNN for feature extraction and a fully connected layer
for classification of genuine user vs an intruder. The training and validation setup
are described as follows, Th epoch set to 5 after some trial and error, each epoch has
taken approximate 1–1min and twenty seconds to complete. Both training loss and
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Fig. 4 Model summary

Fig. 5 Training graph

validation loss were decreasing. We have got training accuracy of 99% (Fig. 5) and
validation accuracy of 97% (Fig. 6). This shows our proposal is good alternative to
traditional primary authentication methods.

Normally, the signature drawing on the touch screen will generate sensor data
especially from the accelerometer and the sensors associated with the touch screen,
like the coordinates the pressure finger size etc. These features can also be used for
recognizing the user, but in this work that is not taken into consideration.

The signature bio metric is known to vary with respect to time, moreover we are
drawing our signature using finger which is more likely to have deformations every
time. Another factor is the way an user holds the phone during his signing process.
Our data set was collected in a controlled environment. Every subject was sitting
and holding phone in their hands. In reality they may be lying, walking or the phone
may be on a desk. Situations mentioned above were not taken into consideration. It
has been observed that during our data collection, frequent errors are happening in
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Fig. 6 Validation

signature drawing and if such data is there in the training set, it will affect the overall
accuracy.

5 Conclusion

Our study proposed pseudo signature, signature drawn using the finger on touch
screen as an authentication method in place of PIN and Graphical Pattern. Simula-
tion results shows that suggestion has a potential to replace the existing entry point
mechanism. From the users point of view, the signature bio metric is easy to remem-
ber and its resistant to forgery and stealing. Our study has achieved a remarkable
accuracy. The shortcomings of the study are as follows. The entire work carried out
on a limited data set. The time variance are not taken into consideration. As a future
work, we would consider the signature variance of the genuine user over time and
the model has to adapt the changes so as to make necessary modifications to the
learned model. Further, if we can add the accelerometer readings generated during
the signature drawing to the data set accuracy can be further increased.

Compliance with Ethical Standards All studies were conducted in accordance with principles
as defined in the Declaration of Helsinki Conference and approved by the relevant departmental
review board. Informed consent was obtained from all participants included in the study.
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Autonomous Mobile Robot Using RGB-D
SLAM and Robot Operating System

Jash Mota, Prutha Edwankar, Yash Shetye, Manisha Sampat
and Dattatray Sawant

Abstract Generally, the real-world environment is dynamic in nature. The transi-
tory and individuals items seem stationary for some time; however, they are later
moved, for example, chairs. A robot must somehow manoeuvre through the moving
objects for which it uses the SLAM algorithm. This paper explores Gmapping and
HectorSLAM on autonomous mobile robots for indoor applications using Microsoft
Kinect Robot Operating System (ROS).

Keywords Autonomous mobile robot · SLAM · RGB-D · Kinect · ROS ·
Navigation · Differential drive

1 Introduction

This paper explores autonomous navigation—one of the most challenging tasks in
robotics. Autonomous mobile robots are a category of robots capable of navigating
in a dynamic environment to the goal without any information from the user other
than the goal point. The autonomous navigation comprises of knowing where we
are in the dynamic environment, what does the environment look like at a particular
instant, and what is the transformation between the sensor and the wheelbase. A
two-wheeled differential drive with circular base has been chosen for the purpose of
this paper. Stepper motors provide the odometry data, while Kinect provides a laser
scan of the environment. All computation and communication happen through ROS.
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2 Slam

Simultaneous Localisation and Mapping is a problem to build an unknown envi-
ronment’s map and to determine its location in that environment after the mobile
robot is kept at an initially unknown position and orientation in the environment
[1]. The SLAM problem was first posed in 1986 at IEEE Robotics and Automation
Conference [2]. Eventually, it was realised that when the problem of mapping and
localisation is combined as a single estimation problem, the solution is more accu-
rate. SLAM estimates the location of the robot and the landmarks and plans a path
online, without any previous knowledge or a prebuilt map. There are many differ-
ent solutions to the problem of SLAM, with probabilistic SLAM, Extended Kalman
Filter SLAM (EKF SLAM), GraphSLAM and FastSLAM being the most prominent
ones [3]. The computation required to solve the problem increases quadratically with
an increase in the number of landmarks.

3 Localisation

The pose of the robot is necessary to plan a path to reach the navigation goal. Localisa-
tion can be achieved either through an inertial measurement unit (IMU) or by getting
feedback of the velocity of each motor [4]. An inertial measurement unit generally
comprises of an accelerometer, gyroscope and amagnetometer to calculate linear and
angular accelerations in three-dimensional space, which can be integrated to give the
value for orientation and position of the robot in space. Meanwhile, the rotation of
the wheels can also be measured using sensors like wheel encoders and can be used
to calculate linear velocities of each wheel [5]. Depending on the drive mechanism
of the robot, proper inverse kinematics can be computed to give the positional and
orientation values. For this paper, the robot has a differential drive with two wheels.
Also, stepper motors are used for driving the wheels. The advantage of using stepper
motors is the accurate open-loop control of the rotation of the motor. This allows to
precisely measure the rotation of the wheels, which will yield the angular velocity
over time, which would yield linear velocity for that particular wheel. Instantaneous
centre of curvature can be applied to find out the new pose of the robot relative to
previous pose (Fig. 1).

Mathematical model:

ω = θ × δt

vr = ω ×
(
R − L

2

)

vl = ω ×
(
R + L

2

)
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Fig. 1 Computing pose for a differential drive

Which yields

R = L

2
× vl + vr

vr − vl

And,

ω = vr − vl

L

Therefore,

ICC = [x − R sin θ, y + R cos θ ]
[
x ′

y′

]
=

[
cos ωδt − sin ωδt
sin ωδt cos ωδt

]
×

[
x − ICCx

y − ICCy

]
+

[
ICCx

ICCy

]

θ ′ = ωδt + θ

Robot’s position and orientation (pose) can be calculated using the above
equations.
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4 Mapping

In order to manoeuvre, the robot must know themap of its environment. In a dynamic
environment case, the map is constantly being updated and fed to the robot. There are
numerous ways to map any room. While LIDAR is a very accurate laser scanning
method, the sensors are usually expensive. Instead, for the purpose of this paper,
a Microsoft Kinect was used to get the landmark estimates. It incorporates several
advanced sensing hardware. Kinect contains a depth sensor, an RGB camera, micro-
phone array and an IR emitter. The IR emitter emits infrared light, the intensity of
which at different points is captured through an IR camera. The pattern captured is
correlated against a reference pattern. This image is matchedwith the image obtained
from the RGB camera image to obtain the distance of each point. TheKinect captures
307,200 depth points at a rate of 30 fps [6]. The data is stored as a point cloud, which
is a set of data points in a given coordinate system. Binding these point clouds from
various frames gives a 3D map of the environment.

5 System Setup

For our experiments, we built upon the TurtleBot 2 hardware, a set of sensors,
equipped with a computing system, microcontroller to communicate between the
wheel motors and the computer running Robot Operating System (ROS). ROS is
used for modelling, simulation and visualisation of output from laser scan topics,
along with providing support for distributed computing and providing packages for
navigation [7]. The computational platform is based on Intel Core i5, Radeon graph-
ics, which supports CUDA. Table 1 provides all the system specifications ROS phi-
losophy has the goal of being a peer to peer, tools based, multilingual, lightweight,
free and open-source middleware to provide a structured communication layer above
the host OS, Ubuntu 16.04 in this case, or a network of computers. Communication
happens between different nodes through topics where the data is published and
subscribed as messages. A node can publish a message on a topic to several other
nodes and subscribe to several other nodes too. This way, the whole procedure can
be broken down into modular nodes (Fig. 2).

Table 1 Robot’s system
configuration

Parameters Configurations

Processor Intel Core i5

GPU Radeon

RAM 12 GB

RGB-D Microsoft Kinect

OS Ubuntu 16.04 LTS

ROS Kinetic Kame
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Fig. 2 System setup

A differential drive was used with stepper motors to provide the odometry data.
A circular base was chosen to allow the robot to pass through a given cross section
in any dimension in extreme cases, which is not possible in square bases.

6 Experimental Environment

The robot was initialised in a completely unknown environment with no prior knowl-
edge.Data fromKinectwas published on laser scan topic onROS.Value from IMUor
the wheel revolutions is published in the topic odom [8, 9]. Along with the informa-
tion about odometry and laser scan, a transformingmessage is necessary to transform
the point cloud value from theKinect to the frame, in this case, themobile base frame.

Gmapping [10] is a laser-based SLAM algorithm [11–13] and a widely used
SLAM package in the ROS community. Alternative to Gmapping is HectorSLAM,
which combines a 2D SLAM system [14] and 3D navigation [15], using an inertial
measurement system. Gmapping is recommended by Santos et al.

Gmapping takes input from /laserscan, /odom and /tf and localises the robot and
plans a path to reach the goal. Gmapping creates a local occupancy grid which is
a grid of estimates of the position of the robot. The estimate improves with more
landmarks and with an increase in runtime.
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7 Conclusion

This paper demonstrates how a robot can be built or configured to navigate
autonomously with the help of a laser scanner and an IMU. The paper also discusses
two prominent SLAM algorithms and how ROS helps incorporate communication
between various nodes, enforce distributed computing and working with navigation
stack of ROS. Further, visual tools like Gazebo and MoveIt! can also be explored
for simulation of the project. The experimental prototype setup demonstrated in
this paper can be used in homes to carry out routine tasks like cleaning homes or
delivering items from one room to another.
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Survey on Data Mining and Predictive
Analytics Techniques

S. Sathishkumar, R. Devi Priya and K. Karthika

Abstract Nowadays, predictive analytics is one of the most important big data
trends. Predictive analytics is the accumulation of extensive, mostly unstructured
data from various sources. The mixture of various information sources, for example,
online networking information, climate and traffic are improved by internal informa-
tion is especially basic. But both predictive analysis and data mining attempt to make
divination about possible events in the future with the help of data models. Predic-
tive analytics processes utilize various statistical strategies such as machine learning
or neural networks, regression and extrapolation to perceive in the information pat-
terns and infer algorithm. These algorithmic procedures are assessed depending on
test data and optimized data. It is to be noted that as data availability increases, the
accuracy of the algorithm also improved. By chance if the improvement procedure
is finished, the algorithm and the model can be connected to information whose
classification is obscure. Predictive analytics model captures connection between
various factors to assess chance with a specific set of conditions to distribute a score
or weightage. Successfully, on applying predictive examination, the organizations
can adequately explain huge information for their benefit. We present a detailed sur-
vey on data mining and predictive analytics here, by analyzing 15 techniques from
standard publishers (IEEE, Elsevier, Springer, etc.) of the year from 2008 to 2018.
Based on the algorithms and methods utilized which are inconvenient, the problems
are analyzed and classified. Moreover, to indicate the improvement and accuracy of
all the research articles is also discussed. Furthermore, the analysis is carried to find
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the essential for their approaches so that we can develop a new technique to previse
the future data. Eventually, some of the research issues are also inscribed to precede
further research on the similar direction.

Keywords Data mining · Predictive analytics ·Model modules · Parameter
estimation

1 Introduction

In present days, data managing becomes an essential task of many fields because
of the evolution of information technology leads to enormous amount of data. The
information technology provides a lot of information, but extracting only the essential
information becomes a difficult task; therefore, many techniques have been proposed
to deal with this issue. Among them data mining, data prediction, predictive analyt-
ics, etc. become an effective technique in current days. Information is expected to
expand as technology enhances the organization units inside the operations and it
gets connected in stable. Firms that recover and treat information as a vital resource
can make an incentive through predictive analysis [1]. This present work is focused
on predictive analytics which the brief introduction about the predictive analytics.
Analytics is an essential process of every field because it is utilized for discovering,
analyzing and understanding meaningful patterns from widespread data. The sig-
nificance of predictive analytics is inevitable in many fields because this technique
helps to predict the future about the particular field information [2]. With the help
of predictive analytics, the information about the future business performance can
be elucidated; therefore, the organizations utilized predictive analytics technique to
understand the complete growth, to improve the current scenario, to learn about the
development possibilities, etc. [3]. Besides, it is utilized for identifying trends, rela-
tionships and patterns within data that can be used to monitor the future event and
behavior [4, 5]. The general predictive methods often utilized by researchers are:
regression modeling, decision tree, Bayesian statistics, neural network, support vec-
tor machine and nearest neighbor algorithm [6]. In order to prove, we have studied
more about predictive analytics here, and the survey work is conducted based on
various papers. In addition, this work is categorized by three parts such as technique,
application and parameters measures.



Survey on Data Mining and Predictive Analytics Techniques 973

2 Survey on Data Mining and Predictive Analytics
Techniques

The survey is done by means of learning information from different research papers
from 2010 to 2018 in the standard journals such as IEEE, Elsevier, Springer and
miscellaneous international journals. Here, the survey is done by means of different
techniques and its categorizations.

2.1 KNN-Based Data Mining and Predictive Analytics

Bendre and Manthalkar [7] have proposed a novel technique for prediction of future
conditions on climatic station from big data by addressing the predictive approach
on the basis of time series and neural network utilized by MapReduce programming
model. They have included predictive analysis approach with a broad spectrum using
the models, such as examination and decay, arrangement and forecast. The time
arrangement-based decay approach was proposed to disintegrate and discover the
pattern, normal and modern components. The direct components were dealt with
time arrangement MapReduce-based autoregressive integrated moving average (M-
ARIMA)model and nonlinear segments were taken care of byMK-nearest neighbors
(M-KNN) display.

Additionally the MapReduce-based hybrid model (M-HM) is suggested to utilize
the benefits of time arrangement and neural network to enhance precision of divina-
tion. This analytics confirm the viability of developed model over the standard and
irregularity part of the information. The performance estimation and measurements
are performed to affirm the consistency of checked information. In addition, brilliant
accelerate, scale up and scrutinize are tried by varying the measure of information
collection. But when the information measure was expanded, the normal execu-
tion time was decreased by utilizing the MapReduce-based methodology over the
numerous node specialists.

2.2 Random Forest-Based Predictive Analytics

Wang et al. [8] have proposed a novel and effective predictive analytics. Business
Intelligence & Analytics (BI&A) had turned into an essential region for the spe-
cialists and experts. The ordinary business knowledge featured unmistakable and
symptomatic investigation to accomplish execution of estimation and the executives.
Besides, business analytics delayed for incorporating predictive and prescriptive
analysis to produce responsive activity plan. In the zone of BI&A, the accompanying
problems are basic yet hard to handle, particularly to legitimize the reliability of the
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proposed work, three sorts of personal computer firms included which are business
PC, modern PC and creation PC andwere correspondingly utilized to describe differ-
ent plans of action in PC enterprises: Original BrandManufacturing (OBM),Original
Design Manufacturing (ODM) and Electronic Manufacturing Services (EMS).

Appel et al. [9] have demonstrated the feasibility of utilizing methods from
machine learning and information mining to decide the upcoming opportunity and
dangers of individual properties and for neighborhoods utilizing an assortment of
basic, statistic, financial and city movement highlights with high accuracy. A larger
system of frameworks has been proposed which allows a city to move from decision-
making based on ‘educated anecdotes’. It also provided a systems solution that allows
theCity of Syracuse to begin transforming to a proactive andpreventativemodel using
analytics based onmathematical models and available data in the housing ecosystem.

2.3 ANN-Based Data Mining and Predictive Analytics

Lorenzo et al. [10] have suggested a novel technique based on ANN to investi-
gate the benefit of using a commercially accessible cloud-based machine learning
stage for examination of careful intercession in babies with pre-birth hydronephrosis
(HN). Probabilistic key component examination was utilized for information attri-
bution. Different clinical factors were incorporated into two-class choice wilderness
and neural system for model preparing, utilizing careful mediation as the essential
result. The predictive models were set out as a web administration in 35 s creating
an extraordinary API key for application and web page advancement. Individual
prediction dependent on the factors was conveyed as web based and batch execu-
tion record in 1 min. This cloud-based ML innovation permits simple construction,
arrangement and sharing of predictive investigation solution. Utilizing pre-birth HN,
for instance we propose a chance to address contemporary difficulties with informa-
tion investigation, detailing an inventive arrangement that moves beyond the cutting
edge standard.

Talaei-Khoei and Wilson [11] have proposed a novel technique to distinguish the
patients in danger of type 2 diabetes (T2D). There was a collection of writing that
utilized machine learning characterization calculations to anticipate advancement of
T2D among patients. The present investigation corresponds to the execution of the
characterization calculations to distinguish patients who were in danger of creating
T2D to put it plainly, medium and long terms. To create a balanced dataset syntactic
minority oversampling and random under sampling were used. The performance of
neural networks, support vector machine to identify the patients developing type 2
diabetes (T2D) in short, medium and long terms are compared. Through significant
investigation and data combination methods, the indicators of creating T2D were
recognized for short, medium and long haul hazard examination. The discoveries
showed that the execution of examination procedures relies on period and nature of
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expectation whether the prediction is to recognize individuals who will not advance
T2D or to decide in danger patients.

Lokhandwala and Nateghi [12] have proposed a new methodology where they
have given importance to the statistical and machine learning calculations to recog-
nize the key indicators of cooling request power, utilizing the EIA CBECS informa-
tion. They compared the utilization levels over the two years to seize how cooling
burden had developed. They saw that while the mean and middle estimations of
interest force have expanded sensibly since the mid-2000s, there had been a very
sharp expansion in greatest use power over that period. At an expansive scale level,
their information-driven investigation recognized atmosphere and building type as
the most essential indicators of interest in the years. Nourishment administrations
and in-persistent medicinal services units were famous as the most vitality serious
building types, with higher power.

2.4 Decision Tree-Based Predictive Analytics

Geological uncertainty indicates a natural risk for all mining ventures. Mining tasks
used asset square models as a noteworthy wellspring of information in arranging and
in basic leadership. Be that as it may, such operational choices were not free from
hazard and vulnerability. The idea moves on how vulnerability was dealt with and
an ability to enable in zones that make operational adaptability could direct potential
misfortunes. Information investigation was promoted as one of the significant intru-
sions in the twenty-first century and tasks that legitimately used information that
could make constant open doors in the time of a dubious future. Since associations
had bounty measures of unmistakable land information, a mix of information mining
and genuine alternatives could give an upper hand.

Ajak et al. [1] have suggested a new tool in this present work where predictive
data miningmethods were connected to a real-timemining task to examine the likeli-
hood of experiencing dangerous metal in a mining program. The information mining
models yield is utilized to make conceivable genuine choices that the activities could
meet to manage dirt vulnerability. The most widely recognized information-digging
calculation picked for this errand was the characterization tree, which anticipated
the likelihood of dirt with 78.6% precision. Poisson dissemination and Monte Carlo
reproductions were connected to inspect different genuine alternatives. The ebb and
flow look into uncovered that activities could limit unprogrammed misfortunes in
the handling plant and could yield an upgraded esteem, if the prescient information
mining calculation was connected to make genuine alternatives.
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2.5 Naïve Bayesian Classifier-Based Predictive Analytics

Bellazzi and Zupan [13] have suggested a novel concept. The outstanding accessibil-
ity of new calculation strategies and tools for analyzing data and predictive models
requires restorative data scientists and professionals to methodically chosen the most
appropriate methodology to deal with clinical expectation issues. Especially, Pool
of methods are known as ‘Data Mining’ provides various solutions to deal with the
analysis of medical data and construction of various prediction models. A substan-
tial assortment of those strategies needs broad and basic rules that may help experts
in the reasonable determination of information mining apparatuses, creation and
approval of prescient models, alongside the engendering of prescient models inside
clinical situations. The objective of this friend audit was to talk about the degree
and job of the exploration region of prescient information mining and to develop a
structure to make do with the issues of making, evaluating and using information
mining model in clinical drug. It includes the analysis of clinical data warehouses
for clinical medicine, epidemiological studies and emerging studies in genomics and
proteomics.

Siryani et al. [14] have presented a framework for a decision-support system
(DSS) that operated within the IoT ecosystem. An ‘Internet of Things’ (IoT) that
creates a bridge between the society and frameworks speaks to an enormous idea
move. The DSS influence the advanced analytics of electric smart meter (ESM)
network communication in order to improve predictions of cost for smart meter
field operations and also provide recommendations regarding whether to send a
expert to a client location to deal with an ESM issue. Based on observation the
model was evaluated using data set from a profitable network. The framework of
decision support system is express with Bayesian Network predictionmodel and also
it is compared with three machine learning classifiers: Naïve Bayes, Random Forest
and Decision Tree. Results demonstrated that their methodology produced factually
amazing estimations and that the DSS would improve the cost-effectiveness of ESM
arrange tasks and support.

2.6 K-Means-Based Predictive Analytics

Ge et al. [15] have found a new technique where they discussed about data min-
ing. Data mining and analytics have assumed an essential job in learning revelation
and decision-making/bolstered in the process industry over the previous hundreds of
years. As a computational engine to data mining and investigation, machine learning
gave us essential instruments to data extraction, information design acknowledgment
and forecasts. From the information of machine learning, this exploration work gave
a survey on existing information mining and examination applications in the process
business over the previous hundreds of years. The best in class of information min-
ing and investigation was reassessed through eight unsupervised learning and ten
administered learning calculations, just as the application status of semi-regulated
learning algorithms.
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2.7 Summary of Survey

In this section, the data about the predictive analytics is grouped based on various
peer-reviewed papers from eminent journals includes IEEE, Elsevier Springer, etc. In
these papers, the efficiency of various techniques can be understood. In accordance
with that, the research has been conducted by different techniques that are utilized.
In the forthcoming section, the survey work based on different categorizations will
be discussed.

3 Categorization and Its Discussion

All the articles taken for the survey are categorized based on three criteria: technique-,
application- and parameter-based measures.

3.1 Categorization Based on the Novel Techniques

In this arena, we categorize the existing research work in accordance with the novel
techniques. This analysis meant for usage of algorithm in the olden days and realizes
how to improve the algorithm further for current research work. Each research work
is developed for different years. So we split the research work into four categories
such as 2008–2011, 2012–2013, 2014–2015 and 2016–2018. The number of research
work utilized in each year is explained in Table 1 for this survey, which relies totally
on 16 papers. The different algorithms used in various paper has been shown in Fig. 1.

Table 1 Overall analysis of survey 2008–2018

Technique 2008–2011 2012–2013 2014–2015 2016–2018

ANN – – – [7, 10, 11, 12]

KNN – – – [7]

SVM – – – [11]

K means – – – [15, 16]

Random forest – [9] – [8, 12]

Decision tree – – – [8]

Naïve Bayesian [13] – – [10]

PCA – – – [13, 15]

Nearest neighbor – – [14] –

Other techniques [15] – [14] –
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2008-2011

2012-2013

2014-2015

2016-2018
ANN

KNN

K Means

Random Forest

Decis on Tree

Naïve Bayesian

PCA

Nearest Neighbor

Other Techniques

Fig. 1 Summary of the survey

3.2 Categorization Based on Application

In this section, we tabulate the applications based on different papers such as EMS,
parallel and distributed processing, medical, etc. (Table 2).

3.3 Categorization Based on Parameters Measures

This section explains about the parameters measures utilized based on various papers
from 2008 to 2018 such as t-value, profit, R-square, etc. Table 3 shows the various
parameter measures applied in the literature survey.

This survey is executed for proposing an effective technique in future work with
advanced features. This work has shown about the techniques which have been
utilized in existing technique and gives us an idea about existing problems in it. With
the help of this survey, we can provide an effective predictive analytic technique in
our future work.
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Table 3 Categorization based on parameter measure

Measures 2008–2011 2012–2013 2014–2015 2016–2018

t-value – – – [7]

Profit – – – [8]

R-square – [9] – –

Average run time – – – [10]

Mean – – – [12]

Other [13] [1, 15]

4 Conclusion

Predictive analytics models help to create the connections among numerous compo-
nents to evaluate chance with a specific arrangement of conditions to allot a score or
weightage. By successfully applying predictive analytics, the businesses can effec-
tively interpret big data for their benefits. In this research work, we present a detailed
survey on data mining and predictive analytics by analyzing various techniques from
standard publishers (IEEE, Elsevier, Springer, etc.) during the year from 2010 to
2018. This survey work gives good vision about current techniques utilized for pre-
dictive analytics. This analysis helps to nurture future work in terms of overcom-
ing the current issues. Therefore, the effective predictive analytics can be proposed
significantly with effective features in future work.

Future Work
From the above survey work, we came to know the existing predictive analytic tech-
niques have some limitations such as big data handling, distributed computing, pre-
dictive analytics in cloud, etc. and therefore, the efficiency of the proposed technique
needs to be improved for future work. In addition, the effective advanced algorithm
should be utilized for improving the performance by proposing-effective-technique.
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Implementation of In-flight
Entertainment System Using Light
Fidelity Technology

Viraj Savaliya, Kalp Shah, Dharmil Shah, Henish Shah and Poonam Kadam

Abstract We are often directed to switch off our mobile phones and other elec-
tronic devices while traveling in a plane due to the interference caused by the radio
transmitters installed in these devices. As a result, most customers do not enjoy the
benefit of data on-board except for some airlines who provide the paid data services.
Also, due to the recent outburst in the demand for data, there is soon going to be
a congestion of the radio frequency bands. Thus, developing a technology which
can entirely replace the current system of radio frequency-based data transmission
is beneficiary [1]. Light fidelity (Li-Fi) is a next-generation technology which uses
visible light as a medium for transmitting data [2]. Thus, it serves this increasing
demand for data due to its vast bandwidth and does not interfere with airplanes as
well. This paper aims on demonstrating the application of light fidelity (Li-Fi) in the
entertainment services provided inside the airplanes. All the fundamental principle
of visible light communication (VLC), the modulation techniques involved as well
as how a circuit can be realized for transmitting data in an airplane using those prin-
ciples have been discussed in this paper. Light fidelity (Li-Fi) when used to its full
potential can certainly prove that everyone can count on it when RF fails to serve the
purpose.
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1 Introduction

The current in-flight entertainment system consists of an electronic tablet which
is fixed to backside of the seat and offers multiple sources of entertainment like
movies, TV series, music, etc. This tablet might be connected to a Wi-Fi or it may
have data stored inside it. Wi-Fi systems on-board are very expensive and the users
often have to pay an extra amount of money to avail such services. Also, installation
and maintenance cost of such electronic equipment on each seat leads to expensive
flight tickets. As the screen is attached on the backside of a seat, the user has to adjust
the viewing angle each and every time the person on the front seat lies down. Most of
the airplane companies useWi-Fi services, and thus it further leads to the problem of
congestion of radio frequency bands [3]. To avoid such drawbacks and difficulties,
we can use an alternative wireless technology called Li-Fi.

Li-Fi technology has been proposed to overcome the limitations of finite band-
width of radio frequency. Li-Fi stands for ‘light fidelity’ which uses visible light for
data transmission. Visible light has a wider spectrum range of 375–775 nm [4]. Vis-
ible light communication (VLC) uses ordinary lamps or LEDs to transfer data from
one place to another. Light from these sources does not harm the human eye vision
and is immune to radio frequency interference [5]. In places, where Wi-Fi is not
allowed due to security purpose, Li-Fi makes it possible to have a wireless Internet
in specific environments. Also, as Li-Fi does not include the use of routers or optical
fiber cables, it is a cheaper alternative to Wi-Fi. The idea behind this project is to
use the ON–OFF activity of LEDs to transfer data [6]. LEDs have energy-efficient
illumination and high-modulation bandwidth. The devices flicker at a very high rate
which makes it possible to send a stream of bits at a very high speed. The trans-
mission is not visible to the naked eye because of the high-switching speeds. Binary
bits are used for communication, i.e., when the LED is on, a Binary 1 is transmitted
and when the LED is off, a binary 0 is transmitted [7]. This concept of Li-Fi was
introduced in a TED talk by Dr. Harald Haas who is a professor at University of
Edinburgh [8]. The data transfer between the transmitter and receiver is always done
in a line of sight manner. With the help of Li-Fi, it is possible to achieve speed higher
than 10 Gbps [9].

Since there is a light source above every seat on an airplane, we make use of that
to transmit data to the users (Fig. 1). Thus, we can save a huge amount of money
on the installation part of the system. The users can avail the services directly on
their mobile phones via a receptor module and there would be no need of any other
electronic equipment. With the help of Li-Fi modules, entertainment services can be
availed at a much cheaper rate and will not lead to expensive flight tickets. In this
paper, we present a methodology that makes use of light bulb to transmit data to the
airplane travelers (Fig. 2).
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Fig. 1 Li-Fi technology in aircraft using led bulbs

Fig. 2 Light spectrum for different frequencies [10]

2 Methodology

In the proposed Li-Fi data transmission system, we transmit data stream with the
help of Arduino board and LED(s), and receive the binary bits using a sensor (solar
panel) and an Arduino board which is at the receiver.

At the transmitter side, the Arduino’s code converts the desired data stream to be
transmitted into its corresponding binary values. This conversion to binary is done by
an in-built function in the Arduino’s library, and the binary data stream is modulated
using PWM and then sent to the transmitting device [11]. The bits are transmitted
using an LED or array of LEDs (LED bulb), and Logical 1 is transmitted as LED
‘ON’, whereas logical 0 is transmitted as LED ‘OFF’. Line of sight (LOS) is essential
for correct reception of bits at the receiver site [12].
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At the receiver side, initially a trigger detection procedure is established for further
bit synchronization during communication. The bit synchronization happens when
the receiver detects a constant stream of light for 20 ms (a predetermined threshold
is used for this). After bit synchronization, the sensor will detect the binary bits
transmitted by the transmitter and the Arduino board reads the sensor’s output value.
The output values of the sensor are then compared with a predefined threshold for
finding the corresponding binary values for each sensor reading. An additional noise
removal procedure is done, wherein the first bit which is received is discarded and
the array is updated to account for the noise in the first bit. Post noise removal data
represents binary for each frame of the video. These updated arrays of binary values
are then de-converted to form each frame of the video. Each frame is then displayed
with desired frame rate to avoid the flicker effect (Figs. 3 and 4).

Fig. 3 Trasmitter flowchart
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Fig. 4 Receiver flowchart

3 Implementation

The entire system consists of a remote, a transmitter circuit, a receiver circuit, array
of LED’s, a database, and a mobile-based application. The remote is installed on
each passenger seats in the aircraft. The transmitter circuit will be installed with the
LED lights above each passenger seat. Below the passenger seat, there will be a small
device consisting of receiver circuitry and pin provided for connection with amobile.
The application is supposed to be downloaded on passenger’s mobile in order to run
the received data. The database acts as a central node for each aircraft privately and
provides the storage for available entertainment options and gives access to all the
passengers seating inside the airplane.

The application developed allows the user to choose from the available movies on
the in-flight entertainment system. Once the user selects the movie to be streamed
using the on-seat remote, the data transmission process using Li-Fi system begins.
An Arduino UNO board is used at both-transmitter and receiver side for doing the
desired processing. For transmission of data bits, the array of LED’s is connected to
theArduino-based transmitter circuit. The data to be transmitted is initially converted
to its binary form using a function called bitRead(). Each frame of the video is
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initially converted to a set of segments. These segments are less than 64kB in size
so as to prevent clogging of Arduino’s serial buffer. This array of binary data is then
transmitted using the LED. Bit ‘1’ is transmitted with the output as high, whereas bit
‘0’ is transmitted with the output as low; this will result in corresponding flickering
of LED for each bit. At the transmitter side, it is essential to ensure that the array of
bits to be transmitted do not clog the buffer of the Arduino board. To avoid buffer
overload, a function called flush() is used repetitively after a fixed duration of time
to clear the buffer. After transmission of all the segment data for current frame, the
segment data for next frame is then transmitted. This process continues till data for
all the frames has been transmitted, i.e., till the complete video data is transmitted
(Fig. 5).

For data reception, a solar panel is used, which is interfaced with the Arduino -
based receiver circuit. To ensure proper bit detection, a bit synchronization procedure
is done. In this process, the LED at transmitter side is kept ‘ON’ for 20 ms. This is
detected by the receiver, which then proceeds to read the output value of the solar
panel. The output is read using a function called as analogRead(). After reading
all the data, the output of the sensor is in the form of voltage, hence, to convert
the data into binary it is compared with a predetermined threshold. The threshold
has to be updated every time the environment around the Li-Fi system changes.
The binary data array then undergoes a noise removal procedure to account for the

Fig. 5 Application interface
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noisy first bit of the received array. This updated array of bits then undergoes a de-
conversion/recombination procedure to make up each segment of each frame of the
video. After frame recombination, each frame is then displayed on the application’s
interface at the receiver site, which generally is a mobile phone or a tablet (Fig. 6).

The central database or the central node is accessed each time the passenger
presses the button on the remote to select a movie. The central node is basically
connected with all the nodes or passenger seats. The button pressed from a particular
remote sends a command to access that particular numbered movie to the central
database via a wired connection. Then that particular data is activated to be sent on
the node present from where the command was received. The node circuitry (above
passenger seat), on-seat remote, central database, and the receiver device connected
with the mobile works all in synchronization. The data on the central storage system
can be updated regularly (Figs. 7 and 8).

Fig. 6 Flowchart for transfer of data

Fig. 7 Central to other nodes connection
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Fig. 8 Transmitter circuit used

4 Results

The proposed system for transfer of data for an entertainment system in airplanes
using the visible light frequency spectrum is successfully tested. The system transmits
the video data using a transmitter circuit controlled by an Arduino. The transmitter
circuit is programmed using a software code via the Arduino. The software code
is designed so as to perform the necessary coding and modulations as required by
the model. Also the code as well the additional circuitry of the transmitter sections
take care of any other modulation or scaling required. The data is then successfully
transmitted using an array of LED’s and hence using the visible light frequency
spectrum. The LED’s here blink in a prescribed manner according to the light signal.
The receiver solar panel accepts the lights rays falling on it and converts it into
electrical signal. Then the software code at the receiver end performs the decoding
and carries out demodulation to generate the original signal sent by the user. The
transmission of data is successfully done after taking into consideration all the error
signal present in the vicinity of the model. Also, the important observations made in
functioning of the proposed system are that works to its complete efficiency only for
a limited range and also the speed is limited. As the distance between the transmitter
and receiver side increases, there starts occurring more errors and false transmission
of bits. The bit error rate keeps on increasing with increase in the distance making the
system difficult to revive the original signal and hence making the model inefficient.
But with better and improved modulations, we can tackle that limitation.
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5 Conclusion and Future Scope

The proposed system to transfer video data successfully fulfills its objective and is
efficient to work in real-world environment. The system also takes care of the noises
present in the vicinity and produces the original signal accordingly. The system has
limitations on the range, speed, and capacity of data to be transmitted. All these
limitations can be worked upon by performing better modulations and using higher-
end processors having more power. But, in comparison with the currently in use
entertainment system in flights, the proposed systems outweigh it on many factors.
The cost of the systems reduces drastically as it uses the already installed lights
for transfer of data and also uses passenger’s personal electronic device to run the
data. Also, the proposed system is more comfortable for the passengers as they can
sit in a position which is relaxing and preferable by them to watch a movie rather
than sticking to a fixed installed device. Also, the angle at which the user wants
to watch can be adjusted. The maintenance cost of the system also decreases as
there is not much circuitry involved and it replaces the currently installed screens in
airplanes. Hence, the cost of travel for passengers also reduces along with charges.
Also, only those passengers who want to access the entertainment system can access
rather than providing it mandatorily to all. The screen size for running the data
will also be as preferred by the passenger as they are running it on their personal
devices. Hence, passengers will not have to stick to already provided device at their
seat. The mobile-based application can also be designed in a way to make it more
user-friendly and attractive by the aircraft travel companies which can also give
them a chance to enhance their marketing strategies. For extension of the proposed
system, more amounts of data can be provided by using a bigger and better database
and its management systems. Also, the transmitter and the receiver circuitry can
be made more advanced by making necessary modifications for higher speed and
data-carrying capacity.
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A Survey of Pre-processing Techniques
Using Wavelets and Empirical-Mode
Decomposition on Biomedical Signals

Prasanth M. Warrier, B. R. Manju and Rajkumar P. Sreedharan

Abstract Recorded biomedical statistics are utilized for predicting various syn-
dromes in humans. Recorded electrical activity of heart can be used for predicting
cardiovascular ailment likelihood. Several steps are involved to process biomedical
signals, among which the first step related to pre-processing, in which a noisy sig-
nal is processed for generating noise-free signal, which can be utilized for further
operations. This work gives a detailed understanding of de-noising techniques those
have been used for the last decade, for cardiac signals. These techniques utilize the
benefits of discrete wavelet transforms (DWT), Bayesian approach, singular value
decomposition (SVD), artificial neural networks (ANN), empirical-mode decompo-
sition (EMD), adaptive filtering, and finite impulse response (FIR) filtering. These
techniques have been implemented for de-noising of biosignals, individually as well
as combining with other techniques, for better results.

Keywords ECG · Empirical-mode decomposition · Filtering · De-noising
techniques · DWT

1 Introduction

Biomedical signals can be processed and studied carefully for envisaging anoma-
lies in human body. For example, electroencephalogram (EEG) signals are used
for predicting epileptic nature of human brain and electrocardiogram (ECG) can
be used for predicting cardiovascular diseases. These biomedical signals are very
well applied for applications like biometric identification, emotion recognition, etc.
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Depending on the purpose, the analysis of biomedical signals may contain different
phases in which the first phase could be the pre-processing [1]. In this work, several
de-noising techniques have been discussed that can eliminate or deteriorate effect
of noises embedded in data acquired through electrodes, from subject’s body. In the
case of ECG, noises can be from different sources like (1) power-line interference (50
or 60 Hz), (2) baseline wander (0.5–0.3 Hz), (3) muscle artifacts (electromyography:
EMG), (4) electrode contact noise, (5) electrode motion artifact, (6) electrosurgical
noise, and (7) instrumentation noise. To explore, significant studies in this literature,
works were taken from IEEEXplore, and ScienceDirect. This paper is prearranged
as, Sect. 2 contributes details of pre-processing techniques, developed in the last
decade, Sect. 3 gives data base details, Sect. 4 gives details about various parame-
ters for success measures, Sect. 5 discusses inference from the work and finally, the
Sect. 6 gives conclusion.

2 Pre-processing Techniques

The eminent techniques implemented in various environments are briefed here.

2.1. Savitzky–Golay filtering: This method helps to smooth the noisy ECG sig-
nal. Since sequential operations of polynomial fitting and reevaluation are
identically same as discrete convolution with finite impulse response, SG fil-
tering can be termed as a simple finite impulse response (FIR) filter [2]. If
x(n) represent the data and h(n) is the impulse response, then the convolution
result is given by [2],

y[n] =
N−1∑

k=0

h(k) · x(n − k) (1)

2.2. Adaptive filter: For removing power-line interface (50/60 Hz), an adaptive
filter, which is tuned with ECG signal morphology, can also be used. If the
width of morphological filter is larger than width of noise, useful signal can
be separated from noisy signal. A disadvantage found is, QRS wave, along
with pits and peaks of nearby regions will too be removed [3].

2.3. Wavelets transform: Different wavelets transform (WT) techniques used for
de-noising purpose has been discussed here (Fig. 1).

2.3.1. Adaptive filter with WT and neural network: An adaptive filter
method, which combines discrete wavelets transform (DWT) and arti-
ficial neural network (ANN), can be used for de-noising ECG [4].
Instead of using an inverse DWT, ANN utilized for finding inverse
and a nonlinear adaptive filtering to remove noise [4] (Fig. 2).

2.3.2. DWT with hybridizing β-hill climbing: Beta-hill climbing algo-
rithm has been utilized for choosing the finest wavelet parameters and
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Fig. 1 Combinations of WT and other different techniques

Fig. 2 Combination of adaptive filter, DWT, and ANN

used with DWT techniques, so that mean squared error is minimum
[5].

2.3.3. Discrete wavelet transform (DWT) and cauchy distribution at
sub-bands: A cauchy probability function can be used for model-
ing wavelet coefficients in each sub-band, where thresholds are being
calculated at each level. Individual lead noisy ECG records from
cardiovascular Centre of Glasgow University are being used [6].

2.3.4. To de-noise ECG signal by using non-local estimation with DWT:
Though DWT technique is highly effective with larger decomposition
levels, in removing HF noise, it can be also used to eradicate low
frequency [7]. A method has been proposed, in which a combination
of DWT with non-local means estimation is applied. Denoising using
NLMwould give aminimizedmean error and falsehood improvement
but with longer computational time [7].

2.3.5. Discrete wavelet transform (DWT) and S-median threshold: ECG
signal is converted into wavelets and then the variance of noise sig-
nal in each sub-band is estimated using mean absolute deviation
(MAD) [8]. Threshold is evaluated using S-median (sub-band level-
dependent median threshold) and a soft thresholding is applied with
sub-band level-dependent threshold, after which signal reconstruction
is implemented using inverse wavelet transform (IWT) [8].
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tl,k =
(
σk · √

2 · log(n)
)
/
(
Sl,k + b

)
where, k = 1, 2, . . . , l. (2)

Sl,k = 2L− k
L =−band level dependent parameter. (3)

L deepest level of decomposition,
σ k variance of noise,
k level at which thresholding is done.

variance of noise, σk = median(|x |)
0.6745

, k = 1, 2, 3, 4, . . . , l. (4)

S-median DM utilizes mean-value differences of both sets and found
that S-median DM is better [8]. In modified S-median thresholding
technique, an optimal Symlet function has been used along with a
tuning factor [9].

2.4. Empirical-mode decomposition (EMD): Empirical-Mode decomposition
characterizes random signal as sum of intrinsic mode functions (IMFs) which
are chosen and processed for de-noising [10]. Figure 3 represents various
combinations of EMD, for de-noising purpose.

2.4.1. Adaptive switching mean filter in EMD: Three types of noises have
been considered here namely, EMG, WGN, power-line interference
[11] (Fig. 4).

Fig. 3 Combination of EMD with other techniques

Fig. 4 De-noising method using EMD and adaptive switching mean filter
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2.4.2. Ensemble EMD (EEMD) with genetic algorithm-based threshold-
ing for adaptive de-noising of ECG: Kullback-Leibler divergence
method and a probability density function is used for segregating
IMFs into signal dominant group and noise dominant group. Adaptive
de-noising is performed with the help of genetic algorithm, and then
signal dominant IMFs and de-noised noise dominant IMF are selected
for reconstructing pure signal [12].

2.4.3. Combination of ensemble empirical-mode decomposition
(EEMD) and block LMS adaptive algorithms as well as dis-
crete wavelet transform (DWT) and neural network (NN): Those
combinations have been developed for de-noising and they have
been analyzed in [13]. Their performance was later compared with
conventional EMD (CEMD), CEEMD, EEMD + LMS and DWT
thresholding methods. Among the above mentioned techniques,
based on performance, EEMD + LMS stands best.

2.4.4. Noise exclusion from ECG using Eigenvalue decomposition (using
Hankel matrix EMD with DWT): Eigenvalue breakdown of Henkel
matrix is utilized for de-noising process of ECG [14]. Notch filters can
be used for removing PLI, but with ringing issue. For decomposition,
basis functionswhich areEigen vectors are obtained bydecomposition
of Hankel matrix and for reconstruction, Eigenvalue pairs are used
[14].

2.4.5. EMD with NLM: Non-local means (NLM) technique has been com-
bined with empirical-mode decomposition (EMD) to preserve the
edges in ECG signal [15] (Fig. 5).

2.4.6. EMD with adaptive filtering: Morphological structure of ECG sig-
nals can get fluctuated by power-line interference of 50 Hz. That is, a
noise cancelation should work within 48–51 Hz [16]. In this proposed
method, 50 Hz noise is removed using adaptive filter in first IMF,
since only first IMF contain PLI and rest are free from PLI, and those
coefficients are regulated according to LMS [16].

2.4.7. Combination of EMD and wavelet techniques for de-noising ECG:
In this work, a combination of EMDandDWThas been tried, inwhich
no IMFs have been omitted and thresholding for wavelet transform
has been done adaptively [17] (Fig. 6).

Fig. 5 De-noising process
using EMD and NLM
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Fig. 6 Noise reduction using EMD and DWT

2.5. Extended Kalman filter: 2-d EKF structure has beenmodified into 17-d EKF
structure, for de-noising, compression, and estimation of 15 model parame-
ters, by utilizing benefits of synthetic ECG signal proposed by McSharry and
co. An SNR improvement of 1.8 dB has been observed and found it better
than multi-adaptive bionic wavelet transform (MABWT) and EKF2 though
it suffers from filtering performance [18].

2.6. Periodicity-based NLM de-noising technique for ECG in small SNR con-
ditions: De-noising of ECG signals is tried along with NLM, by making use
of periodic nature of ECG [19]. Using FIR and IIR filters, it is challenging to
remove EMG noises or other noises that overlay, in 20–200 Hz [19].

2.7. Mean-shift algorithm:Discrete-timeECGsamples are synthesized to contin-
uous signal, keeping signal morphology, using embedded Gaussian smoother
and the extreme of continuous-time signal can be located, which corresponds
to peak values in original ECG signals [20]. For modeling, mainly Gaussian
functions were used, while wavelet synthesis and neural network are poor in
adjusting morphology of typical output [20].

2.8. Adaptive Fourier decomposition: Signal is represented as sum of mono-
components and standard remainder [21].

G(t) =
∞∑

k=0

Ck · e jkt ∈ H 2 space =
N∑

n=1

Sn(t) + Rn(t);

where
∞∑

k=0

(|Ck |)2 < ∞. (5)

AFD found better than Butterworth LPF, WT, EMD, EEMD, for muscle and
motion artifacts. Results obtained were better than EMD/EEMD algorithms,
in which, it shows, later algorithms do not hold strong mathematical basis
[21].

2.9. Bayesian approach with phonocardiogram (PCG): Phonocardiogram is
a graphical representation of acoustic vibrations of heart, which may con-
tain heart sounds and murmurs [22]. Based on PCG morphology, a dynami-
cal model for PCG is constructed for synthetic PCG signals and a Bayesian
framework has been opted for de-noising [22].

2.10. Approximation of EMG in ECG signals: Translation invariant approx-
imation is done using stationary WT. It is very difficult to identify and
remove EMG noise and patient electrode motion artifacts. Karhunen-Loever
transform (KLT) is the one, which is used for noise removal in [23].
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2.11. Wearable ECG monitoring devices and ECG de-noising: Using multi-
stage decision tree algorithm, once small and large frequency components are
detected, then it classifies, small frequency intoBW/ABCusing local dynamic
amplitude feature range and classifies high frequency into PLI/EMG, using
local autocorrelation function extreme peak feature. Parameters like average
sensitivity was observed to be 97.88%, positive productivity = 91.18%, and
accuracy = 89.06% [24].

2.12. Compression and noise reduction of biomedical signals by singular value
decomposition: In thismethod, Bijectivemapping of signal vector intomatrix
is done for de-noising any biomedical signal [25]. This matrix is decomposed
to get rank-1 matrices, which are summed up to give singular values. SVD
de-noising is accomplished by attenuating all small singular values [25].

3 Data Bases

Research and analysis of arrhythmia and related things have been supported by
MIT-BIH. Data base provides data from 47 subjects as given in Table 1 [1, 26, 27].

4 Improvement Measures

4.1. SNR improvement measure

SNRimprovement[dB] = SNRoutput − SNRinput = 10 · log
[∑

i (|xn(i) − x(i)|)2
∑

i (|xd(i) − x(i)|)2
]
,

(6)

x pure ECG,
xd de-noised ECG signal, and
xn noisy ECG.

Table 1 MIT-BIH data base details used often by researchers

Data bases Records Subjects Duration
(min)

Sampling
frequency

Bits per
sample

Channels
(leads)

MIT-BIH
arrhythmia

48 47 30 360 11 2

MIT-BIH
normal
sinus
rhythm

18 18 24 h 128 – 2
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Table 2 Four possibilities of
dimension and class

True condition Positive assessment Negative assessment

Real-positive Positive-true Negative-false

Real-negative Positive-false Negative-true

4.2. Error measurements

Rootmean Square Error,RMSE = 1

N

√√√√
N∑

i=1

[w(i) − z(i)]2, (7)

w Original-signal and
z Filtered-signal.

4.3. Success measures
In problem of statistical classification, error matrix or confusion matrix

allows performance visualization of an algorithm (Table 2).
While classifying signals, constraints such as average sensitivity, precision

or positive predictivity and accuracy have been utilized.

Average Sensitivity, Se =
(

TP

TP + FN

)
∗ 100 (8)

precision or positive predictivity,+P =
(

TP

TP + FP

)
∗ 100 (9)

accuracy =
(

TP

TP + FN + FP

)
∗ 100 (10)

5 Discussion

In this work, 22 different algorithms have been discussed, which are used for de-
noising biomedical signals, especially ECG. From this survey, it became apparent
that wavelet transform techniques are more mathematically stable and whose com-
bination along with neural networks can give faster results, thereby saving lot of
computation time. On the other hand, de-noising techniques, in real time, still needs
lot of improvement.
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6 Conclusions

For pre-processing, various techniques are being followed and this work discusses
about various de-noising techniques. Methods like discrete wavelet transforms
and various thresholding techniques, Bayesian approach, artificial neural networks,
empirical-mode decomposition, singular value decomposition, adaptive filtering, and
finite impulse response filtering, have been studied. Parameters of interest, for suc-
cessmeasures, utilizes error matrix/confusionmatrix, for SNR improvement, inmost
existing works. Above-mentioned methods as well as their combination also being
tried to improve overall result. This paper gives an insight about significant de-noising
techniques that were developed, in the past one decade.
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Analysis of Process Scheduling Using
Neural Network in Operating System

Harshit Agarwal and Gaurav Jariwala

Abstract Process scheduling plays a vital role in multitasking for any operating
system. There are many factors involved during process scheduling like priorities,
free memory, user demand and processor which if not handled properly can be very
complex and time consuming. Neural network has adaptive nature which can be used
to handle the complex part easily. The main aim of this paper is to review different
types of scheduling algorithms working on the principle of neural network and offer
constructive criticism to improve their efficiency.

Keywords Backpropagation · Bayesian system · Decision tree learning · Genetic
algorithm · Neural network · Process scheduling · Rule-based system

1 Introduction

Since different users use their computer systems in a different ways, neural network
in process scheduling will help to optimize the work. Neural network has the ability
to learn and solve complex problems while finding the most optimal solutions.

Efficient process scheduling and context switching is the most important step of
multitasking. This could be the stepping stone for the AI-based programs and neural
network. Their applications are endless. Knowing what job is to be scheduled by
studying the user behavior and doing that in an optimal way is a crucial step. It is
necessary for the operating system to understand which processes are important and
which are not. Researchers have focused on developing algorithms for learning the
user behavior on systemby recording the application’s use and generating a predictive
loop. The drawback of this system is that it requires a lot of time to process and is
unpredictable.
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For process scheduling, there aremany algorithms used. All techniques have some
merits and demerits to themwhich we will discuss in this paper. Methods that will be
discussed are job shop scheduling, preemptive scheduling, multithreading, genetic
algorithm, decision tree learning, Bayesian system, rule-based system and neural
network.

The remainder of this paper is organized as follows. Section 2 reviews related
work. Section 3 describes process scheduling based algorithm in detail. Section 4
describes AI techniques based algorithm in detail and existing research. Section 5
shows comparison table between different algorithms. Finally, Sect. 6 draws
conclusions and discusses future work.

2 Related Work

Ajmani and Sethi [1] proposed a fuzzy logic-based CPU scheduling algorithm to
overcome drawbacks of conventional algorithms for efficient utilization of CPU.
This paper has compared the proposed fuzzy CPU scheduling algorithm (PFCS)
with priority algorithm; they found that the priority algorithm has more average
waiting time and average turnaround time than PFCS. Rehaiem et al. [2] presented
an approach for real-time scheduling of reconfigurable embedded systems using
neural networks. Sharma et al. [3] have given a optimize credit based scheduling
algorithm based on load balancing to improve the performance in cloud computing.

3 Process Scheduling Algorithms

Process scheduling is a procedure that arranges the order and time period of different
processes during which they can use the CPU. If not for processing algorithms, a lot
of CPU cycles would have been wasted ideally when the process is waiting for I/O
or memory. Algorithms in use make our system efficient and fair.

3.1 Job Shop Scheduling

Job shop scheduling is also called linear workshop process scheduling [4]. It can be
considered the simplest form of process scheduling. There are different job shops
presently capable of handling the jobs, see [5]. They accept the contract and complete
the work. In this case, the processes are jobs that are to be finished. The problem is
to schedule these jobs in such a way that the jobs have to wait for minimum amount
of time before they are processed, and the entire system works efficiently.
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For example, before data analysis process is done, it is necessary to obtain data.
Hence, I/O process cannot be scheduled after analysis process. Job shop scheduling
requires details for the process, time of completion beforehand. We cannot add a
new process at runtime which is unsuited for OS. Hence, this method is too static for
process scheduling in OS [4].

3.2 Preemptive Scheduling

A scheduling discipline is categorized as preemptive if once the process has been
given the CPU, it can be taken away. In preemptive scheduling, a process is given a
quantum time during which it is allowed to run. After the quantum time is expired for
a process, the CPU control is returned to kernel. This is done using a clock interrupts.
The kernel then saves the state, and then, it decides which process will now be given
control of the CPU.

If the process has completed before its quantum time expires, the process can
forfeit its ownership of the CPU voluntarily to the kernel. This system is unlike non-
preemptive scheduling where only when the process itself gives up the CPU kernel
cannot access it. If the process is not completed, it goes back to the ready queue and
waits for its turn again. The priority of the process in that queue is then depended on
the algorithm the processor is running on.

Algorithm that is based on preemptive scheduling is Round Robin. The shortest
job first (SJF) and priority scheduling under specific circumstances can be classified
as preemptive scheduling. This kind of algorithm is better suited for background
process than user process as shutting down the user process against their need will
defeat the purpose of user-friendly OS.

3.3 Multithreading

Threads are called lightweight processes (LWP). Threads within a process share
address space and other resources. The term multithreading is used to describe
multiple threads in same process. When a multithreaded process is running on
single-CPU system, the threads run one at a time just like processes in multipro-
gramming on single-CPU system. The CPU switches between threads so quickly
that it gives an illusion of threads running in parallel. True parallelism of running
threads can be achieved using multithreaded processors. The minimum requirement
for multithreaded processor is the ability to pursue two or more threads in parallel
within the processor pipeline—i.e., it must provide two ormore independent program
counters—and a mechanism that triggers a thread switch [6].

The best way to understand the usefulness of threads is through example. Word
processors use threads to increase productivity and improve interactivity. When a
user types a character at the keyboard, one thread is used to read that character. Word
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processor can execute other threads between keyboard interrupts. Like, storing the
document in the disk to prevent data loss and checking for spelling mistakes. Each
feature is implemented using different threads so even if a thread is blocked due to an
I/O operation (storing the document), the word processor can response to keyboard
interrupt.

Researchers have attempted to combine advantages of both user threads and ker-
nel threads called scheduler activation (M:N model) [7]. The goals of the scheduler
activation work are to mimic the functionality of kernel threads, but with the better
performance and greater flexibility usually associated with threads packages imple-
mented in user space [8]. A neural network scheduler can be designed for threads
and process in similar way so in this paper we will concentrate on process scheduling
rather than thread scheduling.

4 AI Technique Based Algorithms

Algorithms discussed above may not always work. They might be efficient, but they
are too static. In order to create a perfect neural system-based operating system, it
is necessary to have components that learn from the user over a period of time. AI
techniques can be used for process scheduling. It learns user behavior and reprograms
the system to predict user’s need.

4.1 Genetic Algorithm

Genetic algorithm was inspired by the Darwin theory of natural evolution. This
algorithm reflects the process of natural selection where the fittest individuals are
selected for reproduction in order to produce offspring of the next generation [9].
The solutions are selected on the bases of their fitness and then promoted further.
They are grouped in pairs and combined using genetic operator like mutation and
crossover. The child solution created from the parent using these methods then acts
like a parent in further iterations.

Figure 1 shows the flowchart of genetic algorithm where initial set of individual
solutions are called population. An individual is characterized by a set of parameters
(variables) known as Genes. Genes are joined into a string to form a chromosome
(solution) as presented in Fig. 2. This process is repeated and evaluated until there is
a solution in the set that exceeds a minimum fitness. Crossover operator is applied to
the selected chromosomes duringwhich better string is created,while the information
in the parent string is optimally preserved. The crossover is done in hope of creating
a better string, but the result obtain may or may not be the desired one depending on
the use. After crossover, the strings are subjected to mutation [10]. Mutation causes
bit-wise reversal. The bit’s position is chosen with probability of Pm. The process
of mutation is done to maintain diversity in population since selection process may
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Fig. 1 Flowchart for genetic
algorithm. Source [9]

Fig. 2 Elements of genetic
algorithm. Source [9]

promote same breed of strings which does not optimize search algorithm and helps
to retrieve information that may be lost during crossover operator.

Limited research projects have been on implementing genetic algorithm-based
schedulers [11, 12]. The process scheduler based on genetic algorithm shows similar
results like shortest job first algorithm [13] in certain cases. But shortest job first
algorithm cannot be implemented at the level of short-termCPU scheduling. There is
noway to know the length of the next CPU burst. Here, performance can be improved
by using genetic algorithm. The other studies involved did not use algorithm in the
scheduler but rather in the application. The study showed that genetic algorithm had
same result as the priority scheduler and the algorithm was time consuming. But the
time consumptionwasmostly due to hardware.With evenmore simplified algorithm,
this problem can be easily solved. The genetic algorithm evolving technique does
provide more flexible mechanism than FIFO [8] scheduling and adapts itself to
changing environment.

4.2 Decision Tree Learning

As the name says it is a tree-like model of decision. A decision tree contains non-
leaf (internal nodes) nodes which represent input features and the leaf nodes are
the possible solutions. The splitting at non-leaf nodes is done according to certain
discrete function of input attribute values (as in our case) is called classification tree.
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Fig. 3 Decision tree to play
football

As shown in Fig. 3, an example decides whether to play football or not (in this
case Yes or No). At the root node, an instance is classified by testing the attribute
specified by this node, and then moving down tree branch according to the value of
the attribute. This process is repeated at each node until leaf node is reached.

This algorithm is recursive in nature as same approach is used at each node to
split the groups formed. As this algorithm never backtracks to reconsider earlier
choices, it is also called greedy algorithm. The algorithm is very simple and easy
to implement. The main disadvantage of using this algorithm is its very sensitive to
noise meaning small variations in data might result in completely different tree being
generated. Furthermore, due to the greedy characteristic of decision tree it cannot
guarantee the globally optimal solution. See Doh et al. [14] for decision tree base
scheduling for flexible job shops.

4.3 Bayesian System

Bayesian networks also known as belief networks are a graphical model that shows
probabilistic relationships among set of variables [15]. It is a graph called a directed
acyclic graph (DAG) which contains no directed cycles. Bayesian network requires
probability distribution P(Y|X) for each node Y. If node Y has no parents, then it is
just P(Y ). P(X|Y ) is known as conditional probability. For example, to calculate the
probability of computer failure, see [16].

Bayesian network can be used, even in the case of missing data, to learn the
causal relationships and gain an understanding of the various problem domains and
to predict future events [17]. As Bayesian network is a DAG, it cannot be used when
the graphical model contains cycle. This approach is computationally expensive. In
our case, there is no real structure that can easily be imposed on the data of the
system.
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4.4 Rule-Based System

Rule-based system uses a set of IF-THEN rules for classification. If the condition
mention on the “if” side is satisfied, then the rule is said to be triggered, and the
action corresponding in the “then” part executes. This system is the most accurate
in comparison with other systems; this is because other system works on probability
functions that may not give us always the desired or the most appropriate result. The
rule-based system is only as accurate as the rules programmed in the system, but this
turn creates problems such as, what if more than one rule is fired or none of them
does. This issue can be solved with help of size ordering, rule ordering or class-
based ordering [18], the programmer needs to cover the entire basis which makes
this impractical for complex systems.

An example of a rule-based system is the domain-specific expert system that uses
rules to make deductions or choices. For example, an expert system might help a
doctor choose the correct diagnosis based on a cluster of symptoms or select tactical
moves to play a game [19].

However, by creating a hybrid system using decision tree and rule-based system
can have vast applications with the least amount of drawbacks. We can extract rule
from the decision tree system where rules are created from the path of root to leaf
node. Using this system helps to convert “IF-THEN” static system to dynamic system
which increases its application arena.

4.5 Neural Network

Neural networks or artificial neural networks (ANNs) are analogy from biological
neural networks in which neurons are used to transmit signals, while in ANNs nodes
are used for the same. These nodes form layers, and each node is connected with
every node of next layer with some weights.

There are three types of layers in ANNs, input layer, hidden layers and output
layer. Any number of hidden layers can be there in a neural network. The input layer
is used to feed the data to the neural network, while the output layer gives the result
of the provided input. Each node has its activation upon which the output is decided.
The activation of each node is calculated by summing the products of activation of
every incoming node with their associated weight and adding it with the bias. Then,
the resultant value is passed to a function called sigmoid to get the activation value
of the node between 0 and 1.

Backpropagation algorithm is the most commonly used technique in ANNs. In
this, each weight is adjusted from the output layer to input layer so that the network
error can be reduced. There are other techniques that are used in ANNs which are
out of scope for this paper.

Neural network is the most fitting technique to be used in process scheduling as
it can adapt to different situations. Since the data of the process are continuous in



1010 H. Agarwal and G. Jariwala

Fig. 4 Comparision of scheduling algorithm. Source [20]

nature so are input and output. The demerit of the neural networks is that it is hard
to interpret the model as they are trained.

Many studies were done in which stimulations were run for using different algo-
rithms on kernel level. Results obtained from these studies showed that neural
network-based algorithms were faster than conventional system used currently.

As shown in Fig. 4, genetic algorithm had the least waiting time among the
different algorithm used for job scheduling. Its use also provides more flexibility
than other algorithms [20]. Results obtained from different studies [4, 14] were also
in favor of neural network-based kernel. During initial phase of the use, system
was slow which caused the running applications’ performance in percentage of FPS
drop and loading speed of the multimedia. But with time, the system was trained
and performance showed significant improvement in waiting time for the jobs and
percentage of FPS drop. The initial stage problem was reduced with help of pre-
training but was not eliminated. Use of decision tree-based approach reduced flow
time and increased tardiness. Stable performance was achieved with improvement
in the method.

5 Comparison of Algorithms

See Table 1.
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6 Conclusion and Future Work

In this paper, process scheduling algorithms and AI-based techniques were analyzed
for their implementation in operating system. While in comparison study of some of
these algorithms gave similar results, the more advance approach of neural network-
based algorithms had the advantage of being more flexible. With recent increase in
research in field of artificial intelligence and machine learning, these systems are
more likely to use in the future. Job shop scheduling is obsolete and static to handle
multitasking used in the current system, while Bayesian system implementation
proves to be only theoretical in our case. Though initial uses of neural network
systems were slow in comparison with regular process scheduling algorithms, with
respect to time the training program and prediction loop provided more efficiency.
Until training program reaches to optimal level use of generic algorithms will be
more beneficial and then switching of algorithms could take place.
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An Enhanced Trust Based Fuzzy Implicit
Cross-Layer Protocol for Wireless Sensor
Networks

Kompalli Anusha and Ambidi Naveena

Abstract Cross-layer procedure integrates functionalities from first layer of OSI
model (physical layer) to transport layer. It enables flexibility, trustworthy and effec-
tiveness in communication process. In this approach, it collects system parameters
from multiple layers to enhance the capability of the network. The standard level
is decreased by enabling flexibility through inter-layer information exchange. The
node selection mechanism is done through fuzzy logic system to provide an effi-
cient communication. Among these benefits, the cross-layering approach faces a
problem with security threats in a network. To mitigate these attacks in a network,
a trust based cross-layering framework (T-XLM) initiates a trust estimation mech-
anism using fuzzy logic system to articulate approximate experimental knowledge
which is used in reputation building in nodes to avoid defaults in future actions. The
TRUFIX is a T-XLM based protocol which is used to permit and hold inter-layer
data exchange to accommodate traffic awareness and improve system version. The
extension of TRUFIX is E-TRUFIX inwhich the node if it identifies amalicious node
it takes an alternate neighbor route and sends the packet toward the destination. By
taking into account with simulation results, E-TRUFIX was compared with FUGEF
and TRUFIX which shows an increment in the packet delivery ratio and delay due
to the alternate neighbor route.

Keywords Cross-layer approach · Resource bound security solutions · Fuzzy logic
system · Wireless sensor networks · Black hole · Sybil · Malicious node
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1 Introduction

Wireless sensor network comprises massive amount of nodes that gather and sense
physical variables from the sensing limit and transfers the data toward the destination.
As sensor node has definite energy resources, less energy must be consumed which
in turn improves the effectiveness of the system. The dynamic transport procedures,
such as Greedy Perimeter Routing protocol [1], Contention-Based Forwarding [2],
Implicit Geographic Forwarding protocol [3] and cross-layer routing protocol [4], are
designed using cross-layer method. An improvement in energy and QOS is achieved
by cross-layer protocols than traditional layered protocols. In traditional layered
protocols, the information is not exchanged between layers compared to cross-layer
protocols. In cross-layer approach, most of the approaches failed to consider the
concept of entire security phenomenon to contempt its value in the present system and
communication methods. In order to provide security in cross-layer protocols, they
failed in bringing security at less than three layers which in turn consume resources
to implement security mechanisms such as encryption and decryption mechanisms
which include keys, respectively, which tend to exert substantially on resources. The
memory, bandwidth and energy are tended to be consumed more in key management
mechanism which employs cryptography when affirmed to multi-hop network at
each sender node required to perform encryption and decryption while preserving
original sender cipher. Due to these circumstances in a network, it faces the problem
of raised delay, minimum lifetime and null delivery due to drain nodes. To overcome
these problems, the trustworthy system is introduced to provide secure data delivery.

Trust is assuredness of honesty between two entities which are involved in com-
munication and it is executed in a field of network security to protect and handle
interactions between nodes. This process is accomplished by accommodating gen-
erated evidence from previous events and restored to give a report to manage future
nodes interactions. This trust theory arises from secured loop feedback rule method
joining subjectivity, uncertainty. The superimposed layout of node is not able to cre-
ate a code which is capable of mitigating all threats in a network. In this paper, our
proposed framework has extraordinary adaptable feature which builds on cross-layer
module. The framework which is implemented on the basis of XLM is trust based
cross-layer module which employs the concept of trust in it to secure a sensor based
network. The protocol which is implemented based on these two frameworks is trust
based fuzzy implicit cross-layer protocol, and the enhancement of this protocol is
E-TRUFIX that holds a modified IEEE 802.11 Distributed Coordination Function
Media access Control and uses FLS to design a report mechanism to deliver easy
transmission mechanism. Among the simulation observations held, the assured per-
formance of E-TRUFIX and TRUFIX, FUGEF was compared in the presence of
malicious node and obtained better performance.
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2 Literature Survey

The protocols inspired by this XLM framework include cross-layer routing protocol
[4] which drags parameters from the layers of OSI model which involves physical,
MAC and transport layer to give a decision which determines that nodes are ready
to participate in a communication process. Energy-efficient beaconless geographic
routing protocol [5] provides a guaranteed loop-free delivery from source to sink
until the network is connected. It utilizes functionalities related to physical, MAC
and routing. EBGR is further extended to lossy sensor networks to deal with dynamic
topology. It is accessible only to attack free environments and suffers from energy
insufficiency problem.MACRO [6] integrates data layer and routing layer operations
in order to transfer packet to destination.

SIGF [7], a resource bound security solution, is based on IGF non-
deterministic/MAC transmission protocol which has no state and which permits to
manage dynamic topologies. It consists of three protocols and implements protection
by modifying their routing semantics. It keeps no state and routing information, but
it accomplishes an increase in PDR probabilistically. DWSIGF [8] routing proto-
col enhances performance on selection process in SIGF in order to select malicious
nodes by implementing collection window period which increases its window period
dynamically to create shift in time in protocol interpretations. This protocol uses data
link layer and routing layer functionalities. FUGEF [9] is implemented to select a
forwarding candidate node which eliminates substantial packet losses in network
and provides better security in network acquisition. It has low packet delivery ratio,
and spatio-temporal predictions are not possible. The FUGEF outdoes DWSIGF in
terms quality of service performance, energy consumption and overall performance
of security provision when subjected to black hole attacks. When subjected to Sybil
attacks, no results were shown as with DWSIGF and FUGEF as these are tuned only
to black hole attacks. It has low packet delivery ratio.

3 Proposed Method

The proposed protocol trust based fuzzy implicit cross-layer protocol is implemented
based on two frameworks:

1. XLM framework.
2. T-XLM framework.
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3.1 The XLM Framework

The XLM framework plots its parameters to the sensor protocol store to acquire its
combination. It pulls the minimum accessible resources to fend successful commu-
nication. The above process was acquired by the combination of the most built in
layer capabilities to a single component to fend necessities for efficient communi-
cation. In this XLM framework, it gives whole information to a node about when to
take part in the transmission mechanism. The communication method starts with a
initialization phase which involves a variable initiative denoted as Id is assigned to
1 if the neighboring node satisfies all the four conditions and 0 if elsewise as shown
in Eq. (1). The following conditions are identified by parameters which illustrate
the inherent capabilities of the protocol stack and which consists: relay packet level
λrelay, left over buffer capacity β, availability and survivability of node Erem and
signal-to-noise ratio ξrts.

(1)

The method of node selection in transmitting data is known as initiative determi-
nation. Thismethod is initiatedwhenever a sender node broadcasts theRTSmessages
to the neighboring nodes in available broadcast range. On receiving this messages,
the nodes are ready to take part in the communication process by sending a CTS
messages which include values defining the beginning constants like εRTS which
defines connection reliableness among the neighboring node and sender node, λrelay

the control of traffic which avoids congestion, β avoids barrier redundancy due to
uncontrollable passage and Erem the remaining energy of a node through span of
transmission. The only node which satisfies the above conditions is chosen as for-
warding candidate. This framework acquires less energy absorbed using congestion
control measures

(
λrelay, β

)
to avoid packet loss which causes to retransmission. This

subject is to have a reliable, disseminative, adjustable communication model.
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3.2 Trust Estimation Processes

Trust is defined as a credit which is generated from control theory suggested in the
field of E-commerce to choose dependable trade objects. Investigation progressed
by applying the notion into various realms using qualified policies to effectively
estimate trust through the transacting objects in Fig. 1.

The trust is evaluated from preceding originated proofs combined with reputation
transferred from participating objects within a network. The trust estimation process
is divided into four classes as shown in Fig. 2.

Probability based approach: This approach was based on two theories which
are Dempster–Shafer evidence theory and Bayesian probability theory [10–14]. This
process was furthermore divided into:

i. Objective estimation: It hangs on information break out of entities over
immediate attention.

ii. Subjective estimation: It reasonably switches on record of the proof supplied
directly or indirectly as gathered from entities.

Fig. 1 Typical trust model

Fig. 2 Trust estimation processes
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Outputs acquired after the evaluation stick exactly to a dual outcome.
Fuzzy based estimation approach: Evaluation of trust estimates is pertained

through the act of system so that the act can be graded perfect or faulty up to certain
extent.

Priority depended evaluation: This method is published by weighting the
dealings of sharing nodes through certain duration.

Miscellaneous approach: These are implemented using adopted process or
embolden concepts from scientifically and non-scientifically proven thesis.

3.3 The T-XLM Framework

The trust based XLM scheme is a prolonged edition of cross-layer module frame-
work. It exploits trust in choosing a data transferring node to forward packet toward
destination. The trust based cross-layer module theory TI is explained in Eq. 2, a
connection among the original resolution (I) and report (R).

TI = I ⊗ R (2)

The modified initiative resolution (I) is shown in Eq. 3

positive if

I =

Unsuitable if elsewise

neutral if

relay relay
Th

Th

Th

Th

Th

op op

rts

rem rem

rts

relay relay relay

Th

Th

Th

Th
op op op

min

min

min

min
rts rts rts

rem rem rem

max

max

(3)

I is stated in a congenital language that is easily derived. The parameters are
outlined as εRTS is the derived SNR value of the Request To Send telecast resolved
from derived SNR, ωrelay is defined as relay packet rate of a node deducted by the
holding interval of packets gathering the RTS telecast and βop is the barrier residency
interval, Erem is known as remaining energy of node.
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(4)

R determine value of the node report that is the modernize trust T value. Addi-
tionally, sr expresses strike rate to illustrate a nodes capability in transmission of
packet, fr is integrity rate to assure way modification and τ amounts the duration of
data transmission. The trust value of node n

(
T n
m

)
by node m inside its transmission

domain as detail of the transit stats (∅) and transit capacity ( ÄW) as shown in Eq. 5:

= f( ,ῼ) (5)

The traffic statistics and traffic volume are variables observed for a single leap
acquaintance, it is defined in Eqs. 6 and 7:

∅ = g(α1, α2, α3, α4, α5, α6) (6)

Ω = h(∂1, ∂2) (7)

α1 packets forwarded through m to n that are dripped by m
α2 entire no. of packs dripped over m
α3 packs dripped through m due to obstruction
α4 packs dripped through m overdue to undetermined details
α5 n’s imposition of m’s priority to m’s self-packet versus all other nodes Packets
α6 packets transferring waiting period by m
∂1 packs diverted through m
∂2 packs maliciously inserted through m.
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3.3.1 Routing Process in T-XLM

The routing process initializes with channel reservation phase in which the forward-
ing entity sends a request to send packet to the neighboring points to begin the
contending process. At this instant, invader resolves coherently to forward such a
broadcast message that helps the forwarding entities in packet transmission and also
affects the energy consumption among hosts aspiring to compete. Evaluating span
of the acquired request to send a telecast beacon and the total count of forwarded
packets aids to determine that the signal was reproduced through malignant system
or none.

The reception of RTS among nodes initiates to take part by replying off CTS signal
by attaching the variables εRTS, ωrelay, βop, T and Erem as a result of certain span of
time. At this instance of time, an invader fight toward election by speeding up in order
to make visible a similar response rates like less halting period, connection level and
anything as its reply. Suitable election in such times is done once clear to send replies
which are resolved utilizing border constraints, such as interval compared to level is
lesser than neglected or connection level upon some level is selected. The variables
implemented to weight a neighbor node are graded as positive, neutral, unsuitable
derived on rated responded through nodes.

A chosen sending host is permitted in order to continue to the subsequent stage,
wherein information is forwarded to it. On completion of transmission process, the
forwarding entity is dissected down the variables Sr, fr, τ and graded entrusted,
unclear and mistrusted. Assaults here involve wherein fewer malignant points deter-
mine to grip data drip each and every and few implicit volume of the information
afore transmitting to rear system accomplishment. This suggested framework must
be able of discovering and mollifying the result of strikes like blocking, black hole,
gray hole and Sybil. Due to the new threat involving more kinds of threats to a
network, our framework is not vulnerable to all security threats in a network.

3.4 The Proposed TRUFIX Protocol

The TRUFIX protocol excluded persuasions that hold trust and distrust as contradic-
tory offsets of scale. Here nodes congested behavior ismarked formalicious behavior
andmarked distrusted. The TRUFIX protocol that implements routing process in two
phases:

1. Channel allotment phase
2. Packet substitution phase

The FLS is used in both phases to route packets toward destination.



An Enhanced Trust Based Fuzzy Implicit Cross-Layer … 1023

3.4.1 The Channel Allotment Phase

In this process, the sender node S sets the NAV timer and on its expiry it perceives a
vacant channel for distributed inter-frame space-timeduration and transmits anORTS
signal containing the sender position and the destination position to neighboring hosts
inside its transmission extent. The transmission orbit contains transmitting contestant
nodes and halting contestant nodes. On taking message, the halting nodes abort their
replies by fixing their network allocation vector timer. On the other hand, setting
their CTS response time, and upon its termination, it reacts back with CTS replies.

The gathered response variables consist of forward range value (d) representing
the gap among the transmitting point and the sender nodeS, clear to send reply interval
(ω), that is a behavior of link excellence derived from node allocation interaction
to range and added holding interval because of inter-frame spacing and the original
trust rate that is fixed to 0.5. Each and every host reply is operated by the first fuzzy
logic system to choose the subsequent transmitting contestant node and rated them
as positive, neutral or unsuitable.

3.4.2 The Packet Substitution Phase

In this process, information is transmitted out of transmitting node S to the chosen
delivering contestant. After the finalization of data substitution, the sending node is
analyzed based on three parameters which contains; strike rate Sr that is a measure of
trust ability in packet transmission, data transfer period τ thatmeasures the amount of
time held out of initiation of data swap interval to its accomplishment corresponding
to count of packs transferred inside that time duration and fairness ratio (fr) which
raises the dispersal of subsequent stage broadcast options between alike functioning
acquaintances and reached to FLS and rated as (trusted, distrusted, unsuited) and
returned as feedback to update the trust value by reputation R as shown in Fig. 3.

The mandatory fairness method permits every node to maintain a schedule of the
nodes that take part in the pathfinding method. A node selected in order to take part
within transferring method, if identified to have performed in the method before is
punished by decreasing its fairness ratio and data transfer period rates to guarantee
that the node is not chosen in the preceding steps. Identically malignant nodes that

Fig. 3 Proposed fuzzy logic design
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Fig. 4 Flowchart for routing process

have manipulated to work out in performing greater than once are also punished. The
whole transmission procedure is outlined in Fig. 4.

The Fuzzy Logic System (FLS)
The FLS is a computationally intelligent systemwhich is used to perform human like
decisions that are simple and easy to understand. From Fig. 3, fuzzy logic system
manages three variables using 27 rules. In the first fuzzy logic system, the distance
calculated between the sender and chosen candidate, reply time and trust to select a
forwarding candidate node and rated as (positive, neutral and unsuitable). The FLS2
process the variables sr, fr and τ and graded as entrusted mistrusted and unclear.
The result generated is restored back as trust input to the first logic system which is
generated from the second fuzzy logic system, thus updating the precedingmisprision
value 0.5 as original trust value for that detail node. The greatest chance value is
selected as the best transmitting candidate and the trusted sender node from Fig. 5.

3.5 The Extended E-TRUFIX Protocol

In this protocol, after the processing of the two fuzzy logic systems the packet trans-
mission takes place. In the packet transmission process, if a malicious node occurs in
the process, it takes an alternate route and delivers packet toward destination which
shows an improvement in the packet transfer rate. The total delay in the transmission
process is increased as it takes an alternate route to choose a candidate node in order
to forward packet toward destination.
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Fig. 5 Input membership functions for TRUFIX

4 Performance Evaluation

The performance of the RBSS based protocols existing protocol (FUGEF), TRU-
FIX and E-TRUFIX is implemented using NS2 simulation. The variables which are
evaluated in these protocols are packet transfer rate (PDR) and end-to-end delay.

FromFig. 6 amongexisting (FUGEF),TRUFIXandE-TRUFIX, the proposedpro-
tocol has achieved high packet delivery ratio and less possibility of attacker selection.
Thus, our proposed protocol outperforms all the other three protocols by mitigating
the security threats in a network.

From Fig. 6, the enhanced protocol E-TRUFIX achieved high packet delivery
ratio due to the node selection criteria by using forced fairness approach and FLS.

From Fig. 7, the E-TRUFIX has high delay due to the processing in fuzzy logic
system and to choose an alternate neighbor route which increases delay than other
protocols TRUFIX and existing protocol (FUGEF).
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Fig. 6 Packet delivery ratio

Fig. 7 End-to-end delay



An Enhanced Trust Based Fuzzy Implicit Cross-Layer … 1027

5 Conclusion

The proposed T-XLM based protocol lacks. So, in order to enhance security the
proposed protocol TRUFIX is implemented. The FUGEF protocol provides secu-
rity by changing their routing metrics to nodes by applying fuzzy logic for node
election. The proposed TRUFIX involves node election process using fuzzy logic
based trust evaluation, and mandatory fairness approach attains optimally suggestive
commutation between security and quality. The extension of this proposed protocol
is E-TRUFIX has shown an improvement in packet delivery ratio by providing an
alternate route and high possibility of attacker selection. In this process, the delay is
increased due to alternate route selection.
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Implementation of Public-Key
Infrastructure for Smart Parking System
Using MQTT Protocol

Rajilal Manathala Vijayan, R. Ezhilarasie and A. Umamakeswari

Abstract Applications of IoT are endless, and it has been into many fields like
wearable devices, home appliances, etc. This paper investigates the smart parking
management application domain, in which the focus is on the users (user requesting
for the parking) privacy. Since the number of devices connected to the IoT network
grows exponentially, security of the user connected to IoT network is of paramount
importance. A scenario like hacking the confidentiality of high-profile users can
happen. Thus, this system proposes a solution to protect the identity of the user’s by
averting the exchange of private information by adapting the zero-knowledge proto-
col (ZKP) with elliptic curve cryptography (ECC) implementation. ECC, compared
with other public-key crypto algorithms, is the best choice for cryptographic imple-
mentation on resource-constrained devices. In this framework, the MQTT protocol
has been used to establish efficient communication between the user and parking
system.

Keywords IoT · MQTT · Security · ZKP · ECC

1 Introduction

IoT applications are spread into many fields like military, medical [1], health mon-
itoring, industrial, intelligent and smart transport system, smart homes, and smart
grids [2]. Smart city concept is now becoming possible with the advent of the Inter-
net of Things. One of the critical issues that needed to be taken care in smart cities
is car parking facilities [3, 4]. Car parking facility system issues include searching
an available parking spot and security issues related to user privacy. Many types of
research have been done on developing algorithms for web-based parking manage-
ment. But, little research has been done on the security issues related to unveiling the
identity of users during data transmission between the user and parking system. The
hiding of user’s location privacy is of much importance as discussed in [5]. Sensitive

R. M. Vijayan (B) · R. Ezhilarasie · A. Umamakeswari
School of Computing, SASTRA Deemed University, Thanjavur 613401, India
e-mail: rajilalmv@gmail.com

© Springer Nature Singapore Pte Ltd. 2020
G. Ranganathan et al. (eds.), Inventive Communication and Computational
Technologies, Lecture Notes in Networks and Systems 89,
https://doi.org/10.1007/978-981-15-0146-3_99

1029

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0146-3_99&domain=pdf
mailto:rajilalmv@gmail.com
https://doi.org/10.1007/978-981-15-0146-3_99


1030 R. M. Vijayan et al.

information like the privacy of high-profile users, for example, where does the person
spend the majority of the time, an address of residence, user with disabilities, etc.,
needs to be secured. The proposed system provides a novel solution that is smart
enough to preserve the privacy of the user.

The proposed smart parking application provides security and privacy to the users
by averting the interchange of vital information. The user’s privacy is protected by
adopting ZKP over ECC.

ECC, a public-key cryptography (PKC), provides an adequate level of security
compared with other PKC algorithms.

ZKP is a technique where the prover proves the apprehension of a secret, without
revealing the confidential information to verifier [6]. Schnorr’s interactive protocol,
a type of ZKP, is used in the proposed system for implementing zero-knowledge
algorithm.

While considering the data transmission between systems, the established com-
munication protocols which are used on the internet cannot be directly used in
IoT network. Because certain things like resource-constrained environments of con-
trollers, unreliable networks, security, etc., need to be considered. The proposed smart
parking system application used the message queuing telemetry transport (MQTT),
an IoT communication protocol, between the user and parking system. MQTT, an
IoT application protocol, is a lightweight, open source, simple, and easy to imple-
ment publish/subscribe protocol suitable for resource-constrained environments and
applicable in the Internet of Things (IoT) context.

The leftover sections in the paper are structured as Sect. 2 talks about the literature
survey done on smart parking systems. Section 3 describes preliminaries required
for implementation. Section 4 presents the formulated work. Section 5 explains
experimentation and validation done on the proposed system.

2 Related Works

While investigating the smart parking management system, the papers listed mainly
concentrate on either directing the users to the free or unparked slots or its automation
[7, 8]. In [9], a smart parking system is proposed, in which users can view, choose,
and reserve an available parking slot before reaching the parking area. But, a little
research has been done on the user’s privacy. In [10], user security is discussed, in
which security research is limited to network security. But, no study has been done
on how security protocols can be implemented on resource-constrained devices.

In [11], constrained application protocol (CoAP) protocol is used as a commu-
nication protocol for resource-constrained devices. User datagram protocol (UDP)-
based CoAP has less overhead than the transmission control protocol (TCP)-based
MQTT. However, due to the lack of TCP retransmission mechanisms, the chance of
packet loss is more when using CoAP. Hence, MQTT protocol is preferred for com-
munication between systems over CoAP, as CoAP needs to re-transmit the whole
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message more often than MQTT does, with a high packet loss, which leads to better
performance under these conditions for MQTT.

3 Preliminaries of the Work

3.1 ECC

Security is one of the main concerns in the IoT paradigm. Even though MQTT
provides the network layer security, the proposed smart parking system application
describes the security at application level. The idea behind the smart parking system
application is to protect the identity of the users by not revealing any information
during the communication between the user and parking system. The advantages
and disadvantages of existing internet protocol (IP)-based security, in the context
of the IoT paradigm, are examined in [12]. The research portrays that PKC is more
appropriate for IoT networks.

ECC replaces RSA on environments, having memory and computation limita-
tions [13]. A 160-bit key in an ECC cryptosystem provides an identical amount of
security to that of a 1024-bit key in a conventional cryptosystem as proposed by
National Institute of Standards and Technology (NIST). These reasons make ECC
suitable for constrained environment implementations as it saves memory space and
computational time, and consequently reduces energy requirements.

3.2 ZKP

Implementation of ZKP demonstrates how the privacy of the user can be protected
by adapting zero-knowledge proofs based on ECC. ZKP consists of two operators, a
prover and a verifier. This proof helps the prover to prove the knowledge of a secret
without revealing any vital information [6]. Completeness and soundness are the
two properties of zero-knowledge proofs. Complete property describes that a proof
is complete if the protocol triumphs with overwhelming probability and if an honest
prover and verifier are given. Sound property describes that a proof is sound, if the
dishonest prover has negligible probability to complete the proof [14].

4 Proposed System

Little research has been done in the area of maintaining privacy and identity of the
users in the smart parking system application. User privacy can be secured either by
securing the data that is meant for communication or by maintaining the anonymity
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of the user itself. The first method of maintaining user privacy is vulnerable to
attack from third parties as the data transmission happens between systems. This
paper approached the second method, where a novel solution is proposed to maintain
the anonymity of the user by totally averting the exchange of private information.
The proposed solution uses ZKP over ECC for establishing the protection of user’s
privacy.MQTT protocol is used for establishing communication between the devices
as this protocol is the best application protocol in the IoT paradigm.

4.1 Algorithm

Schnorr’s interactive protocol depends upon the elliptic curve discrete logarithm
problem (ECDLP), is used to implement the ZKP algorithm.

The following are the Schnorr’s protocol steps based on an elliptic curve: Prover
and verifier consent on an elliptic curve E, over a prime field Fn, and a generator
point G ∈ E/Fn. Prover and verifier know M ∈ E/Fn and former needs to prove that
he/she knows y such that M = y · G to later without revealing y.

4.2 Schnorr’s Protocol Steps

1. User calculates the point N = r · G, where r is a random value r ∈ Fn.

2. Point N is sent to parking system by the user.
3. Parking system computes random d = HASH (G, M, N) and sends d to user.
4. User computes x = r + d · y (mod n) and sends m to parking system.
5. Parking system checks that Z = x · G − d ·M = (r + d · y) · G − d ·M = r · G

+ d · y · G − d · y · G = r · G = N.

The implementation of ECC in the work follows the library in [15]. A NIST-
approved elliptic curve [16] over prime fields having equation y2 = x3 + a · x + b
(mod p) is used in this work. Order of the curve (r) and the generator point G(x, y)
are given in Table 1. Secure hash algorithm-2 (SHA-2) is used [17] for computing
the random value “c.”

Table 1 Elliptic curve implementation variables

Variable Value

r FFFFFFFF FFFFFFFF FFFFFFFF FFFFFFFE BAAEDCE6 AF48A03B
BFD25E8C D0364141

x 79be667ef9dcbbac55a06295ce870b07029bfcdb2dce28d959f2815b16f81798

y 483ada7726a3c4655da4fbfc0e1108a8fd17b448a68554199c47d08ffb10d4b8
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5 Experimentation and Validation

The proposed smart parking management system consists of two systems. The
approaching vehicles can be termed as prover, and parking system can be termed
as the verifier. The terms prover and verifier are with respect to the ZKP. In this
work, only one verifier and one prover are implemented. To validate the work, a
system is designed (Fig. 1) using Raspberry Pi 3 model B, along with force sensor
(FSR402) and nodeMCU (ESP8266). The force sensor detects the presence of the
vehicle and passes the information to the parking system. After this, parking sys-
tem starts processing the requests from the vehicle. Data flow representation of the
system is shown in Fig. 2.

The prover and verifier communication is established using the MQTT protocol.
Raspberry Pi controller is used for programming in both sides. The Raspberry Pi
at the verifier side serves as the server with MQTT broker. Since the interactive
ZKP requires multiple communications between prover and verifier, both prover and
verifier serve as both MQTT publisher and MQTT subscriber. After this step, prover
subscribes a computed random value from the verifier. And based on the subscribed
random value, prover computes a value and published the value to the verifier.

In the experiment, free open-source Mosquito broker and Paho Python MQTT
client are used for doing programming in Raspberry Pi.

Fig. 1 The system designed using Raspberry Pi along with nodeMCU and force sensor

Process Description

1 Force sensor detects the presence of vehicle

2 Force sensor passes the vehicle presence information to Node MCU

3 NODE MCU publishes the vehicle  topic to the parking system(Raspberry Pi)

4 Parking system starts communication to user(Raspberry PI)

5 User responds to parking system

Fig. 2 Data flow representation of the proposed system
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5.1 Prover System

The prover wants to prove that he/she is the authorized user approaching
for the parking slot. Prover can be connected to the MQTT server by using
mqtt.Client().connect(mqtt_server_ip, Port_no,keepalive). The parameter keepalive
describes the maximum portion of time in seconds that is allowed between commu-
nications with the broker. publish(“Topicname”, data), can be used to publish data,
to which topic name and data are passed. mqtt.Client().subscribe(“Topic_name”) is
used to subscribe data from a topic on the broker.

5.2 Verifier System

The verifier verifies whether the approaching user is a valid user or not. Verifier is
programmed to subscribe data from only one topic. If the verifier is programmed to
set separate topics for the receiver, the computation process and code size will be
more. So, a single topic is maintained.

5.3 Cheater System

A cheater can cheat or act unfairly toward the system if he/she could find the value
of Z = x · G − d · M, before the arrival of verifier’s hash value, d. Otherwise, the
cheater will not be able to act upon the system.

Below are the simulation snippets.

Step 1: Prover (user) sends the computed value to the verifier, as shown in Fig. 3.
Step 2: Verifier (parking system) receives the key from prover and computes the hash
value and sends back to prover, as shown in Fig. 4.

Fig. 3 Prover sends the
computed value
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Fig. 4 Verifier sends the
computed hash value

Step 3: Prover receives the hash value and computes the hash value and sends it to
the verifier, as shown in Fig. 5.
Step 4: Verifier receives the value and verifies it, as shown in Fig. 6.

Hence, the verifier verifies the proof from the prover and validates the prover.

Fig. 5 Prover sends the
computed value

Fig. 6 Verifier validated the
prover
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6 Conclusions and Future Work

Maintaining the privacy of the user in the IoT paradigm is of uppermost importance.
Preserving the anonymity of the high-profile users who are approaching the parking
system is of high importance. An algorithm, based on ZKP over ECC, is proposed
to protect the anonymity of the user identity. ECC has the advantage of providing
equivalent security with lesser key size when compared with other public-key cryp-
tographic algorithms (e.g., RSA). The future works include the establishment of an
algorithm which offers less proof size than the interactive ZKP used which will be
helpful in the resource-constrained environments.
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Non-bipolar Evaluation
and Visualization of Online Text Reviews

Keerthana Chigateri and Rekha Bhandarkar

Abstract Research in the field of Sentiment analysis is blowing day by day expo-
nentially in the recent past and currently it is the much-acknowledged discipline.
This is due to the outpouring users of internet and thus generated effusion of data in
the form of reviews, comments, blogs, communications, etc. These are treasure trove
of information needed to comprehend the fact-based opinions of diverse consumers.
Elucidating those contents is propitious to various stakeholders as right sentiments
can be gathered through it. But trading with such ginormous unstructured inputs
embodies diverse challenges. These challenges trigger the raise in desideratum and
thus summon the need to instigate pioneering logics to meet the same and to opti-
mize the existing approaches. Sentiment analysis and opinion mining terms are used
equivalently. This existed from ancient days. But the modes employed to perform
this were different like in the form of surveys, elections, etc. It was carried out either
by individuals or a group or an organization. Individuals used to consult friends or
family before changing themselves from strangers to customers of any product or
audience of any events. Groups or Organizations used to conduct surveys. But gradu-
ally most of the decisions were to be data-driven and thus appropriate decisions were
to be made in short-run to bridge the gap between businesses and consumers and to
gain the competitive advantage in market. So now this process was to be automated
for mutual benefits by exploiting the escalation in technology. Various approaches
are emerging every day to strengthen and ease the process. In the same direction, this
paper addresses how sentiment analysis of online reviews can serve as suggestions
to strangers and help them better in gaining additional insights to make well-judged
decisions or choice by visualizing the analysis in the graph form.

Keywords Reviews · Sentiment · Opinion · Suggestive · Non-bipolar
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1 Introduction

In ancient times the amount of data available was very less. This was due to various
reasons like the absence of smart gadgets, or access to internet by very less people.
Initially many people were associated with one basic communicative device with
no other option. It was many-to-one association. So the amount, quality and kind of
data generated was very less. This data was productive only for telephone industry.
Gradually phones with more options other than just communications like camera
surfaced the markets. Along with this, association also increased from many-to-one
to one-to-one. Thus the data and the kinds of data generated was more than before.
Analysis of these data was not very challenging as data was of less variety and infre-
quently produced compared to present-day environment. Later smartphones slowly
flooded themarket which supported various features. Alongwith smartphones, smart
devices also floated into the market. So the scenario again advanced from one-to-one
association to one-to-many association. Increase in smart devices and their associa-
tions with humans not only eased the lifestyle but also led to increase frequency and
the kinds of data generated enormously [1]. Now life is almost irrevocable without
these smart devices. There is almost no field untouched by this smart technology.
Every domain generates its own kind of data different from other domains [2]. So the
approach of collecting, processing, extracting, interpretation of data differs to certain
degree. These steps need to be carried out regularly, swiftly and meticulously. Thus
lot of data is made available on everyday basis which is highly concentrated with
valuable information, analysis of which would mitigate the gap between public and
service providers effectively by targeting right style of customers at the right time
for the right product based on the demographic factors. This yields tangible benefits
wholly. To accomplish this, analysis system demands augmentation in techniques
continuously. Either the good tool or good data should be available. Having both is
almost impossible. So first is recommended solution as latter is less attainable. The
analysis needs to get more precise and relevant eliminating the redundancies. More
the relevance less is the data entered, collected. Thus processing, storage required
also is less and speed increases thereby improving efficiency. The current conven-
tional review system allows the user to review the entire product. This is very abstract
as the information provided by most of such reviews is insufficient to make decisions
as they do not spot fundamental criteria as of the product. Researchers are focusing
and exploring this area to address these limitations. This paper also contributes to the
same by analyzing only those reviews targeting the duration of working of hard-disk
in non-bipolar way in terms of days, months and year unlike only positive, negative
and neutral analysis of the whole reviews.
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2 State of the Art

Technology and so our lives are flourishing parallelly. Ergo presently, internet and
Smart gadgets are the indispensable part of today’s lifestyle of any person through
various surveys as they are available within the financial means of people. This
has not only led to very effortless communication but also equally in verbalizing
of individual’s panorama. Research needs to go beyond the current binary (positive
and negative) or ternary (positive, negative and neutral) analysis of these panoramas.
Reviews along with being positive, negative, neutral or sarcastic, they can also serve
as suggestions to others [3]. Such suggestive reviews need to be identified, extracted
and analyzed [4]. The largeness of data does notmatter but the richness of datamatters
verymuch. So analysis of this data ismuch acknowledged across the globe as it yields
many tangible benefits. Initially, this analysis was carried out at the document level
usually for blogs to categorize blogs into binary or ternary classes. Gradually this
analysis was narrowed down to Sentence level like reviews [5]. Later it was further
narrowed down to entity-level like a particular product is positive/negative/neutral.
Finally, it’s now attenuated to aspect level where a particular feature of a particular
entity is positive/negative/neutral [6]. Figure 1 shows this hierarchy of sentiment
analysis. Figure 2 represents these five elements of an opinion. Figure 3 shows
the block diagram of the approach. The outcomes of the present Bipolar and tri-
polar assessment of data is two labels positive or negative and three labels positive,
negative or neutral, respectively. But a review can be positive for some aspects,
negative for certain features and neutral for few factors [7, 8]. Thus a single review
can be positive, negative and neutral at the same time. So concluding it with only one
polarity is incorrect. But non-bipolar assessment of data determines multiple labels
which connects more to the strangers [9]. It also helps the trade to understand the

Fig. 1 Hierarchy of
sentiment analysis
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demographics. It is observed through research that changing the colour of the button
increases the conversion by 15% [10]. Comprehending the sentiments of consumers
to a greater depth and more precisely is very important to ameliorate the customer
satisfaction through which business can lead in the competitive market [11]. Such
analysis refrains vague services and enables grasping and focusing on the prime
preferences of consumers. Thus the resources and time are used effectively and
wastage of the same is reduced and productivity is boosted. This paper addresses the
analysis of text reviews which is an extension to binary analysis. The emphasis of
binary analysis is on only one dimension, i.e., direction-positive/negative. Besides
this, there are other four more dimensions of an opinion which needs to be analyzed
[12] viz.,

– Intensity: It unfolds the severity or extremity of buyer’s viewpoint. It is usually
expressed using certain adjectives. For example, worst is more intense or severe
form of negativity. Excellent is the extreme form of positivity.

– Stability: based on the context, it conveys various factors like the firmness in
services, durability of the product, reliability on a service provider, etc.,

– Informational: it contributes additional details about prime aspect based on which
the direction of the opinion can alter.

– Social Support: It enhances the quality of business by giving broader focus on
one’s particular service/brand/product, etc. It by-product is positive image and
well-being in the marketplace.

These other dimensions serve as suggestive to strangers who can choose easily to
change into customers or not on viewing this diagrammatic analysis [13].

3 System Design

The main objectives of this research are to design an algorithm to extract only
informative data from large repository and to develop optimized techniques for
pre-processing the data extracted from the data warehouse. An algorithm to effi-
ciently identify different sentiments if present and to identify and classify the dif-
ferent dimensions of the sentiment needs to be established. This paper works on the
dimension, i.e., Stability. Similarly, the other four dimensions viz, Direction, Inten-
sity, Social Support, Information, needs to be worked upon. The meaning of stability
differs from context to context. Here, stability means the length of duration or the
time period during which its working or functioning is considered to be normal or
as expected. Rest of the cases are considered to be abnormal.
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4 System Implementation

Here dataset containing 443 reviews on hard disk is considered. In this set, only those
reviews are targeted which are expressing about its functioning. It is very laborious
and time-consuming to identify only relevant reviews when the number of reviews
is very huge. Figures 4 and 5 represents the frequency of working and not working
of hard disk, respectively. The Y-axis represents duration in terms of days, months
and years and the X-axis represents the number of people speaking for each case
in both figures. This representation is very comprehensive, effortless and less time-
consuming in making decision and benefits mutually for both service providers to
improve services or to identify loopholes and thus bridge the gap between them,
connect effectively and customers to decide quickly. This analysis is beyond binary
or ternary analysis. Hence the name non-bipolar. Following is the algorithm for
analyzing the reviews speaking about the working and not working of the hard disk
in terms of days, months and year. The frequency of reviews about its working is
considered as positive and the frequency of reviews about it notworking is considered
as negative. The keywords found for were 2 days, 2 months, 8 days, 15 days, 10 days,
1 week, 3 years, 1 month, 1 day, 1 year, 20 days, 2 weeks, 8 years, 3 months,
7 months, 5 months, 2 years, 3 days, 3 weeks, 12 days. If the term “working” or any
other positive terms (in dictionary) appeared within the window size less than five
terms after days/months/years, it was listed under working. Similarly, the term “not
working” or any other negative terms (in dictionary) appeared within the window
size less than five terms after days/months/years, it was listed under not working.
This window size can be varied. For example, in the review “I got these product
8 days before but the hard-disk is unable to detect”. Here the stop words like the, but,
etc., were remove while pre-processing. The term “unable” appeared within window
size <=5 and it is in the dictionary of negative terms. Thus, it is classified under
frequency of non-working reviews. The same explanation holds good for positive
reviews classification.

Every opinion can contain five main elements:

{E2, Fab, Oabcd, Hc, Td}

where

Ea Entity a
Fab Feature b of Entity a
Oabcd Opinion of entity a for feature b by opinion holder H at the time d.
Hc Opinion holder c
T d at the Time d.

Along with these five elements [5], every opinion should contain a target. An
opinion without a target is not substantial for analysis and thus its lifespan is very
short. Figure 2 represents these five elements of an opinion.

Step 1: Read the excel file and store it in the form of a DataFrame object
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Fig. 2 Five elements of an
opinion

Step 2: Calculate the shape of the DataFrame
Step 3: Read the reviews, break it down into individual reviews and store it as an
individual element in a list
Step 4: Make lists of factors to review the comments and two lists for all the positive
and negative keywords for the keyword search
Step 5: Set the counters for all the review factors as zero
Step6:Create a dictionary tomake akey-valuepair of the keywords and its occurrence
counters
Step 7: Search for the key in the list and match it with the required reviews and store
it in the dictionary along with its count
Step 8: For plotting the graph use the matplotlib library
Step 9: Append all the required labels in one list, calculate the required rows and
columns and plot the bar graph
Step 10: Repeat the steps for more sections of the analysis (Figs. 3, 4 and 5).

5 Conclusion and Future Enhancements

In this paper, non-bipolar assessment of opinions of text input processing. The same
idea can be made domain-independent in future. It turns out to be the prerequisites
for the companies in the current and future scenarios for the business to prosper.
By adopting this, they can enjoy the tangible benefits like grasping the issues and
acknowledge the trends and competitors influencing the society, embrace fresh cus-
tomer visions, optimize the strategies, and meet the warnings in the preliminary
stages to build an enduring system and services.
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Fig. 3 Block diagram of the
methodology

Fig. 4 Graph of reviews on working
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Fig. 5 Graph of reviews on not working
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Status Monitoring System-Based Defense
Mechanism (SMS-BDM) for Preventing
Co-resident DoS Attacks in Cloud
Environment

S. Rethishkumar and R. Vijayakumar

Abstract Co-occupant DoS assaults are discovered as most defenseless dangers in
relation to distributed computing which is an asset and generally is obligatory in
nature. Co-inhabitant DoS assaults would deplete out the cloud assets which impair
the certifiable cloud clients from executing cloud utilization. Consequently, aversion
and conclusion of the event related to co-inhabitant assaults result in fundamental
assignment of cloud form. In our past research strategy, two-player game approach
(TPGA) is acquainted which points that show evasion of co-inhabitant DoS assaults
by learning and arranging the virtual machine requested from clients on account
of the low, medium, and high hazard demands. Anyway, this strategy decreased
in its execution regarding discovery of hazard dimension of client ask for VMs.
There is no predefined method for recognizing hazard estimation of VM assets. And
furthermore, it would be troublesome to keep up and refresh the hazard status data
of the cloud assets. This is settled in the proposed research strategy by presenting
the system called status monitoring system-based defense mechanism (SMS-BDM)
or state observation-based co-resident DoS attack detection (SO-CRDoS-AD). In
the proposed research technique, at first, hazard estimation of each asset dependent
on client demands is assessed by utilizing hazard recognition metric. In light of
this hazard metric esteem, state estimation of each client asks for as far as VM is
refreshed. The states that are considered in this work are security state, vulnerability
state, attacked state, positive state, negative state, degenerate state, and failure state.
These state estimations of VM assets are refreshed occasionally with the assistance
of Markov chain display. This examination technique is actualized in the CloudSim
condition from which it is demonstrated that the proposed research strategy can
guarantee the exact recognitionof assault status ofVMasks for; therefore, the security
level can be upgraded.
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Keywords Cloud security · Defense mechanism · Status monitoring or state
observation · Attack state · Risk level of requests

1 Introduction

Virtualization has turned into an appealing study in the present distributed computing
condition [1]. The capacity to share the procedure are forms of assets of a solitary
physical machine server between a few detached virtual machines (VM) empowering
a more streamlined equipment use, and in addition, the less demanding administra-
tion and movement of a virtual framework contrasted with its physical partner have
offered to ascend to new security policies and VM portion designs [2]. Specifically,
virtualization procedures are a key component in distributed computing [3].

In cloud platform, the security issues are related to virtual machine allocation,
while distributed computing gives numerous points of interest in availability, versa-
tility, and cost proficiency, and it additionally presents various new security dangers
[4]. This paper focuses on the co-resident hit, where malicious users are targeted to
genuine VMs through co-locate VM from the same server and then provide side-
channel attacks to the targeted VMs and taken private data from genuine VMs [5].
Majority of the previous works are connected with avoiding of the side channels [6].
Be that as it may, sometimes are unrealistic for the current business cloud platform
[7].

We approach the issue from an alternate point of view, and concentrate on how
to limit the assailant’s probability of co-finding their VMs with the objectives, while
keeping up a palatable remaining task at hand at par and one with low power uti-
lization for the framework [8]. Our answer does not require any progressions to
the fundamental foundation. Subsequently, it tends to be effortlessly actualized in
existing distributed computing stages [9].

VM allocation policies against co-resistance attacks in cloud infrastructure are
based on the elimination of malignant users from VMs for reducing side-channel
attacks and lead to secure the VMs from co-resident attacks [10]. Previous works
focused that malignant user targeted a VM called victim VM who is utilizing the
side channels [11].

The primary commitment of this exploration work is to present the anchored
system for keeping the co-occupant DoS assaults occurring on the cloud assets;
subsequently, the ideal asset dealing with can be guaranteed. The principal objective
of this examination strategy is to arrange the required asset for the clients ask for
according to their necessities and avert pointless use of cloud assets from wastage.
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2 Related Works

VM level assurance is pivotal in a virtualized or distributed computing condition. By
making a security edge around eachVMalong these lines, the undertaking can co-find
applications with various trust levels on a similar host and can shield VMs in a com-
mon, multi-inhabitant condition. In this area, distinctive VM security calculations
have been talked about in detail.

Yinqian Zhang et al. depicted about “Home Alone: Co-Residency Detection in
the Cloud by means of Side-Channel Analysis” [12]. The abode itself is a framework
that gives an occupant a chance to confirm its VMs’ select utilization of a current
machine.

Adam Bates et al. clarified about “Identifying Co-Residency with Active Traffic
Analysis Techniques” [13]. Co-occupant watermarking, a traffic investigation assault
that permits a malevolent co-inhabitant VM to infuse a watermark signature into the
system stream of an objective example. Thus, our methodology is hard to protect
without expensive underutilization of the physical machine.

Yi Han et al. depicted about “Security Games for Virtual Machine Allocation
in Cloud Computing” [14]. It focuses on the co-occupant assault, where pernicious
clients expect to co-find their virtual machines (VMs) with target VMs on the equiv-
alent physical server, and afterward, abuse side channels to remove private data from
the person in question.

Rodrigo N. Calheiros et al. clarified about “CloudSim: a toolbox for displaying
and recreation of distributed computing situations and assessment of asset provi-
sioning calculations” [15]. The ongoing endeavors to plan and create cloud advance-
ments center around characterizing novel strategies, arrangements, and instruments
for effectively overseeing cloud foundations.

3 Status Monitoring System-Based Defense Mechanism
(SMS-BDM) or State Observation-Based Co-resident
DoS attack detection Model

The proposed research strategy is presenting the procedure called status monitor-
ing system-based defense mechanism (SMS-BDM) or state observation-based co-
resident DoS attack detection (SO-CRDoS-AD). In the proposed research technique,
at first, hazard estimation of each asset dependent on client demands is assessed by
utilizing hazard discovery metric. In light of this hazard metric esteem, state estima-
tion of each client asks for as far as VM is refreshed. The states that are considered in
this work are security state, vulnerability state, attacked state, positive state, negative
state, degenerate state, and failure state. These state estimations of VM assets are
refreshed intermittently with the assistance of Markov chain demonstrated work.
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3.1 Problem Definition

Think about the accompanying situation: in a distributed computing arrangement of:

K servers S = {s1, s2, …, sK},
M clients U = {u1, u2, …, uM} & begin
N virtual machines V = {v1, v2, …, vN}.

A mapping X: U × V → S, apportions each VM from every client to an explicit
server, XV × S×U = {xv, s, u | xv, s, u = 1 iff VM v of client u is allotted to server
s}. An assailant A means to co-find their VMs with the VMs of legitimate client L,
i.e., Target (A) = ∑

t VM (L, t). Amid, one assault began at time t, A dispatches
|VM (A, t)| VMs, and the objective is to expand the proficiency and additionally
inclusion rate. Given this assault situation, our new arrangement ought to fulfill the
accompanying destinations:

1. Security—Under the new strategy, the aggressor needs to begin countless to
accomplish a nonzero productivity or inclusion rate; i.e.,VMmin is high. Likewise,
the inclusion rate does not increment or increments gradually with |VM (A, t)|.
So as to accomplish these two, one outstandingly prominent case is that VMs of
various clients are never allotted to a similar server. In view of such a thought,
we limit the normal number of clients per server, i.e.,

S: min〖1/K
∑

− (s ∈ S)[|u|u ∈ U, x_(v, s, u) = 1,∀v ∈ V |]〗
2. Remaining burden balance—As we referenced in the presentation, the signifi-

cance of outstanding task at hand balance is twofold. For cloud suppliers, equally
disseminating VMs helps decline the likelihood of servers being over-used. For
straightforwardness, in our new arrangement, we utilize the quantity of running
VMs per server as the rule to spread the outstanding task at hand (equivalent to
the least VM strategy). What is more, clients would likewise lean toward if their
VMs are not all distributed together on a similar server. As it were, overall, the
quantity of servers that have a client’s VMs ought to be amplified, i.e.,

W: max〖1/M
∑

− (u ∈ U )[|s|s ∈ S, x_(v, s, u) = 1,∀v ∈ V |]〗
3. Power consumption—How to successfully decrease the power utilization is a sig-

nificant issue for cloud suppliers. So as to rearrange the issue, here, we just think
about the most direct methodology—limiting the quantity of running servers,
i.e.,

P : min|{s|s ∈ S, ∃u ∈ U, v ∈ V, x_(v, s, u) = 1 }|
What is more, we make the accompanying presumptions:

1. The limit of a server is not expressly included. Be that as it may, when another
VM asks for are being prepared and just the servers with adequate assets left are
considered—we allude to these as authentic servers. As it were, we center around
structuring a calculation to sort these genuine servers and dispense the new VM
to the best-positioned server, with the goal that the over three destinations can
be fulfilled.
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2. The multi-target improvement is improved the situation each approaching VM
ask for when it arrives, with the end goal that just the present framework state
and the VM asks for are mulled over; i.e., no look-forward system is utilized;

3. VM live relocation is not mulled over, which implies once a VM is dispensed to
a server, it will keep running on that server until the point when it is halted or
ended by the client.

4. Cloud suppliers do not have any earlier information of the aggressors or
unfortunate casualties, and all VM asks for are dealt similarly.

3.2 Risk Value Measurement

The risk value of every user request is calculated by using RISK equation, and the
state value of every VM is also updated by using a Markov chain model. Finally, a
risk detection metric is used with state transition model so as to optimize the VM
allocation in cloud infrastructure. The connection motor uses a tree of consistent
conditions, i.e., rules, or AND/OR tree, and it is actualized by OSSIM, an open-
source framework. The motor uses Eq. 1 to characterize the hazard an incentive for
each gathering of cautions and at whatever point the hazard winds up bigger than or
equivalent to one, an alert will be let go:

RISK = (AssetValue ∗ AlertPriority ∗ DetectionReliability)/NF (1)

where

AssetValue → value of the attacked resource.
AlertPriority → how dangerous the alert is. This value is set by the firing IDS and
is adapted in the normalization step.
DetectionReliability → the probability that the attack defined in a correlation level
is real.
NF → fixed normalized factor defined by the administrator in the IDS configuration
phase.

3.3 State Value Observation and Updation Using Markov
Chain Model

The risk factor of every user request is calculated by using risk detection metric,
and after that, the state value of every resources is updated by using a Markov chain
Model because the security situationof a cloudhas been changed in eachpoint of time.
The HMM comprises a state change likelihood network P, a perception likelihood
frameworkQ, and an underlying state circulation vector π and is signified by a tuple
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(i) accident or pre-attack action (ii) detect before attack (iii) begin scanning 

(iv) eliminate all negative effect (v) transparent recovery (vi) undetected 

(vii) graceful degradation (viii) fail with alarm (ix) restoration/reconfiguration/evolution 

(x) restoration/reconfiguration/evolution (xi) restoration/reconfiguration/evolution  

Ss Sv Sa Sd Sf 

Sp 

Sn 

(xi) 
(v) 

(iv) 

(i) (iii) (vii) 
(viii) 

(ii) 

(ix) 

(vi) 

(x) 

Ss Security State 
Sv Vulnerable State 
Sa Attacked State 
Sp Positive State 
Sn Negative State 
Sd Degenerate State 
Sf Failure State 

Without manual intervention 

With manual intervention 

Fig. 1 State transition model

(P, Q, π ). In this work, 7 states are considered. The states that are considered in
this work are security state, vulnerability state, attacked state, positive state, negative
state, degenerate state, and failure state. The state change model of this exploration
technique is shown in the accompanying Fig. 1.

Figure 1 shows the state transition (ST) demonstration where the state set I =
{Ss, Sv, Sa, Sp, Sn, Sd, Sf} can be commonly traveled as a system of depicting the
dynamic practices of security in cloud. Because of the dynamic use of cloud assets,
the security is without a doubt impacted by the accomplished setting. The state
change of ST model can be portrayed as pursues.

(i) If the protective techniques, e.g., verification, get to control, encryption, and
fix for known vulnerabilities lose adequacy, the framework will enter the
helpless state Sv from the security state Ssand effectively experiences being
infiltrated and investigated by an aggressor. Be that as it may, if catching the
assaults previous interruption, the framework could in any case remain in the
state Ss.

(ii) If recognizing the assaults amid being entered and investigated, the framework
could come back to the state Ss from the defenseless state Sv. The framework
will as often as possible sweep the present state and could quickly dispatch
the correct countermeasure after distinguishing assaults.

(iii) If the powerlessness is misused effectively, the framework will be under the
assaulted state Sa and the potential harmmay happen. In the assaulted state Sa,
the framework needs to lead different conceivableways to deal with recouping
from harm and to relieving the misfortune. In spite of the fact that there may
be more than one reaction accessible, the framework essentially means to
reestablish the security state Ss.
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(iv) If the framework dispenses with every single ruinous impact caused by an
assault and effectively reestablishes the security state Ss, and afterward, the
framework will go into the positive state Sp.

(v) By straightforward recuperation, the framework will recoup from the positive
state Sp to the security state Ss.

(vi) If the framework neglects to perceive the dynamic assaults and along these
lines takes no reaction, the framework will enter the negative state Sn.

(vii) Having distinguished assaults however unfit to dispense with every one of the
impacts, the framework needs to contract the degree of harm while keeping
up the basic administration, which is known as the savage state Sd. The fun-
damental administrations allude to the functionalities that ought to be kept up
to fulfill the foundational necessities regardless of whether confronting the
unfriendly, disappointments, and mishaps.

(viii) If the above countermeasures do not work by any stretch of the imagination,
the framework needs to enter the disappointment state Sf at long last.

(ix), (x), and (xi) By manual mediation, the framework recoups the full administra-
tions after an assault and comes back to the security state Ss from
the negative state Sn, the savage state Sd, and the disappointment
state Sf, individually.

After calculating the risk value of every user request, then the alert risk of each
stage has been verified by using the below-mentioned equation.

ARs = (
ACs ∗ AP ∗ DRs)/NFs = (

ACs ∗ (
Cseverity ∗ Noccurance/Afrequency

) ∗ DRs)/NFs (2)

where

ARs → alert risk at a specific state s.
ACs → asset cost at a specific state s. AC is computed using the C vector, and it
represents the potential consequences of the state s on the asset in question.
AP—<alert priority. It is computed based on Cseverity, Noccurance, and Afrequency as
shown in Eq. 2.
Cseverity → current alert severity defined by the firing IDS.
Noccurance → number of occurrences of current alert in a specified correlation time
slot defined in the correlation process.
Afrequency → acceptable frequency of this alert per day based on the training data
computed from the attack dataset.
DRs → detection reliability at a specific state s. It is computed according to the alert
position corresponding to s in Matrix Å.
NFs → A fixed normalization factor that is computed according to the maximum
values appeared during training phase for ACs, AP, DRs, and maximum alert risk
(MR) where ARs belongs to the range (0–MRs). All these values are computed for
each state independently. Thus, NFs = (Max(ACs) * Max(AP) * Max(DRs))/MRs.
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3.4 Two-Player Security Game

As expressed [5], when the client accounts are characterized, the diversion approach
is utilized for upgrading the barrier system. The assailant’s conduct, as found prior,
when the aggressor begins their first VM (there is no motivating force for aggressors
to beginmore thanoneVMatfirst, as noneof themwill co-situatewith the objectives),
they are marked as medium hazard. So as to be renamed as okay, the assailant needs
to keep the first VM running before beginning more VMs. This is known as the
underlying expense. Subsequent to being named as generally safe, the aggressor can
make the same number of VMs as they need. In any case, they need to deliberately
control the pace, with the goal that they won’t be renamed as medium or even high
hazard. When it turns out to be progressively costly to keep the present record being
considered as okay than to make another record (i.e., pay the underlying expense
once more), the assailant will dispose of the present record.

4 Results and Discussion

The execution of the proposed status monitoring system-based defense mecha-
nism (SMS-BDM) or state observation-based co-resident DoS attack detection (SO-
CRDoS-AD) is assessed in CloudSim. The outcomes are contrasted, and the co-
area safe (CLR) calculation proposed in [24], PSSF-based amusement hypothetical
methodology (alluded as PSSF in charts) [10], and out pastwork two-player diversion
approach-based protection system (alluded as two-player approach in diagrams) as
far as record order exactness, accuracy, review, and assailants by and large expense.

Accuracy: Characterization exactness

Exactness is the rate relating to the effectively done order of client accounts as lawful
and vindictive clients.

Accuracy = (TP + TN)

(TP + FN + FP + TN)
∗ 100

Figure 2 shows the comparison of the defense mechanisms in terms of accuracy.
From the graph, it can be found that the proposed SO-CRDoS-AD provides highly
accurate classification. The proposed research method SO-CRDoS-AD shows 3.2%
increased accuracy than the two-player approach, 7.9% increased accuracy thanPSSF
approach, and 14.4% increased accuracy than the CLR approach.

Precision

Precision is the correctness of the classification of the user accounts.

Precision = TN

(TP + FP)
∗ 100
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Fig. 2 Accuracy comparison

Figure 3 shows the comparison of the defense mechanisms in terms of precision.
From the graph, it can be found that the proposed SO-CRDoS-AD provides précised
classification, thanks to the optimal solutions for the large-size data center. It is
evident that the proposed defense mechanism can avoid the possibility of attacks
with greater probability. The proposed research method SO-CRDoS-AD seems to
provide 3.3% increased precision rate than two-player approach, 6.8% improved
precision outcome than the PSSF method, and 17.7% improved precision outcome
than the CLR method.

Recall

Recall is the completeness of the classification done in the cloud user accounts.

Recall = TN

(TP + FN)
∗ 100

Fig. 3 Precision comparison
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Fig. 4 Recall comparison
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Figure 4 shows the comparison of the defense mechanisms in terms of recall.
From the graph, it can be found that the proposed SO-CRDoS-AD provides classi-
fication with high recall. The proposed approach increases the defense against co-
resident DoS attacks with higher accuracy. Recall of the proposed research method is
improved 3.2% better than the two-player approach, 12.9% better than PSSFmethod,
and 18.5% better than the CLR method.

Attacker’s Overall Cost

This parameter helps in assessing the expense caused for starting an assault, i.e.,
making another record for starting another VM. The expense is spoken to in US
dollars ($) for normal cost assessment.

Figure 4 shows the comparison of the attacker’s overall cost for initiating a new
VM for beginning a co-resident DoS attack in the presence of evaluated defense
mechanisms. From the graph, the cost incurred by the attacker to initiate a co-resident
DoS attack is higher in proposed SO-CRDoS-AD than the othermethods. It is evident
that the proposed defense mechanism makes it difficult for an attacker by making
an attack process highly expensive. Thus, it forces the attacker to reduce risks and
behave as a normal user. The proposed research method shows 346% improved
performance than two-player approach, 90% improved performance than the PSSF
method, and 171% improved performance than the CLR method (Fig. 5).

Fig. 5 Attacker’s overall
cost comparison
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5 Conclusion

In this work, we focus on a specific threat—the co-resident attack that targets the
virtualization level and the bottom of the software stack. In this type of attack, the
attacker has a clear set of target virtual machines (VMs), and they intend to extract
private information from these victims, by co-locating their own attack VMs with
the target VMs on the same physical server and then building different kinds of
side channels. This is resolved in the proposed research method by introducing the
technique called status monitoring system-based defense mechanism (SMS-BDM)
or state observation-based co-resident DoS attack detection (SO-CRDoS-AD). In
the proposed research method, initially, risk value of every resources based on user
requests is evaluated by using risk detection metric. Based on this risk metric value,
state value of every user request in terms of VM is updated. This research method is
implemented in the CloudSim environment fromwhich it is proved that the proposed
research method can ensure the accurate detection of attack status of VM requests;
thus, the security level can be optimized.
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Resource Scheduling Algorithms
for Cloud Computing Environment:
A Literature Survey

V. Arulkumar and N. Bhalaji

Abstract Nowadays, resource scheduling in cloud environment is a challenging task
as the number of customers increases for utilizing the cloud services. In this cloud
environment, allocation of suitable resources to the corresponding VM depends on
the QoS requirement of the specified applications. Researchers have developed so
many resource scheduling algorithms. However, the service providers in cloud envi-
ronment still find it difficult to choose the appropriate algorithm for their applications.
This is due to the heterogeneity of resource types, interdependencies, uncertainty and
dispersion of assets in the cloud environment. This paper reviews all the available
load balancing algorithms in a nutshell.

Keywords Load balancing · Cloud computing · Resource scheduling

1 Introduction

Cloud computing recently emerged as a promising technology for providing unusual
services through Internet to satisfy customer requirements based on their demand
with least spending. As a matter of fact, cloud is a broadly shared figuring which
is determined by economies of scale, where a pool of preoccupied, virtualized, pro-
gressively versatile, oversaw registering power, stockpiling, stages, and any adminis-
trations could be conveyed to outer clients given by devoting Internet. The client can
profit or anticipate all kind of administrations or assets without building, observing
and keeping up their interior resources. It delivers infrastructure, platform and soft-
ware as a service to the customers. The cloud computing provides added services,
which are system infrastructure dependent even if the clients do not have infras-
tructure. Since customers using the cloud providers’ infrastructure on pay as used
and on demand basis, all of us can accumulate resources and operational venture.
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Due to this, customers can upload their data on the providers’ platform instead of
on their own environment. Their task could run on the cloud and share the server’s
space within the cloud to do dealing out and manipulation of data, etc. A bundle of
specialist co-ops are putting forth distributed computing administrations by convey-
ing server farms at different areas around the globe. In flow situation, the specialist
co-ops evaluated that server farms expend 0.5% of theworld’s all out power use. Sup-
plier server farms are requesting more vitality, and it continues multiplying every
year. This prompts harm of condition and furthermore builds consumption of the
specialist organization. Eventually, situation demands for the researchers to find rea-
sonable scheduling or resource management plan to deploy on the service providers’
data centers to ensure their customers to serve speedy manner. Advanced scheduling
scheme supports to cloud service providers in effective way of deploying their data
centers. Resource scheduling can be achievable through any of the following ways:
scheduleVMs to conserve data center utilization, effectiveway ofmanaging theVMs
and primary infrastructure, decrease working inefficiencies for non-essential tasks
and optimize data center load. Existing work investigates the compelling method for
VM executives for the most part fits on any of the followings: watch cloud utilization
and machine load in this circumstance when load diminishes: Live relocate VMs to
increasingly used hubs and shutdown unused hubs. The potential outcomes of oppo-
site side for example load builds: Use hold up states to fire up holding up hubs and
timetable new VMs to new hubs. Burden adjusting is an imperative undertaking in
cloud executives to accomplish most extreme use of assets. Large burden adjusting
task has been investigating either static or dynamic techniques. Static strategy is easy
to reproduce yet does not suit heterogeneous condition. The dynamic technique is
hard to recreate; however, it suits for heterogeneous condition. Here, primary center
dimension is at which hub the static or dynamic calculation has been actualized.
This assumes a noteworthy job in choosing the adequacy of calculation. Successful
method for actualizing load adjusting calculations on cloud foundation basically cen-
ters around proficient usage of assets and finishes the assignment in least time with
least use charges. Figure 1 gives an overview of LB algorithms in cloud computing
environment.

In this paper, we present an audit of current LB algorithms in cloud computing
situation. Examination of various algorithms is done bringing out notable parts of
every one of the categories.

The benefits of various algorithms are viewed as dependent on numerous parts of
the execution. Some of the aspects are shown in Table 1.

2 Literature Review

Numerous specialists have worked in the region of LB in cloud computing condi-
tion. These are gone for decreasing the overutilization or under usage of VMs in the
cloud. There are static and dynamic LB plans. Opportunistic load balance (OLB) is
one of the generally utilized LB plans, in which the undertakings are additionally
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Fig. 1 Load balancing algorithms in cloud computing

Table 1 Performance metrics considered for load balancing

S. No Parameter Remarks

1. Throughput (TP) In light of the quantity of assignments finished effectively

2 Migration time(MT) Time elapsed when the resources move between nodes

3 Response time (RT) Time taken to respond by the resources to respond for a
request

4 Fault tolerance (FT) The ability of a calculation to complete uniform burden
adjusting notwithstanding when interface falls flat

5 Resource utilization (RU) Measured utilization of resources

6 Scalability (Sc) Capacity of a calculation to execute as arranged when the
quantity of hubs increments

partitioned into sub-errands and are doled out for completing the remaining task at
hand at all conceivable time. The OLB algorithm offers better efficiency with the
hosts being kept busy to the maximum extent. However, makespan suffers in typical
cloud environment. Another dynamic algorithm is known as Minimum Execution
Time (MET) algorithm. This approach tries for better makespan in the system by
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appropriate balancing of cloud resources. This methodology offers fluctuated con-
trasts in the heap over the framework. A Minimum Compilation Time (MCT) is a
calculation, in which prepared to-execute time and the normal execution time are
viewed as together for adjusting. This methodology can be considered under static
and dynamic techniques. The Simulated Annealing calculation looks to abstain from
getting kept to neighborhood minima and scans for all inclusive ideal arrangement.
The First Come First Served (FCFS) calculation is one of the most straightforward
calculations. In this, the primary occupation in the line is dispensed to the main free
VM,with no inclinations. This calculation is non preemptive. The turnaround and the
reaction time in this calculation are extremely high when contrasted with numerous
calculations. min–min scheduling depends on the idea of allocating an undertaking
having least fulfillment time first for execution on the asset, which has the base con-
summation time (quickest asset). In any case, this algorithm is disadvantageous if
the quantity of bigger measured errand is more than the quantity of shorter assign-
ments. Max–min scheduling depends on the idea of doling out an assignment having
greatest finishing time first for execution on the quickest asset. Be that as it may, this
approach is required to expand the all out reaction time of the framework. Special-
ists have dealt with the above general plans and have displayed better exhibitions in
regard to certain aspects. The service provider is relied upon to pick whichever suits
the prerequisites close by.

Rajput and kushwah [1] surveyed distinctive static and dynamic LB calculations
in-task planning established on load balance, opportunistic load balancing algorithm
(OLB), round-robin load balancer, max–min calculation, min–min calculation, ran-
domized, FCFS serve calculation, most brief reaction time first, similarly spread cur-
rent execution and asset mindfulness scheduling algorithm regarding their relative
favorable circumstances and weaknesses.

Aslan and shah [2] reviewed diverse intuitive LB algorithms which are tending
to various issues from various perspectives and give distinctive arrangements. The
authors classified the focal points and weaknesses of different static calculations like
static LB, round-robin, min–min, max–min and dynamic calculations like honey
bee, ant province, container and throttled LB calculations. The exhibitions of every
one of these calculations are classified for various parameters, for example, fairness,
response time, throughput, overhead, adaptation to internal failure, execution, asset
use, speed and multifaceted nature.

Nitaka [3] proposed another strategy for appropriating the heap in cloud condi-
tion by actualizing round robin, similarly spread current execution calculation and
throttled LB algorithm successively so as to improve the general framework reaction
time and furthermore to get diminished postponement with the server farm preparing
time. The proposed work is executed in three unique dimensions. In level 1, round-
robin calculation is executed which disperse the heap on irregular premise, second
dimension similarly spreads the outstanding burden and considers less VM as per
the circulation procedure and third dimension is executed by throttled calculation.

Samal and Mishra [4] made a near examination of variations of various round-
robin calculations, to be specific, round-robin (RR), modified round robin (MRR),
time slice priority-based round robin (TSPBRR). The investigation is accomplished
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for different parameters like setting switch, throughput, CPU usage, turnaround time,
holding up time and reaction time. They opined that the TSPBRR calculation gives
better throughput least turnaround time, holding up time and reaction time contrast
with RR and MRR.

Zhang et al. [5] proposed a double tree-like structure comprising of leaf hubs, child
hubs, parent hubs and so forth which partition the simulation region into subdomains.
The outstanding task at hand will be isolated into sub-areas dependent on quick
adjusting calculation. Outstanding burden is determined dependent on the calcula-
tion which gives high productivity, quicker adjusting rate and less correspondence
overhead. Be that as it may, the topology is not kept up.

Dhinesh Babu and VenkataKrishna [6] proposed a method dependent on char-
acteristic conduct of honey bee for finding and harvesting sustenance to adjust the
remaining task at hand between the virtual machines for amplifying the throughput.
It plainly distinguishes the VMwith work of lesser need. At the point when high need
remaining task at hand comes, it will be coordinated to VMs with lesser need work.
It is exceptionally intended to give most extreme throughput, minimum waiting time
and with less correspondence overhead. In any case, the principle downside of this
calculation is that in the event that more works with higher need come, at that point
the lower need work will sit tight in the line for long-lasting.

Chandrakanta and Piyush [7] have likewise proposed a novel honey bee enlivened
LB calculation dependent on scavenging conduct of honey bees in a cloud situation.
The undertakings are doled out to VMs which are running in parallel to create the
yield with less execution time. It utilizes the pare to predominance idea for both
choosing ideal VM, and diverse QoS parameters are considered for setting needs to
the assignment. It is expected that the assignments are free, and the VMs utilizes
preemptive errands scheduling.

Dong et al. [8] proposed a LB concept dependent on a distributed architecture
to conquer the issues of dynamic file movement, versatility and accessibility of the
parallel record framework. In this method, an appropriated leader will be utilized, in
which every I/O server can take their very own choice to allocate remaining tasks at
hand to VMs contingent on the present circumstance of the framework to give better
adaptability and accessibility.

Deng and Lau [9] proposed two warmth dispersion algorithms global and local
dissemination for circulated virtual conditions where the load has gotten to by simul-
taneous clients may make issues when number of clients increments. In this propose,
the virtual condition is part into huge number of square cells and each square cell hav-
ing a hub. Global diffusion algorithm comprises of two phases (i) global scheduling
stage and (ii) local load migration stage. In local diffusion algorithm, local decision
making and effective cell choice plans are utilizedwhich basically contrast the neigh-
boring hub loads with the contiguous hub loads. In the event that heap is little, at that
point, the exchange of load ends up conceivable. Here, global dissemination works
better and give less correspondence overhead, fast and require just less measure of
figuring, however, needs in system delay.

Esch and Tobias [10] presented the idea of overlay systems to interconnect each
one of the machines that makes the foundation of an online situation. LB algorithm
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encourages the whole system to be separated into littler cells, and every cell is
furnishedwith different hotspots which are utilized to figurewithout a doubt themass
of the item. Every single cell is checked and overseen by an open server. Hotspot
precision expanded when the system load increases. It gives dependable, versatility,
proficient directing and adaptation to internal failure and furthermore gives number
of connections doled out to every hub when the system over-burden. In any case, it
sets aside some effort to adjust the heap as the open servers are put haphazardly.

Godfrey et al. [11] have presented the idea of virtual server to improve the exe-
cution of the system in a dynamic load balancing system. In this, load information
of the peer nodes is stored in different directories which are used to schedule the
workload to different virtual servers for better balance. It is more qualified for shift-
ing remaining tasks at hand and number of hubs with high hub use and improved
versatility. Be that as it may, the reassignment work of virtual server is troublesome.

Kokilavani [12] proposed a min–min method. It is a basic and quick executing
approach. In this method, the allotment happens in two stages. In the main stage,
every single autonomous undertaking without any information reliance on different
assignments is gathered, and their individual least execution time is determined. The
second stage comprises of designation of undertaking with least execution time to
the reasonable assets. The fulfillment time of the offset assets is refreshed with the
expansion of the culmination time of as of now running project.When an undertaking
is finished, it will be expelled from pending rundown until all errands are allotted.
Despite the fact that this calculation offers better throughput, reaction time and asset
use, it creates high correspondence overhead. This calculation cannot adjust the
outstanding task at hand legitimately since it focuses on the little undertakings first.

Chen et al. [13] presented another priority-based improved min–min load balanc-
ing calculation standard to diminish the fulfillment timeof assignments and increment
the asset uses. It depends on the standard min–min algorithm. The authors executed
standardmin–min, improvedmin–min and priority-awarded load balancingmin–min
algorithm using MATLAB. The outcomes for makespan, average resource utiliza-
tion range, averageVIP tasks completion time and average ordinary tasks completion
time are contrasted by shifting the assets and diverse speed and errand with various
size. The outcome demonstrates that this calculation decreases 20% of the normal
finish time of VIP errands.

Anandharajan and Bhagyaveni [14] proposed a load balancing algorithm based
on random sampling of the system. This method, which is appropriate for extensive
framework, works in decentralized manner accomplishing self-association in adjust-
ing the outstanding task at hand. This is conceivable by developing a virtual chart
with the availability of every server. The graph is drawn depicting the degree directed
to the free resources of the server. But, it is found that the performance is degraded
when there is an increase in population diversity.

Chauhan and Joshi [15] have developed max–min algorithm by modifying only
in the second phase of min–min algorithm. In this, the task with maximum expected
completion time is taken first and assigned to suitable resources. It gives importance
to long tasks first and suitable for some environments.
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Bhoi and Ramanuj [16] built up an upgraded max–min planning calculation
by completing a little change in improved max–min calculation. This calculation
depends on expected execution time as a determination premise rather than culmi-
nation time. Be that as it may, it allocates assignments with normal execution time
to asset that produces least consummation time in improved max–min. On the off
chance that biggest undertakings are excessive since quite a while ago contrasted
with different errands, it expands the general make-length since it is executed just by
slowest asset first. Different errands are executed by quicker assets. This downside
is overwhelmed by upgraded max–min calculation. The calculation is simulated by
CloudSim for different assets. The outcomes demonstrate that it diminishes by large
makespan and can adjust the heap crosswise over assets.

Li et al. [17] proposed an improved max–min task scheduling algorithm. Their
algorithm provides elasticity in cloud computing by maintaining a status table for
all tasks and calculates the existing workload for each machine along with expected
time of completion for each task. This table helps in allocating the remaining work-
load among VMs. The algorithm is assessed by simulation by using CloudSim.
The parameters considered are task pending time, task reaction time, hypothetical
simultaneousness and asset use. This Elastic cloud Max–Min (ECMM) calculation
gives 21.4–30% improvement in results for normal undertaking pending time as con-
trasted and max–min and round-robin calculations. Be that as it may, ECMM needs
in assignment reaction time proportion contrasted with max–min calculation.

Konjaang et al. [18] introduced a new optimized scheduling algorithm based
on max–min algorithm. It identifies the tasks with maximum completion time and
minimum completion time. The algorithm assigns anyone of the tasks to the available
resource to increase the throughput. This helps to overcome the increased makespan
time of standard max–min algorithm. Comparison between the results with standard
max–min and round-robin algorithm concludes that themax–min offers better results
in terms of makespan time and load balancing.

Elzeki et al. [19] presented an improved max–min calculation making a remark-
able change in the standard max–min calculation. It considers the effect of RASA
calculation in appointing errands alongside max–min methodology. It allocates the
undertaking with greatest execution time to asset with least fruition time. RASA is
a hybrid algorithm of max–min and min–min algorithms. The calculation ascertains
the normal consummation time for each assignment on the accessible assets. After the
computation, max–min and min–min calculations are connected again to exploit the
twocalculationswipingout their disadvantages. The calculations ofmax–min,RASA
and improved max–min are reproduced utilizing CloudSim to check for makespan.
The reproduced outcomes demonstrate that improved max–min dependably offers
less makespan contrasted with standard max–min and same or littler makespan as
RASA calculation.

Tawfeek et al. [20] proposed another closed task scheduling algorithm dependent
on ant colony optimization to minimize the makespan time for the given errand
administration. This algorithm takes care ofNP-hard problem, for example, voyaging
sales rep issue, graph shading issue and vehicle routing algorithm. This calculation is
reenacted utilizing CloudSim, and themakespan is evaluated for various errands with
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round-robin and FCFS calculation. The outcomes are acquired with the presumption
that the errands are commonly free and not preemptive. The outcomes demonstrated
that the ant colony algorithm works better as far as makespan time as contrasted and
round-robin and FCFS.

Gupta and Garg [21] proposed a meta-heuristic methodology of ant colony opti-
mization calculation to take care of the LB issue in distributed computing condition.
It is intended to accomplish least makespan or execution time and better LB. The
calculation is mimicked in CloudSim for ascertaining makespan time and burden
adjusting level by shifting the quantity of undertakings and processors. Results con-
trast well andmost famous calculations, for example, NSGA-II with the presumption
that the errands are autonomous. The reproduction results demonstrate that the ACO
calculation delivers less makespan time, and LB level contrasted with NSGA-II.

Shah et al. [22] proposed a algorithm that combines the concepts of opportunistic
load balancing (OLB) and Load balance Min-Min (LBMM). This load schedul-
ing algorithm achieves the advantages of both algorithms, namely, better executing
efficiency, better utilization of resources and load balancing of the system.

Ru andKeung [23] proposed a scheduling calculationwhich is createdwithmix of
undertaking gathering, prioritization of data transfer capacity mindfulness and short-
est job first (SJF) calculation so as to lessen the processing time, waiting time, finish
time (makespan) and overhead. In this calculation, the outstanding burdens are made
utilizing Gaussian distribution, and resources are generated using random distribu-
tion. This work is mimicked in CloudSim condition, and the outcomes demonstrate
that the calculation produces 30% improved outcomes for holding up time, preparing
time and makespan alongside better use of assets with minimum overhead.

Agarwal and Jain [24] proposed a new generated priority algorithmworking based
on the priority of tasks. The priority of the tasks is defined based on the cloudlet size,
memory, bandwidth scheduling policy, etc. Here, the authors compared time shared,
space shared and a generalized priority algorithm. The above work simulated using
CloudSim for various data centers, host VMs, scheduling and provisioning policies,
and the results are compared with FCFS and round-robin.

Zheng and Zhang [25] proposed a streamlined water wave optimization algo-
rithm dependent on three wave propelled administrators to be specific, propagation,
refraction and breaking. The proposed improved WWO calculation disentangles the
computation by overlooking the refraction administrator. It acquaints a populace
estimate decrease with equalization the load better. They reason that the simplified
WWO works better when contrasted with WWO as far as computations; however,
they do not know whether simplified WWO can supplant WWO totally.

Ghanbari and Othman [26] proposed a priority-based job scheduling algorithm
based on the theory of Analytical Hierarchy Process (AHP). T. Saaty has developed
the AHP model based on a mathematical model combining multi-criteria decision
making (MCDM) andmulti-attribute decisionmaking (MADM). The algorithm con-
siders three levels of priorities such as Scheduling level (Objective level), Resources
level (attribute level) and Job Level (alternative level). But this algorithm suffers
from complexity, consistency and finish time.
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Wang et al. [27] proposed a new job spanning time and load balancing genetic
algorithm (JLGA) based on the original adaptive genetic algorithm. It considers the
new characteristic of cloud computing to improve the performance. This algorithm
initializes the population and describes the load existing among nodes and weight
multi-fitness function. The simulation is done for comparing the performance of
AGA and JLGA with no priorities among jobs. The results prove that JLGA works
better in both total tasks and average task consuming of jobs, and it balances the load
among the systems.

Dubey et al. [28] proposed a new modified Heterogeneous Earliest Finish Time
(HEFT) algorithm to overcome the drawback of inefficient task distribution byHEFT
algorithm. Their algorithm distributes theworkload between different resources in an
effective way to reduce the makespan. The algorithm works in two different phases.
In the first phase, the nodes are assigned with a weight, and communication costs
between the nodes are setup. Then rank is calculated for every task in DAG traveling
from the last node toward the root node. In second phase, the task will be effectively
assigned to available resources based on results obtained from the first phase. The
results of the simulations show that the modified HEFT produces less makespan time
as compared to HEFT and CPOP algorithm.

3 Conclusion

There are different alternatives accessible for giving resource scheduling in cloud
computing condition. The researchers, as talked above, have not executed or mim-
icked their calculations for comparative situations, in the sense, the quantity of servers
and their capacities and furthermore the quantity of clients utilizing the cloud and the
assignments that they are performing are not indistinguishable. Each methodology
might be reasonable for one circumstance. In this way, there cannot be a straightfor-
ward measuring stick to quantify the exhibitions of various mists on various angles.
The specialist co-op must think about all angles and introduce a heap adjusting cal-
culations that may best suit the individual prerequisites as far as CPU use, memory
utilization and every other parameter, for example, makespan, throughput and so
forth.
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Cloud-Based Healthcare Portal
in Virtual Private Cloud

R. Mahaveerakannan, C. Suresh Gnana Dhas and R. Rama Devi

Abstract Healthcare system providing cloud-based storage makes possible to store
the patient’s therapeutic records to the remote server than keeping the files and radi-
ological images on a hard drive or local storage device which enables the patient
to access their medical records at any place from the Internet through a web-based
application. The structure of cloud application guarantees the privacy and security
of health-related data to preserve the sensitive health information. The architectural
design of cloud computing is to alleviate the privacy concern and to fulfill the con-
fidence and trust of the cloud-based healthcare organization. This work proposes a
structure for a cloud-based healthcare system to allow patients get to their medi-
cal images and reports from the cloud, ensuring that the data are available when it
meets the prerequisite of a particular contract that is authorized. The requirements,
architecture design, software components, and validation methods of cloud-based
healthcare system are introduced.

Keywords Healthcare system · Public cloud · VPC · VPN · NAT · Client system

1 Introduction

The organization requires different types of software and hardware to run. They
need a different expert to maintain the software and hardware [1]. These are the
challenging task before cloud computing. After cloud computing, an organization
can get rid of those problems. If the organization has not had enough resources
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to invest in infrastructure and platforms to deploy their applications, they can take
advantage of the cloud services to suit their specific needs. Since the cloud provides
a scalable infrastructure to handle the load effectively, the organization can pay for
what they used based on a pay-as-you-go model. Since they can deploy and run
the different application in the cloud, they do not have to buy and maintain the
infrastructure like hardware, software, networking, security, firewall, etc. The cloud
service provider should product their data from the negative impact on business.
So, the cloud service provider provides a high level of services as the expectation
of the organization. Google and Microsoft provide web-based email service. The
emails are stored in a Google server and Microsoft server instead of storing in a
client computer.Microsoft also offers aweb-based office online app,web-based apps,
social networking sites, andmedia services. Healthcare sensitive data must be treated
with high-level security of current legislation [2]. This work encompasses to preserve
the privacy and technical requirement of the healthcare data to allow ubiquitous and
secure access in the cloud environment and highlight the threats to the health data
in the cloud and present the requirements to be fulfilled to mitigate the threats [3].
Public cloud computing provides the virtual private cloud (VPC) which allows the
organization to isolate their cloud instance from other organizations in order to meet
the security issues and provides great control over the cloud environment, and also,
it creates a hardware virtual private network (VPN) to connect the own data centers
with public cloud.

2 Requirements

Cloud-based healthcare system should maintain the security and privacy of data
within the organization in order to protect the sensitive data.

The cryptographic andnon-cryptographicmethods are used topreserve theprivacy
and security concerns [4]. The taxonomy of security and privacy requirements [5] is
shown in Fig. 1.

2.1 Confidentiality

The sensitive healthcare data are not only protected from cloud service provider but
also protected from unauthorized insiders.

2.2 Integrity

The health care data should not bemodified through any illegal action of authorized or
unauthorized persons. Identifying attributes such as name, date of birth, and address



Cloud-Based Healthcare Portal in Virtual Private Cloud 1073

Security Requirements

1. Confidentiality
2. Integrity
3. Anonymity
4. Authenticity
5. Unlink-ability

Privacy Requirements

1. Patient-Centric Access Control
2. Access Revocation 
3. Auditing

Fig. 1 Security and privacy requirements

are encrypted with cryptographic method and access control mechanism enforced
on the attribute of healthcare data file stored in the cloud.

2.3 Collision Resistance

Collision resistance mechanisms provide resistance among unauthorized users or
authorized users to prevent the illegitimate actions among authorized or unauthorized
users. It ensures the privacy of health data not only from the unauthorized users, but
also from the authorized users.

2.4 Anonymity

The methodology of pseudonyms is identifiers that are used to identify the data
owner instead of real name. The methodology is used to prevent the revealing of the
data owners’ identities such as name, security number form CSP, authorized, and
unauthorized users.

2.5 Authenticity

Develop the robust public-key infrastructure through message encryption and digital
signature and provide the valid authentication code and keys that should only grant
the users access their health-related data.
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2.6 Unlink-Ability

Maintain the unlink-ability between patient identifiers and their health-related data to
protect the patient’s privacy. Develop the policy to request query to classify whether
the query is malicious or legitimate.

2.7 Patient-Centric Access control

Patients can encrypt their personal health data before storing at the cloud. Users
are permitted to access the patient’s data based on role, such as doctor, nurse, and
insurance broker and based on access control such as read, write, and print.

2.8 Access Revocation

Since the patients can able to revoke the access rights to different entities over the
health information, other users should not be able to access the health information.

2.9 Auditing

Auditing of healthcare data ensures that manipulation activities of patients’ record
are monitored by either themselves or another role nominated by a patient.

2.10 Architecture Design

2.10.1 Healthcare System (HCS) in the Public Cloud Service

The following architecture is proposed in the figure. It comprises the three systems:

1. The health care system (server)
2. Amazon web service (public cloud)
3. Client system (authorized clients).

The public cloud supports sensitive data of different departments in HCS. The
client application is running under theHTTPand interactswithHCS.The architecture
of HCS in public cloud is shown in Fig. 2.

HCS can create the different application, web services, and database storage in
elastic cloud computing (EC2) instance in the public cloud. Moreover, other organi-
zation can create the instance in the EC2 server in the public cloud, and the instances
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Public Cloud

Application Server

Web Server

Database Server

Health Care 
System 

Client System 2

Client System 1

Other
Organization

Fig. 2 Healthcare system in flat network

are shared by flat network. Since no organization has own network or own IP address,
it is not possible to prevent the others to try to get accessing own instance in the cloud.
Anyone can directly launch EC2 anywhere in the cloud. Each instance can be directly
accessed by public IP address and based on access control mechanism, so each entity
should be individually managed. Since the hackers are easier to intercept data on the
flat network, it is creating network security issues on the network [5].

2.11 Proposed Architecture

2.11.1 Healthcare System (HCS) in Virtual Private Cloud (VPC)

Thework introduces the virtual private cloud (VPC) in the public cloud to allocate the
part in the public cloud. So, the existingnetwork andVPCbecomeas a single network.
The own defined virtual network allows the organization to control the network
environment. When the existing customer gateway (CG) in HCS is connected to
virtual private gateway (VPG) in VPC using VPN or direct connect to establish the
VPN connection, it allows internal system (IS) in HCS to connect to the VPC through
the private IP address without the Internet or public IP address. It can also allowVPC
peering in different region in public cloud that can connect the multiple VPC within
public cloud to talk with each other without the Internet or direct connect which is
shown in Fig. 3.
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Fig. 3 Virtual private cloud for security

3 Establish Flexibility of Access in VPC

HCS has different server, such as application server, web server, and database server.
It can improve the security in the EC2 instance and in public cloud by providing
appropriate access control to a different server, and each server can be individually
controlled byproviding appropriate subnet, for example, connect the Internet gateway
(IGW) to the web server to establish the external access to the web server [6]. The
database server and application server are protected from external server. The large
network is segmented by subnet to provide public and private subnet to increase
flexibility of access. Customer gateway in HCS can connect privately with private IP
address into the VPC in public cloud through virtual private gateway (VPG) without
using the Internet gateway. It can protect the sensitive data by providing private IP
address if it properly secures the network, which is shown in Fig. 4.

VPC in Public Cloud

Application Server

Web Server

Database Server

Customer 
Gateway 

Health Care System 

Virtual Private 
Gateway 

Server

Internet Gateway 

Fig. 4 Create private cloud for healthcare system
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3.1 Create the Public and Private Subnet for VPC IP Address
10.0.0.0/16

RFC 1918 standard of IP Range: 10.0.0.0/16
Availability Zone1
Public subnet1A: 10.0.1.0/24 for web servers
Private subnet1B: 10.0.2.0/24 for database servers.

Access control lists (ACL) act as a firewall for controlling the traffic into and out
of the subnet [7]. All web servers are managed in public subnet to allow inbound and
outbound access. The public subnet 10.0.1.3/24 wants to communicate to the private
subnet 10.0.3.48/24 which sends the request to the router to search for the routing
information. It checks the destination IP address is local to theVPC that communicate
locally; otherwise, it communicates through the Internet gateway [8]. Since public
routing table is associated with the public subnet, it can possibly communicate both
locally and outside. All the database servers have managed in the private subnet to
prevent the inbound and outbound access [9]. Since private routing table is associated
with private subnet, it has the only possibility to communicate local subnet which is
shown in Fig. 5.

3.2 Network Address Translation (NAT)

Proposed works introduced network address translation (NAT) gateway which is
used instead of developing software to perform IP filtering and intrusion detection
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Fig. 6 Secured database server with NAT gateway

and prevention (IDP) to enable connection in the private subnet to the Internet or
other services in public cloud and also block the inbound public access through the
Internet [10]. For example, private subnet can communicate with the external IP
address 52.19.1.4 through a NAT gateway which is shown in Fig. 6.

1. Database server wants to communicate with external IP address 52.19.1.4, and
it sends the request to router.

2. Router search in the private routing table.
3. Get the NAT gateway.
4. NAT gateway connects the router.
5. Communicate with external IP address through IGW.

The healthcare system’s web server can handle the patients’ request and delivers
the medical information anywhere through the NAT gateway with the corresponding
security policy of authorization and authentication [11]. Then, it is responsible for
information is wrapped with their authentication keys for converting the data into an
encrypted object under the security and privacy requirements [12].
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Table 1 Evaluations
parameter

Goal Metric

Patient can access medical
images and reports

Patients name, identification
number, and number of tries

Patient’s privacy protected VPC, access control list

Patient’s data protected Private subnet

4 Evaluations Framework

The goal of evaluations parameter of patient’s authentication and privacy require-
ments is given in Table 1.

5 Conclusion and Proposed Work

The healthcare system keeps up and protects the health-related data in VPC architec-
ture. They can keep the advantages of public cloud with respect to flexibility, scal-
ability, elasticity, performance, availability, and the pay-as-you-use pricing model
for both small- and large-scale health organizations. The healthcare sensitive data
in VPC are intended to meet the prerequisite of security, privacy, and confidential-
ity. The future work is to extend to the analysis of cryptographic solutions along
with a digital signature and build up the robust methodologies of SSH-based lay-
ered encryption approach to ensure the integrity for transferring data from one point
to another. The cloud-based healthcare system can gain the overall acceptance by
providing strong security mechanisms to protect the patients’ records.
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A Hybrid Approach for Video
Steganography by Stretching the Secret
Data

B. Karthikeyan, M. M. Anishin Raj, D. Yuvaraj
and K. Joseph Abraham Sundar

Abstract In this Internet era, the digital communication is unavoidable, and its
contribution to the development is significant. Due to the enormous data commu-
nication, there is always a question about the security of the data. In this paper, a
hybrid reversible data hiding method is proposed to transmit the data in secure man-
ner through video files. Secret data like one-time password (OTP) can be embedded
into one of the frames in the video. This achieves more security than the regular
ways. The proposed method has compared with mean square error (MSE) and peak
signal-noise ratio (PSNR).

Keywords Steganography · Video · Stretching · Least significant bit (LSB) ·
Video frames

1 Introduction

Steganography is a technique used to hide the data, and in this technique, a stegano-
graphic model is represented which uses cover video files to obscure the existence
of other subtle data without considering their format [1–4]. In this technique, the
secret message is divided into blocks before being embedded into the cover image.
In this paper [5], the four models of secret data which are quantitatively evaluated are
proposed. This scheme can be used in both spatial and frequency domain streams.
In this technique, the technique the encoding capacity is high as compared to the
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other techniques. The key data, transform domain and the number LSB bits encoded
must be known for the hackers to extract a data from the cover file in this proposed
scheme.

2 Related Works

Steganography is a process which involves hiding the data inside a cover data in
order to protect it from illegal access. The basic discrete cosine transform (DCT)
and discrete wavelet transform (DWT) are applied on the multiple object tracking
(MOT) algorithm, and error-correcting codes are implemented for a secure and robust
method for video steganography. In this proposed system, first the secret message
is encrypted and then encoded using Hamming code and BCH codes, and later, it is
embedded into the DCT coefficients of the video frames. In this, proposed algorithm
is three-fold, specified as the option-based MOT algorithm, data embedding and the
data extraction. In this technique, a better way for the visual quality is achieved
compared to the other steganographic techniques used for video steganography. This
method improves the security in multimedia field and makes it undetectable. The
proposed algorithm provides privacy and protects it from various illegal accesses.
By applying both MOT and error-correcting codes (ECC), it improves the privacy of
the data [6].

This is a paper which presents a method of motion vector-based video steganog-
raphy. In this improved technique of video steganography, the modification is made
on the LSB. The motion estimation method searches the least MV value. Experi-
mental techniques are performed on the illegally accessed videos, and by different
steganographic methods, the values are converted into bit rates and video codes [7].

This paper discusses about illegal attacks against the governmental agencies are
focused. Video compression on standard H.264/AVC, an algorithm is implemented
on secret sharing and the error-correcting codes. Discrete cosine transform (DCT)
blocks are chosen by grey relational analysis along with a partition mode in video
compression standard H.264/AVC. First and foremost, the secret information is pro-
cessed by the technique called secret sharing, and later on, ECC technique is used
to process the obtained information. We choose the DCT blocks using GRA, and
later rules are used to hide the pretreated information to DCT coefficients form of
the video frames. This implemented algorithm provides robustness and invisibility
as compared to other steganographic techniques. This reduces the attacks and the
PSNR ratios. Videos have a very great capacity of hiding information, and in this
technique, symmetric blocks have been used which increases the capacity to hide
the information secretly and in a large amount [8].

In this paper [9], hiding of data in an efficient method is being discussed. Here,
the data is hidden in such a way that the data is hidden in a tricky way. Patch-Wise
Code Formation (PCF) is used for secure video transformation. The main purpose of
this technique is to transfer the data efficiently and to maintain the secrecy of the data
which is to be transmitted. This method reduces the time complexity and increases
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the security as compared to other methods. In this paper, a technique is proposed to
hide the existence of the message so that it becomes hard for the attacker to notice it.
In Patch-Wise Code Formation method, the entire video is divided into patches. In
this method, the numbers of bits are reduced and increase the security as compared
to other methods.

Steganography is the method of hiding secret data. In this, proposed system of
video steganography method using spiral LSB and factorization methods is used.
Factorization of the cover frames of cover video files is done. Later, the secret file
is embedded into the scramble of the cover frames. This is done using spiral LSB
techniques. As compared to the other methods, this method is quite efficient and is
undetectable to the attackers. By applying prime factorization method on the cover
frames, scrambling and descrambling are done, respectively. This method is much
more efficient and provides more security and robustness, and PSNR technique is
used to measure the quality of steganography [10].

A 2D chaotic map is used for shuffling the pixel positions, and in this technique,
it is based on nonlinear feedback shift register and Tinkerbell chaotic maps. Using
the technique of chaotic map and NLFSR, a video steganography mechanism is
developed in which the data is hidden into segregated frames by embedding them.
Unlike other hiding techniques, in this technique, the hiding limit is exponential.
In Internet and the mobile system video-based steganography, the files are in video
formats. It is hard to get the encoding position if the initial value of the chaotic map
is not known. For the security factors of the steganographic data, it is aimed that the
improved LSB is good for steganography [11].

In paper [12], the author discusses about how data is hidden in compressed
videos. This improves the security of the motion vector-based steganography with
the presently available steganographic techniques. A syndrome-trellis code is used to
minimize the overall embedding impact. In this proposed scheme, it provides higher
security and the smaller level of the impact on coding as compared to the other
video steganographic methods. The entire embedding effect is reduced by using the
syndrome-trellis code, thereby increasing the security and privacy [12].

3 Design Methodology

Sample video file is converted into number of frames. Randomly, two frames have
been chosen out of the n-1 frames, i.e. except the first frame. The first frame is used
to store the metadata like frame number and length of the secret data. The metadata
can be stored in some other frames also. Figure 1 shows the overall procedure for
the entire scheme.

After selection of two frames, the secret data is expanded [13] which introduces
more complexity for the intruder. The secret data can be expanded in many ways, but
it should be well suited for decoding procedure to get back the secret data. The first
character of secret data is taken, and it is divided by 256. The remainder is stored in
the first pixel of cover image 1, and the remainder is stored in the first pixel of cover



1084 B. Karthikeyan et al.

Sample Video

Convert into frames
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Random frame 
selection 

(Cover Image)

Embed 
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Fig. 1 Data embedding procedure

image 2. The secret data is embedded in the cover images by using least significant
bit (LSB) substitution method. This repeated for all the characters in the secret data.
Since all the steps are reversible, the secret data is extracted from the cover images
with the help of first frame, i.e. metadata. The decoding procedure is shown in Fig. 2.
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Fig. 2 Decoding procedure
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4 Results and Discussion

Proposed method has been tested with number of images with various size of secret
text. The sample results are shown in Fig. 3.

50

100

100

Size of 
Secret 
Text

Cover Image Stego Image

50

Fig. 3 Sample cover and stego images taken from video clip
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Table 1 Performance
comparison for sample
images

Size of text MSE PSNR

50 0.0018 173.8668

50 0.0008 181.7260

100 0.0083 158.7158

100 0.0013 177.2854

The proposed work achieves not only high-level complexity in embedding the
text but also better results in mean square error (MSE) and peak signal- to- noise
ratio (PSNR). The results are tabulated in Table 1.

5 Conclusion

The stretching concept proposed in this paper increases the security of the data to be
embedded. If the intruder wants to know the secret data which is embedded in the
cover image, then they are supposed to know the stretching procedure and the key
frames. Because of this, the proposed work on video-based steganography achieves
better security than other techniques. Experimental result shows a better accuracy.
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An Acknowledgment-Based Approach
for Implementing Trusted Routing
Protocol in MANET

K. Dhanya, C. Jeyalakshmi and A. Balakumar

Abstract Security and dependable transmission is testing errand in portable ad
hoc system along the portability of system gadget bargained with assault and loss
of information. For the aversion of assault and dependable transmission, different
creators proposed a technique for verified directing convention, for example, SAODV
andSBRP (secured backup routing protocol). The procedure of these strategiesworks
alongside route disclosure and route maintenance, inventing, and route prolong kept
up requiredmore power utilization for that procedure. For the verificationof gathering
hub, gathering mark procedure is utilized, and rest mode edge idea is utilized for
power minimization. Our proposed strategy is reenacted in ns-2 and contrast with
other directing convention gives a superior act in contrast with vitality utilization
and throughput of system. There are various approaches to compute trust for a node
such as fuzzy trust approach, trust administration approach, and hybrid approach.
Adaptive information dissemination (AID) is amechanismwhich ensures the packets
in a specific transmission, and it analyzes if there are any attacks by hackers. It
encompasses of ensuring the packet count and route detection between source and
destination with trusted path. Trust calculation based on the particular condition or
context of a node, by sharing the context data onto the other nodes in the system
would give a better solution to this problem. Here, we present a review on different
trust association approaches inMANETs.We bring out immediate response from the
methodologies for building up trust of the taking part hubs in a dynamic and unsure
MANET atmosphere.

Keywords Internet of things · Mobile ad hoc network · Trust management
approach · Adaptive information dissemination · Route discovery · Attacker · Data
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1 Introduction

Remote sensor networks (WSNs) and wireless sensor and actuator networks
(WSANs) both assume a key job in the work of Internet of things (IoT) frameworks
since they portray the association between the present computational frameworks and
the physical world. In aWSAN, the two sensors and actuator control the physical area
with amounts, for example, temperature, weight, sound dimension, and light force
being continuously estimated by gadgets associated with either a WSN or a WSAN.
Estimated information are sent by remote transportations to handling gadgets for
investigation, and the essential control information are passed on back to WSAN-
associated actuators. BothWSNs andWSANs are utilized in a countless of utilization
spaces including environmental checking and area/following, basic assembling appli-
cations, shrewd networks, and medicinal services. WSN and WSAN transportations
for the most part include multi-jump which commands directing usefulness of all
related gadgets that are not end framework hubs.

To fabricate, trust association relies upon some factor setting, conduct, and under-
standings. It is all the more difficult to figure precisely. So, enhancement can be
capable by considering those settingmindful measurements whichmeasureMANET
execution. Setting mindful measurements could incorporate versatility mindfulness,
vitality mindfulness, control mindfulness, accessibility, difference mindfulness, and
clog cognizance. Counting such measurements in the created conventions should
propel MANET execution.

2 Existing System

So as to exploit the trust in neighbour hubs, keen enemies may profess to be generous
hubs by encouraging bundles preceding propelling parcel dropping assaults. Be that
as it may, course of action number assaults propelled by parcel lessening foes may
create explicit sort of examples in manufacturing some field esteems (e.g., grouping
number and jump tally), in the control bundles amid course disclosure process. A
trust-based plan (TRS-PD) embraces an example revelation instrument [1] to break
down the set down system esteems to caught/got the command bundles. The system
principles are set down in two gliding windows: (i) the main gliding window (GL1)
set down end hub’s character, recent time, jump tally, and finally, goal plan count
and (ii) the second gliding window (GL2) set down goal hub’s personality and recent
time, then alteration among the end arrangement quantities around the got answer
parcel and accommodating solicitation bundle.

A calculation tolerating the [2] representation technique of same distinction inves-
tigates [3] the set down information and then yields in case the connecting hubpursues
the assault design [4–6]. Course revelation procedure can upheld through the instru-
ment insolating the boycotted opponent who can dispatch bundle falling on assaults
(Fig. 1).



An Acknowledgment-Based Approach for Implementing … 1091

Fig. 1 Block diagram for routing proposal

2.1 Drawbacks

• While enemy’s consequent certain assault examples may get saw byte theme dis-
closure instrument, the other bundle dropping foes (which do not pursue any
example) are recognized by the trust display.

• Nonetheless, such hub repossession its trust is expelled from the boycott later on
the off chance that it doesn’t pursue assault designs and believed neighbors have
additionally not recommended it as a questioned hub.

3 Proposed System

A proposal filtering component is used to adequately screen out false honors even
in amazingly threatening surroundings in which the larger part recommenders are
noxious. It utilizes hub to-undertaking task MANET accommodation with multi-
target improvement (MOO) necessities. Versatile information dissemination (AID)
is a system which guarantees the compartments in a specific communicate, and it
investigates if there are any assaults by programmers. It involves shielding the bundle
check and course revelation among source and endpoint with confided in way, with
the goal that the parcel plunging proportion is decreased and conveyance rate of
bundles is expanded. It likewise gives the safe information communicate through
IOT with MANET condition.

3.1 Trust Models

The accompanying tributes for secure IOT steering convention configuration have
been proposed in [7]:
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• Secure course development [8].
• Self-adjustment [9].
• Effective pernicious hub ID framework.
• Lightweight computations [9].
• Location protection.

4 Proposed Algorithm for Information Routing

On making trust perceptive course assurance plans, we acknowledge the WSN can
be an outline with vertices specialist indicator center points along outskirts address-
ing affirmation interfaces along pinnacle. Charts are sensible portrayal to delineate
composite frameworks, for instance, WSN. The hugeness on a vertex implies extra
essentialness of that center point, and the weight on an edge exhibits the measure of
imperativeness that a center requires to transmit a unit of information along the edge
[10]. The lingering vitality in a course is characterized as the most minimal vitality
dimension of any hub on the course.

4.1 Distributed Trust Evaluations

Conveyed trust appraisal can be delegated: neighbor detecting (direct trust),
proposals-based trust, and half-and-half technique. In appropriated impromptu sys-
tems, trust levels are contrived from the examination of gathered information from
perceptions for explicit activities. It could log that a particular node forwards some
packages as normal and then drops other packets. It could receive this through direct
neighbor sensing and calculate trust from direct knowledge.

• The node state is initialized.
• The value is set 0 for initial selection.
• Ascertain the intensity of vitality of chose hub for demand as P = ∑

, + 1. Here,
the gathering of hub is M−1, and hub determination is 0 to M. In the event that
power of hub is least Pi, at that point, gathering of enactment is chosen.

• The activation phase group should be created.
• GAi[t] ← 0, t = 0 . . . . . .GA − 1
• ti ← 0
• Presently, determination of single hub in gathering hub figure completes intensity
of Transceiving power as = ∑

(, + 1 +) for choice of dynamic hub and for
ascertaining a neighbor edge as

• Tval = −
• In the event that estimation of Tval is not

exactly chosen hub control esteem, at that point, lower control hub is chosen as
ace.
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(1) Secured course revelation over the hub.
(2) Backup hub setup.
(3) Route upkeep over the hub.

5 Results and Discussion

The proposed work has obtained a healthy network by considering the distinctive
features like mobility, security, and excellence of service (Figs. 2, 3, 4, 5).

The above results explained that secure routing path can be established in
MANET. Throughputmeasurement analysis, efficiency analysis, and data bandwidth
measurement analysis (Table 1 ).

5.1 Performance Parameter

Throughput. It is the part of the channel limit utilized for helpful transmission (Data
bundles accurately conveyed to the goal) and is characterized as the complete number
of parcels gotten by the goal. It is actually a proportion of the viability of a directing
convention.

Fig. 2 Result analysis of secure routing in MANET
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Fig. 3 Result for throughput with routing proposal

Fig. 4 Comparison result for efficiency

Average delay. This incorporates all conceivable deferrals brought about by
buffering amid course disclosure inertness, lining at the interface line, retransmission
delays at the MAC, and spread and exchange times.

Packet delivery proportion. The proportion of the information parcels conveyed
to the goals to those created by the traffic sources.

6 Conclusion

In this paper, we adjusted the verified stateless convention for verified directing and
limited the use of intensity amid way finding and foundation. For the validation of
gathering hub, gathering mark method is utilized, and rest mode edge idea is utilized



An Acknowledgment-Based Approach for Implementing … 1095

Fig. 5 Result analysis for data bandwidth

Table 1 Parameters
simulated in our network

Parameters Value

Duration 98 s

Area 950*950

Mobile node count 50

Packet rate 4 packet/ s

for power minimization. The proposed calculation partition hub in two states is rests
mode and dynamic mode. Transmission from hub rest to to dynamic mode figures
need of all rest hub and contrast and number-crunchingmean of edge. The estimation
of rest mode is more noteworthy, and the equivalent to limit along these lines goes
about as ace hub in gathering. In this style, the usage of intensity limited the on time of
gathering correspondence. Our trial result indicates most extreme lifetime arrange in
contrast with AID steering convention. Trust is a multifaceted, complex, and setting
subordinate idea. The trust establishing and the executives in MANET face difficul-
ties from the serious hold requirements, the open idea of the remote medium, the
mind boggling reliance between the correspondences framework, the interpersonal
organization, and the application arrange, and consequently the perplexing reliance
of any trust metric to highlights, parameters, and interchanges inside and among
these systems.
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On-line Frequency Reallocation for Call
Requests in Linear Wireless Cellular
Networks

Narayan Patra

Abstract On-line frequency allocation problem (FAP) for wireless linear cellular
networks reusing the frequency of drop calls is studied. In this paper, FAP is investi-
gated on ring networks. The coverage area of highway that surrounds a largemountain
is divided into number of regular hexagonal regions called cells. Each of the cells is
aligned with exactly two adjacent cells, thus forming a ring topology of the network.
Base station (BS) which heads a cell is the transceiver of new or drop call requests
from users of same or neighbouring cells. Utilization of spectrum must be properly
managed so that no calls generated from same or adjacent cells should be left without
getting services from the BSs. In the proposed on-line algorithm for FAP, the drop
call releases frequency, and it is reallocated to an ongoing call using greedy strat-
egy. The algorithm is also implemented on 2- or 3-colourable graph model of ring
depending on even or odd number of cells that constitute the network, respectively.
The performance of the algorithm is analysed on 2-colourable ring network, and it is
found that the competitive ratio of the algorithm is χ/2, where the chromatic number
of ring network is χ . It has been also shown that there is no on-line algorithm of
less than 1 and 3/2-competitive ratios for FAP in 2-colourable and 3-colourable ring
networks, respectively.

Keywords Competitive ratio · Frequency reallocation · On-line algorithm ·
Off-line algorithm · Ring topology

1 Introduction

The problem of frequency interference and its optimal use in wireless cellular net-
works is highly affected today due to the exponential growth in cell phones. The
commonly used frequency division multiplexing (FDM) technology in wireless net-
works separates the local area into disjoint cells known as regular hexagons. As per
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[1], the centrally located base station (BS) of a cell provides service to the mobile
users from inside and outside periphery of the cell. To receive signals from each
parts of the coverage area, it divides the local area into small regions (cells). Mobile
users send requests to BSs, whenever they require frequency to transmit message to
other mobile users. Depending on the way of receipt of requests and get served by
base station, the frequency allocation problem is classified as on-line and off-line. In
off-line procedure, the entire requests to be responded must be known in advance to
the system, whereas in on-line procedure, requests feed to the system partially over
time. Therefore, the frequency allocation problem is of two types known as off-line
FAP and on-line FAP. Distinguished researchers have been investigated on aforesaid
varieties of FAPs for wireless cellular networks over the last decade [1–8]. Due to
the recent technological innovations in software as well as in hardware for wide use
of digitization with limited availability of spectrum, the researchers are encouraged
to adapt on-line version of FAP.

The wireless traffic on a highway that surrounds a large mountain area in the heart
of a busy metropolitan city forms a ring topology known as ring highway network.
Thus, frequency allocation problem for this type of networks is called FAR. Since
ring topology is a model of cycle graph, it is considered as a special case of linear
network. FromFigs. 1 and 2, it is observed that the small geographical regions known
as cells in the network are arranged in such a way that each of the cells has exactly
two neighbouring cells. As an illustration, Fig. 1 shows the topology of general ring

Fig. 1 Ring cellular
wireless network
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wireless cellular network with N number of cells, and Fig. 2 shows the network with
N = 9 cells.

Let S = {Cr
1,C

r
2, . . .C

r
i , . . .C

r
j , . . .C

r
n} be the sequence of call requests received

by the base station of a cell from n-mobile users in a given time period, where
1 ≤ i ≤ j ≤ n. Each of Cr

i ∈ S identifies the cell from which ith call initiates. The
Boolean values of r in Cr

i classify the call requests either a new call or a drop call
depending on r = 1 or r = 0, respectively. Whenever the base station receives a new
call request from its own or from two adjacent cells, it instantly serves the request
allocating available frequency if and only if the request is a new call request. On the
other hand, if the request is drop call request, it reallocates the frequency of dropped
call to an active call in the same cell or free this frequency. Let Z+ = {2, 3, 4, . . .} be
the set of positive integers such that frequency fi ∈ Z+ is allocated to the i th—call
request in Cr

i for r = 1. Then, for some integer j > i and frequency f j ∈ Z+,
f j �= fi is allocated to Cr

j , where either C
r
i = Cr

j or C
r
i is adjacent to C

r
j . Depending

on the duration of calls, FAP can view as finite or infinite scenario. In infinite scenario,
call never terminates, and the frequency once allocated remains unaltered until end
of call. On the other hand, if a call terminates after a finite time interval, the frequency
released from this terminated (dropped) call may be reused for other existing calls.
However, the basic objective of FAP for wireless cellular network (WCN) is to serve
all the call requests using optimum span of frequency.

The competitive analysis cited in [9] is a metric for measuring the performance
of an on-line algorithm over an off-line algorithm. It is defined as follows.

Let cost (ALGO) and cost (OPT ) be the span of frequencies of an on-line algo-
rithm ALGO and an optimal span of an off-line algorithm OPT, respectively. An
on-line algorithm is α-competitive if and only if there is a constant α ≥ 1 such that
cos t (ALGO) ≤ α ∗ cos t (OPT ) + β, for some constant β. The competitive ratio
becomes absolute for β = 0.

1.1 Overview of Graph Colouring

Since last many years, it has been observed that using graph colouring techniques,
various kinds of optimization problems have been solved by the researchers. In this
paper, the theory of chromatic number of a graph is used in order to increase the
efficiency of FAP. Let the graph G = (V, E), where V is non-empty set of vertices
called cells, and E is set of edges known as links among the base stations and the
mobile phones. Using vertex colouring strategies, the vertices are coloured such that
two adjacent vertices should be assigned with distinct colours. So, colouring is a
function c: V (G) → Z+ such that if (i, j) ∈ E , then c(i) �= c( j), where c(i) and
c( j) are colours of vertices i and j, respectively. Graph colouring is an optimization
problem in order to minimize the maximum number of colours required to colour
all the vertices of G, i.e. maxi∈V (c(i)) is minimized. The least number of colours
required to colour G is called chromatic number of G denoted by χ(G).
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Since regular hexagonal graph is a suitable model for ring highway network, each
of the nodes in this graph is treated as a cell. These cells are topologically regular
hexagonal and are aligned in such way that every cell has exactly two neighbouring
cells. The number of cells required to form a ring highway networkwhich surrounds a
largemountain area depends on the geographical region to be covered by the network.
Let N be a positive integer, the number of cells required to design the network whose
value depends on the length of the highway to be covered by the traffic. Therefore,
the chromatic number of the corresponding graph varies depending on the values of
N. Hence, there is a theorem on the chromatic number of ring graph.

Theorem 1 The chromatic number (χ) of a ring graph depends on the number of
vertices N of the graph G.

Proof AssumingN ≥ 3,wewill apply proper colouring to the vertices of the graphG.
SinceG is a ring, every vertex has exactly two neighbours. Let us suppose each vertex
is indexedwith 1, 2 and 3…N in a sequence. Using one colour for even indexed vertex
and another colour for odd indexed, it is observed that when N is even minimum
number of different colours required to colour the graph is 2. Similarly, when N is
odd, it needs minimum number of distinct colours to colour the graph is 3. Thus,
χ(G) = 2, when N = even number and χ(G) = 3, when N = odd number.

Finally, the contributions to this paper are listed below.

• The proposed on-line algorithm HYBRID_RING is for solving the frequency
allocation problem using the special case of linear network which is known as ring
network.

• This algorithm is investigated on two models of WCN with ring topology that are
of 2-colourable and 3-colourable ring networks.

• For 2-colourable ring highway, the performance of the proposed on-line algorithm
demands a competitive ratio 1 subject to call duration is limited, and the existing
calls may be reallocated with the frequency of drop call.

• By similar assumption, in case of 3-colourable ring highway, the proposed
algorithm proves a competitive ratio 3/2.

The rest of this paper is organized as follows. In Sect. 2, related work explores the
frequency allocation algorithms using on-line strategies with different constraints for
WCN. Section 3 presents the proposed work in which HYBRID_RING, an on-line
algorithm for solving FAP for ring network with frequency reallocation (FAR_RE),
is discussed. The theoretical results are proved using the bounds for the competitive
ratios of the proposed algorithm in Sect. 4. And the paper is concluded with future
scopes in Sect. 5.

2 Related Work

The on-line algorithm HYBRID_RE in [10] solves the frequency allocation problem
using graph colouring technique. In this case, the networks are modelled as χ−
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colourable graphs, where χ is called chromatic number (least number of colours
needed to satisfy the property of perfect colouring) of the graph. Fixed assignment
(FA) [1] and greedy algorithm [11] are jointly used in HYBRID_RE.

Using FA, each of the cells in a cellular network is treated as independent set
depending on frequency distributions among the cells. In general, 3-colourable graph
is a suitable model of WCN. Authors [11] claim that the competitive ratio of their
on-line algorithm meant for frequency allocation to the network is 3.

On the other hand, greedy strategy allocates frequency to the new call request
by selecting lowest available frequency from the frequency spectrum. However, fre-
quency allocated to call requests in this way should not be interfered with the fre-
quency allocated to calls from the same or adjacent cells. The performance of on-line
algorithm [11] for FAP in WCN proves competitive ratio is at least 17/7 and at most
2.5. It finds a tight bond of competitive ratio 17/7 in [2] using greedy strategy. An
on-line version of HYBRID algorithm [12] states that there is a competitive ratio
of (χ + 1)/2 for χ -colourable network. In particular, it has been shown by them
that the competitive ratio for solving FAP in WCN is 2, which is also optimal. For
χ -colourable network, [10] claims HYBRID_RE is (χ + 1)/3-competitive.

The algorithm cited in each of [1, 11–13] deals with infinite call duration. There-
fore, as a consequence, frequency allocated initially to a call will be remained unal-
tered for the entire call duration. In this scenario, it results in a poor usage of frequency
spectrum.

In general, the initiation and termination of a call take place after a finite interval
of time, and also, the availability of frequency spectrum is limited. It is also observed
that the hybrid algorithm in [12] does not consider the drop call for limited time
period. To serve all the new and drop call requests, [10] resolves all the pitfalls of
FAP in WCN considering the call duration is finite instead of infinite.

3 Proposed Work

The frequency allocation problem for the ring (highway) cellular network (FAR)
is investigated in this paper. Since ring graph is a model of aforesaid network, χ -
colourable graph is considered for the solution of FAR. A new on-line algorithm
for FAR is proposed using χ-colourable network called HYBRID_RING, whose
competitive ratio is at most χ/2.

Let us consider a χ -colourable ring network in which χ = 2 or χ = 3. Whenever
the base station receives a call request, it instantly allocates the available frequency or
reallocates the frequency to existing call in the same cell. In order to avoid frequency
interference, the given integer frequency set Z+ = {1, 2, 3, . . .} is partitioned into
two sets using equivalence classes FR = [0]χ and FG = [1]χ when χ = 2.

Thus, for χ = 2,

FR = {2, 4, 6, 8 . . .} = {2χ, 4χ, 6χ, . . .}
FG = {3, 5, 7, 9 . . .} = {χ + 1, χ + 3, χ + 5, . . .}

}
(1)
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When χ = 3, the frequency set Z+ = {1, 2, 3, . . .} is divided into three partitions
FR = [0]χ , FG = [1]χ and FB = [2]χ , where

FR = {3, 6, 9, 12, . . .} = {χ, 2χ, 3χ, . . .}
FG = {4, 7, 10, 13 . . .} = {χ + 1, χ + 4, χ + 7, . . .}and
FB = {5, 8, 11, 14, . . .} = {χ + 2, χ + 5, χ + 8, . . .}.

⎫⎬
⎭ (2)

3.1 HYBRID_RING Algorithm and Its Principles

Depending on types of call request received by a cell, it serves each of the requests
allocating available frequency to a new call using greedy approach or reallocating
the released frequency of the dropped call to another call with the highest frequency.
It follows two schemes for serving the each call request.

Allocation Scheme: Let us suppose a new call request is generated in some node
(cell) say v with colour red or green. Then, it allocates frequency either from FR or
from FG based on the following rules:

I. Let fr = min(FR) such that no call from v or from its adjacent uses frequency
fr .

II. Let fg = min(FG) such that no call from v uses frequency fg .
III. Let fm = min( fr , fg). Then, allocate frequency fm to the new call.

The reallocation of released frequency from drop call is done as per the given
scheme.

Reallocation scheme: For each drop call requestCr=0
i , supposing that it originates

from a node v with colour red or green. The highest frequency fh to a call Cr=1
i is

reallocated with the frequency fd of dropped call Cr=0
i , if fd < fh and both requests

Cr=0
i and Cr=1

i belonging to same cell, otherwise free fd .
Input: Request sequence (S = {Cr

1,C
r
2, . . .C

r
i , . . .C

r
j , . . .C

r
n}), where r = 0 or

1.
Output: Allocating the optimal span of frequencies.
Let us suppose that node (cell) v with colour red or green received a new call

request Cr=1
i or a drop call request Cr=0

i in time period t.
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4 Result Analysis

The proposed on-line algorithm HYBRID_RING is implemented on χ− colourable
ring network, and it determines the upper and lower bounds for its competitive ratio
in theorem 2 and theorem 3, respectively. As 2- or 3-colourable graph is the suitable
model for a ring network, it has been shown the counter results in corollary 4.1 and
corollary 4.2 with respect to the results that were previously found for FAP.

Theorem 2 The on-line algorithm HYBRID_RING for χ− colourable networks is
χ/2 is competitive.
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Proof SupposeCi cell with colour red or green receives the sequence of call requests
S in an instance of time period. If each of the requests is a new call and the frequency
once allocated to it survives until call ends, authors in [12] prove that the competitive
ratio does not exceed χ +1/2. Assuming call duration is finite, and possibly, the call
may be terminated due to various reasons. In this case, frequency allocated earlier
to a call may be altered later. In view of getting better competitive ratio and also to
minimize the frequency span, it is wise to reuse the released frequency from drop call
allocating to some active calls in the same cell of the same network. Let us suppose
that the highest frequency fh is currently allocated to a call in a particular cell with
one of the colours say red or green. If the next request in the same cell is a drop call
request, the proposed algorithm HYBRID_RING proves the competitive ratio is at
most χ/2.

Case 1. Let f ′
h = χl, for some integer l ≥ 1 be the highest frequency belonging

to the frequency set FR being allocated to the call originates from the cell Ci with
colour red or its two adjacent cells with colour green. So l-calls are being in active
through the allocated frequencies in the cell Ci or its adjacent cells Ci−1 or Ci+1.

Suppose fd = χl ′, be the frequency of dropped call belonging to the frequency
set FR such that fd < fh for some integers l and l ′ with l ′ < l. Then, fd is allocated
to a call holding the highest frequency fh provided both the calls originate from the
same cell say Ci . On the other hand, if the existing call with highest frequency fh
is in Ci and the dropped call with frequency fd is either in Ci−1 or in Ci+1, then
fh cannot be reallocated with fd in order to avoid interference of frequencies in the
neighbouring cells. Again, similar arguments can also be made for the case when
frequency of dropped call is fd = χl ′ + 1,

Case 2. Let f ′′
h = χm + 1, for some integer m ≥ 1 be the highest frequency

belonging to the frequency set FG being allocated to the call originates from the cell
C j with colour red or its two adjacent cells with colour green. So m-calls are being
in active through the allocated frequencies in the cell C j or its adjacent cells C j−1

or C j+1.
Suppose fd = χm ′ + 1, be the frequency of dropped call belonging to the fre-

quency set FG such that fd < fh for some integers m and m ′ with m ′ < m . Then,
the call with highest frequency fh is reallocated with fd provided both the calls
originate from the same cell say C j . On the other hand, if the existing call with
highest frequency fh is in C j and the dropped call with frequency fd is either in
C j−1 or in C j+1, then fh cannot be reallocated with fd in order to avoid interference
of frequencies in the neighbouring cells. Now, similar arguments can also be made
for the case when frequency of the dropped call is fd = χm ′,

From case 1 and case 2, it is observed that the total number of calls including the
recent most call request is l + m + 1, which are allocated with frequencies from set
FR ∪ FG .

If f ′
h < f ′′

h , this implies χl < χm + 1, for some integers m and l, m ≥ l.
Therefore, the net highest frequency becomes fh = χm+1.Byusing the proposed

algorithm, the new highest frequency is now denoted by f ALGh = χl. However, the
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optimal span of frequencies required for allocation to avoid frequency interference
using off-line algorithm is not less than 2l + 1.

Hence, upper bound of competitive ratio is f ALGh /2l + 1 = χl/2l + 1 ≤ χ/2,
for m ≥ l.

If f ′′
h < f ′

h , this implies χm + 1 < χl, for some integers m and l, for l ≥ m + 1.
Therefore, the highest frequency becomes fh = χl. The proposed

HYBRID_RING algorithm updates the highest frequency to f ALGh = χm + 1.
Again, the well-known off-line algorithm uses minimum of 2(l + 1) frequencies to
avoid interference among frequencies.

Hence, the upper bound of competitive ratio be f ALGh /2(l + 1) = χm + 1/2(l +
1) ≤ χ/2 because l ≥ m + 1.

In both cases, the competitive ratio is at most χ/2.
Thus, theorem 2 proves the upper bound of the competitive ratio using the pro-

posed on-line algorithm is χ/2 which dominates the competitive ratio χ + 1/2 cited
in [12] using infinite call duration. Moreover, χ/2-competitive is logically more
efficient than χ + 1/3-competitive due to [10].

Since the ring networks in FAR are a special case of linear networks and also a
model of ring topology, the number of cells used in these networks is either even
or odd. Therefore, the chromatic number of the proposed ring graph is either 2 or 3
depending on the even or odd number of cells, respectively.

Corollary 4.1 On-line algorithm HYBRID_RING for 2-colourable networks
reduces the competitive ratio to 1 which exploits the competitive ratio 5/3 for FAL
due to [14].

In [14], authors proposed an algorithmBORROWwith competitive ratio is atmost
5/3 in 2-colourable ringnetworks.Algorithmsuggested in [5]with chromatic number
2 proves its competitive ratio 1. Using 2-colourable network and applying theorem
2, HYBRID_RING algorithm finds at most 1-competitive ratio which opposes the
less tight upper bound 5/3 due to the algorithm BORROW. Therefore, corollary 3.2
states the following statement.

Corollary 4.2 Algorithm HYBRID_RING for 2-colourable networks obtains a
tighter upper bound than the upper bound of competitive ratio of BORROW.

Thus, HYBRID_RING algorithm generalizes the works of [14] using a special
case of linear networks.

Lower Bound

Theorem 3 Frequency allocation problem for 2-colourable ring cellular network
contributes minimum of 1-competitive ratio.

Proof Consider a ring cellular network with cells C1,C2,C3,C4,C5,C6,C7 and C8

with colour red and green alternatively in Fig. 3.

Suppose there is an on-line algorithm ALGO for solving FAR. Let us consider
three calls in cell C1 and two calls in C2 are in active with frequency sets {2, 3, 4}
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Fig. 3 2-colourable ring
cellular network

C1C8
C2

C4C5

C3

C6

C7

2,3,4 5, 6

2

and {5, 6}, respectively. If the highest frequency among the five calls in both the
cells is given by the integer frequency fh = 6 and the current drop call request with
frequency fd , then three situations arise. First, if fd = fh and both frequencies are
used in same cell, then ALGO supports maximum span of frequency is not more
than 5, and the adversary makes one call in cell C2 which needs optimally at least
five different frequencies. Thus, at least 1-competitive ratio results due to on-line
algorithm ALGO. Secondly, if a new call is made in C3, then the algorithm allocates
integer frequency 3 without conflicting with other frequencies. In this case, it is
observed also the maximum span of frequency be 5 which proves the same bound
for competitive ratio. Third, if fd = 2 such that fd < fh and both being allocated
in the same cell either in C1 or in C2, where adversary generates a new call in C3,
then the highest integer frequency be 5. These arguments prove that proposed on-line
ALGO is at least 1-competitive, as there must exists an off-line algorithmwhich takes
an optimal span of frequency 5.

Corollary 4.3 Frequency allocation problem for 3-colourable ring cellular net-
works contributes minimum of 3/2-competitive ratio.

Proof Let there is odd number of cells that constitutes the proposed ring cellular
network. According to theorem 1, this network is 3-colourable, and the chromatic
number is 3. Suppose, as an illustration, Fig. 4 is a 3-colourable network which
contains cells C1,C2,C3,C4 and C5 using colours red, green and blue such that no
two adjacent cells have same colour.

From this network, it is concluded that fh = 7 being the highest frequency, and
it is allocated to a call in cell C5. If the call request is a drop and it is also generated
in cell C5, ALGO finds new highest frequency fh = 6. Since it requires at least four
distinct frequencies optimally using an off-line algorithm, thus the proposed on-line
algorithm proves at least 3/2-competitive ratio.

Fig. 4 3-colourable ring
cellular network

C1 C2 C3 C4 C5

{4} {3} {4} {5,6} {3,7}
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5 Conclusion

The proposed algorithm divides the frequency set into 2 or 3 partitions depending on
whether the ring network is 2-colourable or 3-colourable, respectively. Considering
the duration of calls is finite and reusing the frequency free from drop calls for some
existing calls, it has been proved that the competitive ratio (χ+1)/3 is reduced toχ/2
for χ -colourable wireless ring cellular networks. The lower bounds of the algorithm
for 2-colourable as well as 3-colourable ring networks have been derived. It is shown
that for 2-colourable ring, the lower bound is at least 1, and for 3-colourable ring,
it is at least 3/2. The future study will focus on the randomized version of on-line
HYBRID_RING algorithm for both linear and nonlinear networks.
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A Novel Secure IoT Based Optimizing
Sensor Network for Automatic Medicine
Composition Prescribe System

M. Bowya and V. Karthikeyan

Abstract Growing population and continuous increase in health issues increases the
significance on the healthcare centerswhich are demanding for an efficient healthcare
system. 24/7 clinical service is not available to all common people and many life
losses occurs due to unavailability of medicine on time and many researches were
made to make the medicine globalized. We propose an IoT based module where the
health-related parameters of patients are recorded using sensors, symptoms computed
are uploaded to the server, by comparing the computed symptoms to the database
the problem is detected and the medicine and dosage level for the detected health
problem is prescribed automatically.Databasemust be created by group of authorized
specialist doctors and the database management can be done with the help of SQL
server.

Keywords IoT (Internet of Things) · Database management ·Medicine
prescription

1 Introduction

Healthcare monitoring is an essential one to maintain the well being of the people.
Due to increased health-related issues, there has been continuous increase in pressure
on the hospitals and the clinical services are not available to all rural areas. The
existing healthcare methodology is hospital-based which is time-consuming and
cost-intensive. This adds to long queues in hospitals and there are several cases that
life loses occurred since the timelymedical solution is not obtained. This fast-moving
world needs technology-based advanced healthcaremonitoring especially for elderly
people [1]. IoT is creating a great impact onmost of the fields today andmedical field
is not an exception [2]. Remote patient monitoring can be achieved with the help of
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biomedical sensors and the parameters recorded can be sent to healthcare providers
with the help of IoT, thus the health parameters can be recorded continuously and an
alert intimation may be given in case of emergency. In addition it serves the purpose
of maintaining the medical history of patients but does not provide any solution to
the patients. In this paper, we propose a module where with the combined technology
of Embedded Systems and IoT the health parameters of the patients are sensed and
the health issue is detected by analyzing the symptoms and an immediate medicinal
solution is suggested, i.e., the prescription for the detected problem is generated
automatically with the help of database.

2 Existing System

The existing healthcare system is hospital-based which requires presence of doc-
tors manually. It leads to more transportation time, waiting time in queue, pre-
appointment, and anytime consulting service. Continuous hospitalization is required
for patients with chronic diseases [3] where in such cases the patients may feel iso-
lated from the external world, thus distance monitoring is quite important in this
fast-moving world especially for the people with chronic disorders. Remote moni-
toring of patients can be achieved with the help of IoT technology where patients
at home can be monitored continuously using sensors [4]. The at most work done
in existing methodology is to send the sensed health parameters of the patients as
real-time data to the health care centers [5]. This existing method does not focus on
providing solution to the patients, it only focuses on maintaining the perfect medical
history of the patients so that the further decision regarding the type of treatment
that the patient can be proceeded with is determined effectively. Only in some emer-
gency cases, alert is created that the patient is to be hospitalized immediately. The
Architecture of existing system is shown in Fig. 1.

Sensors 
Data mining 

and 
Learning

Cloud 
Server

Microcontroller Wi-Fi
Module

Fig. 1 Architecture of Existing system
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2.1 Sensors

The health parameters are collected by sensing using biomedical sensors and various
wearable sensing devices [6]. Certain important signs including body temperature,
heartbeat rate, respiratory rate andvalue of bloodpressure aremonitored and recorded
[7]. Other parameters like blood glucose level need to bemonitored in case of diabetic
patient. Thus the parameters to be sensed depends upon the medical status of the
patients, e.g., the factors such as ECG, rate of heartbeat, saturation level of oxygen
and weight are sensed for heart failure patients. For people with disabilities and
elderly people, continuous activity monitoring is required [8].

2.2 Microcontroller

It is mandatory to process the sensed parameters into transmittable format using
smartphones [9], FPGA (Field Programmable Gate Array), hardware platforms,
microcontrollers or microprocessors. This combines the data from sensors, transfers
the data to server for storing and then finally processes the data. It is the compu-
tational block of the architecture and is an essential one for decision making and
further analysis in future.

2.3 Wi-Fi Module

The sensed and recorded data are to be sent to the microcontroller. This involves
several protocols by which the connection and data transmission can be done. The
technologies likeWi-Fi [10], Bluetooth, ZigBee, LTE (Long-Term Evolution) or any
other high-level communication protocols can be implemented. Both Bluetooth and
Wi-Fi provide wireless communication but the difference resides in their efficiency.
Various devices can be connected without the usage of cable by using Bluetooth
while the access to internet can be achieved using Wi-Fi.

2.4 Cloud Server

The collected and processed data need to be stored for further analysis. The data is
stored without any loss using cloud servers. There are several platforms available for
data storage including ThingWorx, Open IoT, Google Cloud, Amazon, GENI [11].
Cloud computing is used to manage the large database thus the efficiency of data
storage is improved. Here the data is stored in distributed server so that the data is
available on demand without any sort of traffic.
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2.5 Data Mining and Learning

This layer focus on converting the collected and stored data into knowledge in deci-
sion making. Data mining is an algorithm-based process of generating new infor-
mation by analyzing and examining huge database. Here the frequency of similar
data of patient is registered. Machine Learning provides the system the ability to
automatically learn and improve from experience.

3 Proposed Work

The overall architecture of proposed system shown in Fig. 2a consists of several
client devices (i.e., the device the patients are provided with) connected to a server
via IoT. Patient’s health parameters are sensed, processed and finally uploaded to
the authorized server using the client device. The server is connected to the database
where the symptoms and basic details of patients are analyzed, the health issue of
the patient is detected and the standard medicine for the problem and dosage level
according to the age factor is suggested to the patient instantly.

Client 
Device 1

Client 
Device 2

Client 
Device n

Wireless
IoT 

Network

. 

. 

. 

. 

Server

Database

Fig. 2 a Overall Proposed Architecture
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3.1 Client Device

Each client device consists of n number of biomedical sensors which are used to
sense the vital signs of patients [12]. The recorded data are fed as input to the signal
conditioning circuit which is used to manipulate the recorded values and covert
them from analog to digital signal since the sensed parameters can’t be directly
given as input to the Digital Signal Controller. Both Digital Signal Controller and
signal conditioning unit are provided with the power supply unit [13]. DSCs can
be used in variety of applications including power conversion, motor control, and
sensor processing applications. Here the Digital Signal Controller uploads the health
parameters of patients to the server. And after analyzing the recorded symptoms of
patients the detected problem and the medicine along with dosage level is sent to the
client device. Client module is shown in the Fig. 3.

3.1.1 Power Supply Unit

Every electronic system is to be provided with DC power supply. Different circuits
operate under different power supplies and the rating depends upon the load current
and voltage. The load current depends on the load resistance, i.e., the load current
is inversely proportional to load resistance. So it is quite mandatory to provide the
electronic circuit with matched designation of power supply. In our proposedmodule
we use two power supplies, DC 5v with GND and DC 12v with GND. A LM341
is a three-terminal positive voltage regulator is used to maintain the output voltage
constant irrespective of its input voltage.

3.1.2 Sensors

The biomedical sensors are implemented in the client device to sense the health
parameters of the patients. In our proposed module Temperature sensor (LM35)

Sensors 
Signal 

Conditioning
Circuit

Digital 
Signal 

Controller
GSM/GPRS 

Module

Power 
Supply   

Unit  IoT 

Fig. 3 Client device
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and Heartbeat sensor are used to record the body temperature and heartbeat rate.
The output of LM35 series shown in Fig. 5 is a voltage which is comparative to
temperature in Celsius. The light source (LED) is made to be incident onto any
muscular region and the amount of light reflected back is estimated using light
detector. The amount of light reflected changes with respect to the change in the
volume of blood flow, thus the rate of heartbeat can be estimated. Ultrasonic sensors
with low power oscillators [14] can be implemented for better efficiency.

3.1.3 Signal Conditioning Circuit

The sensed analog value cannot be directly given as input to the next stage thus
the signal conditioning circuit is implemented so that the measured analog health
parameter of the patient is processed into a form such that the input requirements
of the next stage is met. The signal conditioning circuit accepts any type of sensor
inputs and the outputs can be voltage, current, frequency, timer or counter.

Signal conditioning processes: Signal Conditioning circuit involves two main
process including Filtering and Amplifying. The analog parameter sensed by sensors
is subjected to filtering so that any high-frequency noise present can be eliminated,
then the resultant signal is amplified. Amplified analog signal is converted into digital
signal using ADC converter. Thus, its function is to convert the measured analog
signal into processed digital signal which is the input to next stage (Digital Signal
Controller).

3.1.4 Digital Signal Controller

A Digital Signal Controller (DSC) is considered to have advanced features than
Digital Signal Processors (DSPs) and Microcontrollers. The digital output from the
Signal-Conditioning circuit need to converted into proper symptoms so that it can
be uploaded to server and compared with the database in the authorized server. DSC
performs the major role of processing the data and uploading the processed data to
the server using GSM/GPRS module and DSC can be generally programmed using
the C programming language.

3.1.5 GSM/GPRS Module

GPRS module is used to efficiently transfer the data between client and server by
using circuit-switched mechanism. It is the responsibility of the GSM/GPRSmodule
to find the best path with minimal traffic to transfer the processed data from the DSC
to the authorized server. Both uploading of parameters to server and receiving the
feedback response given by the server, i.e., prescribed medicine and dosage level, at
high speed can be achieved using this module.
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3.1.6 IoT

The Internet of Things (IoT) plays a major role in our work since it allows the com-
munication between the client and server module. It is the network of devices which
allows connection, interaction and exchanging of data between various things. IoT is
the technology involving extending of internet connection beyond standard devices
to the devices that are used in day to day life. With the IoT technology, the devices
may be able to communicate among one another and controlling of a device from is
remote location can also be achieved.

3.2 Server and Database Management

The collected and processed health parameters of the patients are uploaded to the
authorized server which is connected to the database. The database management is
done with the help of Microsoft SQL server and the programming is done using php.
Php is an easiest web programming language that is used to create a database. The
basic details of patients would be registered at the hospital server. Once registered the
further login can be done using the provided username and password. The database
created consists of the health issues which is selected based on the recorded param-
eters of patients and the dosage level is selected according to the age factor of the
patients.

4 Results and Discussion

Each client device consists of n number of biomedical sensors which are used to
sense the vital signs of patients. The recorded data are fed as input to the signal
conditioning circuit which is used to manipulate the recorded values and covert them
from analog to digital signal since the sensed parameters can’t be directly given as
input to the DSC. Both DSC and signal conditioning unit are providedwith the power
supply unit. Here the DSC uploads the health parameters of patients to the server.
And after analyzing the symptoms of patients the detected problem and the medicine
with dosage level is sent to the client device (Fig. 4).

Server and Database Management:

The basic details of the patients would be registered to a authorized hospital server
and once registered the patients can be provided with the user name and password
with which the patient can log in (Figs. 5, 6 and 7).

Once the login is done the patient’s health parameters are uploaded to the server
via GPRS module and the symptoms of the patients are compared to the database
created and the detected problem, medicine for the problem detected along with the
dosage level is displayed to the patients instantly (Fig. 8).



1116 M. Bowya and V. Karthikeyan

Fig. 4 Client Device

Fig. 5 Login page of automatic medicine prescribe system

Fig. 6 Login can be done using corresponding username and password
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Fig. 7 No invalid login can be done

Fig. 8 Medicine and dosage level prescription

5 Conclusion and Future Work

In this paper, remote monitoring and diagnosing using sensors and automatic
medicine prescription generation using the database is achieved. In our work mini-
mum parameters like body temperature and heartbeat rate are analyzed and different
health status along with the corresponding medicine and dosage level to be taken
is given as response to the patients. Initial dosage level suggestion would be based
on the age factor and further dosage level is based on response of patient’s health
response to the medicine (with the help of medical history maintained in the server).
It decreases pressure on hospitals and reduces healthcare cost. In future furthermore
biomedical sensors can be added and by analyzing further more symptoms many
health issues can be detected and the prescription for many problems can be gen-
erated. The database of medicine can be created by super-specialist doctors, and it
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can act as an life-saving equipment by providing immediate first aid medicine in
emergency situations like heart attack.
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High-Speed Polar Decoder Architecture
for Next Generation 5G Applications
Using Radix-k Processing Engine

R. Kavipriya and M. Maheswari

Abstract Among the various coding techniques, polar codes are very useful, since it
achieves the ultimate channel coding characteristics. In this paper, a decoding archi-
tecture is proposed which reduces the memory consumption and delay. To overcome
the problem of concurrency, a parallel processing is done. The further research is in
processing on the polar codes to be applied for next-generation applications. Polar
code is preferred since it increases the speed of the operation for large number of
bits (i.e.) for large code length. This implementation process is further extended by
combining the encoding and decoding process by using radix-k based design.

Keywords Polar decoder · Polar codes · High speed

1 Introduction

The main aim of coding theory is to approach a new code in order to satisfy the
Shannon limits as comparedwith the other codes [1]. Turbo codes and LDPC codes is
found to satisfy the Shannon limit. Apart from these codes, Polar codes is found to be
an ultimate capacity-achieving code so it is used for next-generation 5G applications.
It is also utilized in order to perform reliable data transmission.

Channel coding is employed to mitigate the occurrence of error. Generally encod-
ing is an operation which transforms the original code into another code at the time of
transmission. To recover the original information which is transmitted a decoding is
required. The channel at which the information is transmitted can be any base station
[2]. In polar codes, the information is transmitted at bit positions ‘0’ and ‘1’. If the
information is sent at ‘1’ position then it guarantees the transmission of information
and it is found to be unreliable if it is sent at ‘0’ position [3].
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Many efforts are done in order to implement polar code for encoding and decoding
operation without increasing its complexity and robustness during transmission [4].
In the next chapter, we outline the survey of the various decoders. In the chapter III,
the proposed polar decoding is implemented and its operation is explained in brief.
In the last chapter, the simulated results are shown for the above-mentioned code.

2 Literature Survey

To reduce the complexity in the Successive Cancellation decoding algorithm the
abandoned frozen bits are used so that it reduces 20% of its complexity without
increasing the loss [5]. By reducing the redundancy, the complexity is also reduced.
The pipelined architecture method is employed by performing the FFT operation so
that the efficiency is high.

In the SC decoder, Merged Processing Element is employed since it reduces
many conversions such as magnitude and sign conversions, thereby increasing the
throughput [6]. The latency increases as the complexity is increased. In order to
avoid that problem, the original decoding graph is diving into many small graphs
to overcome various problems [7]. This problem can be further reduced by using
multiple decision approach [8, 9].

To balance the latency of the adjacent stages, the processing elements are separated
from each other and then combined together in Fast SSC decoding algorithm to
optimize its critical path [10]. The frequency and the power consumption is also
found to be reduced. To avoid the problem of reordering of the information bit
butterfly diagram is preferred [11]. Since the decoder is directly placed at the router
it can correct the error after decoding the bits [12].

In Successive cancellation List Decoding, a pruning technique is employed to
overcome the time complexities and space complexities by using the Maximum
Likelihood method of decoding [13].

3 Proposed System

The output of the encoder is applied as the input to the decoder and the resulting
output will be the original information bit which undergoes various steps to avoid
the leakage of the information. Figure 1 indicates the basic channel diagram of the
polar code. The basic polar code channel is shown in Fig. 2.

The whole operation is subdivided into many small stages. The encoded output
x0, x8 is applied as the input to A0 and x1, x9 is applied as the input to A1. Similarly
x2 and x10 is applied as input to A2, x3 and x11 is applied as input to A3, x4 and
x12 is applied as input to A4, x5 and x13 is applied as input to A5, x6 and x14 is
applied as input to A6, x7 and x15 is applied as input to A7. The outputs is obtained
by performing XOR operation and the process goes on.
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Fig. 1 Various coding techniques

Fig. 2 Basic polar code
channel

The output of A0, A1, A2, A3, A4, A5, A6, A7 is applied as the input to stage 1
and it is denoted by wij where the edge is denoted by ‘j’ and the stage is denoted by
‘i’. By performing the addition operation with the inputs A0 and A4, the output B0
is obtained. Similarly, by performing the subtraction operation of the above inputs,
the output B4 is obtained. The above operation is repeated with the input values A1
and A5 from the previous value obtained to generate B1 and B5 which is obtained by
performing addition operation and subtraction operation. Likewise, with the inputs
A2, A3, A6, A7, the corresponding outputs B2, B3, B6, and B7 are obtained. Stage
1 output is applied as the input to stage 2 for processing.

The outputs of stage1 is multiplied with the complex coefficients WK
N before

passing as the input to stage 2. The complex coefficientsWK
N is also known as phase

factors or twiddle factors which can be calculated by using the formula as shown
below,

WN = e− j2π/N (1)

The values of phase factors W 0
8 is found to be 1, W 1

8 is found to be 0.707 +
j0.707, W 2

8 is found to be j. Similarly W 4
8 is found to be −0.707 + j0.707. The

output A4 is multiplied with W0
8 and the corresponding value is applied as the input

to stage 2. Similarly A5, A6, and A7 is multiplied with W 1
8 , W

2
8 , W

3
8 to generate the

corresponding outputs. Figure 3 represents the data flow graph of polar decoding.
In the second stage, the values which are obtained after performing multiplication

operation with the multiplier coefficients is applied as the input, i.e., the output C0
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<----stage1----><----stage2-----><----stage3---> 

Fig. 3 Data flow graph of polar decoding

is obtained by performing addition operation with the inputs B0 and B2, the output
C2 is obtained in a similar manner by performing subtraction operation instead of
addition operation. The outputs C1 and C3 is obtained by performing addition and
subtraction operation with the inputs B1 and B3. The operation which is performed
with the first four information bits are repeated to generate C4, C5, C6, C7 but with
the different input values B4, B5, B6, B7.

The outputs obtained in the second stage is then multiplied with the complex
coefficients before passing to next stage for processing. The output C2 and C3 is
multiplied with the twiddle factors W 0

8 and W1
8 and then passed to next stage for

processing. Similarly, C6 and C7 is multiplied with W 0
8 and W 1

8 . The phase factors
comprises of complex values and so the output will be the combination of both the
real and the imaginary values.

The output of stage 2 is then applied as the input to stage 3. D0 is obtained
by performing addition operation with the inputs C0 and C1, D1 is obtained by
performing the subtraction operation with the same inputs shown above. The above
process is repeated with different inputs such as C2, C3, C4, C5, C6 and C7 to
generate the outputs D2, D3, D4, D5, D6, and D7.

The entire process is divided into various stages and the operation of next stage
depends upon the previous stage values, therefore a register is needed in order to
store the values. The final decoded outputs are generated in the normal order which
is then divided by N to generate the decoded values. The above process is said to be
decoding process which increases the security during the transmission through the
channel.
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4 Results and Discussion

In this chapter, the proposed system simulation results are outlined. The process is
simulated with various inputs and the related outputs are obtained. The inputs is of
7 bits for out0 and out4 and 12 bits for out1, out2, out3, out5, out6, out7. The input
information bits are shown in the Fig. 4,

The decoder accepts the inputs in the bit reversed order and generates the asso-
ciated outputs in natural order (i.e.) the order is found to be the same as the input
values. The 12-bit information is decoded by using the polar decoding scheme and
the corresponding outputs are generated.

The proposed decoding scheme is implemented in Model Sim version 10.4a soft-
ware. To generate the synthesis report it is also implemented inXilinx ISE (Integrated
Synthesis Environment) Software. It provides various information regarding the uti-
lization of logic gates and the number of slice LUTs and bonded IOBs. The outputs
of the proposed system, i.e., decoding operation are shown in Fig. 5.

The synthesis report of the proposed system which comprises of the number of
slice LUTs and number of bonded IOBs is shown in Table 1.

The Maximum combinational path delay for the proposed decoder system is
48.646 ns. The memory consumption of the proposed decoding process is 265,712
kilobytes.

Fig. 4 Inputs generated before decoding
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Fig. 5 Proposed decoder output

Table 1 Synthesis report Logic utilization Used Utilization (%)

Number of slice LUTS 1836 20

Number of bonded IOBs 230 123

5 Conclusion

The decoding complexity should be considered while decoding the information bits
since it can change based on various parameters. The complexity varies based on
the encoding outputs and the code length. In our proposed system, to overcome
these kind of problems the encoded outputs are checked before decoding and if there
is no occurrence of imaginary part then there is no need for usage of multiplier
coefficients. Therefore, the memory requirement is reduces which in turn speeds
up the performance. The proposed system is implemented using Model Sim 10.4a
Software and its synthesis is done using Xilinx ISE Suite 14.7.
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PAPR Reduction in F-OFDM
Modulation Scheme for 5G Cellular
Networks Using Precoding Technique

Sasidharan Jiji and M. Ponmani Raja

Abstract The emerging 5G system has promising advances in the near future. The
5G system will be offering many features that are not being possessed in the past
generations. To meet the several requirements, orthogonal frequency division mul-
tiplexing (OFDM) is a best choice. In the existing OFDM technique, model and
framework of 4G LTE, chosen mainly for mobile broadband (MBB) service, are not
that sensitive to recession or authenticity. Despite the fact that OFDM provides high
spectrum efficiency through orthogonal frequency multiplexing, the OOBE (out-of-
band emission) of OFDM is still not very satisfactory, and also, OFDM requires
global synchronization which comes at the price of extra signaling. Indeed, when the
user is perfectly synchronized both in time and frequency domain with the base sta-
tion (BS), in terms of bit error rate (BER), the performance offered by OFDM is very
good and resistance to the carrier frequency offset (CFO). These circumstances are
energy costly as the user needs to exchange messages with the BS to ensure this syn-
chronization. Therefore, if these conditions are not satisfied, the OFDM BER may
be high. Nevertheless, the OFDM modulation suffers from high side lobes which
decrease the spectral efficiency and create adjacent channel interferences. For these
reasons, severalMCM schemes have been developed these recent years as candidates
for 5G systems such as filtered OFDM (F-OFDM). Filtered OFDM (F-OFDM) is an
alternative to the OFDMmodulation in 5G system. It offers all the advantages main-
tained by OFDM such as efficient performance and flexible frequency multiplexing
that meets the needs of future generation. It also meets OOBE requirements and thus
helps in efficient spectrum utilization.

Keywords Adjacent channel interference (ACI) · Bit error rate (BER) ·
Complementary cumulative distribution function (CCDF) · Cyclic prefix (CP) ·
Fast Fourier transform (FFT) · Filtered orthogonal frequency division multiplexing
(F-OFDM) · Inter-channel interference (ICI) · Inter-symbol interference (ISI) ·
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(OFDM) · Out-of-band emission (OOBE) · Peak-to-average power ratio (PAPR) ·
Power amplifiers (PA) · Power spectral density (PSD)

1 Introduction

Nowadays, the field ofmultimedia wireless communication is growing rapidlywhich
influences the life of people creating unstoppable demands and needs that increase
day by day. People are in search of a technology that is faster than the current gen-
eration, which has very high-speed transmission rates, and supports mobility and
efficient utilization of the network resources and available spectrum. The current
modulation scheme used in 4G system is orthogonal frequency division multiplex-
ing (OFDM), and it is one of the best solutions to achieve these goals. OFDM is
having high spectral utilization. The basic method is encoding digital data on multi-
ple carrier frequencies. It improves the bandwidth efficiency and effectively combats
the multipath fading channel. At the same time, to provide a reliable transmission, it
increases the system capacity. In OFDM, it first splits the high-rate data stream into
a number of lower rate data streams which are then transmitted simultaneously over
a number of subcarriers. These subcarriers are overlapped with each other and are
orthogonal, where each frequency channel is modulated with simpler modulation
scheme. However, it introduces inter-symbol interferences (ISI) and inter-channel
interferences (ICI). ISI is the effect of adjacent symbols, whereas ICI is the effect
exerted by the subcarriers. In order to reduce the effect of ISI and ICI, we introduce
a guard interval in between the OFDM symbols.

One of the major drawbacks in OFDM is that a very high peak-to-average power
ratio (PAPR) is being exhibited by the composite transmit signal when the input
sequences are highly correlated. Corresponding to different phase values, the signal
will be having different values with respect to each other. The output symbol will be
having peak points in the overall envelope, when all the points achieve the maximum
value simultaneously. The uneven peaks in the OFDM system occur due to the signal
distortions. The presence of large number of subcarriers makes the peak values very
high. Peak-to-average power ratio is defined as the ratio of the peak power to average
power value of the system. PAPR and bandwidth efficiency are directly proportional,
i.e., when the number of subcarriers increases PAPR, it also increases the bandwidth
efficiency. Thus, a reduction of PAPR affects the efficiency of the system being very
crucial situation.

We are aiming for a new generation (5G) in mobile communication which will
be providing us with the new features that were not employed in 4G generations.
The main application will be provided by it are divided into three major categories:
enhanced mobile broadband (eMBB), ultra-reliable and low-latency communication
(URLLC), massive and machine-type communication (mMTC). [1] Figure 1 depicts
the applications of 5G [1].

The properties that an ideal waveform should have are the following [1]:
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Fig. 1 Future applications of 5G [1]

• Low complexity—low-cost transceivers are needed for machine-type communi-
cation (MTC); thus, low complexity should be maintained.

• Good spectral containment—the use of guard bands in between the OFDM
symbols may affect the spectrum utilization; thus, spectrum for each service must
be efficiently utilized.

• Carrier frequency offset (CFO)—CFO at the receiver can be amplified by the
use of poor oscillators; thus, it will be robust against CFO.

• Support multiple input multiple output (MIMO)—MIMO is the best technol-
ogy for the future since spatial multiplexing is a multiple antenna technique; as
compared to single antenna techniques, it increases the data rate.

• Time localization—a well-localized waveform in time domain is needed for
fulfilling the demand of low latency.

• Flexible numerology—in order to satisfy different traffic types, a flexible
waveform is needed.

From these benefits, it is clearwhyOFDMcan be considered for future generation.
Even though there are several benefits of OFDM, there also exist several limitations
which enable the generation of a new modulation scheme that can efficiently satisfy
the requirements for an efficient future generation (5G). Several limitations ofOFDM
systems are as follows [1]:

• Sensitivity to frequency and time offset: Due to CFO and Doppler effect, several
impairments occur. Similarly, if the signals are not synchronized well, then it will
result in fading and irregularities of signals; hence, synchronization is an important
factor.

• Cyclic prefix overhead: The addition of cyclic prefix to reduce the interferences
in the symbol results in overhead in the transmission and performance degradation.
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• Large peak-to-average power ratio (PAPR): Larger PAPR occurs due to alter-
ations or signal distortions which will result in unwanted peaks in the resulting
signal; this will degrade the performance and efficiency of the system.

• Large out-of-band emissions (OOBE): In time domain, each OFDM symbol
has a shape of rectangular pulse which seems as a sinc function in the frequency
domain. Therefore, it results in a bad spectral behavior as the OOBE falls very
slowly and imposes the need for large guard.

From the limitations listed above, we can understand that the OFDM cannot
provide an efficient performance in the future 5G systems. However, we can think
of making use of the advantages offered by OFDM to produce a new modulation
scheme. The main goal of this paper is to provide a new waveform that imposes all
the advantages of OFDM and at the same time introduces an efficient technique to
reduce the demerit of high PAPR in it. In [2–9], we can see the several techniques
used in modulation techniques in several channels. It will provide us with a detailed
study of related works in the field of OFDM.

In Section I, we have given a brief introduction of the paper. In Section II, the liter-
ature survey related to the topic is being done. Section III mainly focuses on the pro-
posed methodology, and finally, section IV concludes the paper with corresponding
results.

2 Related Work

In [10], Vipul D. Sahni, Nitesh Kumar, and Vishal Narain Saxena had discussed
about several hybrid techniques for reducing the high PAPR in OFDM. Four main
techniques like

(1) Precodings with repeated clipping and frequency domain filtering (RCF).
(2) Companding techniques along with RCF.
(3) Repeated frequency domain filtering and clipping (RFC) along with

companding.
(4) Precodings along with companding.

are being introduced in their work. From that, they are concluding that precoding has
been considered better among all these techniques, because it improves the PAPR
without increasing more complexity and without hindering with the orthogonality
between subcarriers. It also increases the BER performance in comparisonwith other
stated hybrid methods because of diversity gain.

In [11],DanWu,XiZhang, JingQiu, LiangGu,YuyaSaito, andAnassBenjebbour
discuss that to enable flexible waveform for 5G and improve the spectrum utilization,
a newmodulation scheme, named filtered OFDM (F-OFDM), is being introduced. In
that work, they have mainly discussed about the filter design and its implementation.
In this work, they have recommended the use of sinc filter design for F-OFDM.
According to their results, they are concluding that the F-OFDM is having more
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efficiency than OFDM which is currently being used. F-OFDM enhances spectrum
efficiency over the conventional OFDM by providing a reduced spectrum leakage.

In [12], Qiwei Zheng, Fanggang Wang, Xia Chen, Yinsheng Liu, Deshan Miao,
and Zhuyan Zhao focus on performance evaluation of waveforms in the fifth gener-
ation, i.e., universal-filtered multicarrier technique (UFMC), resource block-filtered
orthogonal frequency division multiplexing (RB-F-OFDM), filtered OFDM (F-
OFDM), and filter bank multicarrier (FBMC) in high-speed scenarios. With respect
to signal-to-noise ratio (SNR), terminal speed, and carrier frequency offset (CFO),
the block error rates (BLERs) of the channel model of tapped-delay-line-D (TDL-D)
defined in 3GPP TR 38.900 are evaluated. Simulation results indicate that RB-F-
OFDM is recommended for high-speed scenario due to the robustness in terms of
high mobility and CFO. Main disadvantage is the high peak-to-average power ratio.
A single-input and single-output (SISO) system is considered; here, the principle
of filtering-based waveforms UFMC, RB-F-OFDM, F-OFDM, and FBMC are pro-
posed for future 5G and compared their performance in high-speed scenario, using
the TDL-D channel model in 3GPP TR 38.900. Simulation results show that RB-
F-OFDM outperforms other waveforms in terms of high mobility and robustness
against ISI and CFO.

In [13], Lei Zhang, Ayesha Ijaz, Pei Xiao, Mehdi Molu, and Rahim Tafazolli
propose that F-OFDM system is an efficient modulation scheme for 5G system. In
their work, they are concentrating on the mathematical model of F-OFDM, and then,
they have discussed about how to reduce the interferences in the system, thus leading
to equalization. Then, they aimed on reducing the computational complexity of the
system. The efficient obtained results reduce the computational complexity of the
subcarriers.

From the above discussed works, we can conclude that F-OFDM is an efficient
modulation scheme for efficient communication of the future generations. There still
persists the demerit of high peak-to-average power ratio. From [10], it is clear that
the efficient technique for reducing the high PAPR in OFDM is precoding technique;
thus, we can implement the precoding technique for reducing the PAPR in F-OFDM.

3 Proposed Work

In order to fulfill the need for 5G cellular communication, we are hereby implement-
ing a new modulation scheme F-OFDM. Basic difference between the OFDM and
F-OFDM is that there is filtering at both the transmitter and the receiver sections.
The block diagram of F-OFDM is given in Fig. 2.

In filtered OFDM (F-OFDM), a filtering algorithm is used after the IFFT/cyclic
prefix of OFDM system; the entire assigned bandwidth is first divided into several
sub-bands. In each sub-bands, the different services are being accommodated as
per the requirements. Compared to conventional OFDM technique, the F-OFDM
provides throughput gain. Significant reductions on usage of guard band are also
being offered in F-OFDM which leads to more efficient spectrum utilization. Even
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Fig. 2 Block diagram of F-OFDM

though it is having several advantages, still a demerit that is high PAPR which will
affect the performance of the system persists. Thus, as per [10], we are proposing a
precoding-based technique to reduce the PAPR in F-OFDM modulation scheme.

3.1 Filter Design

F-OFDM should satisfy certain criteria for achieving appropriate filtering. It includes
flat passband, sharp transition band, and sufficient stop-band attenuation. Thus, these
criteria can be fulfilled by using a filter with a rectangular frequency response, i.e.,
a sinc impulse response; hence, a soft truncated filter with specific window is rec-
ommended to achieve the appropriate filtering in F-OFDM. This in turn will create
a trade-off between time and frequency localization (i.e., ISI and ICI). It is an easy
implementation for flexible sub-band configuration. From Fig. 2, we can see that
in F-OFDM, the input signal is first sent to the N-point IFFT which is a serial-to-
parallel converter, and then, it is added with cyclic prefix to reduce the interferences
in the symbol. After that, we are applying designed filtering to the system. This is
the transmitter section; output from filtering is being sent through the channel to the
receiver and a similar filtering is being applied at the receiver part. Then, the reverse
operation of transmitter part is being employed at the receiver such as removal of
cyclic prefix followed by N-point FFT; then finally, equalization is being employed.
The filtering algorithm employed enables the spectrum efficiency, improves latency,
and reduces the out-of-band emission. Even though F-OFDM has all the advantages
of OFDM, still there persists the high PAPR ratio. Thus, to reduce the PAPR, we can
use the precoding technique [10] which is very efficient. From the papers [10, 14–
20], we can get a detailed comparison of several techniques for reduction of PAPR
in OFDM, and from that, we can understand that a very efficient technique for PAPR
reduction is precoding technique.
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Fig. 3 Basic block diagram of precoding technique

3.2 Precoding Technique

In precoding technique, we will multiply the modulated symbols of OFDM and
F-OFDM with the precode matrix before IFFT block, and this precode matrix P
is of a dimension of L × N where L = N + Np, N is the number of baseband
modulated signals, and overhead subcarriers as 0 ≤ Np < N. When an input matrix
‘x’ ismultiplied to a precodingmatrixP, then the outputY will beY =P⊗X. Figure 3
implies the block diagramof precoding technique. It depicts that the precoder is being
used after the serial-to-parallel converter and before the IFFT block. The transpose of
the precoding matrix is being multiplied to the receiver part in precoding technique.
From [20] & [21] we can find the precoding technique beings depicted on ofdm
modulation scheme along with companding technique.

4 Result Analysis

In Fig. 4, we can see the impulse response of the rectangular pulse sinc filter used
in F-OFDM. Figure 5 depicts the power spectral density of OFDM and F-OFDM.
Table 1 depicts the values of parameters being used in this modulation technique. In

Fig. 4 Impulse response of
sinc filter
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Fig. 5 PSD of OFDM and F-OFDM

Table 1 Parameters required
in the modulation schemes

Parameters Values

Number of FFT points 1024

Number of resource blocks 50

Number of subcarriers per resource block 12

Cyclic prefix length 72

Modulation 64 QAM

Channel model AWGN

Filter length 513

Tone offset or excess bandwidth (in subcarriers) 2.5

Fig. 6, we can see the CCDF plot of PAPR for F-OFDM and OFDM before applying
precoding technique, whereas Fig. 7 depicts the CCDF plot of PAPR for F-OFDM
and OFDM after applying precoding technique. Table 2 shows the results of PAPR in
both OFDM and F-OFDM before applying precoding technique and after applying
precoding technique.

Comparing the plots of the spectral densities for OFDM and F-OFDM schemes,
we can see that F-OFDM has lower side lobes that allow a higher utilization of the
allocated spectrum, hence leading to increased spectral efficiency. It also depicts that
the OOBE is reduced in F-OFDM as compared to the OFDM.

From Table 2, it is very clear that the PAPR for OFDM is very large compared
to F-OFDM even after applying precoding technique; thus, F-OFDM is an efficient
mechanism for 5G systems.
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Fig. 6 CCDF plot of PAPR for OFDM and F-OFDM without precoding technique

Fig. 7 CCDF plot of PAPR for OFDM and F-OFDM with precoding technique
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Table 2 Final values of
PAPR in dB

Parameter Value in dB

PAPR of OFDM without precoding 11.0173

PAPR of F-OFDM without precoding 8.3904

PAPR of OFDM with precoding 8.8571

PAPR of F-OFDM with precoding 5.2942

Figures 8, 9, 10, and 11 depict the BER versus SNR in dB plots. BER values range
in between 10−2 and 10 which is an optimum value for efficient transmission rates.

Fig. 8 BER V/S SNR plot
of OFDM without precoding
technique

Fig. 9 BER V/S SNR plot
of OFDM with precoding
technique



PAPR Reduction in F-OFDM Modulation Scheme for 5G Cellular … 1137

Fig. 10 BER V/S SNR plot
of F-OFDM without
precoding technique

Fig. 11 BER V/S SNR plot
of F-OFDM with precoding
technique
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Privacy Preservation Using Top K
Multi-Keyword Synonym Fuzzy Search
Scheme

Manjubala Sekar and Kamalanathan Kandasamy

Abstract Owing to the numerous advantages arising out of storing data in the cloud
such as flexible costs, improvedmobility, many users are outsourcing their data to the
cloud. However, it poses security challenges and rigidity issues. The cloud is often
honest but curious, and hence, the need to encrypt the data arises. However, it renders
the basic processes like searching difficult. Hence, there is a need to implement search
algorithms on encrypted data. Plaintext fuzzy search and semantic search techniques
cannot be implemented on encrypted data. To save its resources, the cloudmay return
partially correct results, and thus, there is a need for verificationof the results returned.
Access control mechanisms for multiple users should be implemented ensuring the
confidentiality of unauthorized data. This paper deals with the design and analysis
of a privacy-preserving top k multi-keyword synonym/similarity fuzzy search.

Keywords Fuzzy search · Cloud computing · Privacy preserving · Synonym ·
Multi-keyword

1 Introduction

Advancements in cloud computing have made storing data in cloud a popular choice.
Numerous benefits include reduced costs in provisioning whenever storage is needed
and de-provisioning when it is not needed, reduction in data center footprint, avail-
ability of data anytime from anywhere and more. Cloud is of three types: public
cloud, private cloud and hybrid cloud. Private cloud stores sensitive information,
and hybrid cloud contains both public and private cloud services. Services provided
by the cloud are Infrastructure as a Service (IaaS), Platform as a Service (PaaS),
Software as a Service (SaaS) and Recovery as a Service. IaaS provides pre-installed
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and configured hardware through a virtualized interface. PaaS provides computing
platform and solution stack in addition to IaaS services. SaaS and RaaS provide
web-based applications and backup service, respectively.

However, storing data in a remote server is not fully secure. The cloud is honest
but curious. Sensitive information must remain integral and confidential. Hence,
the need to encrypt the data but processes like searching becomes difficult. The
existing solutions are homomorphic encryption of the data, oblivious RAM and
search encryption to search through encrypted data. Search encryption is so far the
best approach. The traditional and secure method of searching was to extract all the
files from the cloud, decrypt the files and conduct plaintext search on the decrypted
files. This will be a waste of computation power, decryption of all the encrypted files.

Thus, we must employ techniques to search through encrypted data. There are
three techniques, (i) search in the encrypted data (ii) secret sharing and (iii) index-
based approach as discussed by Brinkman [1]. In the first approach, all the files and
the keywords are encrypted, and the encrypted keyword is searched through every
line of the encrypted files. In secret sharing method, the cryptographic secret is split
into m secrets such that any n out of m secrets can be used to construct the original
secret. In this context, for example, if 7 is the data and it is split among three owners
as 32,5,11 and 7 is obtained by adding them and applying modulo 41 over them. In
the index-based approach, keywords are extracted from the files before encryption,
and secure index is constructed. Both the index and files are encrypted, and when a
user sends a query, the keywords are encrypted, and a match is searched for in the
index. This reduces search time in searching over the entire file documents.

The basic entities are data owner, data user and the cloud server. The data owner
uses the key extraction algorithm to extract the relevant keywords. Then, he/she
encrypts the keywords to form the secure index along with the file ids and send it to
the cloud server. When the data user sends a search request, the query is encrypted,
and if it matches with the keywords in the secure index, then the encrypted files
corresponding to the file ids are returned to the user (Fig. 1).

The rest of the paper is organized as follows. Section 2 deals with the related
work, Sect. 3 explains the methodology followed in this paper, and Sect. 4 provides
the implementation details. The results of our experiments are given in Sect. 5 and
followed by conclusion in Sect. 6.

Fig. 1 Index-based
approach general procedure
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2 Related Work

Fuzzy Search: Since the data is encrypted along with keywords, a spelling mistake
in the keyword will be encrypted to a different value and the search fails, i.e., there
is no tolerance for typing errors. Words which originate from the same stem are
also encrypted to different values, and the search fails unless the exact keyword
is specified. In wild card-based approach [2], the possible fuzzy words are formed
with a pre-defined edit distance. For example, the wild card fuzzy set of ‘cloud’
with edit distance 1 will be {*cloud, *loud, c*loud, c*oud, cl*oud, cl*ud, clo*ud,
clo*d, clou*d, clou*, cloud*, cloud}. The possible combinations are n *2 +2 where
n is the length of the keyword. In the K-gram-based approach [3–5], the keywords
are split into k-grams and the encrypted individually in the index. A search query
containing the same or almost similar keyword will have more k-grams in common.
For example, the bi-gram representation of the word ‘secure’ is {se, ec, cu, ur, re}.
Symbol-based trie-traverse search scheme [6] has trapdoors of the keywords mapped
to a pre-defined symbol set, and it is inserted into trie-based tree where the root node
is null. The keywords with the common prefixes are grouped together.

Another technique involving bloom filters and LSH is described as follows [5,
7]. This eliminates the need for a dictionary, and the index for each file is a bloom
filter. Every keyword is converted into a bi-gram set. There are 26 *26 possible bi-
grams, and the bit is set to one if a bi-gram is present. If there is a single spelling
mistake, only two bi-grams will vary. The vector is then hashed using LSH from p-
stable LSH family. This hashing ensures that two keywords with one letter difference
are mapped to a hash value of almost similar value. This similarity is measured by
Euclidean distance. The vector is then inserted into the bloom filter. The query is
also generated in the same way. When the user sends a query, the inner product
of the query and the index will give a high value as the vectors will be set to one
in similar positions. This scheme also supports dynamic update, new files can be
inserted, and files can be deleted as each file is indexed separately. The disadvantage
of this scheme is false positives introduced by bloom filter which can be mitigated
by setting a minimum threshold for the inner product and at the same time ensuring
that the relevant files are not missed out.

In another fuzzy method, it is assumed that the user may omit, swap, include up
to two characters maximum, and hence, the positioning of letters in the keyword can
be moved up or down by a maximum of two [8]. The example for positioning in case
of one letter addition, omission or swapping is as follows for the word ‘secure’ {s0,
s1, e1, e2, e3, c2, c3, c4, u3, u4, u5, r4, r5, r6, e5, e6, e7}. When the position of ‘c’
comes in either second, third or fourth position, the letter is mapped like ‘seecure.’

Semantic Search: In a query, certain keywords should be given higher impor-
tance, certain words are general terms, and some are specific. For example, if the
query is ‘blue pants,’ it means pants are more generic to blue. First, the results con-
taining pants should be found and narrowed down to blue pants. To understand and
implement this, semantic relations must be studied, and search made on that basis.
Synonym search is essential as users may search for files with different keywords
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but with the same meaning. For example, university/college both refer to a institu-
tion, and hence, both the words should form the keyword set for the files containing
any one of the keyword. Improving fuzzy search [9, 10] instead of discarding the
remaining elements or the fuzzy set of the keyword when the exact match succeeds,
the trapdoors of the fuzzy set of the keyword are also formed to search for similar
words.

Porter’s stemming algorithm [5] is used to extract the root word from which the
derivatives can be constructed, thus enabling more matches. For example, the root
word of ‘detected’ will be ‘detect,’ and other words derived from the root word
are ‘detectable,’ ‘detects,’ ‘detecting,’ ‘detective.’ The above words are then used
to construct the keyword set with the root word as the head node. The assigning of
keyword weights [11] will ensure the importance of a keyword in the search query,
and thus, a higher score for the document containing keyword will be calculated.
Conceptual hierarchy [12] is a tree-like structure where the leaf nodes will have a
more specific meaning, and the nodes at the top will have a general meaning. E.g.,
‘college,’ ‘institution,’ ‘university’ will occupy the higher level of nodes, and ‘Amrita
school of engineering’ and ‘Kollam’ will occupy the lower level of nodes. Another
method is applying sentence scoring followed by conceptual graphs [13]. First, the
most relevant sentence is extracted from the document known as sentence scoring.
A conceptual graph consists of objects and relations, and every object is connected
to another object by a relation.

PreservingPrivacy: Apart fromencrypting the data in the files, it is also necessary
to protect the privacy of the keywords and other statistical data associated. Else, the
cloud will be able to deduce which set of files are accessed more frequently and
which files are sensitive. The keyword is split [14, 15] into two and then encrypted
such that even when the attacker obtains the trapdoor, he/she will not be able to
determine the keyword. Smaller keywords will be subjected to keyword guessing
attack, and hence, randomizing [16] and increasing the keyword length will secure
it against keyword guessing attacks, and similarly, dummy keywords [17] are also
introduced into the secure index. To protect against the cloud from determining the
words in the encrypted files, the same keywords in various files are encrypted to
different cyphertexts [18].

Verifiable Results: Since the cloud is not a trusted entity, the results returned
by the server should be authenticated. Sometimes, to save its resources, the server
may not complete its search process and may return partial results. Check mecha-
nisms should be employed to ensure the authenticity of the data. In this challenge-
based verification technique [19], the user composes a challenge from the returned
results and sends it to the cloud. If the cloud can solve the challenge, thus verifying
the authenticity of the ciphertext, the ciphertext is accepted by the user else, it is
discarded.

In another random challenge technique [20], similarity scores are asked for any
random documents. If the cloud has returned the top k results, the similarity scores
of the random documents requested by the user should be less than the similarity
scores of the top k documents. In this technique [21], a verifiability code is generated
for each file based on the file and the similarity score. The cloud will return the set
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of files along with the VC code when a request has been made. The data user will
reconstruct the VC from the file and the shared secret key and verify if it matches
with the returned VC code.

Ranking of Results: When a user sends a query, certain results may be more
relevant than some, and hence, the results should be ordered with the most relevant
results at the top. Thus, the need for similarity score arises. The scores are usually
calculated based on how unique yet frequent the word appears in the document
relative to other documents. Some common algorithms are TF-IDF, Cosine similarity
[22] and Co-ordinate matching.

Dynamic Update: The search index should facilitate dynamic update [7, 23] as
new files might be added, and old files might be replaced and modified. This will
lead to a change in keywords and similarity scores. Hence, the secure indices must
support dynamic update.

Multi-user Access Control: There are two types KBAC and ABAC. KBAC
assigns each file’s decryption key directly to authorized users. ABAC attaches a set of
attribute values to a user and designs access policy for a file. A file can be accessed if
and only if the attribute values satisfy the access policy. Predicate encryption [24] is
a very powerful technique for enforcing fine-grained access control where the owner
of the ciphertext can provide partial keys to the users for decrypting partial data.

In this paper, LCS algorithm is applied initially followed by calculation of distance
between the words returned to obtain the most relevant word (Fig. 2).

Fig. 2 Architecture
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3 Methodology

3.1 Model Description

The components are data owner, data user, search server and storage server. The data
owner extracts all the keywords from the files and forms synonym/similar keywords.
He/She forms a linked list of the keywords with the keyword found in the file at
the top of each linked lists (dictionary). It will have m distinct keywords, and n
is the highest number of elements in the synonym and fuzzy set of each keyword.
The data owner extracts the frequency of the keywords from the data files as well.
He/She encrypts the keyword and the frequency to form the secure index (trie-based
structure) and sends it to the search server along with file ids. The file ids, encrypted
files and the access control of each file are sent to the storage server. The data user
encrypts his query using public key of the data owner and sends the query to the
data owner. The data owner decrypts the query using his private key and tries to find
a match in the dictionary. For fuzzy search, the LCS algorithm is used to find the
edit distance between two words. If there is a match with any keywords, i.e., exact
match or fuzzy match within the specified edit distance, trapdoors of the keyword,
synonyms and similar words are computed and sent to the search server. The search
server compares the trapdoors are compared with the index table, and the file ids are
returned.

The top k results are obtained by calculating the frequency of the keywords using
term frequency * inverted document frequency (TF*IDF). The files which have all
the keywords of the query are at the top even if its individual frequencies are com-
paratively lesser than other files having higher frequency but not all the keywords
of the query. The data user receives the file ids and sends the file ids to the storage
server to obtain the encrypted files. The storage server sends the encrypted files that
match with the file ids to the user after verifying the access controls of the user. The
data user will decrypt the received file.

3.2 Assumptions

This model is applicable where there is a single owner like a corporate company
where the company-related projects are to be made available to only its employees.
Here, the encryption of keywords does not vary, i.e., the same keyword will be
encrypted to the same value, and hence, the cloud may reduce the frequency of the
encrypted keywords queried. Similarly, the cloud might deduce the files which are
accessed frequently and form a relationship between the encrypted keywords and the
encrypted files.
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3.3 Algorithm Description

Hirschberg’s Algorithm: This algorithm finds LCS of two strings inO(mn) time com-
plexity andO(m+ n) space by applying divide and conquer method. This follows the
divide and conquermethodwhere the strings are split recursively, and string compari-
son is done. In the above example, the strings are ‘TATGC’ and ‘AGTACGCA’where
the second string is split into two, and the following method is done to determine
where to split the first string to obtain LCS sequence.

This algorithm saves space as it does not store the entire table but just two rows at
any time. LCS algorithm is applied on the first half of the string as it is and applied
on the reversed half of the second string as shown in the figure above. Here, it is
assumed that if the characters match, a value if 2 is added, and if does not match, −2
is added in case of insertion and deletion and −1 in case of substitution. Whether a
character must be inserted, deleted or substituted is done by comparing the diagonal,
top and left values, and the minimum is taken for the operation, i.e., −2 is added if
the top or left value is minimum, and −1 is added if the diagonal value is minimum.
Finally, the last two rows are aligned, and the subsequent columns are added. The
column which yields the minimum values is taken as the divider. Therefore, the LCS
of the above two strings is TAGC (Figs. 3 and 4).

Fig. 3 Hirschberg’s algorithm

Fig. 4 Divide and conquer
LCS algorithm output
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4 Implementation Details

‘Reuters-21578, Distribution 1.0’ comprising over 20,000 documents (appeared on
the Reuters newswire in 1987) was encrypted and used as a dataset and used Python.
For the formation of the index, the keywords formed are nouns and noun-phrases.
Stemming algorithm is applied to increase the match frequency. The ranking of the
results is done based on TF-ID where

TF − IDF = TF ∗ IDF;

TF = Frequency of words in the text
IDF= 1/log (1 + p); p = Total documents/Number of documents containing the

keywords.

A split-keyword matrix structure as described in [6] is constructed with key-
words, TF-IDF value and, the file ids. When a keyword is encrypted, the attacker can
reconstruct the plaintext of the encrypted keyword by brute force. If it is split and
encrypted, the attacker may not be able to reconstruct the keyword. For example,
unive, 5, (0.2215879871480701, ‘1_49’), (0.4238681120052753, ‘1_49’), rsity, 5.
The index is then encrypted using AES-CBC ad stored in the search server. The
synonym set is formed using WorldNet, and it is the matrix containing the keyword
present in the file in the first column followed by the synonyms. For the search pro-
cess, the query to be sent to the owner is encrypted using the RSA algorithm. The
received query is decrypted at the owner side, and pre-processing is donewhere fuzzy
search, construction of synonym sets and stemming process. The trapdoor is formed
and sent to the search server. The file ids of the matched trapdoor are returned from
the search server, and the corresponding files are obtained from the storage server.

5 Results

The time taken for generating the search index was studied, and it is found to increase
linearly as shown in the graph below. Using the TF-IDF algorithm is inefficient when
the number of documents increases for every keyword, the whole document set must
be checked.

Using an intermediate server to correct spelling mistakes and the formation of
synonym set increases the accuracy rate. However, using the LCS algorithm has its
disadvantages as explained below.

The algorithm described is inefficient in differentiating two words which are
similar but semantically different. In the table below, it is shown that the distance
between the actual word and the word that forms after applying LCS is the same.
However, it is evident that the user meant to search for ‘cloud.’ It observed that the
edit distance of the first entry is four compared to five in the second entry. Therefore,



Privacy Preservation Using Top K Multi-Keyword Synonym Fuzzy … 1147

Table 1 Disadvantage of
LCS algorithm

Actual word Entered word Applying LCS

Cloud Cluod Clud

Loud Cluod lud

Fig. 5 Index generation
time versus number of files

the results should be returned such that results related to ‘cloud’ to be returned first
followed by results related to ‘loud’ (Table 1).

This can be improved by studying the edit distance between thewords formed after
applying the LCS algorithm and the entered word. It is observed that the difference
is one in the first case and two in the second case. Hence, it can be concluded that
the entered word was supposed to be ‘cloud’ and not ‘loud’ (Fig. 5).

6 Conclusion and Future Work

This system model improves fuzzy search and preserves privacy by the combination
of split-keyword technique, and the query is transmitted after encrypting with RSA.
The usage of two separate servers will prevent the cloud from forming a relationship
between the search query and the files, and usage of the LCS algorithm followed
by calculation of edit distance between the actual word and the returned words will
return the most relevant result. The runtime of LCS algorithm can be improved by
using Kuo-Cross algorithm whose runtime is O((r + n) log(n)). In the future, this
system will be modified to see if the cloud returns the correct results and enables
multi-user access.
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High-Speed Variable-Length Decoder
Using Segmented Code book

Sujata Bhavikatti and R. M. Banakar

Abstract Various communication applications from Internet video streaming to
video broadcasting require high-speed throughput variable-length code decoder. The
fundamental techniques (parallelism and pipelining) used to improve the speed of
algorithm cannot be applied to VLC decoder, due to variable length of symbol codes
and due to no boundary defined between symbols. Considering the basic algorithm of
VLCdecoder, the speed of decoder is improved by reducing the processing timewhile
identifying the code word and corresponding code length from lookup table. The
rearrangement of code words in code book is proposed in this paper to minimize the
time. For variable-length code of 17 bits, the proposed design depicts an improvement
of 46% in speed compared to traditional single length code book.

Keywords VLC decoder · Code book · Lookup table

1 Introduction

The video from Internet, personnel devices, television, movies, etc., use compressed
form of digital video. Video codec is the basic building blocks of various com-
munication applications including health monitoring systems, defense services, and
multimedia services. These applications crave for high resolution, high frame rate
which necessitates larger bandwidth. Video compression is essential to reduce the
size of video, so that storage requirements are brought down to a manageable level.
Even the video data can be brought to channel capacity level. Basically, there exist
two types of video compression techniques: (a) Lossy type of compression is used
in Internet-connected devices and telecommunication applications. The data that is
produced after decompression does not exactly match the original form; instead, data
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is reconstructed in a useful form. (b) Lossless compression technique is based on the
removal of redundant data so that decompression gives exactly original data.

With an intention of making the compressed video data observable by all devices
across the globe, compression techniques are defined as IEEE standards by ISO/IEC
and ITU-T, for example, MPEG standards and H.264 standards. MPEG-2 standard
was defined in 1993 by ISO. The encoder and decoder architecture requirements are
defined in the form of syntax and semantic rules. Codecs contain lossy and lossless
compression tools. Variable-length coding is a lossless compression tool.

The appropriate use of source residual redundancy is the key point of decoding
technique. VLC decoder is the first tool of MPEG-2 decoder. The VLC generates
code word for each symbol with different length. Frequently occurring symbols are
represented using less number of bits, whereas less common symbols are represented
using long length code word. During the design of MPEG-2 decoder, various opti-
mized algorithms are developed to implement VLC decoder. VLC decoder archi-
tecture is a bitwise operator. Hence, VLC decoder contributes major computation
time for MPEG-2 decoder. VLC produces code word for each symbol. Each input
symbol is mapped to a code word, and code words may have varying length, but
contain integral number of bits. Frequently occurring symbols are represented using
less number of bits, whereas less common symbols are represented using long VLCs.
Over a sufficiently large number of encoded symbols, data is compressed.

Following are the main steps of VLC decoder:

• Identify the code word length and code word: Code words are identified from the
series of encoded input bit stream. Using code book in the form of lookup table,
the (run, level) values are identified.

• Shift the input bit stream by the length of the previous decoded symbol: After
identifying the length of the previous decoded symbol, the bits of input sequence
are discarded from input bit stream.

• Arrange the decoded symbol: The decoded symbol from code book is the output
of the decoder.

1.1 VLC Code book

The VLC decoder requires knowledge of source symbols, code word, and corre-
sponding code length. These details are stored in the form of lookup table called
code book. The size of code book is decided by the number of symbols and the prob-
ability of symbols. ISO 13818-2 defines 15 VLC tables for the video data, motion
vectors, and syntax elements necessary for decoder. The statistical analysis of 15
tables shows that Tables B-14 and B-15 defined as “VLC for DCT coefficients Table
zero” and “VLC for DCT coefficients Table one,” respectively, are larger in size. So
VLC decoder design is illustrated by designing a code book for these two tables,
which are available in ISO 13818-2 document.
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The further arrangement of paper is as follows. Various algorithms of VLD are
designed to reduce the complexity, minimize power, and increase the speed and are
listed in Sect. 2. Section 3 explains the parallel decoder architecture using table
lookup method and partitioning of lookup table to improve index speed. The simu-
lation results are given in Sect. 4. The proposed work focuses on the simulation of
VLC decoder design referring to lookup table using the system-level simulation and
hardware implementation. Finally, the paper ends with the conclusion.

2 Observations

The VLC encoder and decoders have different implementation requirements. The
encoder finds the VLC value from the standard tables and generates bit stream. The
bit stream is the sequence of binary data without any field identification of code
“begin” or “end.” The symbols are encoded using table lookup defined as per the
IEEE standard specifications. The run, length combinations, and respective code
words are defined in the tables. The run and length combinations are generated
during encoding. In encoding process, after DCT and quantization, zigzag scanning
generates the array of values. This array is represented in the form of run-length
combination. Each of these run-length values is assigned with code word. As each
symbol is encoded independently, parallelism technique can be used to speed up the
coding process.

The input to decoding algorithm is the bit stream, and decoding procedure uses
standard tables. Since bit stream does not contain any information of start or end of
the code, the decoder architecture is complex. Basically, VLD is implemented using
binary tree approach or parallel decoding approach. The tree-based approach uses
the concept of Huffman tree. The direct implementation of VLC decoder is bit-by-bit
sequential decoding. Thus, VLD algorithm implementation has a tradeoff between
decoding speed and size of memory. For example, a simple and efficient represen-
tation of VLCs for a frame is using binary tree. An associated decoding algorithm
starts at the root node, extracts a bit from the input, and follows the corresponding
branch to the next node. The process repeats until a leaf is reached, which in turn
indicates the symbol. The complexity of this algorithm depends on the depth of the
tree. Thus, the main constraint of the approach is it decodes one bit at a time.

In [1] the use of concurrent method to improve the throughput is explained. The
algorithm is based on pipelined tree-based architecture. The fully pipelined design is
implemented using concurrent decoding of independent bit stream. Due to pipelin-
ing method, high-level optimization is achieved in terms of speed and bit length.
Since algorithm is based on VLSI architecture, the main limitation is reprogram-
ming for change in source statistics, hence less flexible. The PLA-based algorithm is
improved by using plane separation. The performance of this architecture is improved
by parallel processing in feedback path.

The soft input and soft output VLC decoder algorithm [2] uses the source redun-
dancy appropriately at decoder and improves the error correction capability. This
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gives better results for concatenated schemes with VLC codes. The algorithm is less
complex. There is small loss due to insufficient quality of the soft outputs generated.
Since the delay is inserted during code book indexing during decoding process, it
counts for overall delay of VLC decoder.

The author in [3] proposes an algorithm to reduce the complexity of VLC decod-
ing by using SOSA algorithm. The reliable information of bits is collected fromVLC
encoder. This information is usedduringdecoding tominimize the errors. The reliable
information is about tree structure, probability of symbols. The iterative decoding
algorithm is less complex and also more robust to errors. The advancement in tech-
nology introduced many international video codec standards, which contain VLC
decoder as one of the tools. Lamy and Perros-Meilhac [4] propose multi-standard
VLCdecoder. The hardware complexity is reduced by efficient representation of code
word table. The reduced hardware complexity gives better results for MPEG-2 and
H.264 video decoders. In [5], a high-speed Huffman decoder algorithm is proposed.
By using typical nature of Huffman coding which is based on single-side growing,
the search time is reduced. The memory efficiency is improved. Simulation results
are tabulated for MP3 type video.

In [6], a method to reduce the complexity of VLC decoder is explained. The
method is commonly defined for both MPEG-2 standard and H.264 standard. VLD
is implemented using sub-tree (ST) methods. Sub-tree refers to the prefix part and
tree part of VLCs. Since prefix part is redundant, using ST type of classification, the
redundancy appearing between different VLC trees is removed. This minimizes the
storage requirements.

In [7], VLCs are compared to fixed-length codes (FLCs). Since number of bits
used by VLC is less compared to FLC, VLCs are used in IEEE standards. It is
observed that VLCs are more prone to errors. By using trellis-based representation
for VLCs and BCJR algorithms, the error effect in VLCs is minimized. The author
Jae proposes a plane separation method to improve the speed of VLC decoder. The
delay involved in the feedback path of data flow isminimized. Shifting operations and
decision process of correct code word identification are carried out simultaneously.
Due to parallelism in process, the delay is reduced. Tsai and Chen in [8] propose
architecture based on parallel VLD. The architecture consists of code detector and
lookup table. The arrangement of code book is done such that VLC itself acts as
address. The size of lookup table and code detector implementation is considered
to design low-power algorithm. Subtable concept is used in code book arrangement.
The code search process is executed sequentially to find match in each subtable. The
table partitioning is done to minimize power consumption. The amount of power
consumed in code detection is explained with examples.

3 Parallel Decoding Approach

The parallel decoding technique of VLD is a search algorithm for finding match for
multiple bits from input bit stream to the code book. The algorithm implementation
includes the code book arrangement and comparing unit as the main parts. Code
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book arrangement is considered to speed up the decoding process. The code book is
arranged in an increasing order of its code length. The lowest length code is the most
frequently occurring code. During search time, the number of memory references
can be minimized by arranging the code book in the increasing order of code length.
The code book reference and comparison are sequential processes performed till the
bits of input sequence are defined with symbol. Thus, decoding procedure is defined
using sequential finite state machine modeling as shown in Fig. 1. The FSM input
is VLC-coded bit stream, and outputs are decoded source symbols. The main hurdle
for designing of high-speed decoder is recursive dependency.

The decoder is loaded with bit stream indicated by flag “load.” Then comparison
is done for search with code book contents. During search, load = “0.” Search is
an iterative process done by comparing input bit stream with every code in code
book. Once the match is found, the load is reset. The input bit streams are shifted by
length of code word identified. The search process continues till all bits of a block
are decoded.

Figure 2 is the architecture of variable-length decoder. Input MPEG-2 bit stream
is serial input data to VL decoder. The variable length of the code words makes
the decoding to a sequential process. In order to decode a code word, the previous
code words must be decoded in sequence in order to determine where in the input
buffer the code word starts. This data dependency is limiting the throughput of the
VLC decoders. The variable-length decoder consists of a barrel shifter, comparator,
and code book. The comparator is designed to match the input bit stream with the
code word of code book. The code book is the main functional block, in the form
of a table. It contains information about number of code words, code length, and
code word. The major drawback here is the relatively large critical timing path in the
feedback loop that includes barrel shifter, code word table (ROM), and accumulator.
This feedback path cannot be pipelined and will therefore limit the performance of
this architecture. During decoding, the input bits are serially read. The length of code
word is unknown. It requires serial search in the code book. In order to speed up the
decoding process, search algorithm [9] is to be framed. By changing the arrangement
of code book [6], the search time can be minimized.

Fig. 1 Conventional FSM of
VLC decoder
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Fig. 2 Parallel VLC
decoder architecture
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The decoding logic is based on the code book access which in turn depends on
code book arrangement and overhead involved in code book access. The partitioning
of VLC tables into two parts is considered to minimize the power. This method
is considered to partition the code book into segments. These segments are defined
based on the code length. The address length required to refer to code book location is
reduced by two bits. ISO/IEC defines the total of 15 tables for variable-length code
assigned as per the MPEG-2 standard. The tables include the VLC of run-length
pair, motion vectors, and DCT coefficients. Among these tables, T14 and T15 are the
maximum length tables. The VLC decoder implementation is illustrated with respect
to Table T14. The length of Table T14 is 114. Since the arrangement of 114 VLCs
into one code book requires 7 bits address length. The address length is reduced due
to dividing the code book into segments.

Figure 2 shows the parallel decoding architecture of VLC decoder. The input is
MPEG-2 bistream. VLD architecture is composed of code book and decoding logic.
Further decoding logic consists of reading the code book, comparing logic to identify
the code match and find the symbol. The low-power design approach considers the
code book arrangement and decoding logic. Tsai and Chen [8] say that the VLC
decoding logic and size of VLC table decide the power and throughput. Thus to
minimize the power, the code book arrangement is considered. With the normal code
book arrangement, the complete code book is selected for the decoding operation.
During decoding, the data of selected row is transferred to register. The code book
remains in active state until the code is decoded and symbol is identified. The amount
of power consumed to keep the code book as a whole is more compared to memory
segment form. Using memory segmentation approach, the memory segment which
is referred for code access is activated keeping other memory segments in idle state.
Thus, the power consumption is minimized due to activating the part of code book.
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Bit stream contains the frame data coded, as per MPEG-2 standard and syntactic
and semantic rules, necessary information to decode the bit stream. “maxlen” rep-
resents the highest length of code word in code book. In synchronous with clock,
number of bits = “maxlen” is read from MPEG-2 bit stream into reg1 and buffered
in reg2. The code word from code book and corresponding code length are read into
reg3 and reg4. The reg1 content is shifted by the number of bit positions equal to
the length of code word read from the code book. The inputs to the comparators are
shifted bits of reg1 and code word from code book. If comparator output is one, the
corresponding symbol is output. If match is not found, then comparator gives output
as zero. The comparator iteration continues for next code word from code book.
After finding the symbol, the contents of reg2 are shifted by that code word length
and rest of bits in reg2 are concatenated with input MPEG-2 bit stream. The process
repeats till all bits of block are decoded.

4 Simulation Results

In this paper, VLC decoder algorithm is verified using FPGA hardware implementa-
tion. The algorithm is tested using system-level simulation. For testing of algorithm,
bit stream is generated using system-level simulation and text file “data1.txt” is gen-
erated. Using data1.txt bit stream is generated. The serial input to VLC decoder is
given using buffer. The lookup tables or code book is in the form of ROM memory.
Discrete ROM memory separately for code of particular length eliminates the need
of length storage in code book. Since 17 is maximum length to read maximum of 17
values, 5 bits address length is assigned. Thus, the total memory length required is
5 * 114 = 570. Total memory length = 570 + 1921 = 2491. Thus, it is concluded
that memory segmentation minimizes the memory size. For memory segmentation
method, the number of bits is identified by referring to bits values which are referred.
It counts to 1879. The amount of memory saving is (1879/2491) * 100 = 75%. The
address length is reduced by 2 bits.

Table 1 Search time of
single code book and
segmented code book

Variable length Single code book (ns) Segmented code
book (ns)

4 8.3 8.2

6 10 8.3

10 11.8 8.1

14 15.9 8.1

17 18 8.2
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The bit stream of a block contains VLC of differential DC and run-length pair.
The decoder module is simulated using Spartan-6, XC6SLX45T device. The simu-
lation results are tabulated comparing the search time of VLC for different lengths
considering a single code book and segmented code book in Table 1. It is observed
that the search time remains almost the same for segmented code book arrangement
as compared to the single code book arrangements. The search time increases with
increase in length for single code book arrangement, whereas the search time remains
almost the same for segmented code book arrangement. The average clock rate is
120 MHz in this design.

5 Conclusion

A new hardware-based VLC decoding algorithm is implemented using code book.
VLC decoder is the first block in MPEG video decoders. The modified VLC decoder
algorithm is simulated using system-level simulation, and power minimization is
shown with hardware implementation. The algorithm uses sequential decoding of
symbols. Since we assume that the number of symbols and code length is known, the
exact number of symbols can be decoded. The code book arrangement according to
the code length improves the memory indexing and reduces the memory access time.
The functioning of algorithm is tested on “xylophone.mpg” file. ISO/IEC 13818 data
is used to design the VLC decoder.
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Efficient Cruise Control of Electric
Motorcycle Using PID

Rohan Sawant and Andrew Kidd

Abstract The automotive industry is progressing expeditiously. The popularity of
electric vehicles (EV) has shot up over the last few years. As a matter of fact, electric
drive systems such asDCmotor drives, one of the electrical drives, are rapidly gaining
prominence because of their high efficiency, better dynamic response and lowupkeep.
The following work deals with the drivetrain of the pre-existing electric motorcycle
comprised of a brushedDCmotor. In this work, a system is developed tomaintain the
speed of the electric motorcycle at a set speed, under various disturbances using PI
control. A detailed mathematical model, transfer function and simulation of the same
are obtained using the software package MATLAB, SIMULINK. The controlled DC
motor is made to track a variable speed set point with zero steady-state error and
desirable disturbance rejection capabilities.

Keywords DC motor · PID ·Matlab

1 Introduction

DC motor drives play a significant role in mechanical and other applications such
as steel moving plants, electric trains and robotics. For the most part, an elite engine
drive framework must have great powerful speed order and load controlling reaction
to perform undertaking. DC drives, due to their straightforwardness, simplicity of
utilization, dependability and favourable cost have for quite some time been a spine
of mechanical and robotic applications where speed and position control of motor
are required. DC drives are less complex, as when it comes to motorcycles, the power
conversion factor from DC to AC is eliminated. Also, the speed-torque attributes of
a DC motor are robust [1].
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Although three-phase induction motors are the most widely recognized sort of
motors utilized in industrial applications, DC motors are expanding in prevalence
because of their execution points of interest over ACmotors for applications ranging
from high-speed automation to electricmotorbikes. Applicationswhere speed should
be varied, or torque should be controlled with high exactness, brushed DCmotors are
used. Today, locomotives are being offeredwith powered gadgets, in addition design-
ers are seeking to improve the performance of the equipment they design, which often
entails upgrading fromACmotor to aDCmotor, specifically, placeswhere increasing
accelerations are required. DC drives are additionally being fabricated in regularly
expanding volumes for much Bijou applications, such as solar-based gadgets, toys
and cell phone handsets [2].

In this work, a corresponding DC motor similar to the one used in an electric
motorcycle is considered. A transfer function model of the motor is obtained using
the reaction curve method and analysed in MATLAB, compared to physical data
from the test motor to check for goodness-of-fit. Further using this model and the
direct design synthesis (DDS) control design approach, the speed of the motor will
be made to track a variable set point and then be maintained under the influence of
disturbances, such as a change in the inclination of the surface the bike is travelling
on (i.e. up/down a hill) (Fig. 1).

2 Mathematical Modelling

2.1 Transfer Function Derivation of a DC Motor (Bottom-Up
Approach)

A separately excited DC motor system is considered. To obtain the mathematical
model of the same, consider, supply voltage ‘v’ applied to the motor circuit (refer
Fig. 2), and the motor generates torque (T ) that is proportional to the product of the

Fig. 1 DC motor equivalent
circuit
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magnetic field flux ‘φ’ and the rotor armature current ‘i’,

T = KT i φ

The Back EMF is a counter voltage that is proportional to the product of magnetic
field flux (φ) and the rotor angular velocity (ω),

e = KEφ ω

Making use of KVL voltage law in the above motor circuit,

v = Ri + L
di

dt
+ e

Considering the above fundamental equations into Laplace transform, respec-
tively, and further simplifying it [3, 4], we get the first-order transfer function model
of the DC motor as,

�(s)

v(s)
=

1
KE

1+ τms
(1)

where τm = Electromechanical time constant.

2.2 System Identification—Reaction Curve Method

The first-order plus time-delay (FOPTD) model has been widely used to design and
implement the process controllers of the system. The terms related to the low-order
plus time-delay processes are very useful for describing the dynamic characteristics
of given process. The FOPTD process derived for DC motor system is given in
Eq. (1).

From Eq. (1), it can be realized that K and τ are called the static gain and the
time constant, respectively. The step input applied to the motor is �u, and the maxi-
mum rated voltage under which the motor operates is represented by �y. Using the
formulae, the terms K, τ and d are computed.

K = �y

�u
(System Gain)

τ = 1.5(t2 − t1) (Time Constant)

d = 1.5

(
t1 − t2

3

)
(Time delay)
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Fig. 2 Sample DC motor behaviour plot

The computed values are fed in the FOPTD model of the motor and from the
schematic obtained in the SIMULINK (refer Fig. 3), and a transfer function graph
of the DC motor is acquired [5].

In the proposed system, fromEq. (1), the term d, i.e. time delay is eliminated since
the value derived from the transfer function graph is insignificant (refer Fig. 4). Also,
the transfer function acquired from the reaction curve method is in time domain, i.e.
continuous transfer function. It is further converted to discrete form so as to get the
same sampling time, and the discrete and continuous elements do not mix within the
SIMULINK model to be used in the digital circuit. The sampling frequency used is
kept same as that in the input.

A comparison between the actual DC motor response and the transfer function
model developed using the above-derived terms is plotted. It can be observed that
the transfer function model developed is a decent fit.

Fig. 3 SIMULINK schematic to acquire TF
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Fig. 4 Transfer function response

3 Control System Design

A proportional controller makes the control signal directly proportional to the mag-
nitude of the error signal. One of the main drawbacks of proportional—only control
is its inability to leave zero steady-state error. Increasing the gain reduces the off-
set but can lead to noise problems and instability. Alternatively, by introducing the
Integral action in the controller, which perhaps act as an automatic bias adjuster can
eliminate the offset without introducing much of instability. But, the downside is that
the integral action can actually introduce oscillatory behaviour, and this is eliminated
only if the parameter is set correctly. The introduction of an integrator now exhibits
dynamic behaviour of its own. Now, the system will have two adjustable parameters
KP and KI , the proportional and the integral gain.

Using Pade approximation [6, 7], slight variations in the approach of direct design
synthesis (DDS), which has achieved widespread industrial acceptance, are used to
compute the proportional and integral parameters of the system.

For a FOPTD model with a PI controller, the parameters are derived as follows,

KP = 2τ + d

2Kλ

KI = 2

2τ + d
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Derivative control is highly susceptible to noise. The noise sensitivity is due
to high rate of change within the signal when there are noise spikes. Also, in the
proposed system, the output of the DC motor consists of fair share of noise. Hence,
by incorporating derivative control in the system, entire system can turn unstable. As
a matter of fact, the given system attains stability by incorporating PI control only.

4 Implementation

4.1 PI Control Observed Under Disturbances

The output (speed) of the DC motor is measured and fed back to the PI controller
via a closed-loop system. The feedback signal is first compared with the reference
signal. An error signal is generated at the summing point by calculating the difference
between the actual output and the reference signal by simple subtraction. This error
signal is passed through to the PI controller for the required modification set by
specification of controller parameters. The control outputs an appropriate control
signal such that the error is then eliminated (Fig. 5).

A mechanical disturbance in the form of brake can be applied to the motor. This
is analogous/equivalent to an electric bike travelling on a now steeper gradient (i.e.
uphill). Due to the incorporation of PI control, it now maintains the speed of the
motor at the certain set speed.

4.2 PI Control Observed Under Varying Pre-defined Speeds

PI control is also observed whilst setting different set point speeds. The proposed
system consists of manual/auto switch. If the switch is on manual mode, the driver
will have to control the speed of the motorcycle manually using the throttle. If the
switch is on auto mode, a set point speed is decided by the driver, and the motorcycle

Fig. 5 PI control under disturbances, schematic
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Fig. 6 PI control under varying pre-defined speeds, schematic

will drive at the set speed even undermost disturbances. For the purpose of simulation
only, the varying set point speed block can be represented by signal builder in the
SIMULINK. The varying signals are the step signals of different magnitudes. The
PI controller will try to eliminate the error signal as mentioned and match with the
new set speeds at earliest (Fig. 6).

5 Results and Discussions

5.1 Disturbance Rejection Capability

Mechanical disturbance is added to the system in the form of braking. It can be seen
that the disturbance is added in the system at t = 5.5 s, and it takes around 4 s to settle
at pre-defined value since λ = 4. The PI controller recovers from this disturbance
and adjusts itself to the pre-defined speed. This is the disturbance rejection capability
of the PI controller in the system.

5.2 Set Point Tracking Capability

Set point tracking capability allows the user to set the set point speeds of the motor-
cycle. In the proposed system, signal builder allows to set varying amplitude for the
step input for the motor (Figs. 7 and 8).

This varying step input does act like different set point speeds for the motorcycle,
and PI controller tries to adapt to these speeds.
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Fig. 7 Disturbance rejection behaviour using PI

Fig. 8 Set point tracking capability using PI

6 Conclusions and Future Enhancements

The transfer function model derived from the reaction curve method finds a decent
fit with the motor output. This transfer function can be used as a basis for tuning. PI
control approach is incorporated to trace this transfer function model. The proposed
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system can efficiently work in maintaining the speed of the motor and perform the
function of cruise control in electric motorcycles.

Induction motors are now used widespread. One such notable example would be
four-wheel based electric vehicles.Anequivalentmathematicalmodel of an induction
motor can be computed using the process defined in the proposed system. Further
analysis can be resolved, and a similar cruise control system for four-wheeled system
based on induction motors can be devised.
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Transmission of Watermarked Image
in WSN Using ELSM Algorithm

A. Umapriya and P. Nagarajan

Abstract To improve the copyright protection of the digital image, thewatermarking
technique is used. By changing the entropy, identify the locationwhere the secret data
gets embedded into the original image. It provides less distortion and high robustness.
The watermarked image is send to the receiver through the wireless sensor network.
In WSN, clustering is the best technique to save the energy. In cluster-based WSN,
cluster head requires more energy to receive the data from the sensor nodes and trans-
mitting it to the base station. To maintain the lifetime of WSN, the proper selection
of CH is essential. In this paper, we propose the energy-based least squares multiple
algorithms. Simulation results show that the ELSM algorithm is more efficient com-
pared to the WLSM algorithm to improve the range of bandwidth, cluster overhead,
skew rate, offset rate, carrier signal, reference signal and control output signal.

Keywords Wireless sensor network · Cluster head · Energy-based least squares
multiple ·Weight-based least squares multiple

1 Introduction

Data security is necessary for every field to transfer the secret data. For this purpose,
we use the digital watermarking technique. It provides high robustness to the host
images. To improve the quality of image and strength and to remove the noises, many
processes are available.

[1] The host image provides self-recovery, tampered localization and ownership
verification. Greyscale watermark is proposed to the watermark insertion. The last
two LSBs get changed after the insertion of watermarking. While using LSB, it is
easy to identify the host image.
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[2] The survey of digital watermarking techniques provides discrete cosine trans-
form, discrete Fourier transform, discretewavelet transformand also the performance
analysis metrics. All these techniques are compared.

[3] Clock synchronization using least commonmultiple algorithm is used to avoid
the clock skew and clock offset. Two levels of synchronizing are used. One is nodes
within the cluster synchronize and another level is the cluster head synchronize to
remove the cluster overhead.

[4] Using particle swarm optimization algorithm in wireless sensor network, the
energy-efficient head cluster selection is proposed.

[5] Using this algorithm, it provides a better performance of the total energy
consumption, lifespan of the network and also the base station that received many
packets.

[6] For the security purpose, we use the watermarking technique to embed the
data in the image [7]. The image gets watermarked. In wireless sensor network [8], it
contains many sensor nodes that are available to transfer the data from the sender to
the receiver through the base station [9]. To save the energy, network gets divided into
groups called as cluster using the energy-based least squares multiple algorithms.
Each cluster has its own cluster head used to find the path among the sensor nodes
[10].

Cluster heads are used to find the shortest path to the bath station. The base
station communicates with the public networks [11]. Then the watermarked image
received at the receiver end. The secret data can extract from the host image [12].
The ELSM algorithm is used to improve various parameters such as the range of
bandwidth, cluster overhead, skew rate, offset rate, carrier signal, reference signal
and control output signal [13].

2 Methods and Materials

2.1 Watermark Insertion

In any field, we hide some information for security purpose. When we transfer the
secret data, it gets stolen by someone. To avoid this problem,we use thewatermarking
technique. The watermark insertion is the process of embedding the secret data in
the original image. After the insertion of secret data in the image, the secret key will
generate. The image gets watermarked. Figure 1 shows the watermark insertion.

2.2 Clock Synchronization in WSN

Wireless sensor network contains more number of sensor nodes. When we transmit
the image from sender to receiver, it consumes huge power because of the presence
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Image
Watermark 
insertion

Watermarked 
image

key

Watermark

Fig. 1 Watermark insertion

of more sensor nodes. For saving the energy in wireless network, we propose the
energy-based least squares multiple algorithms. In this technique, divide the sensor
nodes into groups. Each group contains the superior called as cluster head which is
used to select the shortest path of the transmitting image.

Figure 2 shows the clock synchronization in WSN using ELSM algorithm. The
cluster head is automatically selected in the network using ELSM algorithm. Two
levels of synchronizing are used. One is nodes within the cluster synchronize and
another level is the cluster head synchronize to remove the cluster overhead. Cluster
head transmits the image to the base station. And also the ELSM algorithm is used to
improve the range of the bandwidth, cluster overhead, skew rate, offset rate, carrier

Fig. 2 Clock synchronization using ELSM algorithm
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signal, reference signal and control output signal. Then the base station sends the
image to the public networks. Finally, the receiver receives the image by giving the
correct password.

By saving the energy consumption, the bandwidth gets improved and reducing
the overhead. And also provides the long distance to transmit the image.

2.3 Transmitting and Receiving Process of WSN

The transmitting and receiving processes of the wireless sensor network using ELSM
algorithm are given below. We need to set the password. If we give the password
correct, the secret data can be embedded in the original image by using watermark
technique. Then the secret key will generate automatically.

The host image is sent from the source to the destination through the wireless
sensor network. In this network, there are more number of sensor nodes which are
available. When we transmit the image through this network, the energy loss will
occur for more sensor nodes. The sensor nodes are grouped by the cluster. Each
cluster has its own cluster head. For choosing the proper cluster head, we use the
ELSMalgorithm. The cluster head is used to select the shortest path via sensor nodes.
The cluster head selects the sensor nodes which have the highest residual energy.
Whenwe select the proper cluster head, we can save the energy. By saving the energy,
we can transmit the image for long distance. Then the transmitted image reaches the
base station (Fig. 3).

The receiving section usingELSMrepresents Fig. 4.Weneed to give the password.
If the receiver gives thewrong password, the secret data does not generate instead they
receive the ordinary image. The same process will continue for selecting the cluster
head in transmitter side. Finally, the data can be retrieved by using the watermark
extraction. By using this technique, we can save the energy of all sensor nodes. Each
iteration will continue by using this algorithm.

2.4 Watermark Extraction

The watermark extraction is used to extract the secret data from the watermarked
image. Figure 5 represents the watermark extraction process. When we provide the
correct password, we can receive the secret data. Otherwise, we can receive the
ordinary image.
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Fig. 3 Transmitting section
using ELSM

NO

YES 

START

CHECK
PASSWORD 

SELECT IMAGE

ENTER SECRET DATA

WATERMARKING

SELECT HEAD CLUSTER

SECRET KEY GENERATION

ELSM

SEND TO THE BASE STATION

3 Result and Discussion

The simulation result is taken by MATLAB using C program. For the security pur-
pose, we use the watermarked image. Simulation results show that the ELSM algo-
rithm is more efficient compared to the WLSM algorithm to improve the range of
bandwidth, cluster overhead, skew rate, offset rate, carrier signal, reference signal
and control output signal.
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Fig. 4 Receiving section
using ELSM

Watermarked 
Image

Watermark 
extraction

Extracted image

Secret keySecret 

Fig. 5 Watermark extraction

Figure 6 represents the graphical representation of error rate, carrier signal and
control signal using ELSM algorithm. Figure 7 represents the graphical representa-
tion of skew rate, offset rate and cluster overhead. By saving the energy, we improve
the lifespan of the network and also provide the long transmission distance. Finally,
we extract the secret data using the watermark extraction.
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Fig. 6 Error rate, carrier signal, control signal

Fig. 7 Skew rate, offset rate, cluster overhead

4 Conclusion

In this research, we proposed the ELSM algorithm for the proper selection of the
cluster head to save the energy. This algorithm is to extend the lifespan of the network
by saving the energy among the nodes. Two levels of synchronizing are used. One is
nodes within the cluster synchronize and another level is the cluster head synchronize
to remove the cluster overhead. The watermarked image was received by receiver.
By saving the energy, the transmission range is for a large distance. The experimental
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results of ELSM algorithm performs better than the existing algorithm in terms of
bandwidth, cluster overhead, skew rate, offset rate, carrier signal, reference signal
and control output signal.
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International Students’ Gender Impact
to Use Mobile Learning in Tertiary
Education

Sujit Kumar Basak, Marguerite Wotto and Paul Bélanger

Abstract This study aims to design amodel onmobile learning used by international
students in tertiary education. It has used a survey questionnaire distributed through
the LimeSurvey. A total of 12 international students from a tertiary education (6
female students and 6 male students) participated in Canada. The results revealed
that male students got higher impact to the performance expectancy (PE), social
factors (SF), and facilitating condition (FC) but on the other hand, female students
got an impact on PE and FC. Furthermore, female students got a significant impact
on PE and SF on behavioral intention (BI). Gender is having an impact on EE
and FC. Finally, PE and SF have an impact on the BI to use mobile learning in
tertiary education. These findings will help practitioners, educators, policymakers to
implement mobile learning in tertiary education for international students in Canada
and abroad.

Keywords Mobile learning (ML) · International students · UTAUT · SEM

1 Introduction

In tertiary education, mobile learning (ML) has significantly increased and is playing
a crucial role for international students. Therefore, use of mobile learning in tertiary
education helps for international students to be connected anywhere and anyplace.
Berking et al. [1] stated that m-learning has a significant impact on the teaching
and learning environments. In this context, the tertiary education may encourage
international students to use m-learning for learning purposes. According to [2], a
mobile device is used by many users because it is affordable and easy to carry than
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personal computers. The development of mobile and technology has opened a new
window to learn. Students believe that mobile learning has positive influence on the
learning environment, although students are well known with barriers [3]. Levy’s
study indicated that learners of mobile devices are significantly higher motivated
as compared to who did not use mobile device [2]. Using mobile devices, various
materials can be downloaded. However, most of the smart mobile devices can easily
play video features and also record where learners use their mobile devices to collect
scientific data and visual materials [4]. The implementation of mobile learning can
add a significant impact on the existing formal learning and assessment [5].

Gender issue in m-learning has been identified in the past decades on the com-
puter and education research [6]. Male or female does not use the technology in a
similar way, but as a result, some differences exist [7]. On the other hand, female
students got significantly higher attitudes as compared to their male counterparts
[8]. Moreover, a study by Muhanna and Abu-Al-Sha’r [9] indicated males got more
positive attitudes than females. Similarly, Kwon and Chidambaram [10] argued that
there is no significant impact on the gender attitude.

2 Problem Statement

Wang et al. [11] stated that although mobile technology use is increasing, using
ML still in the infancy stages. The limitations of ML are categorized into four
categories, namely physical attributes, network connection, physical environmen-
tal (using mobile devices outdoors), and limitations of the software design (difficult
to install and also built in function) [12]. In this context, implementing ML for stu-
dents could be a challenge because students are already used to what they are using
in the past. Several researchers indicated that gender differences exist among college
students or adult users about Internet use, attitudes toward the Internet, frequency
to use Internet, and to measure self-skills of the Internet [13, 14]. Using a small
keyboard and touch screen need more time to search for some information and to
read them [15]. Existing research shows that female got anxiety than males on the
computers and Internet use [8, 16]. Above, evidences show that the use of mobile
learning by international students is increasing day by day. “The comparative analy-
sis of the variables shows that social factors have a significantly higher impact on the
behavioral intention to use for the m-learning by the first-year international students
followed by performance expectancy, effort expectancy, and facilitating condition”
[17]. In addition, evidences also show that students (male and female) are meeting
more challenges to use mobile learning. This study is very important because it will
help to analyze the international students’ gender impact on the mobile learning very
broadly in Canada.
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3 Literature Review

The existing study shows the impact of gender plays a crucial role in tertiary educa-
tion. A study with the undergraduate university learners in using a digital library [18]
indicated male students got a higher impact on the perceptions than female students.
Another study was conducted by Enoch and Soker [19] with students who use the
Web-based instruction method. The results found that male students and female stu-
dents both are continuously increasing the use of the Internet and the difference is still
significant. Recent development on the Internet technology, namely online “gender
difference, is believed to be less significant” [20]. A study on the differences of male
and female students indicated that male students have more positive impacts on a
computer use. In addition, male students use more frequently computer as compared
to female counterparts [21].

Similarly, Hilao and Wichadee [22] also conducted a study on 122 students (65
females and 57 males) on gender differences to use a mobile phone. Results revealed
there is no difference in the usage and attitudes of male and female students in
terms of language learning and performance. Most of the research findings show
that male students were well experienced and very positive toward m-learning as
compared to female students [23, 24]. In Taiwan, conducted a study by Ong and Lai
[25] on 156 employees where 67 of them female employees and 89 of them male
employees. These employees participated from six multinational companies. Results
revealed male’s usages decisions are having a significant impact by their perceptions
of the usefulness of mobile learning. Morahan-Martin [26] study also argued female
students used the Internet very less frequently, and they also spend less time than
their male counterparts.

A study was conducted by Li and Kirkup [27] with 465 students where 220
students were Chinese and 245 students were British. Their study indicated that there
is a difference with the gender in Chinese and British students. A study conducted by
Kay [28] with 659 secondary school students on gender differences, and the results
found that there is a positive attitude with the male students than female students.
Tsai and Tsai [29] “investigated and compared the gender gaps of college students’
Internet use and Internet attitudes between 1995 and 2002with a conclusion that both
gaps were lessoning or disappearing altogether in 2002.” A study was conducted by
Wanget al. [11] inTaiwanand their respondentswere 330.Results from [11] indicated
that gender has a positive influence on the social as well as on self-learning.

3.1 Theoretical Framework

This study will use the UTAUT model. The UTAUT model was proposed by
Venkatesh et al. [30], and it was developed by merging eight models of technol-
ogy acceptance to information technology or information system research study. In



1182 S. K. Basak et al.

this research, “performance expectancy” means the belief of use ML by the interna-
tional students; “effort expectancy” means international students are associated with
the ML; “social factors” means international student usages with the ML; “facilitat-
ing conditions” means that the technical infrastructure, as well as the organizational
infrastructure, are available to use ML; and finally, the “behavioral intention” means
performance of international students’ interaction.

4 Aim

This paper’s aim is to design a model for the international students’ gender impact
to use mobile learning in tertiary education.

4.1 Research Questions

(a) Analyze the first-year international students’ gender impact on “performance
expectancy” to the “behavioral intention” in tertiary education;

(b) Analyze the first-year international students’ gender impact on “effort expectan-
cy” to the “behavioral intention” in tertiary education;

(c) Analyze the first-year international students’ gender impact on “social factors”
to “behavioral intention” in tertiary education;

(d) Analyze the first-year international students’ gender impact on “facilitating
condition” to “behavioral intention” in tertiary education.

To design amodel for the international students’ gender impact to usemobile learning
in tertiary education.

4.2 Research Hypotheses

The following research hypotheses were taken into consideration:

H01 Gender influence positively on “performance expectancy” to “behavioral
intention” m-learning by international students in tertiary education;

H02 Gender influence positively on “effort expectancy” to “behavioral intention”
m-learning by international students in tertiary education;

H03 Gender influence positively on “social factors” to “behavioral intention” m-
learning by international students in tertiary education;

H04 Gender influence positively on “facilitating condition” to “facilitating condi-
tion” m-learning by international students in tertiary education.
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5 Methodology

This pilot study began by collecting data anonymously from first-year international
students, and these students participated voluntarily from a tertiary education in
Canada. The questionnaires of this study were distributed between November 27 and
December 23, 2017. International students (first year) participated anonymously from
various departments. Before distributing questionnaires, a permit was granted from
theComité institutionnel d’éthique de la recherche avec des êtres humains (CIEREH)
of the institutionwhere the research took place. In this study, 17 international students
participated, but 12 international students were considered for this study due to the
equal number of participants were considered (6 female international students and 6
male international students). All the data were captured on Microsoft Excel. Having
captured data on the Microsoft Excel, data were analyzed using the WarpPLS 5.0
version. Furthermore, a UTAUT model was used to validate the questionnaire and
these variables were “performance expectancy (PE)” (section A), “effort expectancy
(EE)” (section B), “social factors (SF)” (section C), and the “facilitating conditions
(FC)” (section D) that predict the “behavioral intention (BI)” (section E) [30].

6 Results

6.1 Cronbach’s Alpha Values

According to [31], if the value of α is 0.70 or even greater 0.70, then the alpha value
(α) is considered acceptable. On the other hand, Cronbach [31] indicated that when
variables are less than 10 items, in that case, the alpha value (α) may be 0.5 or less.
This study considered five variables and Table 1 shows that alpha (α) coefficients
are less than 0.5 only with the facilitating conditions, but with all other variables
Cronbach’s alpha coefficients are greater than 0.7.

Table 1 Cronbach’s alpha (α) values, composite reliability values, and total items used in each
variable

Variables Alpha (α) values for Cronbach Composite reliability
coefficients

Total item used

PE 0.870 0.907 5

EE 0.884 0.916 5

SF 0.876 0.914 5

FC 0.498 0.666 5

BI 0.983 0.986 5
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6.2 A Model for Female International Student’s to Use
M-Learning

Figure 1 shows that female students have a significant impact on the performance
expectance (PE)with a value of β = −0.42 (whenP < 0.01) and facilitating condition
(FC) with a value of β = −0.54 (when P < 0.01) but female students do not have
significant impact on the effort expectancy with a value of β = −0.12 (when P =
0.13) and social factorswith value ofβ =−0.14 (whenP= 0.08). Figure 1 also shows
that female international students having impact on the performance expectancy and
social factors to behavioral intention to use the mobile learning in tertiary education
when R2 = 0.89. However, female students do not have much impact on the effort
expectancy and facilitating condition to behavioral intention using mobile learning
by international students in tertiary education.

Figure 2 shows that male students have a significant impact on the performance
expectance (PE) with a value of β = −0.51 when P < 0.01, social factors (SF) with
a value of β = −0.38 when P < 0.01 01, and finally, the facilitating condition (FC)
with a value of β = −0.27 when P < 0.01. Nevertheless, male student does not
influence significantly to effort expectancy (β = −0.15 when P = 0.07). Figure 2
also shows that male students got a significant impact on the PE, EE, to behavioral
intention to use mobile learning in tertiary education when R2 = 0.98. Furthermore,
male international students do not have much impact on the SF to BI the mobile
learning in tertiary institutions.

Having analyzed Fig. 1 aswell as Fig. 2 show thatmale international students got a
significant higher impact on the PE, SF, and FC; but on the other hand, female student
having an impact on the PE and FC. Female international students got a significant

Fig. 1 Female usages of m-learning in tertiary education
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Fig. 2 Male usages of m-learning in tertiary education

impact on the PE and SF to BI to use mobile learning in tertiary education. Finally,
PE, EE, and FC also significantly influence to BI to use mobile learning in tertiary
education by male students.

Figure 3 shows that gender has a significant impact on the effort expectance (PE)
with a value of β = −0.51 when P < 0.01, facilitating condition (FC) (when β =
−0.46 and P < 0.01). On the other hand, gender does not have a significant impact
on the performance expectancy and social factors. Finally, the PE (when β = 0.26
and P < 0.01) and social factors with a value of β = 0.74 when P < 0.01 got a

Fig. 3 Amodel of the gender (male and female) impact to use the m-learning in tertiary education
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Table 2 Fit index, model,
and recommendation

Fit index Model Recommendation

APC 0.303 P = 0.002

ARS 0.294 P = 0.003

AARS 0.214 P = 0.012

AVIF 2.530 Acceptable if ≤5, ideally ≤3.3

AFVIF 6.121 Acceptable if ≤5, ideally ≤3.3

GoF 0.461 Small ≥0.1, medium, ≥0.25, large
≥0.36

SPR 0.875 Acceptable if ≥0.7, ideally = 1

RSCR 0.999 Acceptable if ≥0.9, ideally = 1

SSR 0.875 Acceptable if ≥0.7

NLBCDR 1.000 Acceptable if ≥0.7

APC Average path coefficients, GoF Tenenhaus GoF, ARS
Average R-squared, SPR Simpson’s paradox ratio,AARS Average
adjusted R-squared, RSCR R-squared contribution ratio, AVIF
Average block VIF, SSR Statistical suppression ratio, AFVIF
Average full collinearity VIF, NLBCDR Nonlinear bivariate
causality direction ratio

significantly positive impact to BI to use mobile learning by international students
in tertiary education.

6.3 Model Fit and Quality Indices

A model can be measured two ways are namely convergent and the discriminant
validity. In the case of convergent, it is analyzed with different categories. These
categories are the questions, the reliability, constructions of the reliability, and the
variance extractedwith the help of constructs.On theother hand, discriminant validity
can be measured based on the correlation [32]. Table 2 shows how good the model
fit is.

6.4 Mean and Standard Deviation for PE, EE, SF, FC,
and BI

Table 3 shows that PE significantly influence on BI to use the mobile learning by
international students in tertiary education when the mean of PE is 2.50 and standard
deviation of PE is 1.00 for the x-axis. Similarly, in the case of y-axis, the mean of
BI is 2.17 and standard deviation of BI is 1.27. EE got a significant influence to BI
in order to use mobile learning by international students in tertiary education when
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Table 3 Mean and standard
deviation of x-axis and y-axis
for PE, EE, SF, FC, and BI

Variables Mean SD Axis

PE
BI

2.50
2.17

1.00
1.27

X
Y

EE
BI

2.08
2.17

0.51
1.27

X
Y

SF
BI

2.42
2.17

1.08
1.27

X
Y

FC
BI

2.42
2.17

1.16
1.27

X
Y

SD Standard deviation, X x-axis, Y y-axis

the mean of EE is 2.08 and the standard deviation is 0.51 for the x-axis. Similarly, in
the case of y-axis, the mean of BI is 2.17 and the standard deviation is 1.27. Social
factors (SF) also influence BI to use the mobile learning by international students in
tertiary education when the mean of SF is 2.42 and the standard deviation is 1.08 for
the x-axis. Similarly, in the case of y-axis, the mean of BI is 2.17 and the standard
deviation is 1.27. FC also influence to BI in order to use the mobile learning by
international students in tertiary education when the mean of FC is 2.42 and the
standard deviation is 1.16 for the x-axis. Similarly, in the case of the y-axis, the mean
of BI is 2.17 and the standard deviation is 1.27.

6.5 Correlation

Table 4 indicates p-values correlations when PE is 1.000, EE is 1.000, SF is 1.000,
FC is 1.000, BI is 1.000, and finally GN (gender) is 1.000 for the use of mobile
learning in tertiary education.

Table 4 Values of correlations for PE, EE, SF, FC, BI, GN

PE EE SF FC BI GN

PE 1.000 0.271 0.005 0.455 <0.001 0.457

EE 0.271 1.000 0.467 0.445 0.369 0.060

SF 0.005 0.467 1.000 0.507 <0.001 0.887

FC 0.455 0.445 0.507 1.000 0.948 0.135

BI <0.001 0.369 <0.001 0.948 1.000 0.358

GN 0.457 0.060 0.887 0.135 0.358 1.000



1188 S. K. Basak et al.

7 Discussion and Conclusion

The m-learning aspects are very important in tertiary education in Canada because
it is in the early stage. Twelve participants participated in this pilot study, and all
the participants were from first-year international students. A questionnaire was
distributed through the line survey among first-year international students. This study
has used the UTAUTmodel, and all the variables in the questionnaire were validated
by the UTAUT model. Firstly, data were captured in the Microsoft Excel. Secondly,
having captured the data, it was analyzed using the WarpPLS 5.0 version. Three
structural equation modelings have designed, and these are for the male students,
female students, and for the gender (male and female). Model for male students’
shows that male students having an impact on the PE, SF, and on FC. Furthermore,
PE, EE, and FC described 98% of the difference in the BI to use mobile learning.
Structural equation model (SEM) for female students’ shows that female students
having an impact on the PE and on the FC. Moreover, PE and SF described 89%
of the difference to BI in terms of using mobile learning. Structural equation model
(SEM) for gender shows that gender has an impact on the EE and on the FC. In
addition, PE and SF described 89% of the difference to the BI in order to use mobile
learning and these results are in line with the findings [33].

The findings of this research in line with research question and the first research
question answer indicated that PE (β = −0.24 when P = 0.02) does not have a
significant impact on BI to use the mobile learning in the tertiary education. The
second research question answer indicated that EE (β = −0.50 when P < 0.01)
has a significant impact to BI to use the mobile learning in tertiary education. Third
research question indicated that SF (β = −0.05 when P = 0.32) does not have a
significant impact to BI in terms of using the mobile learning in tertiary education.
Fourth, research questions answered FC (β =−0.46whenP ≤ 0.01) got a significant
impact to BI in order to use the mobile learning in tertiary education. Second and
fourth hypotheses got accepted; however, first and the third hypotheses got rejected
since PE and SF do not significantly get the impact to BI in order to use the mobile
learning by international students. Having comparatively analyzed, it shows that
male international students got a significantly higher impact on the PE, SF, and FC;
nevertheless, female students got a significant impact on the PE and SF to BI in
order to use the mobile learning in tertiary education. Finally, PE, EE, and FC have a
significant impact on BI to usemobile learning bymale students in tertiary education.
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Industrial Automation of Process
for Transformer Monitoring System
Using IoT Analytics
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Abstract Multiple devices interconnected with each other via the Internet are the
key concept behind IoT. It allows autonomous devices with the possibility to use the
Internet for communication and exchange of data. This paper focuses on monitoring
the transformer in real-time fault detection and records distinct operating parame-
ters of the transformer like voltage imbalance, load current, transformer oil levels,
temperature, vibration. Based on these parameters, the transformers fail state (i.e. a
state where transformer malfunctions or completely stops working) and health (i.e.
voltage, current, oil levels, temperature and vibration) are predicted by making use
of an artificial neural network (ANN) algorithm. Use of this technology can mini-
mize working efforts, thereby improving accuracy, stability, efficiency. Thus, remote
monitoring and machine control are achieved, as well as ANNs help to determine
the performance and yield appropriate measures accordingly. In this case, sensors
are used to sense the important parameters of equipment such as current, voltage
oil level in any operating transformer. By analyzing relevant data using ANNs, this
system will be beneficial in many industries. Likewise, this system is generalized to
be used in a wide array of industrial automated machines.
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1 Introduction

In our daily life, electricity has become very essential and life without electricity is
hard to imagine. Similarly, electricity is also very crucial for different industries, and
an industry comprises a variety of different machines and appliances which need a
constant supply of electricity for their smooth functioning. These machines are also
responsible for effective production andmanufacturing services which determine the
growth of any industry. Malfunctioning of these machines due to voltage instabilities
and currency fluctuations will lead to losses on large scale also due to the heavy
current applications of the industry, and the workers working on the field can be
subjected to dangerous shocks.

In order to avoid any damage to the machine as well as glitches like voltage
and current, distortions can be resolved and fixed with the help of a transformer.
A custom current transformer constantly measures the electric current, and even if
the current level exceeds due to electric fluctuations, the transformer automatically
eliminates excess current flow, thereby reducing the damage to a bare minimum. In
other words, transformers are designed to use electromagnetic induction tomodify an
alternating current voltage that runs from one electric circuit to another. Proper care
and maintenance of the transformer are often neglected largely due to its reliability
leading to a cutback in the life span of the transformer, which will eventually result
in downturn and loss. Keeping this in mind, perception, veracity, and analysis of data
are important, which is obtained by monitoring of the transformers. To improve the
transformer’s functioning and reliability, evaluation of themaintenance data gathered
during monitoring is important. Furthermore, by making use of powerful (ANNs)
artificial neural networks, relevant information on existing issues can be obtained that
may result in predicting the need for the replacement or repair of the transformer.

2 Literature Survey

Transformers are important to power system components whose health condition
needs to be ensured for safe and reliable operation of any power system network [1].
Themain aimof this system is the distribution transformermonitoring and controlling
through IOT. If there are any deviations from the normal or an emergency situation
occurs, the system sends SMSmessages to themobile phones containing information
about the deviation according to some predefined instructions programmed in the
microcontroller [2].
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3 Methodology

In this automated transformer monitoring system, we make use of technologies like
IoT and analytics which help to increase in the performance and throughput of the
system.

In order to perform analytics on any system using neural networks, we require
a large amount of dataset. This dataset is collected in real-time using different sen-
sors like temperature sensor (LM35), vibration sensor, humidity sensor (DHT11),
and ultrasonic sensor. These sensors are controlled and monitored with the help of
Arduino UNOmicrocontroller which is an open-source microcontroller board based
on the Microchip ATmega328p, developed by https://www.arduino.cc.

The data collected by these sensors is then stored in SQL database with regular
time intervals. These sensors also notify the real-time state of the transformer. If a
condition arises with the transformer where it is overheating or damaged, it will be
quickly detected by the sensors attached to it and the microcontroller will inform the
server. A web portal is developed to interface this complex system so that the user
can have a high benefit of the system. This web portal has admin and user access.
The admin will have the privilege to monitor the entire system in real time, whereas
the user will focus on the output of the system.

Furthermore, once a large amount of data related to different factors of the trans-
former that influence its performance are collected by different sensors attached to
the transformer, the next step is to feed this data to the neural network algorithm.
The end goal of this system is to analyze the different sensor data and to determine
the fail state of the transformer. With the help of neural networks algorithm, we can
predict the health and the life of a transformer, and we can repair any damage to the
transformer prior to the further loss in the system (Fig. 1).

The functional block is divided into four fundamental blocks of the system. The
first block is being the power supply module which powers the entire system and
provides adequate voltage to the entire sensor network.

The second block includes the sensor section which includes all the different
sensors which help to monitor the different influential factors of the transformer.
The DHT11 sensor is used to measure the external temperature and humidity level
around the transformer. The ultrasonic sensor monitors the oil level in the oil tank
of the transformer and helps to calculate the oil consumption of the transformer.
Vibration sensors are sensors used for measuring and analyzing linear velocity and
displacement. It is used to identify and determine the condition and state of the
transformer. The LM35 temperature sensor is used to detect the precise temperature
in centigrade. It is used to measure the internal temperature of the transformer.

https://www.arduino.cc
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Fig. 1 Functional block

The next and very important block is the microcontroller where the sensors are
connected and controlled by the Arduino UNO microcontroller. These sensors are
programmed to calculate and measure different parameters of the transformer and
record them at regular time intervals on the server. These parameters determine
the present state and health of the transformer, and also in any conditions where
the sensors parameters indicate an irregular behavior of the transformer leading to
malfunction of any kind; in such cases, the microcontroller is programmed to take
appropriate measures suitable for the transformer in that present state which includes
powering down the transformer, thereby reducing the risk of high damage to the
transformer.
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The final and most crucial block of this system is the IoT block where the web
portal plays amajor role in interfacing the entire system to the user, therebymaking it
simpler to manage the system. Furthermore, the powerful neural network algorithm
is used for the prediction of the fail state of the transformer and also to determine
the health so that we can take necessary actions before the damage to the machine
increases. The ANN algorithm provides better accuracy and more precise results.

3.1 Artificial Neural Networks (ANNs)

The artificial neural network is the key element of this system, which takes in the
sensor values, stores in the database as an input parameter, processes this parameter
to produce a predictive analysis of the transformer, and determines its fail state. The
ANN algorithm undergoes data preprocessing which prepares the raw values stored
in a database for further processing. Relevant data might not get recorded due to
misunderstandings like equipment or sensor malfunction, the recorded data history
ormodifications to the data can be overlooked themissing data, and particularly, some
attributes of tuples with missing values may need to be inferred. Data preprocessing
is a form of data mining approach where raw data is converted into a logical format.
It is a proven method for resolving such issues. The traditional data preprocessing
method starts with data which is assumed ready for analysis without any feedback.
The main difficulty for data preprocessing is an inconsistency between datasets. The
following are the major tasks involved in data preprocessing (Figs. 2 and 3).

• Data Cleaning: It is the process of filling the missing values, identifies, removes
outliers, smoothes the noisy data, and resolves inconsistencies.

• Data Integration: It is the process of integrating multiple files, data cubes, and
databases.

• Data Transformation: It involves the task of data normalization and data
aggregation, e.g., to transform V [min, max] to V′ [0, 1].

• Data Reduction: It is the process of reducing representation in terms of volume
but producing similar analytical results.

• Data Discretization: It is a part of data reduction along with specific importance
for numeric data.

We make use of ‘Keras’ library which gives a high level of abstraction and is
built on top of TensorFlow library, and we use TensorBoard to analyze our model’s
efficiency.
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Fig. 2 Steps involved in
data preprocessing

4 Results

Predicting the fail state of a transformer is the most crucial part of this system. The
ANN will consider the transformer parameters for prediction and notify the user
accordingly. The developed system is designed in such a way that it can activate the
emergency alert. Figure 4 shows the confusion matrix of the ANN model.

Figure 5 is the accuracy graphwhich shows the comparison of accuracy of training
set of the data with accuracy of testing set of the data. Figure 6 is the loss graph
which compares the losses occurred in the training set of the data with the testing
set of the data. Real-time data is collected and processed by ANN, and the result is
predicted; taking into consideration, the testing set of the data is displayed on the
web application.
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Fig. 3 Process of
preprocessing

5 Conclusion

This paper discusses the complete solution for monitoring and controlling the trans-
former by using sensors, relaymodule, communicationmodule, andweb application.
The designed system also can predict the fail state of the transformer and alert the
user about it.
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Fig. 4 Confusion matrix

All the transformer sensors are continuously monitored by ANN. The user is
notifiedwhen the transformer experiences an abnormal condition, appropriate actions
can be taken to prevent any disastrous failure of a power transformer.

By using web application, user can view historical data and monitor real-time
parameters of the transformer easily.
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Fig. 5 Accuracy graph

Fig. 6 Loss graph
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A Comparative Study on Various Search
Techniques for Gaming Applications

B. Sunil, M. R. Naveen Kumar, B. N. Gowrishankar and N. S. Prema

Abstract The main objective of this research work is to deduce best among the
existing search techniques. The variousmethods or the algorithms thatwe are going to
discuss here are breadth-first search, depth-first search, andA* algorithm.Comparing
various search techniques that are used in artificial intelligence problems for gaming
applications.

Keywords Search techniques · DFS · BFS · A*

1 Introduction

Searching is a process of determining whether an element is a part of the data set or
not. Most of the search belongs to either sequential or binary. A sequential search is
conducted on small data sets where the list is unsorted. Binary search is performed
on large data sets of the sorted list. The motivation behind the searching technique
is to solve artificial intelligence problems; here, we are considering many gaming
applications and how the different search algorithms are used to solve the game
problems and how the searching algorithms are modified to get accurate results
depending on the type of problems. Performance of artificial intelligence problems
mainly depends on the complexity of the searching techniques.

2 Review of Literature

In [1], the author has proposed a better algorithm to solve the Japanese puzzle which
is a combination of logical rules and DFS where the performance of the algorithm is
better than the DFS. The results which they have got are for 5 * 5, 5 * 6 and 10 * 10;
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the time taken is less than 0.1 s. The author has concluded that the Japanese puzzle
problem is solved by two phases; first, with the logical rules to solve cells as many
as possible and in the second phase, the unknown cells are solved using DFS with
branch and bound scheme based on column information. The method which they
have used gives correct answers for black patterns quickly and also fastens the DFS
algorithm.

In [2], the author has proposed efficiency, comparison rapidity, and intelligence
about seven pathfinding an algorithm for 3D gaming applications and also proposed
depth direction A* method which uses linear graph theory to find shortest paths in
maps and to avoid barriers in the multilayer environment. The result which they
have got for one layer of ground that is outdoor is as follows for different search
algorithms considering various maps. The author has concluded that the iterative
depth D A* algorithm uses the least memory with time complexity O(b * d) and
space complexity O(d). The depth direction A* expands more node than A* and has
a very smooth pathway.

In [3], the author has proposed an algorithm for Babylon tower game that uses
DFS column by column to reach the goal state. The game goal is to sort each ball of
the same color on the same column and sort each ball in each column based on the
brightness of the color of the ball. The average number of steps taken to reach the
goal state is 151 steps for easy, 295 steps for medium difficulty, and 431 steps for
hard difficulty. And, the time taken for easy is 9.17680325 ms, for medium difficulty
13.659335 ms, and for hard difficulty 16.8398884.

In a study in [4], the author has proposed the combination of A* algorithm and
dynamic pathfinding A* algorithm for a game of racing car which states about the
obstacles in the dynamic environment of the game and how dynamic pathfinding
A* addresses this problem. In the result, the author has proposed the comparison
between the combined algorithm A* and DPA with DPA for different states of car
bending at 60°, 90°, spiral trajectory, lane letter S, empty trajectory and trajectory
with obstacles based on the results of all the abovementioned states combination of
A* and DPA has given the car reaching the final state and in the case of obstacles,
the finish line is reached three times out of five experiments, and finally, the author
has concluded that by combining A* and dynamic pathfinding algorithm can be
implemented in car racing game; the grid representation method used has an effect
on the route real obtained by A* algorithm. The DPA has affected by the obstacle
position and trajectory shape.

In [5], the author used the concept of artificial intelligence where goat must escape
the enemies, so the player playing in goat’s place must win the game. A* algorithm
is used to find the shortest distance between the goat and the plants in the form of a
labyrinth and should be able to mislead the enemy. Pathfinding is the application of
the A* algorithm to the game.

A* is an algorithm used to solve many problems. In pathfinding, this algorithm
checks the most promising node location it has ever seen. If the node visited is the
promising or the target node, then the algorithm will stop the execution. If not, the
algorithm will store the node’s neighboring data for further nodes. It is the famous
algorithm used to find the path in the artificial intelligence field [6].
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3 Search Techniques Methodology

3.1 Breadth-First Search

If we consider the BFS searching technique, a guaranteed solution will be given if the
searching element is in the list. The complexity in BFS is that it visits each and every
node in the list or tree and those nodes will be stored. If memory is not a constraint
in your problem, then BFS technique gives a very good result.

BFS is most similar to Dijkstra’s Algorithm for the shortest path. Here, the search
is exhaustive, entire graph or tree at each level is expanded, and the search operation
is performed [7]. The search will go up to the deepest level of the tree and memory
to store each and every node is more.

Algorithm: BFS

a. Create a Node_List variable and set it to start.
b. Until there is a goal state or Node_List is empty:

a. Remove from Node List the first element and call it E. If Node_List has been
empty, quit.

b. For each instance where each rule corresponds to the state described in E do:
i. Use the rule to create a new state.
ii. If the goal state is the new state, quit this state and return it.
iii. If not, add the new state to Node_List’s end.

3.2 Depth-First Search

It works on the technique of uniform search by generating the decedents of most
recently expanded node until the goal node cutoff reached and then backtracked one
of the most recently expanded nodes. In Depth-first search, only the nodes from
initial to goal node are stored, so less memory is required [8]. One of the limitations
of DFS is that if the goal node is not present in the graph or tree, then the search will
be exhaustive and it searches only one side of the tree and reach deadlock situation.

Algorithm: DFS

a. If the starting state is the goal state, quit success and return it.
b. Otherwise, do the following until you find or fail the goal state.

a. Generate the initial state’s successor, E. Signal failure when there are nomore
successors.

b. Call DFS as the starting state with E.
c. Signal success if success is returned. Continue in this loop otherwise.



1204 B. Sunil et al.

3.3 A* Algorithm

A* is the most popular algorithm used for finding a path between two locations in
the map area [9]. The A* algorithm has two sets one is an open set and another one
is the closed set. The open set is used to record the areas adjacent to those already
evaluated and the closed set is used to record the areas already evaluated [10]. The
heuristics which is used in A* algorithm are

F(n) = g(n) + h(n)

where g(n) represents the cost of the path and h(n) represents the heuristic value that
is estimated cost form vertex n to goal.

a. Two sets are OPEN and CLOSED. The OPEN node contains the candidate nodes
for examination. There is only one element in the OPEN list which is the starting
position.

b. The CLOSED set contains the nodes that were already examined and will be
empty initially closed.

c. There is a loop that repeatedly pulls out and examines the best node n in the
OPEN list; if n is the goal node, then we are done. Otherwise, n for the OPEN
list will be removed and moved to the CLOSED list.

d. A neighbor who is CLOSED has been seen before, so we do not need to look at
it, so if his f value becomes the lowest in OPEN, a neighbor who is in OPEN
will be examined. Otherwise, we will add it to OPEN, the parent being set to n.
The cost of the path is n′, g(n) is g(n) + momentcost (n, n′).

4 Comparison of Various Search Techniques

Table 1 gives the idea of how the various search techniques are performing under
different parameters for gaming applications.

5 Conclusion

By comparing the different search techniques for gaming applications to identify the
shortest path, A* algorithm is better than the DFS and BFS. A* algorithm is well
suited for gaming applications in a dynamic environment with obstacles to play. In
future planning to propose a new algorithm for the shortest path from the initial state
to a final state of gaming applications.
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Table 1 Comparison of various search techniques

Parameters Breadth-first search Depth-first search A* algorithm

Memory High Low Low

Structure of
constructed tree

Wide and short Narrow and long Straight line

Optimality Optimal, not in cost Not optimal Optimal

Data structures to
store nodes

Queue Stack Graph

Performance Low High High

Space complexity More critical Less critical Less critical

Time complexity Less High Less

Basic Vertex-based
algorithm

Edge-based algorithm Abstract data type

Traversing fashion Oldest unvisited
vertices are explored
at first

Vertices along the
edge are explored in
the beginning

Predecessor
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Crowdsourcing Data Analysis for Crowd
Systems

Vignesh Loganathan, Gopinath Subramani and N. Bhaskar

Abstract Crowdsourcing permits huge scale and adaptable summon of human con-
tribution for information social affair and examination, which presents another world
view of information mining process. Customary information mining techniques fre-
quently require specialists in investigative areas to comment on the information. In
any case, it is costly and ordinarily takes a long time. Crowdsourcing empowers the
utilization of heterogeneous foundation information from volunteers and circulates
the explanation procedure to little segments of endeavors from various commitments.
The data analytics process is done via logistic regression.

Keywords Crowdsourcing · Data analytics

1 Introduction

Crowdsourcing is a type of human calculation, where human calculation is a tech-
nique for having individuals do things that we may somehow think about doling
out to a processing gadget to compute consequently, e.g., a dialect interpretation
errand. A crowdsourcing framework encourages a crowdsourcing procedure to fin-
ish an indicated errand. To do an undertaking, a crowdsourcing framework enrolls a
“swarm” of human specialists to help take care of a characterized issue. Data ana-
lytics is the study of breaking down data to change over data to helpful information.
This information could enable us to comprehend our reality better and in numerous
settings empower us to settle on better choices. While this is the wide and fabulous
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target, the most recent 20 years have seen steeply diminishing expenses to accumu-
late, store, and process data, making a considerably more grounded inspiration for
the utilization of experimental ways to deal with critical thinking.

2 Overview

2.1 Automated

With the data analytics necessities and data as the information sources, it can natu-
rally achieve end-to-end data analytics assignments with human exertion. It under-
stands the struggle between the requirement for critical data examination in little and
medium assembling undertakings also, existing data investigation stages being time
[1].

2.2 Well-Disposed to Non-master Clients

An easy to understand interface is not excessively intricate, however rather is direct,
giving brisk access to normal highlights or directions. This approach is highly reliable
to non-expert users [1].

2.3 Human Intelligence

AHuman Intelligence Task, or HIT, is an inquiry that needs an answer. AHIT speaks
to a solitary, independent errand that a worker can chip away at, present an answer,
and gather a reward for finishing [2].

2.4 Applications

There are several examples can be given for the process of crowdsourcing and data
analytics. Among that, the most important and popular example of crowdsourcing
was Amazon Mechanical Turk. Amazon Mechanical Turk (MTurk) is a commercial
center for work that requires human insight [2]. The crowdsourcing has been utilized
in number of research and business applications. The Wikipedia is a precedent in
which set of data is being distributed and later on number of individuals can include
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and upgraded the data at long last the best of the best-upgraded information is acces-
sible for the client which is impossible by utilizing a solitary PC alone and could be
costly to accomplish through expert domain process [3].

3 Related Work

3.1 Data Analysis Framework [1]

Data analysis depends on R language. Every one of the information investigation
tasks in Data analysis are converted into R proclamations. Data analysis resem-
bles an interlayer between information investigation prerequisites and information
investigation undertakings portrayed by R language [4]. The general system struc-
ture of GDMA is appeared in Fig. 1. To be exceptionally mechanized and conven-
tional, GDMAmostly depends on three noteworthy framework parts, an information
processor, a calculation selector, and a parameter enhancer.

System workflow
An entire information investigation process starts with a client’s order. GDMA gets

Fig. 1 GDMA framework
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the errand depiction and information processer naturally chooses the properties type
and shows it to the client. The client can modify the traits sort utilizing directions
on the off chance that they wish. At that point, calculation selector chooses the most
suitable calculation as indicated by the errand type and information attributes point
by point. On the off chance that fundamental information processor will process the
information to ensure that it is appropriate for the chosen calculation. For instance,
multilayer perceptron does not endure missing or discrete qualities and these must be
evacuated. Next, if the calculation has parameters to be resolved, parameter stream-
lining agent will decide the ideal parameter values, as point by point. Following this,
GDMA utilizes the chose calculation and decided parameter settings to dissect the
handled information and build up an investigation demonstrate. At last, the examina-
tion results are acquired and clients can affirm on the off chance that they are happy
with it, if not, they can modify the parameters or even change the calculation until
the point that they are.

Advantages
In this framework, the major advantage was to analyze the data given for query
processing and publish the satisfied result to the user.

Challenges
In this concept, the greatest challenges were to optimize the parameter [5] and
selection of algorithm for query processing.

3.2 Data-Less Big Data Analytics [6]

Scalable, efficient, and accurate (SEA) examination is getting to be the holly ves-
sel of information science research in the enormous information time. All research
networks associated with enormous information science have perceived and grasped
the intrinsic difficulties. Since the turn of the century, new frameworks, encourag-
ing adaptability with enormous capacity, the board and parallel/conveyed preparing
have been created. Also, the requirement for additional productivity, notwithstand-
ing adaptability, was getting to be clear and new frameworks for quick investigation
developed to fulfill such needs [7, 8].

Imagine an information framework, which can process examination questions
without getting to any base information, while giving precise answers! This would
be a definitive in versatility (as question preparing times move toward becoming
accepted obtuse to information sizes), what is more, a definitive in effectiveness,
as tedious, asset hungry co-operations inside appropriated and complex enormous
information examination stacks are totally stayed away from. Figure 2 given below
will explain the process of data-less big data analysis. The upper half portrays tradi-
tional processing, while the base demonstrates the data-less processing worldview.
Inquiries are submitted to the framework as previously. Utilizing known and gen-
erally acknowledged outstanding burden qualities, (i.e., that questions commonly
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Fig. 2 Data-less analytics processing

characterize overlapping data subspaces), our methodology basically infuses an “in-
telligence” which screens and gains from the investigator framework collaborations
and creates novelMLmodels which are utilized to precisely foresee answers to future
inconspicuous diagnostic questions [6].

The endeavors here spotlight on comprehension and utilizing the conduct of inves-
tigators (clients), explicitly, to determine novel calculations, structures, and models,
which can gain from what investigators are doing. What are their questions? Which
data subspaces would they say they are focusing on?At the point, when do their inter-
ests move? Up until now, we have favored a demonstrating of investigative inquiries
as vectors in multidimensional vector spaces. Checking what is more, gaining from
client conduct at that point adds up to, in pith, inquiry space quantization. This
comes connected at the hip with portion works that characterize likeness between
said inquiry quanta and new approaching inquiries.

In the meantime, the emphasis is on creating novel models, calculations, and
structures that gain from what the framework does in light of explicit examiner
questions. What are the appropriate responses to examiner inquiries? How were
they registered? Utilizing which data subspaces? The end objective here is to learn
and display the attributes of questioned data subspaces. For instance, what are the
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circulations of measurements on enthusiasm for the data things inside questioned
subspaces.

Advantages
Analytical query preparing then continues by utilizing a fitting closeness separate
capacity for deciding the nearest query quanta(s) to the query point. [9, 10, 11].

Disadvantages

1. Maintain said models within the sight of query space updates and information
space refreshes.

2. Infer the most suitable models for the question and data spaces.

3.3 Crowdsourcing Predictors [2]

The fundamental idea of this framework is to make accessible a spot where farmers
can make inquiries and answer the inquiries asked by their friends. Figure 3 demon-
strates the stream of the framework. The new client needs to enlist her/him to the
framework. After an effective login, the existing client will choose the classification
of organic products, blooms, vegetables. As indicated by the class, she/he will post
an inquiry and can give a response to an unanswered inquiry. The arrangement of
posting the pictures of surrendered and harmed items is given. The job of domain
expert is predominant. On the off chance that client is not happy with the appropriate
responses given by different clients, at that point, she/he can tap on not fulfilled.
After that, the inquiry will send to the domain expert. Domain expert will give the
response to that question and that answer will be given back to the clients. A client

Fig. 3 System flow diagram
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can give a rating to the appropriate response of different clients. The beneath Fig. 3,
clarifies the stream of the framework and will clarify the working of framework.

Advantages
The facility of giving pictures as opposed to utilizing words to clarify makes the
framework not quite the same as others. The framework is totally free of expense
and only a piece of administration to serve the country [2].

Disadvantages
System does not show the predicted result since this has no analysis of data and
shows all results regarding the queries [2].

4 Proposed System

The proposed system comprises the process of crowdsourcing and data analytics.
Our approach overcomes the limitations that are occurred in the previous system.
Crowdsourcing system is designed in a way to help the farmers to gather the sugges-
tions in the new/alternate techniques of the agriculture. The system helps to share
information between the farmers. The farmer can able to post queries as a requester
and farmer can able to share their suggestions as aworker. The suggestions are getting
shared throughout the system. This suggestion is getting monitored by the expert in
the system. The expert has the authority to remove the unwanted suggestions given by
the workers/requestors. The analysis of queries is done using the Logistic regression
algorithm for categorical data.

Logistic Regression
The idea of Logistic Regression is to find a relationship between features and proba-
bility of particular outcome. E.g.… This type of a problem is referred to as Binomial
Logistic Regression, where the response variable has two values 0 and 1 or pass and
fail or true and false.

Prediction from categorical data using Logistic Regression Algorithm (sample)
(Table 1):

Table 1 Analysis of the process

GDMA
framework

Data-less
analytics

Expert system Proposed system

Data analysis ✓ ✓ ✘ ✓

User friendly ✘ ✘ ✓ ✓

Analysis of data
(by Logistic
Regression)

✓ ✓ ✘ ✓
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#Farm dataset and test

> farm < - alldata[!(is.na(Survey))]
> farm [,Survey : = as.factor(Survey)]
> test < - alldata[is.na(Survey)]
> test [,Survey : = NULL]
#Logistic Regression
> model < - glm(Survey ~ ., family = binomial(link = ‘logit’),
data = farm[,-c(“FarmerId”,“Name”,“Location”)])
> summary(model)

5 Conclusion

Crowdsourcing approach audits ongoing work on crowdsourcing-based data mining
strategies. Crowdsourcing can do data mining and concentrate expansion data from
the datasets more effectively and keenly than conventional techniques. It needs to
manage bunches of difficulties like the low nature of answers from the groups to
apply crowdsourcing to data mining. In our approach, we bring up research process
to overcome these challenges and present the general systems of an incorporated
data mining undertaking in crowdsourcing.
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Optimized Database Using
Crowdsourcing

Vignesh Balakrishnan and N. Bhaskar

Abstract RDBMS is the most normal and antiquated way to deal with database
arrangements. The data is kept in an extremely organized methodology in style of
tables or relations. With appearance of Big Data in any case, the organized method-
ology misses the mark to serve the needs of monstrous data frameworks that are
basically unstructured in nature. Expanding ability of SQL, however, allows huge
amount of data to be overseen, and it does not generally make a difference as a
response to Big Data frameworks that anticipates brisk reaction and quick speedy
adaptability. To comprehend this disadvantage, a sensibly new database framework
suggested to as NoSQL was presented. NoSQL framework is acquainted which give
the fast adaptability and unstructured stage for Big Data application.

Keywords Crowdsourcing ·MySQL · NoSQL · SSIS

1 Introduction

As the technology is being evolved, human too evolved with the technology. They
always want things to be done in a most efficient and simple manner. The main
objective of this approach is to showcase the throughput time variation between
MySQL and NoSQL databases in form of retrieving same data from both databases.
In the existing system, uploading large amount of data is slow and time consuming.
In proposed system, uploading large amount of data is fast and time reducing. The
proposed system is to show an optimized database by the performance comparison
using throughput time variation between the MySQL and NoSQL databases using
crowd sourcing application. Deduplication, which can save storage cost by enabling
us to store only one copy of identical data, becomes unprecedentedly significant with
the dramatic increase in data stored in the databases.
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2 Overview

2.1 SQL Server Integration Services

Performance task of uploading large amount of data in database is increased. If error
occurred in the insertion of data or the column left null, SSIS indicates about these
things to the user to rectify it. It is a programmable object model that allows the
developer to write their own piece of code. Deduplication operation is adopted for
eliminating duplicate copies of redundant data [1].

2.2 Service-Level Agreement

A service-level agreement is a formal contract concerning a given service between
two parties: the admin and the user. The SLA explicitly defines the concerned service
usingmeasurable metrics such as the service availability and performance. If the user
violates the agreement, the SLA indicates to the admin regarding the violation. And
also used to guarantee the satisfaction of the service quality expected by the customer.
An administration-level ascension (SLA) is an agreement between a specialist co-op
and its inward or outside clients that archives what benefits the supplier will outfit
and characterizes the administration models the supplier is committed to meet [2].

3 Related Work

Recent crowdsourcing systems, such as CrowdDB and Qurk and Deco, provide an
SQL-like query language as a declarative interface to the crowd. The query thatworks
as indicated by our necessity is not constantly valuable for us, for example, on the
off chance that information is refreshing on non-endurable time. We have to advance
question for better execution. Each inquiry gives same outcome yet the question
with best time normal is the thing that we need and use expertly. The database query
optimizer to choose efficient implementations using indices to evaluate predicates or
selecting join algorithms. The user has to submit an SQL query and the system takes
the responsible for compiling the query, generating the execution plan.
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Advantages
In paper [3], develops an efficient algorithm for optimizing selection queries, join
queries, and complex selection-join queries and the second stage validates our
approach.

Challenges
In crowdsourcing concept, there is a slight difficulty in dealing with a large amount
of data processing. Lack of a quantitative decision support process to identify better
concepts [3].

4 Proposed System

Crowdsourcing allows large-scale and flexible invocation of human input for data
gathering and analysis. With the help of this, admin gathers information from the
employee and manager and produces an output to the user as per their request.
Admin designed those menus with some restrictions involved in it. The menus are
provided as an instant template when they login their page within a second. And
then, the optimized tables are stored as a report in a dynamic query table. Using key
deduplication, duplicate data are avoided while storing in the databases.

The crowdsourcing Web application has been designed in a way for the user to
show the performance comparison between the two different databases. So, to check
the comparison, the graphical image is designed to see the variation throughput time
from the given input. User can check the comparison efficiency between MySQL
and NoSQL databases. As we are introducing service-level agreement algorithm in
this crowdsourcing application, privacy is also maintained between each user and
the admin. SSIS method, is a platform to creates efficient data integration solutions.

Thus, the following table will show the different process of execution in different
databases (Table 1).

Efficiency: The capacity, calculation and correspondence overheads related with
the enormous information deduplication ought to be as little as could be allowed,
and the expense of seeking for copied information ought to likewise be limited [5].

Confidentiality of data: Security analysis demonstrates that key duplication
ensures data confidentiality and convergent key security, and well protects the
ownership privacy simultaneously [2].

Result: The final result will be performance variation between two different
databases is shown in Fig. 1.

5 Conclusion

Hence, by our approach, performance variation between two different databases are
shown in the form of graph. It helps the user to choose right database regarding the
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Table 1 Basic queries in two different databases [4]

Query MySQL database NoSQL database

Create query CREATE TABLE table_name
(column_name1 datatype,
column_name2 datatype)

No need for defining schema

Insert query INSERT INTO table_name
(column_name1, column_name2)
VALUES(value1,value2)

db.collection_name. insert ({name1:
value1,name2: value2})

Delete query DELETE FROM table_name
WHERE (condition)

db.collection_name.remove
({condition})

Import query BULK INSERT table_name FROM
file_name WITH
{FIELDTERMINATO R =’,’,
ROWTERMINATOR =’\n’} GO

mongoimport–db database_name
-collection collection_name–type
csv–file “file_name”

Select query SELECT column_name FROM
table_name

db.collection_name({}, {condition})

Fig. 1 Performance comparison graph between MySQL and NoSQL

process. The future research should include many databases with proposed system
and brings out the throughput time variation among those databases.
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Anti-Counterfeit on Medicine Detection
Using Blockchain Technology

R. Anand, Khadheeja Niyas, Sorjeeta Gupta and S. Revathy

Abstract The goal of this project is to find whether a given medicine is fake or
original using blockchain technology. Blockchain is an incorruptible digital ledger
of economic transactions that can be programmed to record not just financial trans-
actions but also has the potential to disrupt other markets. It removes the need for
trusted intermediaries, can facilitate faster transactions and add more transparency.
A medical product is counterfeit when there is false representation in relation to
its identity or source. In the case of medicines, the implications are more severe.
This technology stops the entry of fake drugs into the supply chain, mainly the
part between the manufacturer and consumer. The technology uses digital signature
where each block gets a unique crypto id. This digital signature is provided for each
block and it gives a strong control of ownership.

Keywords Blockchain · Supply chain · Healthcare

1 Introduction

Nowadays, for any transaction to take place between two parties, there is always a
trusted intermediary in between. But using blockchain, there is no need of a mid-
dle party between the consumer and supplier. Blockchain technology is a new and
rapidly growing technology. This technology was first introduced in 1991 and they
considered assigning a time period to digital documents and so, it is not possible
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to make any changes just like an agreement. Using this technology, we can handle
the data, manage the exchange or transaction between any two parties, and store the
details about any new product. Implementation of this technology in many indus-
tries leads to its massive success. Blockchain is a distributed network and it is a
write-once-read-only record of details. The data are stored in peer-to-peer network
where information about any product can be viewed by anyone that is in the network.
The chain stores information about any transaction or exchanges that occur in the
network. It is similar to all other network but what makes blockchain technology dif-
ferent is that no data can be deleted or altered by anyone in the network. No changes
can be made in the network until it is validated by all the authorized users of the
network.

Blockchain is a chain of blocks and each block contains information. A block is
a set of data and is identified with a cryptographic hash and timestamp. Each block
contains the newly entered data, unique hash value, and the previous hash value.
When a new block is added, it contains the previous hash values so that there will
be an order from the first block that was first ever generated in the chain. This first
block is called genesis block. The same process is repeated again and again to grow
and maintain the block. The blocks of data are stored in a linear chain fashion. It
is a continuously growing list of digital records which are linked and secured using
cryptography.

A block is just a collection of information that is needed by the organization for
the purpose of keeping track of the processes or to identify the addition or removal
of products from the chain (Fig. 1).

Twopeoplewish to interactwith eachother for transaction purpose or for exchange
of data. Suppose A wants to send money to B in a network, the transaction takes
places through the blocks that are interconnected in the chain. This transaction takes
a block and that block is broadcasted to every other party in the network. Those in
the network check whether the block is valid or not. If it is valid, then they approve
for the transaction to occur. The block can then be added to the chain to be used for
future references. The money moves from A to B.
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Fig. 1 Block working
process

In blockchain technology, there are two keys: private key and public key. Themain
purpose of these keys is to create a secure unique identity. Identity is based on the
private and the public cryptographic keys. The combination of a private and a public
key generates a highly secure digital signature. This digital signature is provided for
each block, and it gives a strong control of ownership.

In the future, many industries will use blockchain technology. Some industries
already using blockchain technology are:

Banking and payments

Banks access financial services and it connects billion of people from different coun-
tries in the world, like bitcoins allow anyone to transfer money, banks also increas-
ingly allow anyone to do the payments. Banks are now investing in blockchain; the
BARCLAYS is the bank which is already using the technology.

• Cyber security

Allowing the blockchain ledger public, the data is encrypted using cryptography and
this may lead the data to be less hacked and it cannot be changed. It also eliminates
the need of a middleman system and makes it more efficient, this allow only the
authorized user to access the data.

• Supply chain management

With blockchain technology transaction, the supply chain can be documented in a
permanent decentralized record, and it also monitored securely and transparently.
This helps to reduce the time delay, loss of data, and human mistakes. It also verifies
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the authenticity of a product by tracking them from the origin, and it also understands
the environmental impact of the products.

• Healthcare

One of the challenges healthcare faces is the lack of a secure platform to store and
share data and they are often victims of hacking because of outdated infrastructure.
This technology allows hospitals to safely store data like medical records and share
it with authorized professionals or patients. Gem and Tierion are the two companies
that are working on disrupting the current healthcare data space.

• Insurance

The global insurance market is based on trust management. Blockchain is a new way
of managing trust, and it is used to verify many types of data in insurance contract,
like the insured person’s identity.

2 Proposed System

This project helps to track the manufacturing process of the medicines, right from
the raw materials to the retailers and consumers, using blockchain technology. This
ensures that there is no tampering in important information about the medicines. The
proposed systemuses blockchain technology because by this technology, the network
can be open to everyone. All users of the network are aware of the transactions that
take place. If a new user has to enter the network, then it has to validate with all
the other users in the network. The network is open to everyone; it is a peer-to-peer
network. Using a simple web application, every end user can easily find out the
correct details of the medicine and find out whether the medicine is original or not.

3 Problem Formulation

The use of counterfeit medicine can be harmful to health. Their use may result in
treatment failure or death. They also undermine confidence in health service. Solving
the counterfeit drugs problem is important to ensure that the patients do not lose faith
in the benefits of pharmaceuticals and become non-adherent with their treatments.
Controlling the availability of counterfeit drugs is not easy, but it is necessary, given
the tremendous public health issues concerning counterfeit drugs, which can harm
or kill people.
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4 Existing System

Detecting a substandard drug is not an easy task. Some are entirely fake while some
are potentially dead (does not produce a desired result or ineffective). Consumption of
fakemedicine can lead to consequences ranging fromdelayed treatment to dangerous
side effects. Consumers do not have testing equipment at home, but there are ways
by which counterfeit medicines can be identified and avoided such as checking the
packaging, checking the tablets/dosage form, physical attributes of tablets, verifying
medicines by online or SMS but by this way, information is not open to everyone,
only the user is aware of the transactions that take place and is not secure; so, we are
making use of blockchain technology which is the network that is open to everyone
and is secure.

5 Architectural Design

Counterfeit medicines are difficult to track and test. To detect the counterfeit drugs
before they reach the customers through theglobal supply chain, theremust be enough
systems that can detect counterfeit medicines. To find out whether the medicine is
counterfeit or not, we need regulators to properly check its pharmaceutical ingredi-
ents. Regulators also analyze the packaging, the medicines serial number, and also
the inserts in order to determine the originality. Therefore, the process of finding
out the counterfeit medicines is a time-consuming and difficult task. Counterfeit
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medicine results in major financial issue. In the case of medicines, the implications
are more severe because the products might not contain the right active ingredients
and therefore be useless to harmful. Using blockchain technology, we can reduce
the possibilities of counterfeit. This technology stops the entry of fake drugs into the
supply chain, mainly the part between the manufacturer and consumer.

The diagram illustrates the algorithm used by the counterfeit drug detection net-
work. When the manufacturing company manufactures a new medicine, they assign
a unique serial number to each newmedicine. For that, a unique protocol asset called
hash is used. Then these medicines are added into the supply chain. Each medicine
is added as blocks to the chain. The samples are split into subset. To find out whether
the medicine is original or fake, we have to carry out package inspection where the
medicines ingredients are checked. From the added ingredients first, we identify
each ingredient. Then we check the amount of each ingredient added. From those
added ingredients, we see if there are any toxic substances such as chalk or flour, or
even toxic, made from rat poison or antifreeze. Or sometimes, a counterfeit medicine
does not contain the expected dose of whatever active ingredient they are supposed
to deliver, or they are expired. If any of these situations are found, then that medicine
is said to a fake one. If it is proved to be not fake, then the medicines are distributed
to the wholesale distributor and then to the users. Solving the counterfeit medicine
problem using blockchain technology is important to ensure that patients do not
lose faith in the benefits of pharmaceuticals and become non-adherent with their
treatments. The expansion of the internet has made the controlling of counterfeit
medicines very difficult.

6 Algorithm

• User enters the medicine details in the system.
• Admin responses to the user and sends the details or request to the network and
ensures authentication.

• In the blockchain, the details of particular medicine are entered from the
manufacturer while creating blocks.

• Only one block which has the same ingredient will response at a time.
• Each time the user’s crypto will generate for each transaction that is private key.
• The detail shared by the user is compared with the datasets already present.
• Admin will verify the details.
• Sends the notification to the user whether the medicine is fake or not.



Anti-Counterfeit on Medicine Detection … 1229

7 Implementation

7.1 Tablets

7.1.1 Tablet Name: Paracetamol

Ingredient: The ingredients are maize, starch, potassium sorbate, purified talc,
povidone, and soluble starch.

Manufactures.

7.1.2 Tablet Name: Vic Vicks

Ingredient:

Each uncoated tablet contains ingredients:
Paracetamol I.P. 500 mg,
Diphenhydramine HCl I.P. 25 mg,
Phenylephrine HCl I.P. 5 mg,
Caffeine (anhydrous) I.P. 30 mg.
Excipients q.s. Color: Lake Brilliant Blue FCF.

Dosage:
One tablet every 4–6 h does not exceed more than four doses in 24 h.
Caution:
Do not use with other Paracetamol products. Taking more daily dose of Parac-

etamol may cause serious liver damage or allergic reactions (e.g., swelling of face,
mouth, difficulty in breathing, itching, or rash). In the case of overdose, consult a
doctor eventually even if no symptoms appear.

Manufactures:
Product Description:
Vicks Vapo Rub medicated vapor begin to work fast to relieve our cough. Use on

chest and throat temporarily relieves cough. Also, great use as a topical analgesic to
relief minor aches and pains in our muscles and joints.

Manufacturer:
Soothing vapor prevents cough. Vapo Rub is applied on the chest or throat so

it does not interact with other medication the way pills are and does not to cause
drowsiness or side effects. Vapo Rub may be used for oral decongestant for people
who suffer from tension and may be suited for diabetics who are looking for a sugar-
free cough suppressant. VicksVapoRub can also be rubbed on soremuscles to relieve
aches and pains.
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7.2 Blockchain Client

Blockchain:
A system in which a record of transactions made in bitcoin maintained across

several computers that are linked in a peer-to-peer network.
The blockchain network has no central authority. It is an independent system. It

is a shared and immutable ledger so information inside it is open for everyone to see.
Hence, anything that is built on the blockchain is visible to everyone involved and is
accountable for their actions.

• Multiple nodes can be added to the blockchain.
• Proof of work (PoW).
• Simple conflict resolution between nodes.
• Transactions with RSA encryption.
• Blockchain client can be the user as well as manufactures.
• According to network, the user also receives the request and response as well as
manufactures.

• Both of them share their requirement in the network if they having the public key
of them means they can able to access the transaction and can respond to the user.

• It can be managed by the admin side.

7.3 Blockchain Admin

• History immutability.
• Un-hackability of the system.
• Data persistence.
• No single point of failure.

– Transactions can be managed using the admin or block miner.
– The admin will manage the transaction between the manufactures as well as users.
– User would not know the manufactures public key as well as manufacture also do
not know the users public key.

– The transaction can be done by the admin so that It will be secure one.
– Every “post” can also be called a “transaction” (it is all simply data at the end of
the day).

– The transactions are packed into blocks.
– A block can contain one or more transactions.
– The blocks containing the transactions are generated frequently and added into the
blockchain.

– Each block should have a unique id (because every block should be uniquely
identifiable).
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8 Implementation

9 Conclusion

In blockchain-based applications and experiments, faith on the longevity of
blockchain technology is increasing. Scalability and consensus algorithms are areas
of growing research in order to make blockchain more adaptable for businesses of
larger scale. Areas like taxation, education, and insurance are yet to see a major over-
haul via blockchain adoption and these can be the focus areas of future research in
blockchain. Acceptance of cryptocurrency by governments and establishment of reg-
ulations governing them are very important to ensure ethical use of cryptocurrency.
The public blockchains also provide an opportunity of mining interesting patterns of
cryptocurrency usage, user behavior, and monetary networks across the globe.
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Fault Detection in an Indoor Wireless
Sensor Network Using RSSI-Based
Machine Learning Technique

R. Pradheepa, M. Bhuvaneshwar, S. Ajay Kumar, B. Ajay Raj
and K. S. Anusha

Abstract WSN plays a significant role in various fields like in communication,
military, etc., and as it is being applied in various fields, the faults in it have to be
taken seriously. There were different approaches taken to detect these faults. But,
there were very less number of approaches of detection of faults through RSSI. There
can bemany reasons for change in themeasured value of a node. But, change in RSSI
can only be limited to distance, disturbance or due to the health of the node.Due to this
reason, we are motivated that detection of fault in WSN using RSSI can be reliable
than other methods in suitable scenarios. Also, a suitable machine learning technique
has been implemented to reduce human involvement in the detection process.

Keywords Wireless sensor networks (WSN) · RSSI · Neural networks

1 Introduction

Wireless sensor network (WSN) is defined as the network of self-governing sensors,
which are dispersed spatially across a region that is to be monitored, and that records
physical or environmental conditions and communicates the gathered information
through wireless links with each other are called wireless sensor networks. Wireless
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sensor networks (WSNs) have its application on various fields such as healthcare (less
invasive patient monitoring), environmental monitoring such as continuous monitor-
ing of air, water, soil, structural monitoring for buildings and bridges, animal farm
conditioning, forest fire detection, air pollution or radiation level detectors, traffic
congestion control, adaptive street light control and various military and wildlife
monitoring.

Since WSNs are mostly applied in hostile and harsh conditions, they are suscep-
tible to node failures and damage which can impact the efficiency of monitoring.
Some of the faults can be offset faults, battery faults, hardware faults, etc. [1].

RSSI is chosen as our fault detection parameter as it is directly related to the
battery level of the nodes.

Objective of paper:

• To detect faults in a wireless sensor network
• To apply machine learning technique to detect the faults

Reminder of the paper will be presented as follows: Sect. 2 will be related works
where summary of various papers is discussed. In Sect. 3, problem statement and
project methodology have been discussed where the algorithm has been explained
briefly. In Sect. 4, the final results have been discussed.

2 Related Works

In this paper [1], various kinds of faults and its error reduction techniques have
been discussed. Author is trying to emphasize the importance of error reduction
because increase in demand of WSN has made the system very accurate that even
error in small quantity is considered to be intolerable. Errors were classified on the
basis of its locality as data-centric and system-centric. The fault reduction has three
main approaches as follows: centralized approach, distributed approach and hybrid
approach.

In previous works on finding faults in WSN was done using a machine learning
tool called SVM [2]. Support vector machine (SVM) is considered to be the most
powerfulmachine learning tools used inmany of practical applications. SVMmethod
is used to detect the sensor received data and to identify the faults. Kernel function has
excellent adaptation threshold for nonlinear classification in case of fault detection.
Initially, faults in WSN were discussed, and as fault detection kernel function was
used. SVM is a statistical approach where a nonlinear model was introduced in order
to reduce the faults. Here, humidity is taken as the parameter for detecting faults in
WSN.

RSSI is another type of parameter which can be used for detecting faults in WSN.
Through RSSI, battery faults can be detected as RSSI, and the module’s battery level
is interrelated [3]. This paper is based on the performance, design and implemen-
tation parameters in autonomous energy monitoring and cultivating irrigation sys-
tem through Internet. This prototype, due to its least cost and user-efficient interface
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through Internet application, could be deployed by the farmers into practice very eas-
ily and effectively, and this is an introductory-level application without investing in
new technologies. This system is developed using tools like programming languages,
software and hardware due to which a cost efficient and user-friendly practices could
be made possible. This prototype by exploring through wireless sensor network may
give different benefits in terms of crop yield. This checking subsystem empowers
precise observation of each and every condition within the development, and this
web application would provide us a convenient model for crop protection and thus
by helping the farmers to face adverse situation.

Machine learning can be used to reduce human involvement in the fault detection
process [4]. The overall idea behind most of the machine learning techniques is that
a computer learns from training datasets to perform a task. Machine learning has
two methodologies that are supervised machine learning and unsupervised machine
learning. In supervised machine learning, the training dataset consists of desired
output of the task along with that data. Supervised machine learning includes a set
of classification algorithms/methods, which takes input in the form of dataset and
the classifications of each data set so that the computer can efficiently learn how
to identify and classify new data. In unsupervised machine learning, the training
dataset contains data but with no solutions, so the system creates a solution of its own.
Unsupervised machine learning includes clustering algorithm, which takes input as
a dataset that covers various part and converts it into clusters in order to process the
task in a effectively manner.

A statistical way of approach towards the detection of faults in wireless sensor
networks [5].

The proposedmethod in this paper learns the possible outcome effectivelywithout
any training data set. So, this method can be used in the identification and classifi-
cation of data and system faults by considering the structural relationship between
two kinds of hidden Markov model (HMM). The main focus at present lies on the
effective calibration on data and system faults.

HMM is a statistical model in which the system being modelled is assumed to be
Markov processed with unknown parameter, and determining the hidden parameters
from the overall observable parameters. In an HMM, the hidden state is not directly
identified, but the state variables used in the detection are directly observable. Each
state has a probability distribution function over all the possible output observation.

3 Problem Statement and Methodology

WSN plays a significant role in various fields like in communication, military, etc.,
and as it is being applied in various fields, the faults in it have to be taken seriously.

There were different approaches taken to detect these faults. But, there were very
less number of approaches of detection of faults through RSSI. There can be many
reasons for change in the measured value of a node. But, change in RSSI can only
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be limited to distance, disturbance or due to the health of the node. RSSI values are
directly related to battery level of the node which makes detection of battery fault in
WSN simple.

As mentioned above, the process of detecting faulty nodes is found monitoring
the RSSI values of each node. Since there is a direct relationship between RSSI and
distance, we have designed a model with the help of this relationship. The topology
considered here is a mesh network as all the nodes are interconnected to each other
which helps us to detect the faulty nodes effectively.

The coordinates of each node are obtained from the data of Intel Berkeley WSN
[1]. It contains data for about 54 sensors thatwere deployed in IntelBerkeleyResearch
Lab. It contains theX and Y coordinates of 54 sensors places in an experimental setup
in the lab and also measured parameters like moisture, temperature, humidity and
light. Here, only the XY coordinate is used.

The XY coordinates from the excel sheet are imported into MATLAB, and they
are plotted in a graph. With the sensor coordinates, a distance matrix was developed
as follows (Fig. 1):

Distance between each node with each other node is obtained with this matrix.
Distance between two nodes is found by the equation:

d =
√

(x2 − x1)2 + (y2 − y1)2 (1)

Friis equation gives us the direct relation between distance and RSSI,

Pr = PtGtGrλ
2

4πR2
(2)

Since the obtained received power is in mW, we converted those mW values to
dBm using the following equation:

RSSI = 10 ∗ log

(
Pr

1mW

)
(3)

Distance Node 1 Node 2 Node 3

Node 1 0 Distance between 
nodes 1 and 2

Distance between 
nodes 1 and 3

Node 2 Distance between 
nodes 2 and 1

0 Distance between 
nodes 2 and 3

Node 3 Distance between 
nodes 3 and 1

Distance between 
nodes 3 and 2

0

Fig. 1 Matrix for node in mesh network
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RSSI Node 1 Node 2 Node 3 Node 4

Node 1 inf

Node 2 inf

Node 3 inf

Fig. 2 Matrix for diagonal elements in mesh network

In our project, we considered the characteristics of an XBee module. From the
datasheet, it can be found that the maximum range of the XBee modules can range
up to 40 m. Hence, we found out the RSSI value for the maximum range to be −
90 dBm and hence can be said as the maximum RSSI value that can be available
in this sensor. Any value beyond which has to be faulty. Using this −90 dBm as
threshold for good functioning, the RSSI matrix has been analysed.

If anyone node (here node 3) loses its both transmission and receiving capability,
the RSSI matrix will be affected as follows (Fig. 2):

Here, in this table, rows are considered for reception, and column is for
transmission.

When a sensor node goes faulty, practically all the values in the highlighted area
might not exceed the threshold value. Similarly, in a good functioning node, not all
values in the highlighted area need to be within threshold due to some unpredictable
events. Hence, a node is said to be faulty only if all the node’s RSSI values exceed
the threshold value. A value of either 0 or 1 is assigned to each node depending on
if the corresponding node is faulty or not. ‘0’ is assigned to healthy nodes, and ‘1’
will be assigned to the faulty ones.

A supervised neural network is trained to detect the faulty nodes in a wireless
network. To train a neural network, one would need an input and output training
dataset. We have trained the machine learning model with an input dataset of 40,000
samples and an output dataset of 2000 samples (i.e. for every 2000 input samples,
one output sample is mapped to it). After training the dataset, we get the following
error percentage which will be displayed in the results section.
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Fig. 3 Error percentage after training the model using training dataset from neural networks

Fig. 4 Final output (faulty nodes are encircled with red circles)

4 Results and Conclusion

Even though this model gives us an accuracy of 98.8%, testing with hardware will
give us the concrete proof which can be done in future. Here, free space is considered,
and for future scope, obstruction can be considered (see Figs. 3 and 4).
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Abstract Over the years, various attempts have been made to make social media
and devices more disabled friendly. Screen readers and other assisting technologies
have made it easier for people with visual disabilities like low vision and blindness
to interact with social media. However, images on the social network are still inac-
cessible to them. Developing the description of an image in natural language is an
upcoming problemwhich is at the intersection of disciplines of artificial intelligence,
computer vision, and natural language processing. The image captioning task, also
known as visual captioning, makes the technical chassis of many important applica-
tions of semantic visual search and visual questioning, photo and video sharing in
social media, visual intelligence in chatting robots, and aid for visually impaired peo-
ple to perceive surrounding objects and happenings. To describe an image effectively,
it involves the detection of objects in images, identifying scenes and attributes of the
objects. Then, these labels are used to construct semantically meaningful sentences
to generate paragraphs which describe the images. Our research makes an attempt
to carry out the task to produce a paragraph like a description of images.
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1 Introduction

The task of describing the contents of the image is a complex one. Screen readers
which are available now can only read the text on the screen of the device to the
user. A visually disabled user must rely on text read out aloud by the screen reader to
understand what the image is about. People with cognitive disabilities have difficulty
in interpreting images, but they can understand the text. Therefore, the proposed
system aims to tackle these challenges by generating a description of the image in
natural language.

Describing an image is an easy problem for a human who has a perfect vision, but
it is a difficult task for a machine as it involves both understanding the content of an
image and then translating the information that is generated into natural language.
The task of image description generation involves generating a multi-line paragraph
of text which will describe the objects and actions in the image. A great deal of
research is already available in this domain.

The image description framework can be divided into two modules logically, one
is an ‘image-based model’ [1] which extracts the features and nuances out of our
image, and the other is a ‘language-based model’ [1] which translates the features
and objects given by our image-based model to natural sentences. The steps involved
are as follows:

1. Scene Detection
2. Object Detection
3. Attribute Classification
4. Sentence Generation

The usual approach is to use CNN and RNN [2, 3]. The object detection and
attribute classification are done byCNN [2–4],whereas theRNNgenerated sentences
[5–7].

The proposed framework will be used in social media to describe the contents
of the images in the user’s feed. Our approach would enable the relationships and
attributes between the objects that are detected by the object detector and classifier be
described in detail. A multi-lined description is generated to describe the happenings
in the image in a detailed understandable manner.

2 Related Work

Johnson et al. [2] proposed model generates detailed captions by creating and local-
izing regions in images. They used fully convolutional localization network (FCLN),
recurrent neural network (RNN), and long short-term memory (LSTM). The archi-
tecture processes each image with a single, efficient forward pass and does not
need external regions proposals. This image can be trained with only one round of
optimization.
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In [3], a technique is used to adjust weights of various samples, and it uses a
two-stage optimization approach for missing concepts mining. This method detects
added semantic concepts, and high accuracy is obtained. Themethodology employed
by them is RNN, CNN-RNN, Online Positive Recall and Missing Concepts Mining
(OPR-MCM). Semantic concepts are identified, and high accuracy is achieved.

In the research [4], InstaPIC-1.1M method tries to solve personalized image cap-
tioning problem using YFCC100M data sets. It produces a describing sentence for a
user image, computing for prior knowledge such as users active vocabulary orwriting
pattern in users previous documents. The methodologies used are natural language
processing with convolutional neural networks (CNN). They have performed two
tasks: the hashtag prediction helps in predicting a series of hashtags for an image,
and the post-generation generates a natural sentence of normal words, emoji, and
hashtags.

In another paper [8], scene graphs are generated using the objects detected in an
image with their pairwise relationship predicted, while region captioning creates a
natural language description of the objects, their attributes, relations, and other con-
text information. The methodology used is Multi-level Scene Description Network
(MSDN)which depends on the convolutional layers of VGG-16 and an LSTM-based
language model to prepare natural sentences to interpret the region. In MSDN, given
an input image, a graph is dynamically built up to form the relationship among
regions with different linguistic meaning. The graph gives an innovative approach to
allineate features from different tasks.

In [5], VGG-16 is used for object detection and scene classification, and a hier-
archial recurrent neural network of two levels is used for sentence generation. The
output produced by this model is in a paragraph and is detailed compared to the
previous CNN models.

When we compare the existing projects with the proposed system, it is clear that
there has been extensive research done towards the improvement in efficiency of
generating image captions by combining different techniques and applying them on
different types of data sets.

The system proposed is inclined towards applying object detection, scene recogni-
tion, attribute extraction, and sentence generation using CNN and LSTM. Therefore,
we use YOLO [9] as an object detection algorithm as it is faster, accurate, and more
efficient than CNN. It is also real-time. Detailed paragraphs are generated using
two-level hierarchical RNN as it has shown to generate more descriptive sentences.

3 Proposed Methodology

3.1 Object Detection

You only look once (YOLO) model processes the image and predicts the class of
object and bounding boxes in a single evaluation. Initially, we give the image as
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input to this model, it divides the image in S × S grid. Each grid predicts B bounding
boxes with the confidence score. The probability that the object detected belongs to
a particular class (Dog, cat, banana, car, etc.) is its confidence score. Each bounding
box being evaluated takes five elements under consideration: x, y, w, h, and a box
confidence score. We consider x and y as offset values, the height and width of the
bounding box are normalized with respect to those of the image, so the values for x,
y, w, and h are between 0 and 1.

The ideal size of images for YOLO is 416 × 416, but as it is made up of only
convolutional and pooling layers, it can resize images on the fly. YOLO divides the
image into the grid size like S × S, and each cell of the grid predicts five bounding
boxeswith different aspect ratios and size. YOLOgenerates a tensor for every bound-
ing box, which tensor will give its location within the grid, the height and width of
the grid, with respect to that of the image, and the confidence score. It is possible
that every bounding box may not contain an object. If centre of an object falls in
the grid cell, then that cell is responsible for predicting that object. Bounding boxes
give confidence score, which reflects the confidence of model that the bounding box
contains an object and accuracy of its prediction.

Formula for the confidence score is Pr(Object) × IOUtruth
pred . Confidence score is

zero for boxes containing no objects, else it is equal to Intersection over Union (IOU)
between prediction and ground truth.

Grid cells also detect the C class of the object using conditional class object prob-
abilities, Pr (Classi|Object). Only one class per grid cell is predicted irrespective
of the number of bounding boxes. At the time of testing, conditional class proba-
bilities are multiplied by individual box confidence prediction, Pr(Classi|Object)×
Pr(Object)× IOUtruth

pred = Pr(Classi)× IOUtruth
pred this value gives class-specific predic-

tion for each bounding box. For finding the final bounding boxes, we need to do the
following two steps:

Remove the bounding boxes which have no object and also those that predict a
confidence score less than a threshold of 0.24.
From the bounding boxeswhich claim to have an object, usingNon-MaxSuppression
and Intersection over Union remove the redundancy of identifying the same object.

3.2 Scene Detection

Modern deep learning methods focus on using semantic context for smoothing or
regularizing the predicted label maps while ignoring another rich semantic context
available in the data sets. The data set uses class names of scenes in the images, and
image patches’ label map statistics for supervision signals for learning deep feature
representations. The data set images are categorized according to classes.

We create a two-level label hierarchy for each of the original classes by exploit-
ing semantic context, and CNN is fine-tuned with the proposed label hierarchies.
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The representations of features learned by the model are more descriptive and dis-
tinguishable and provide accurate classification into classes. On the other hand, the
label map statistics of image patches also provide crucial prior information on the
appearance of patches since they specify the spatial layout of the semantics in the
surrounding region.

During the training period, we adopt stochastic gradient descent (SGD)withmini-
batch sizes of 64, 64, and 10 to optimize the three CNN models, respectively The
learning rate is initialized as 10−3 and decreased by a factor of 10, and step size is
2× 104. During testing, the efficient pixel-wise forward-propagation algorithm was
adopted for the Clarifai and the OverFeat models.

3.3 Sentence Generation

It is a complex task to generate paragraphs for images which require the model to
understand fine-grained images and also develop long-term language reasoning. The
generated paragraphs ofmultiple sentences to describe images should be detailed and
also form coherent stories. The paragraph result for an image has to be informative
and complex linguistically compared to single sentence description.

For our method, we will use the data set which comprises paragraph annotations,
region-wise annotations, corresponding images. We will use data from MS COCO
[10] andVisualGenome [11]which have images annotatedwith amulti-line sentence
description.

In this paper, we are using long short-term memory (LSTM) network. It produces
one word at each time step based on previously generated word, hidden state, and
context vector.

The first level of LSTM: It is a single-layer LSTM. It will be given the pooled
region vector as input, and the result produced will be a sequence of vectors where
each vector will be used to generate one sentence each to form a paragraph. Each
vector will give the topic the sentence is about.

The second level of LSTM: The second level of LSTM is a two-layer LSTM. The
output of the first level of LSTM which is topic vectors, one for each sentence will
be the input for the second level of LSTM. These vectors are combined to form one
pooled vector and will be used to generate words of the sentences. The hidden state
of the previous LSTM layer will be used to predict the words of the sentence at every
time step. After an “end” token has been encountered, all the topics will be used to
predict words to form sentences and will form a paragraph.

4 Results

We evaluated our generated image descriptions with METEOR [5]. METEOR is
used for automatic metric evaluation which takes human judgement into account.
It is used to evaluate a machine generated translation by calculating a score based
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on word to word matches comparison between the translation from model and a
reference translation by human. It produces good correlation with human judgement
at the sentence and segment level. The METEOR score evaluated for our model is
12.35.

5 Conclusion

The visually impaired is not able to access and interpret images. The existing tech-
nologies enable screen readers which do not interpret images itself. There is a lack
of systems which would generate such descriptions in a comprehensive way. There-
fore, the proposed system aims to tackle these challenges by generating a descriptive
caption of the image. The system would generate a natural language description of
an image in real time. Above research shows that the descriptions generated are
accurate and semantically correct. This output would be in the form of speech so
as to enable the visually impaired to comprehend the image. Some modifications or
possible upgradation like describing GIFs and videos can be pursued in future.
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Abstract The popularity of agents in artificial intelligence (AI) can be seen almost
everywhere in the form of effective decision making, predictive analysis, expert sys-
tems, and so on. In parallel, wireless communication systems in the form of wireless
local area networks (WLANs) and wireless personal area networks (WPANs) are
also providing tremendous support for data communication. Exploring and utilizing
the benefits of artificial intelligence and wireless communication systems together
in an environment are still in the nascent stage due to the divergent characteris-
tics of the respective domain. One of the major drawbacks in the existing wireless
communication system is interference in 2.4 GHz band. This work proposes a multi-
agent-based interference mitigation technique to mitigate the interference issues in
wireless communication system and aims to enhance the communication process in
terms of packet delivery ratio. This work is implemented as a pilot project in an edu-
cational institution for teaching students in wireless communication environment,
the result shows that technology has added new dimensions to teaching–learning
process, and performance of the wireless communication system is also increased in
terms of packet delivery ratio.

Keywords Artificial intelligence · Agents ·Wireless local area network ·Wireless
personal area network · Interference · 2.4 GHz

P. Aruna (B)
Department of Software Engineering, Periyar Maniammai Institute of Science and Technology,
Thanjavur, India
e-mail: rparuna.mca@gmail.com

A. George
Department of Mathematics, Periyar Maniammai Institute of Science and Technology, Thanjavur,
India
e-mail: amalanathangeorge@gmail.com

© Springer Nature Singapore Pte Ltd. 2020
G. Ranganathan et al. (eds.), Inventive Communication and Computational
Technologies, Lecture Notes in Networks and Systems 89,
https://doi.org/10.1007/978-981-15-0146-3_122

1245

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0146-3_122&domain=pdf
mailto:rparuna.mca@gmail.com
mailto:amalanathangeorge@gmail.com
https://doi.org/10.1007/978-981-15-0146-3_122


1246 P. Aruna and A. George

1 Introduction

The emergence and advancement of communication technologies for flexibility
among applications, virtual communities, and Web services are increasing day by
day. This technological development accelerated a lot in the wireless communi-
cation devices, and these communication devices can be broadly classified into
wireless personal area network devices and wireless local area network devices.
Each device in WPAN and WLAN is having its own characteristics and restrictions.
When bothWPAN andWLANmobile communication devices coexist in a particular
environment, there arises interference due to the usage of unlicensed ISM band of
2.4 GHz.

In wireless communication, the frequency-hopping spread spectrum (FHSS) and
direct-sequence spread spectrum (DSSS) are used by WLAN and WLAN. Trans-
mission can be initiated [1] either by FHSS or DSSS. When the receiver detects
the unwanted signal in the received signal along with original signal or it receives
corrupted signal, then it is termed as interference or noise. When there is the best
performance between data transmission among Bluetooth and Wi-Fi devices, then
there is less interference [2]. If there is interference among the devices, then there
might be a need to resend data among the communications which leads to worst or
poor performance. Following are the foremost negative effects of interference.

• A decrease in the wireless range between devices;
• A decrease in data throughput;
• Intermittent or complete loss of the connection;
• Difficulty pairing between device’s discovery phase.

Some of the positive aspects of wireless communication such as distribution,
cooperation, decentralization, and mobility can be interrelated to the characteristics
of agents. In addition to these common attributes, agents offer more intelligence and
autonomy to act on its own in the environment. The main contributions of this work
are as follows: (1) use of agent technology in the domain of wireless communication,
(2) agents are used to mitigate the interference issues among the WPAN andWLAN
devices, and (3) use of agents to increase the throughput and packet delivery ratio.
This work is designed using Java Agent Development Framework [3].

The remainder of this paper is organized as follows. Section 2 provides the under-
lyingmotivations for this proposedwork. Section 3 discusses related works on agent-
based technologies for wireless communication systems. Section 4 represents the
proposed work in detail. Section 5 represents the implementation of proposed work
with a case study to measure the performance of wireless communication systems,
and finally, Sect. 6 concludes the paper with a brief summary of the work and also
gives an outline for the future work.
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2 Motivations

A multi-agent-based approach is presented in this proposed work to deal with inter-
ference in wireless communication systems. An agent technology solution is pro-
posed since agent characteristics have the ability to perceive the environment and act
accordingly. This will be used to enhance the performance of the wireless commu-
nication systems in terms of resource optimization. Concerning the choice and the
usage of agent technology to come up with new interference mitigation technique
for wireless communication system, it is simply admired by the dynamic character-
istics of agents such as mobility, interactivity, autonomy, and intelligence. Indeed,
the proposed work can be used to significantly enhance the performance of wireless
communication system and particularly the elimination of interferences, by moving
the data collected by the proposed agents in the wireless communication devices.

3 Related Work

It can be observed that researchers [4–6] have already proposed agent-based tech-
nologies for the wireless communication systems, but serves different purposes. Our
foremost objective is to design and develop a multi-agent-based system to support
wireless communication system in the 2.4 GHz band with low interference among
the devices.

4 Proposed Approach

This approach is based on the usage of multi-agents in the wireless communica-
tion environment. This work mainly used two kinds of dynamic topologies namely
network topology and agent topology. Network topology describes physical layout
and the relationship among the devices in the environment. Agent topology describes
logical organization of various agents in the environment. To generate network topol-
ogy and agent topology, this system utilizes various agents. The role of agents in this
approach is to detect the list of devices in the environment, to classify the devices
based on their characteristics, to perform the routing activities among the devices,
and to mitigate the interference among the devices in the environment.

4.1 Architecture

Themulti-agent architecture is illustrated byFig. 1. Thiswork reveals that users along
withWPAN andWLAN devices are working in specific locations and it is monitored
by the environment agent. WLAN andWPAN agents, hold details information about
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Fig. 1 Multi-agent
architecture for wireless
communication

the WLAN and WPAN devices in the environment. Routing agent: this agent holds
the routing information between the transmitter and receiver devices. This routing
agent supports both the unipath and multipath routing protocols [7] to disseminate
information to all the devices in the environment.When a source node has to send data
packets to a destination node, it searches its route table to find if the route already
exists. If no route exists, then the source node initiates a route discovery process
by broadcasting route request (RREQ) packet to all its neighbors. When a RREQ
reaches a mobile node and if it is not the destination node, it adds its ID to the next
node and forwards/multicasts to its neighbors and broadcasts a route reply (RREP)
packet to the sender along the reverse path in network. This continues until the RREQ
packet reaches the destination node or the TTL reaches a threshold value. If a path
is discovered, then the path is stored in the routing table along with a time stamp
value T. Frequent agent, spatial agent, and temporal agent play a vital role mitigating
interference among the WLAN andWPAN devices to ensure enhanced performance
of the wireless communication system. The role of frequent agent is to monitor the
frequency of communication between the transmitter and receiver, and priority is
given to the most frequent communication devices based on ranking mechanism.
The role of spatial agent is to keep Wi-Fi and Bluetooth devices logically separately
with certain distance along with their respective antennas. Insulating material can
also be used to separate the devices. Bluetooth/Wi-Fi spatial isolation is impossible
when both radios share a common transmission medium which may be an antenna,
transmitter, and receiver.

The role of temporal agent in the proposed architecture is to offer the Bluetooth
and Wi-Fi radios that are embedded in the same device but takes time slice between
them in transmitting or receiving information. It is one of the coexistence methods.
This kind of isolation can be implemented between Wi-Fi and Bluetooth with a
support of printed circuit board which informs all the connected devices other than
transmitting device to refrain from sending data during this time.
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4.2 Proposed Interference Mitigation Algorithm

To overcome interference in the wireless communication system, this work proposes
the following FST (frequent spatial, temporal) algorithm mechanism in the agents.

Proposed Algorithm

1. Detecting list of devices accessing the system and its neighborhood with the
support of environment agent;

2. Monitoring each device performance using WPAN and WLAN agent;
3. Routing agent is deployed for each and every category of WPAN and WLAN

agent to route data among the devices and its uses frequent spatial and temporal
agent to overcome the interference with the devices and sharing of data.

4. Classifying the devices based on its category/signal strength using frequent,
space, and/or time.

5. Each agent is interrelated to overcome the isolation error, and cooperation is
achieved with the support of agent communication language.

The above proposed algorithm mitigates interference issues in the heterogeneous
wireless communication network.

5 Performance Measure

To evaluate the efficiency of the proposed multi-agent-based system for wireless
communication, the proposed work is implemented in JADE environment and the
data communication and transmission are selected from the learning management
system (LMS) of an educational institution. Various types of data from the LMS
such as audio, video, text, and animation are taken into account as packets, and the
performance of these packets is measured in terms of packet delivery ratio.

Packet delivery ratio is defined as the ratio of data delivered packets to the corre-
sponding destinations to those generated in terms of constant bit rate. Illustration of
the experiment setup is shown in Fig. 2.

The experiment was conducted with two cases with the support of same set of
twenty-five users and data packets from different locations: the first one with the
support of multi-agent-based wireless communication system exclusively forWPAN
devices, WLAN devices and with the coexistence of WLAN andWPAN devices and
the second one was without the support of multi-agents for WPAN devices, WLAN
devices and along with the coexistence of WLAN and WPAN devices. Tables 1,
2, 3 and Fig. 3 give the packet delivery ratio for the experiment setup with UDP
transmission. Tables 4, 5, 6 and Fig. 4 give the packet delivery ratio for the experiment
setup with TCP transmission. It can be observed that the multi-agent-based wireless
communication systems perform better in terms of packet delivery ratio for all the
WPAN communication, WLAN communication and for the coexisted WLAN and
WPAN communication in both UDP and TCP transmission.
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Fig. 2 Illustration of the experimental setup

Table 1 Packet delivery ratio
for the experiment setup
WPAN devices for UDP

Wireless personal area
network (WPAN)

Wireless communication
without multi-agents

s:4306
r:2139
r/s Ratio:0.4967
f:0

Wireless communication with
multi-agents

s:4336
r:2639
r/s Ratio:0.6086
f:0
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Table 2 Packet delivery ratio
for the experiment setup
WLAN devices for UDP

Wireless local area network
(WLAN)

Wireless communication
without multi-agents

s:4287
r:4282
r/s Ratio:0.9988
f:1737

Wireless communication with
multi-agents

s:4387
r:4385
r/s Ratio:0.9995
f:1737

Table 3 Packet delivery ratio
for the experiment setup
WPAN and WLAN devices
for UDP

WPAN +WLAN

Wireless communication without
multi-agents

s:4311
r:2445
r/s Ratio:0.5672
f:0

Wireless communication with
multi-agents

s:4341
r:2885
r/s Ratio:0.6672
f:0

Fig. 3 Packet delivery
ratio—UDP for the
experiment setup
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Table 4 Packet delivery ratio
for the experiment setup
WPAN devices for TCP

Wireless personal area
network (WPAN)

Wireless communication
without multi-agents

s:20
r:16
r/s Ratio:0.8000
f:2

Wireless communication with
multi-agents

s:20
r:18
r/s Ratio:0.9000
f:4
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Table 5 Packet delivery ratio
for the experiment setup
WLAN devices for TCP

Wireless Local area network
(WLAN)

Wireless communication
without multi-agents

s:20
r:19
r/s Ratio:0.9500
f:2

Wireless communication with
multi-agents

s:20
r:20
r/s Ratio:1.0000
f:2

Table 6 Packet delivery ratio
for the experiment setup
WPAN + WLAN devices for
TCP

WPAN +WLAN

Wireless communication without
multi-agents

s:20
r:14
r/s Ratio:0.7000
f:0

Wireless communication with
multi-agents

s:20
r:16
r/s Ratio:0.8000
f:2

Fig. 4 Packet delivery
ratio—TCP for the
experiment setup
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6 Conclusion

The underlying interference issues between WPAN and WLAN devices in the wire-
less communication systems must adapt themselves to a dynamically changing envi-
ronment and devices; also, the performance should be increased in the wireless com-
munication in terms of throughput and packet delivery ratio. With these objectives,
this paper proposed multi-agent-based interference mitigation technique in wireless
communication system, and this study deploys the agent technology for the commu-
nication between devices and to mitigate the interference issues among the WPAN
and WLAN.

From the case study implementation, it is noted that the proposed model is having
technology agnostic, friendly to legacy technologies, extensible, scalable (over a
broad range of dimensions), dynamic and adaptive, resilient and trustworthy.
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Implementing Machine Learning
on Edge Devices with Limited Working
Memory

A. Harish, Saksham Jhawar, B. S. Anisha and P. Ramakanth Kumar

Abstract The architecture is aimed at pushing the computing towards the edge.
When most of the computation occurs towards the edge device where the data is
generated, the processing becomes faster andmore efficient. This improves the user’s
wait time and delivers results faster to the user. Machine learning techniques are
implemented in the edge devices. While one can process data at the sensor, what one
can do is limited by the processing power available on each IoT device. Data is at the
heart of an IoT architecture, and one needs to choose between immediacy and depth
of insight when processing that data. The more immediate the need for information,
the closer to the end devices your processing needs to be. We propose an architecture
to use machine learning algorithms in the limited memory of the edge device.

Keywords Edge device · Fog layer ·Working memory · Thin client

1 Introduction

Edge computing is a technique that introduces a new computation layer between the
cloud and end-users. The motivation behind developing this layer is to overcome
the flaws present in cloud computing. Cloud computing suffers various problems
ranging from processing of huge amounts of data (network congestion) to security
issues arising from physical distance between the cloud and its end-user. As the
physical distance increases, latency in data communication increases. To counter
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these problems, edge computing devices store and process some amount of data
in the newly introduced layer. This layer is present physically closer to end-users,
lowering the latency problems.

Traditional edge computing machine learning models are based on the concept of
training classifiers present on a single edge device. However, this results in excessive
load on edge devices. To increase the efficiency and reliability of these devices,
another system that acts as a server can be used to train classifiers based on existing
dataset. The model parameters generated on the server can be sent to edge device to
assist with the decision-making process. This would significantly decrease the load
on edge devices and would enable them to take quick actions.

2 Related Work

A team comprising of individuals from the city of Antwerp, Belgium and the Flemish
region collaborated to develop large-scale living laboratory to test smart city appli-
cations [1]. The team worked with local government to put their anomaly detection
approach to test. The process included mounting air quality sensors on the vehicles
used by Bpost (postal service of Belgium). These vehicles covered almost every cor-
ner of the city while delivering goods and at the same time provided the team with
real-time air quality data. This in turn eliminated the need of using static sensors for
data collection. The objective of the test was to alert civilians about the air pollution
and observe huge amounts of organic compounds present in the atmosphere.

Conventionally, data from sensor is sent to the centralised cloud layer, where it
is processed. This approach suffers from latency flaws and network congestion. To
counter this, the team designed their system in such a way that most of the computa-
tion takes place at computation nodes, also called as fog resources. These nodes are
positioned in close proximity of the sensor to provide enhanced data transmission.
The team used BIRCH algorithm to cluster data samples. The parameters related to
air quality aberration were identified using robust covariance algorithm. As a result,
in the case of anomaly detection, computation nodes notified the centralised server
and IoT sensors.

To conclude, introducing fog resources enabled faster response time [2–6] and
showcased wide view of network behaviour [7–10].

3 Architecture and Implementation

To overcome the latency in transferring the data to server for adequate action and
the error rate in taking actions based on simple constraints, we propose a model that
inculcates the swiftness of edge computing and accuracy of machine learningmodels
trained by the resource-rich server.
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The proposedmodel has two stages of operation that happens in different physical
locations on different devices. The division of the system into stages further eases
the process and implementation. The two stages are:

3.1 Training the Model in the Server/Cloud

We deal with a heavy server system in this model. The server system has resources
like RAM size and features like multithreading that compensate for the lighter client
edge node. The majority of the training occurs on the server where high processing
speed is available.

The data collected for the specific use case is used to train the machine learning
model. Different models such as neural networks, linear logistic regression and poly-
morphic logistic regression are trained and tested over the cross-validation dataset.
The model that provides the most accuracy and is the most suitable for the given use
case is chosen for the application.

The model is now trained using the dataset collected from various sources and is
used for further processing.

3.2 Computation/Decision-making on the Edge Device

The edge device is a very thin client. This paper concentrates on getting the edge
to work using a very small working memory. This is suitable for devices that are
embedded circuits and have limited working memory to function on.

Noting that the training of the machine learning model is already complete on
the server, the edge device inherits the parameters of the model from the server. The
edge device now collects the required and agreed upon data from the environment.

Following this, the edge device is ready to be put to use. The parameters obtained
from the server and the newly obtained environmental values are used to compute
the appropriate result for the given situation.

In a dynamic system with real-time data, the cycle of this process can be used to
obtain relevant results from time to time.

For the purpose of simplicity, we have used the theory logistic regression [11] with
a linear graph to discuss the model. However, we can use other more complicated
models such as neural networks, support vector machines, etc., and obtain results
accordingly without much variation in the model or the latency incurred.

Further,we provide details about the implementation of a fire detection system that
we implemented. The system uses logistic regression model to detect the presence
of fire with the usage of physical parameters such as temperature, relative humidity,
etc. (Figs. 1 and 2).

The machine learning model to be implemented is chosen considering the merits
and demerits of various models. The model is trained using the data previously
collected. Once the model achieves its required efficiency, it is ready to undertake
connection requests from edge devices.
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Fig. 1 Training the machine
learning model in the server

Fig. 2 Computation using
machine learning at the edge

The edge device connects with the server and obtains the parameters of the
machine learning model that was trained. Now, the device is ready to function to
its needs. The edge device senses the external environment and computes the result
according to the machine learning system, thus giving better and faster results and
moving the analytics towards the edge device (Fig. 3).

The traffic towards the server is now reduced. The edge device performs a part of
the computing and thus reduces the load on the server.

Further, the model can be modified to send feedback to the server to improve the
performance of the machine learning model developed.

4 Experimentation and Results

The proposed model was implemented, and the application was put to test. We
implemented the server using a HP laptop with 8 GB of RAM. We chose a device
with light computational capabilities because it is easier and cheap to access and
program. The added advantage of cost was on our side.
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Fig. 3 Architecture of the
complete system

The application we chose to implement was that of a fire detection model in a
normal household. We chose this application for two reasons.

4.1 Ease of Obtaining Data

The input data needed for the training of the machine learning model at the server
was easily available for different sources such as the nist.gov site and our own data
sources from various locations across the city of Bengaluru.

Temperature and relative humidity were used in the initial trial runs. Other factors
such as atmospheric pressure, SO2 and NO2 levels of the air were used to experiment
with the model. The model gave similar results as that of the results specified here.

4.2 Ease of Implementation and Testing

The proposed model could be easily implemented for the application. We imple-
mented logistic regression [11] with the available data to classify the situations of
existence of fire and the non-existence of fire for the input read from the sensors.

We noticed that the proposed architecture includes the goodness of server training
with that of edge device decision-making. We compared the results of this hybrid
model with that of a simple constraint-based decision system. In this system, the
edge device made decisions based solely on the fixed constraints of the physical
environment. For example, say temperature >35 °C and relative humidity greater
than 50%.
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Table 1 The test results Type of model Type of input

Positive (112 test
samples)

Negative (112 test
samples)

Simple constraints 101 105

Proposed
architecture

111 112

The results were in favour of the proposed architecture.
The positive samples represent the test scenarios where there was an existence of

fire, whilst the negative samples represent the absence of fire.
FromTable 1, it is clear that the proposedmodel outperforms the simple constraint

model that has been used historically [12] for edge computing.

5 Conclusion

The concept of edge computing is still young, and the research to explore this domain
is evolving exponentially. In essence to the points discussed in this paper, edge com-
puting proposes a solution to solve problems related to network congestion and
latency by reducing the physical distance between centralised cloud and end-user
devices. As per the results obtained, introducing edge nodes between centralised
cloud and end-user devices has proven to be more efficient than the traditional sys-
tems. The proposed method which incorporates a machine learning model not only
improves the scalability but also increases adaptability and the ease of maintenance.
Processing raw data in edge nodes and passing on the relevant information to cloud
expedite the overall communication process.

References

1. Santos J, Leroux P, Wauters T, Volckaert B, De Turck F (2018) Anomaly detection for smart
city applications over 5G low power wide area networks. April, 2018

2. Shi W, Cao J, Zhang Q, Li Y, Xu L (2016) Edge computing: vision and challenges. October,
2016

3. Villari M, Fazio M, Dustdar S, Rana O, Rajan R (2016) Osmotic computing: a new paradigm
for edge/cloud integration. December, 2016

4. Yi S, Li C, Li Q (2015) A survey of fog computing: concepts, applications and issues. June,
2015

5. Ai Y, Peng M, Zhang K (2017) Edge computing technologies for internet of things: a primer.
July, 2017

6. Gao Y, Hu W, Ha K, Amos B et al (2015) Are cloudlets necessary? October, 2015
7. Mach P, Becvar Z (2017) Mobile edge computing: a survey on architecture and computation

offloading. September, 2017



Implementing Machine Learning on Edge Devices … 1261

8. Dinh HT, Lee C, Niyato D, Wang P (2011) A survey of mobile cloud computing: architecture,
applications, and approaches. October, 2011

9. Luan TH, Gao L, Li Z, Xiang Y, Wei G, Sun L (2015) Fog computing: focusing on mobile
users at the edge. February, 2015

10. Tong L, Li Y, Gao W (2016) A hierarchical edge cloud architecture for mobile computing.
April, 2016

11. Peng J, Lee KL, Ingersoll GM (2002) An introduction to logistic regression analysis and
reporting. September, 2002

12. Sen K, Sarkar J, Saha S, Roy A, Dey D, Baitalik S, Nandi CS (2015) Automatic fire detection
and controlling system. May, 2015



Smart Transportation: An Edge-Cloud
Hybrid Computing Perspective

Aashish Jaisimha, Salman Khan, B. S. Anisha and P. Ramakanth Kumar

Abstract Internet of things is enhancing various industries by connecting all devices
to the Internet to solve key challenges. Transportation is a huge sector where exten-
sive research and development is undergoing. The current developments by various
independent corporate research companies use the power of cloud computing for
storage and processing of data. With the need for quicker decision-making in critical
services, a new paradigm, called edge computing is under research, where latency is
tackled. Since, each has its own limitations, a newapproach is given that involves both
these paradigms—called hybrid computing. We would like to discuss the merits and
demerits of each of these paradigms and propose two variants of hybrid computing
with respect to smart transportation and smart tires in specific.

Keywords Internet of things · Cloud computing · Edge computing · Edge
analytics · Hybrid computing · Centralized architecture · Distributed architecture ·
Embedded systems-on-a-chip

1 Introduction

Transportation, being an ever-challenged sector due to the rapid increase in its cus-
tomer base poses lots of technological challenges. The need to design smarter solu-
tions is now more than ever. Of the total sector, the major percentage is accounted
by road transport. Tires are the only points of contact between the vehicle surface
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and the road. With every vehicle, there are multiple tires associated which need to
function in a synchronized manner for the vehicle to run smoothly. Thus, the success
of road transport is largely dependent on the tires and the lack of maintenance is a
primary reason for failure of the system, and hence contributes to major accidents.
Yet, it is one of the least explored domains under transportation. Tire bursts are com-
monly caused due to improper inflation, tire-aging, overloading, low quality of tires,
and over-speeding.

Internet of things (IoT) connectivity is redefining today’s world in a vast spectrum
of applications such as smart-watches, smartphones and every possible appliance to
build smart-homes and smart-cities. Thus, by incorporating IoT connectivity and
using the power of sensors and data, smart tires can be developed to improve road
safety, tire life, and fuel efficiency.

Multiple paradigms can be approached for the storage and processing of data.
The most common in use is the cloud computing paradigm, which is the centralized
architecture. The newer and the fast advancing paradigm is the edge computing
paradigm, which is the distributed architecture. Most of the current development in
smart tires are using cloud computing. It has not been explored much in the direction
of edge computing. We discuss how the mixture of both of these paradigms can be
useful. The goal is to bring the right balance between performance and speed.

Organization: The remaining research paper is structured as follows: In Sect. 2,
we discuss the existing technology and the developments made in the field using IoT
connectivity. In Sect. 3, we discuss and differentiate the various data computation
paradigms. In Sect. 4, we propose two variants of hybrid architecture derived from
both edge and cloud computing. Section 5 poses the key challenges in implementing
our proposed architecture. We conclude the paper in the final section.

2 Existing Technology

2.1 Conventional Identification Technique

In the conventional days, there used to be a ‘retread’ mark on the tires. The wearing
up of that particular mark used to be an indication to either change the tire or subject
it to retreading process. This was a naïve approach to observe the normal aging of
the tire and did not consider the other aspects leading to tire bursts (Fig. 1).

Another measure that helps to determine the aging of the tire is minimum legal
tread depth. Tread wear indicators in the groove must not be let to align with the tire
[1, 2].
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Fig. 1 Conventional identification of tire wearability

2.2 IoT Connectivity

Based on the requirements, various kinds of sensors have been deployed into the
tires, most of which are to serve the common purpose of safety. Inflation pressure is
an important quantity that is a good warning for most abnormalities in the tire. The
pressure sensor is responsible for indicating when the internal pressure decreases
or increases than a certain threshold. This data is useful to notify the owner to get
the tires inflated. There are multiple contributing factors to changes in pressure, viz.
temperature, speed, load, etc. Thus, the monitoring of tire parameters can be done
by collecting the data. Another common observation that can be made on highways
is the burning of tires. This can be detected either by the temperature sensor or the
odor sensor (since tire burns cause a typical rubber burning odor). A transportation
technology company, continental has developed its product called ContiConnect for
digital tire monitoring [3, 4].

In the present scenario, the data that is collected is transferred onto a server or
a cloud for processing. The traditional cloud architecture for processing of data
has its own limitations, such as high network traffic, data management cost, and
most importantly latency. In life-critical scenarios, latency plays a huge role and
near-instantaneous decisions are of utmost importance. For example, tire design and
purpose would be a lot different in the case of autonomous vehicles. The decision
that needs to be taken would be based on more complex scenarios, such as driver
behavior, pothole detection, and automatic breaking. Hence, pushing all data onto
the cloud for processing will consume a lot of time and does not serve the service
concerned.
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3 Computation Approaches

3.1 Cloud Computing

In a cloud computing paradigm [5, 6], the data is sent from the tires, which is our
edge node to the server for processing. The need for cloud is justified by the low
processing power and the storage capability of the tire as the edge node. However, it
causes issues such as network congestion and latency when there are continuous data
and low response time required. In the process, availability and decision-taking time
are compromised. Thus, in real-time delay-sensitive applications, where a decision
has to be taken extremely quickly, it is not feasible to send the data to the server,
provided the data can be processed locally (Fig. 2).

3.2 Edge Computing

When cloud computing was introduced, the end-devices had limited computing
capacity and the devices were only capable of data collection. But with the rapid
advancements in embedded systems-on-a-chip, it is now possible to perform com-
plex computations on small end-devices. The edge computing paradigm proposes
the processing of the data to be done locally. Therefore, it solves the issue of latency
posed in the cloud architecture, where the processing can be done in the tire, which
is the edge node itself. By this, the decision can be taken quickly. Another impor-
tant advantage of edge computing over cloud computing in the transportation space

Fig. 2 Cloud interaction with tire and vehicle. Source Pirelli
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would be the lack of need of network connection to work. In many situations, such
as mountainous terrain, forest area, or rural area for that matter, the network con-
nectivity cannot be expected to be flawless. Thus, in low bandwidth conditions, the
edge computing is the appropriate approach.

Further, distributed clouds in the local server called a cloudlet can be used for
processing of data with each such cloudlet being a part of the vehicle software [6,
7]. The research has also been in the direction of introducing more layers in between
the edge and the cloud where computation can be distributed, giving rise to fog
computing [8].

Edge Analytics

The primary reason for data to be sent to the cloud in IoT is to gather insights from
the data; take a decision and strike an action. With rapid advancements in embedded
systems-on-a-chip (SoC) has resulted in powerful and resourceful devices that are
capable enough to run a full-fledged operating system or a complex algorithm. Edge
analytics [9, 10] can be used for the computational analysis of the data gathered
locally on the edge device, i.e., the tire. The time taken is drastically improved for
taking data-driven decisions at real time. Edge analytics involves developing the
analytics model, deploying and executing it on the edge. The complexity of analytics
model is largely dependent on the processing power and the storage capacity of the
device in the tire.

4 Hybrid Computing

With cloud computing and edge computing paradigms, both having its own advan-
tages and disadvantages, it is best to bring about the right balance. Thus, both the
paradigms can be incorporated based on the type of data and the service required
with the data. We would like to propose two variations of hybrid architecture [6].

4.1 Non-interleaving Edge-Cloud Architecture

In this variation, the services direct the computation approach which is dependent
on the criticality of the said tire services. A highly critical service would require low
latency and high response time and would therefore process the data at the edge.
The criticality of the service should be decided by the developer or manufacturer.
Therefore, for every service, the analytical model must be designed at its target
computation facility. For example, to determine the wearing of the tires, the cloud
computing approach is more suitable, whereas, for auto-braking system, edge com-
puting is more suitable. The primary goal would be to classify what data needs to be
processed in the cloud and what data must be processed in situ (Table 1).
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Table 1 Service and their
appropriate computation
paradigm based on criticality

Service Criticality Paradigm

Inflation detection Medium Cloud

Automatic braking High Edge

Life-cycle assessment Low Cloud

Tire burst detection High Edge

Hump alert High Edge

RFID vehicle identification Medium Cloud

Figure 3 shows hybrid non-interleaving edge-cloud architecture. It is important
to know when the data needs to be processed locally, which is dependent on the type
of service being demanded.

Fig. 3 Decision flowchart for non-interleaving edge-cloud architecture
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4.2 Interleaving Edge-Cloud Architecture

The first variation discussed above affiliates one paradigm approach to a service of
an application and the computation is carried out. But, for a service, to improve the
performance, the edge-cloud paradigms can both be applied, provided the commu-
nication between the edge and the cloud is minimized efficiently. For improving the
data-driven decisions taken by the edge device, machine learning could be applied
which improves the accuracy drastically. But, most machine learning algorithms are
computationally intensive and cannot be done at the edge without the aid of external
modules. This problem can be solved by the interleaving edge-cloud architecture
that we propose.

In this architecture, edge and cloud act as two different modules interacting with
each other. Training being the most computationally intensive task of machine learn-
ing, the model can be trained at the server with predefined data for the service. The
trained parameters could be passed onto the edge device. The edge device would
be responsible for data collection and taking decisions using the gathered data and
the parameters obtained from the server. In order to make the model more robust
and the service dynamic, the edge device would also have the role of calculating the
variance of incoming real-time data. If there is considerable fluctuation in the data
detected, some historical data can be passed onto the server for retraining the model.
This provides for updating of the parameters that can be sent back to the edge.

This architecture distributes the tasks between the edge and the server, with
computation-intensive tasks done at the server end and lighter tasks done at the
edge, thereby reducing the workload on the server. The interactions between edge
and server are not completely cut out, but are minimized by a large extent. Thus,
network traffic is reduced and hence latency is reduced to the maximum extent. This
architecture could be expected towork reallywell for classification problems (Fig. 4).

Table 2 summarizes the difference between the two-hybrid models on various
distinguishing aspects.

Fig. 4 Interleaving edge-cloud architecture
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Table 2 Distinguishing aspects of the two-hybrid models proposed

Hybrid models Non-interleaving Interleaving

1. Data processing point Depends on the service Computation intensive—At
server
Lighter task—At the edge

2. Key features • Processing happens at a
single facility

• Depends on criticality of
service

• Interaction between edge
and cloud

• Task distribution based on
computation intensity

3. Low bandwidth
performance

Cloud: Availability is
compromised
Edge: Works effectively

The system should
completely rely on edge until
network is restored

5 Key Challenges

The hybrid computing approach, though takes the aid of both the paradigms, has
issues related to integrating both the paradigms. This is because the technological
advancements in the two approaches are not proportionate. Cloud computing has
been researched for a long time and a lot of progress has been made, whereas edge
computing is relatively new and still under exploration. For the best results from
the hybrid approach, substantial advancements must be done in the areas of edge
computing.

Further, in the interleaving edge-cloud hybrid model, since there is communica-
tion between the edge and the cloud, network connectivity affects the system. The
communication will be disrupted under low bandwidth conditions and the processing
can take place only on the edge.

6 Conclusion

The transportation industry is largely dependent on the tire manufacturing sectors.
The progress toward intelligent tires gives a total new dimension for smart trans-
portation. With autonomous transportation under huge research and development,
the prime focus should be on to reduce the latency in decision-making and commu-
nication. A pure cloud computing or a pure edge computing approach, both have its
own merits and demerits. Thus, the hybrid approach discussed in the paper throws
light on exploiting the better of the existing two approaches and working toward the
synchronization of working between the two approaches.
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A Low-Cost Ideal Fish Farm Using IoT:
In the Context of Bangladesh
Aquaculture System
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Abstract This paper presents an IoT-based low-cost aquaculture system for auto-
matic monitoring of fish firms to increase the production of fishes in order to meet
the protein demand. A microcontroller is employed in measuring several essential
parameters of the water like pH, temperature, water level, oil layer, and to monitor
the fish behavior to understand their hunger level that is directly affect in the growth
of firm fishes. A mobile application and an interactive Web interface are designed
to notify the measured parameters value and necessary recommendation. Bluetooth
and ESP8266 Wi-Fi module are integrated with the system to deliver the data to the
mobile app and Web interface. In case of any abnormality, the system informs the
concerned authority to take the immediate steps. In addition, the forecasting of the
several water parameters in the following day to take an earlier preventive action
makes the proposed framework more exceptional. Therefore, the system will assist
the fish farmer to enhance the production of quality fishes, which may help to meet
the protein challenges for the large population.
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Keywords Smart fish farm · pH sensor · Oil layer detection · Support vector
regression (SVR) · Random forest regression

1 Introduction

Ocean is a great source of protein. So, we are increasing stress on the ocean that
creates natural imbalance. To meet the protein demand, alternate sources should
be explored. Aquaculture-based fish farming is one of the solutions to this crucial
problem. Fish farming is very cheap as only 1.5 lb feed is needed to produce 1 lb
fish while in case of meat from cow its 8–9 lb feed and 8000 L water [1]. In respect
to financial gain, a significant difference between Internet of things (IoT)-based fish
farm and non IoT-based fish farm has been found in earlier research [2].

The primary objective of this work is to develop a low-cost smart fish monitoring
and controlling system that can measure different important water characteristics
like pH, temperature, oil level, water level, and fish hungry level by observing the
fish behavior. Several low-cost sensors are equipped with the system to accomplish
the assigned task. To develop the system only $50–$55 is required. This amount is
such a low cost that a fish farmer can easily adapt.

2 Related Work

Nowadays, IoTmakes a revolutionary change in diverse fields [3]. Consequently, IoT
improves the fish farming system that resolves a large portion of the nutrition problem
for more growing population. Conventional fish farming faces a lot of difficulties
in a change of the climate like heavy rainfall, extreme weather, limited water in
a farm, and high temperature. Food and Agriculture Organization (FAO) highly
recommends that modern technologies should be integrated with traditional farming
to overcome the challenges. SK telecom developed an IoT-based fish farm system
that observes pH, temperature, dissolved oxygen, and notifies the fish farmer in real
time through their smartphones [4]. To test thewater quality, the conventionalmethod
takes several samples from various locations and process in the laboratory. To smart
this method, Shareef et al. [5] presented an IoT-based decisions support system using
wireless sensor network (WSN) technologies that determine various physio-chemical
characteristics of water and inform the end user through smart mobile. Simbeye and
Yang [6] also developed afish farmmonitoring system to examinewater quality based
on WSN technology. Their equipped sensors collect temperature, oxygen level, pH,
the water level of the fish farm, and transfer the data to the mother server via ZigBee
protocol. If any water parameter exceeds its threshold level than an auto-generated
messagewill be sent to the user. They utilized LabView software to show the gathered
information. But the high cost is the main drawback of this system.
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Besides, most of the work does not identify which sensors they have employed
or equipped high-cost sensors that make the system tough to cope up in the fish
farm [7]. Moreover, most of the system supply the fish feed after a certain period
ignoring feeding when they required. Prediction of the amount of next week fish feed
is missing in most of the system.

In the context of Bangladesh aquaculture system, lots of fisheries follow the
traditional methods to cultivate the fish. As a result, the cost becomes high, but the
output is not the expected level. To the best of our insight, this is the first attempt to
develop a low-cost fish farm monitoring and understanding when fish require feed
by analyzing their movement. Also, the forecasting features of the next week fish
farm parameters will help the fish farmer to take a preventive step in advance.

3 Methodology

The IoT-based fisheries monitoring and controlling system are presented in Fig. 1.
The figure depicts how the fisheries information will be gathered and transferred to
the end users of the system. The system estimates several parameters of the water
like pH, temperature, oil layer, water level, and the movement of the fish that directly
affect on the quick growth of a fish. Firstly, to measure the targeted water parameters
and fishmovement, the system takes a fewmoments to initialize the equipped sensor.
As pH sensor does not give a proper reading at a static situation, it needs to shake
slightly to measure the pH of the water appropriately. The system uses a servo motor
to perform this task that rotates the pH sensor 30° in one direction and 30° in reverse
direction. For more accuracy and lower the amount of power consumption of the
system, it takes an average of five pH value where each value is read in every 3 min.
By using Eq. 1, this average value is calculated where P is the value of pH in every
3 min and pH is the desired result.

Fig. 1 Block diagram of IoT-based aquaculture system
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pH =
(

5∑
i=1

Pi

)
/5 (1)

IR optical sensor measures the density of the oil layer and stores the data in
memory. For pH value measuring, the value of the oil layer is calculated using Eq. 2,
where D is the value of the oil layer in every 3 min and Oil_layer is the ultimate
result.

Oil_layer =
(

5∑
i=1

Di

)
/5 (2)

Usually in a fishery, after a certain period, fish food is supplied to the fishes. The
system can determine either the fishes are extreme hungry or medium hungry or not
so that enough fish food is supplied. The abnormal movement, i.e., not a frequent
movement of the fish can help us to understand the fish hunger level. Three ultrasonic
sensors (a, b, c) are deployed in this purpose where each ultrasonic sensor takes six
values after every 10 s. For each sensor, the average value is calculated using Eqs. 3,
4, and 5 where a is a location of a fish measured by sensor a and b and c are like
a. Then, RMS value is calculated for each sensor using Eqs. 6, 7, and 8. a_rms is
measured RMS value by sensor a and b_rms and c_rms are like a_rms. From these
three RMS value of the sensor, we can determine the hungry level easily. If three
RMS value exceeds the threshold value, then the hungry level is extreme, if two
values exceed then medium hungry level, if one value exceeds then normal hungry
level.

a = [a1, a2, . . . a6] b = [b1, b2, . . . b6] c = [c1, c2, . . . c6]

a_avg =
(

6∑
i=1

ai

)
/6 (3)

b_avg =
(

6∑
i=1

bi

)
/6 (4)

c_avg =
(

6∑
i=1

ci

)
/6 (5)

a_rms = √
(a1 − a_avg)2 + · · · + (a6 − a_avg)2 (6)

b_rms = √
(b1 − b_avg)2 + · · · + (b6 − b_avg)2 (7)

c_rms = √
(c1 − c_avg)2 + · · · + (c6 − c_avg)2 (8)
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Too hot and too cold temperature is a great reason of the slow growth of a fish.
The system gets the current temperature of fisheries through temperature sensor. In
similar to pH and oil_layer value measuring, the system measures the temperature
of the fishery using Eq. 9 where T is the temperature in every 3 min and temperature
is the estimated value.

Temperature =
(

5∑
i=1

Ti

)
/5 (9)

Similarly, too high and low water level is not suitable for the fishes. A liquid level
sensor canmeasure thewater level but costly. Tomake the systemmore cost-effective,
a low-cost ultrasonic sensor is equipped to measure the water level. In Eq. 10, W is
the water level in every 3 min and water_level is the outcome of the right-hand side
calculations

Water_level =
(

5∑
i=1

Wi

)
/5 (10)

Through two communicationmedium, themicrocontroller sends the gathered data
to the end user. Amobile application andWeb interface are integratedwith the system
to operate it easily. Bluetooth module sends the data in a mobile app so that local
fishery supervisor can easily gain the necessary information. ESP8266Wi-Fi module
sends the data to the Web interface so that one can monitor the fishery remotely. In
the Web interface, the data is plotted graphically and stored in the database that will
help the supervisor of the fishery to check the previous data when necessary.

3.1 Circuit Design and Softwares

The proposed system is developed by following the designed circuit. The ground and
VCC pin of every sensor are connected to the ground and 5 V pin of Arduino Uno.
The pH sensor relates to the analog pin of Arduino. From the analog output of the
pH sensor, the value of pH is calculated using the formula of pH calculation. Servo
motor, buzzer, temperature sensor, IR optical sensor, ultrasonic sensor, Bluetooth
module, and Wi-Fi module is connected to the Arduino UNO microcontroller board
according to the developed circuit diagram. Arduino IDE and language is used to
write the code and burnt into the system that is easy to understand and reliable.
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3.2 Algorithm

The entire flowchart of an IoT-based ideal fishery system appears in Fig. 2. Primarily,
all sensor values are initialized. To measure the pH value, servo motor rotates 30°
left and 30° right as pH sensor needs to shake for proper value. By using pH formula,
pH is determined 5 times in every 3 min. Average of the pH value is calculated
for 15 min duration. As optimal pH value for speedy growth of fishes is 7–8.5, the
system turns on the alarm if it exceeds this range [8]. IR optical sensor engages to
measure the oil layer of the water. By removing the heat and noise value form the
entire value received from IR optical sensor, the system gets the actual value. If the
oil layer value less than 500 than pH sensor notifies the user and turns on the alarm.
To estimate the fish moving rate, every 10 s is taken in 1 min duration. 4.5 cm RMS
value of the sensor act as a threshold value to determine the hungry level of the fishes.
Average value of the water level and temperature within 15 min is calculated like the
pH sensor. [9] says that 22–27 °C is the optimum temperature for the rapid growth

Fig. 2 Working process of the proposed system
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of the fish. So, in case of exceeding this range, the system informs the owner of the
fishery through mobile app and Web interface. The flow of the data from the device
to the mobile app and Web is performed through the Bluetooth and Wi-Fi module.

3.3 Predicting the Following Day Fish Feed Consumption

The system can forecast the various essential parameters and notifies the user. For
simplicity, here, we have considered just forecasting of the probably required fish
feed in next day. The system can predict other parameters. We have recorded about
200-day data of fish feed and used the data to train our model. Dataset is split into
70% and 30% where 70% data is for training and 30% data is reserved for testing
the model. Through different kinds of machine learning regression algorithms such
as linear regression (LR), decision tree regression (DTR), polynomial regression
(PR), support vector regression (SVR), and random forest regression (RFR), we fit
the training data to prepare the model to forecast the amount of the fish feed in the
following day. After finishing the model training part with training data, the model
is examined by testing data. Then, the mean absolute error and accuracy level are
calculated to evaluate the model. From these results, we have found RFR gives better
outcomes than other regression models.

4 Experimental Results and Discussion

A prototype of the proposed system is shown in Fig. 3. The pH, temperature, oil
layer, water level, and fish hungry level are the outcomes of the system. The essential
parameters of the water are sent to the mobile app through Bluetooth module for
local user, and data is sent to the Web server through the ESP8266 Wi-Fi module for
the remote user. Also, data is saved to the cloud storage for further analytics.

Fig. 3 Photograph of the
prototype
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Fig. 4 a A sample of everything ok, b an example of fish hungry notification, c a sample of pH
and hungry level notification, d an example of oil layer notification

In Fig. 4, some sample outcomes of the system taken at different time and different
situation. In Fig. 4a, all parameter is ok while at the time of medium hungry level
the system notifies it successfully (Fig. 4b) and inform the user. In case of pH level
decreasing the system informs the user, shown in Fig. 4c while in the oil layer
exceeding the threshold value case the system successfully determines the situation
(Fig. 4d).

In the Web interface, the system sent the measured data and visualized it graph-
ically to make it more interactive with the user. In Fig. 5, the system visualizes the
pH data over time and store it into the server for further analytics. Like the pH data
visualization, the system also visualizes the temperature data (Fig. 6), oil layer data
(Fig. 7), andwater level data (Fig. 8) graphically into theWeb interface for the remote
user.

Some forecasted data are displayed in Table 1 where the first column “Date Test”
refers to the forecast of the power consumption of that date. “MonthDate” format
is used to represent a date where the last two digits refer to data and remainder
value to month. For example, “218” implies second-month 18th day, “717” implies
seventh–month 17th day, and so forth.

Accuracy level and mean absolute error are considered to judge the model that is
shown in Tables 2 and 3, respectively. Shifting the degree of PR analysis provides

Fig. 5 pH observation
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Fig. 6 Temperature observation

Fig. 7 Oil layer observation

Fig. 8 Water level observation

Table 1 Testing data

Date test Fish feed (g) LR PR SVR DTR RFR

113 10096.59 10101.15 10101.31 10294.05 10602.16 10524.65

218 10173.3 10176.01 10178.49 10294.79 10693.29 10418.38

303 10235.84 10236.61 10237.68 10294.44 10732.53 10593.94

515 10394.56 10387.76 10383.78 10295.23 10561.82 10582.49

717 10572.98 10531.77 10539.52 10295.58 10732.19 10689.75
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Table 2 Accuracy comparison

Accuracy LR PR SVR DTR RFR

Training set 85.45 85.49 87.49 92.09 95.75

Testing set 84.76 84.85 86.05 90.94 94.24

Table 3 Output observations

Evolution of the linear model LR PR SVR DTR RFR

Mean absolute error Training set 44.2489 44.2063 29.2189 26.3687 23.0747

Testing set 43.6042 43.2575 35.5301 30.2692 23.8518

a good result than LR. RFR gives a better result than DTR and other models. So,
it can be decided that the RFR-based model is more suitable to forecast the water
parameters.

5 Conclusion

The traditional fish cultivation method fails to meet the demand of protein because
of the lacking in real-time monitoring the adverse aqua environment of fishes. The
proposed framework is more cost-efficient and smarter than existing traditional and
smart systems. The design and development of low-cost autonomous and smart fish-
ery monitoring system while integrating state-of-the-art sensors and technologies to
determine ideal environment for aquaculture is our future research direction. The
integration of the proposed IoT-based smart fishery monitoring system assists fish
farming to increase the fish production.
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of Garment Industry in Bangladesh
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Abstract In this paper, we have proposed and designed a hybrid system that is
able to detect fire breakout, gas leakage and noise pollution as well as providing
location of the affected area and opening fire extinguish system. Raspberry Pi is
integratedwithMQ-5 sensor, humidity sensor, flame sensor, sound sensor and camera
module. A 360° servo motor is accumulated with camera module to capture affected
location even at any angle. To increase the reliability of this system, an authorized
person is assigned to assess the real situation. If fire is detected, camera module
takes a snapshot of affected region and sends it to admin’s email through 802.11n
LAN wireless module. Different sensors’ value also transmits to server through that
module in one-minute interval. Moreover, a buzzer is activated in control roomwhen
data and picture is sent to admin. If admin confirms the incident, the system will
raise the alarm in whole workplace, uncover the water valve of affected region and
send message to the owner and nearby fire brigade. Thus, a garment can secure the
workplace for its workers.
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1 Introduction

In Bangladesh economy, ready-made garments (RMG) industry has acquired a sub-
stantial facet in comparison with any other sectors for foreign exchange earnings
and growth. According to the world trade organization (WTO), Bangladesh is the
second-largest apparel supplier that holds 6.5% market share in the world in 2017
[1]. In every year, nearly about $5 billion earned from this sector which is around
two-third of total exports. Around 2,500 garment factories are in Bangladesh, on
which ten million livelihoods are indirectly or directly depend on it [2]. This sector
also participates significant contribution in exporting which is almost 80% of total
export of country [3]. Unfortunately, nowadays, this sector is under threat because
of security risk of garment factories.

The best precedent is TazreenGarment’s fire, which is the deadliest fire incident in
the country’s history. ItwasNovember 24, 2012, a tragic fire incidentwas experienced
by Tazreen Garment’s Factory, where 117 people were dead [4]. On December 14,
2010, in Ashulia, Dhaka, “That’s It Sportswear Ltd” garment factory was affected
by fire where at least 28 more people had died, and also huge number of workers
was grimly injured. Again at the “Garib and Garib” factory, situated at Dhaka, 21
peoples lost their lives in the deadly fire broke out [5]. In garment industry, the
pollution level is increased along with the advent of the technology. There are many
reasons for pollution: intense sound, temperature and humidity. It can cause hearing
problem, heat illness, fatigue, heatstroke and cold-related medical conditions. So, we
need to maintain a reasonable range of sound, temperature and humidity to control
the pollution level. Consequently, worker feels less comfort to work. Therefore, these
terrible incidents demonstrate that an early warning system is crying need to handle
the risky situation in the garment factory.

Our proposed system is assuring the earlywarning in a factory’s workplace. In this
system, we used an intelligent algorithm to decide when to warn for fire breakout and
gas leakage. If fire breakout and gas leakage are detected via flame and gas sensor,
then their value sends to the controller office with snapshot of affected region and
activates the buzzer in the office. The camera module is placed in the middle of the
workplace and positioned at zero degree. If an incident is occurred, the system will
start firing suppression system using uncovered water valve and also stop electricity
and gas supplies. At the same time, GSM module sends the SMS to the owner and
nearby fire service station for informing this incident. The system also collects the
noise level using sound sensor and temperature and humidity level using humidity
sensor tomake theworkplace comfortable for theworkers. Themain aimof this paper
is to develop IoT-based smart early warning system in workplace. To the best of our
knowledge, smart warning system in workplace is not implemented in Bangladesh
yet.Moreover, operating the proposed system ismore comfortable than other existing
related systems.
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2 Literature Review

The garment industry of Bangladesh is the largest manufacture sector which has
a great impact on the socio-economic development of Bangladesh. Unfortunately,
different types of sufferings in the workplace of factories are incredibly increasing
nowadays that badly effects on this sector. At least 1,601 workers died in garment
factories in last 2005–2016 where 280 workers in fire breakout, 1,221 in building
collapse and 100 in gas leakage [6]. So, a smart warning system is essential to save
valuable lives and growth of this sector.

Imteaj et al. [7] implemented a system for fire detection in workhouse using
Raspberry Pi 3. They used gas and light intensity sensor to sense any indicators of
fire and gas leakage. The system can extinguish fire breakout using water valves
and can notify by SMS with location. But, they did not work on noise level also did
not explain how to extinguish fire breakout. Moreover, Fuzi et al. [8] used Zigbee
wireless module to sense signs of fire. The system composed of temperature sensor,
ArduinoUnomicrocontroller, buzzer and operating software. To detect fire, they used
only temperature sensor. Similarly, Islam et al. [9] also used Zigbee and localization
technique to find the distance and position of fire which is cost expensive. Again,
Sowah et al. [10] developed a system to sense fire using fuzzy logic in vehicle. They
can put out fire breakout using air-conditioning system of vehicle.

For alerting an fire occurrence in any industrial premises, Sathishkumar [11]
worked on automated fire voice alert system. They used automatic voice recorder
to extinguish fire and GSM inside the system to send up-to-date information of
surrounding area to the company’s IP. The Yu et al. [12] proposed video processing
based on fire alarming system. To detect the possible fire breakout, they adopted
smoke color and its spreading features. But, detection of fire via video processing is
time consuming.

So, our motive is to design an intelligent and early warning system to detect the
fire breakout, gas leakage and noise pollution in the worksite which has to overcome
the defect observed in the earlier system.

3 System Description

3.1 System Architecture

The system we designed consists of IoT and wireless technology that equipped in a
room to monitor symptom of fire, gas leakage and noise pollution. We use Raspberry
Pi 3 as our main device and use a series of sensors and module which are flame
sensors, gas sensors, sound sensors, humidity sensors, servo motor, GSM module,
camera module, two-channel relay module and water valve. The flame sensor can
detect the fire in particular place. The existence of gas is detected by gas sensor. The
camera module is used for taking the snap of affected area with the help of servo
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motor. The sound sensor is used to detect the noise level of industry. The output of
the flame sensor, gas sensor and sound sensor is a digital value. We use a converter
to get the analog value from flame, gas and sound sensor.

Data transmits from sensors to cloud server and picture sends to email through
802.11n LAN wireless module which is built in Raspberry Pi 3. When the certain
condition is true, then the relay module activates the alarm and uncovers the water
valve. At the same time, GSM module notifies owner and nearby fire station by
sending SMS after admin confirmation. To measure the level of noise pollution, we
use sound sensor. Humidity sensor is used for measuring temperature and humidity
of workplace. By these sensors, we can see the situation of pollution level by cloud.
In the flow chart, flame sensor is denoted as F, and Gas sensor is denoted as G.
To detect the fire breakout and gas leakage, we used four pairs of flame and gas
sensors and also used a camera module which is embedded with servo motor for
rotating 360°. Camera module is placed in the middle of the room. Initially, we set
the direction of the camera module at 0°. If the value of F1 and G1 is true, then the
camera rotates 45° angle with the help of servo motor and takes a snap of the first
quadrant. Similarly, it rotates 135°, 225° and 315° angles for second, third and fourth
quadrant, respectively, for taking a snap of these quadrant.

3.2 Blog Diagram and Flow Chart

After giving power supply, the Raspberry Pi 3 gets power, and the input–output
port gets ready as shown in Fig. 1. Flame sensor, gas sensor, sound sensor and
humidity sensor transmit data to Raspberry Pi 3, and camera module also sends snap
through it. Raspberry Pi 3 used it’s built in 802.11n LANwirelessmodule for sending
data and snapshot to the admin. When certain condition is satisfied, then buzzer is
activated, and GSM module is used for sending SMS to owner and fire service. The
implementation of our proposed system is followed by this flow chart which is shown
in Fig. 2, and circuit diagram is shown in Fig. 3.

3.3 System Implementation

The code for total device is written in Python. Python program checked every part
individually and set threshold value for flame sensor andMQ-5 sensor. If the threshold
exceeded, then Raspberry Pi Infrared Camera Module takes snap of this. A sim is
placed in GSM to communicate with administration and send location of specific
affected area.

Each sensor is connected to Raspberry Pi 3. Where, Flame and MQ-5 sensors
have four pins. We used ADS 1115 16-Bit I2C ADC module to get the analog value
from sensors. The signal pin of flame is connected with ADC module pin A1, and
MQ-5 is connected with ADC module pin A2. SCL and SDA pin of ADC module
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Fig. 1 Block diagram of the proposed systems

Fig. 2 Flowchart of the designed system

is connected to GPIO2 and GPIO3 of Raspberry Pi 3. DHT11 and RKI-3103 sound
sensor has three pins. Where, signal pin of RKI-3103 sound sensor is connected
with ADC module pin A0. Signal pin of DHT11 is connected with GPIO18 pin of
Raspberry Pi 3. VCC and GND pins of all sensors are connected with 5 V and GND
of Raspberry Pi 3. The servo motor and relay module have digital pin. Signal pin
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Fig. 3 Circuit diagram

of relay is directly connected with pin GPIO22 and GPIO10 of Raspberry Pi 3. The
signal pin of servo motor is connected with GPIO25 pin of Raspberry Pi 3. VCC and
GND pin is connected with 5 V and GND of Raspberry Pi 3 in both sensors. The
ribbon of camera module is connected to Raspberry Pi 3’s CSI camera port.

Then, we enable the camera module by raspi-config. A Python script is written
to take snap when flame and gas are detected. A servo motor is used to rotate the
camera. The servo motor and relay module have digital pin. Signal pin of relay is
directly connected with pin GPIO22 and GPIO10 of Raspberry Pi 3. The signal pin
of servo motor is connected with GPIO25 pin of Raspberry Pi 3. VCC and GND pin
is connected with 5 V and GND of Raspberry Pi 3 in both sensors. We use SIM800
GSM/GPRS to send SMS. Where RX pin of SIM800 is connected to GPIO14 TX
pin, and TX pin of SIM800 is connected to GPIO15 RX pin of Raspberry Pi 3. The
ground pin of SIM800 and Raspberry Pi 3 is connected to each other. In our system,
the Raspberry Pi 3 is connected with an external 5000mAh power bank. A 2A power
supply adapter is used to operate SIM800 GSM/GPRS.

4 Experiments and Results

Flame sensor, gas sensor, camera module, sound and humidity sensor based on a
smart warning system can measure symptom of fire breakout, gas leakage, pollution
of noise, humidity and temperature level of workplace. The camera module takes
the snap after satisfying required value of flame and gas sensor. A prototype of our
proposed system is shown in Fig. 4. Humidity, sound, flame and gas sensor send data
to the server through 802.11n LAN wireless module which has built in Raspberry
Pi. At the server, the gas and flame sensors’ data are presented graphically in Figs. 5
and 6. Representation of noise level and temperature level is shown in Figs. 7 and 8.
Camera module sends the snapshot of affected area through this module in admin’s
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Fig. 4 Prototype of our
proposed system

Fig. 5 Gas sensor’s data
representation

Fig. 6 Flame sensor’s data
representation

Fig. 7 Representation of
noise level
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Fig. 8 Temperature
representation

email as shown in Fig. 9. Controller office checked it and activated the buzzer alarm,
uncovered the water valve and shut off the power circuit if data is exceeded. The
system also sends SMS to owner and nearest fire service station as shown in Fig. 10.

Fig. 9 Email from
Raspberry Pi

Fig. 10 SMS alert
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5 Conclusion

To provide the safety of workstation, traditional system is not sufficient and also has
many limitations. This paper designed a smart warning system to monitor worksta-
tion efficiently and effectively. By investigating sensor data, our system gives the
authentication of incident and warns at real time. Cloud server is used for presenting
sensor data graphically and storing purpose. This is a remarkable idea in context of
developing nations, particularly Bangladesh. The entire framework is cost effective
than existing system. If our designed system can be successfully implemented in
every factory, then it is expected that the damage of life and wealth because of the
fire and gas accidents and noise pollution will minimize remarkably, and the nation’s
economywon’t be faltered by such heartbreaking accidents.When data gets massive,
some features like Hadoop HDFS, MapReduce are initiated to handle big data. So,
our proposed system should integrate into every factory to change the current terrible
situation of the workstation of Bangladesh.
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Evading Gratuitous Energy
Consumption Due to Activation
of Superfluous Nodes in WSN

Alok Misra and Divakar Singh Yadav

Abstract In the recent period, wireless sensor networks are mostly used in diverse
applications of sensing that includes medical, armed forces, civil, adversity manage-
ment, environmental and commercial applications. Wireless sensor networks typi-
cally comprise a hefty amount of sensors. Sensors are device that produces a measur-
able response in changing the environmental conditions like temperature, humidity,
pressure, etc. As the sensor has the limited energy, to boost the duration of network
and maintaining coverage preservation, we necessitate an approach that involves
least sensors in communication of sensed data to base station. In this research work,
we amalgamate the conception of genetics and extended search to evade gratuitous
energy consumption which is due to activation of superfluous nodes. We aim to pre-
pare a schedule in which least number of sensors are stimulated and cover each point
of concerns.

Keywords Energy-efficiency · Full coverage preservation · Network life span
addition · Sensor scheduling

1 Introduction

Wireless sensor network consists of a assortment of sensor nodes and running on
limited magnitude of battery power. Each sensor node of WSN can sense, process
and transmit data to base station (BS). If all the packets are passed to BS straightfor-
wardly by sensor nodes, the nodes which are far away from BS will depart untimely.
Alternatively, among sensor nodes transmitting packets via a couple of hops, sensors
nodes which are in close proximity to the BS are inclined to depart untimely. Thus,
some areas of network become totally un-examined, and network partitions are cre-
ated. Lifetime of sensor nodes is required to be extended by minimum consumption
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of power in transmission [1]. Thus, to curtail the power consumption, we aim to cover
each point of concern (POC) at least by one sensor. Typically, the superfluous sen-
sor nodes, which are chosen by scheduling policies [2–4], should be kept in sleeping
mode for energy preservation. As soon as the lively node loses its entire energy, there
is urgent need to wake up one or more sleeping nodes to reinstate that dying node. As
a consequence, the coverage control is assured, and original coverage is preserved
after switching off superfluous nodes. To discover the most optimal schedule, in
which we decide which sensor to stimulate and which sensor to be deactivated, we
exploit the conception of genetic algorithm.

1.1 Genetic Algorithm

In genetic algorithms, we have a set or a populace of feasible solutions to the given
hitch. These solutions are then subjected to recombination andmutation (as in natural
genetics). Fitness value is determined for each candidate solution, and the greater
suit persons are given a larger likelihood to breed superior “vigorous” individuals.
This is driven by theory of Darwinian that is “Survival of the fittest”. In this way, we
proceed to “evolve” with higher individuals or solutions over generations, until we
attain a criterion of detention. In the genetic algorithm, we repeat selection, crossover
and mutation procedure unless a pre-defined criterion is fulfilled.

1.2 Sensing Coverage Representation

Consider target area A in which set of sensor nodes is delineated as S = {s1, s2, s3,
…, sM}, where si is located at coordinates {ai, bi}, where i varies from 1 toM andM
be the total nodes which are deployed in area A. Each sensor has sensing radius Ra.

Let P be set of POCs distributed over the area A. If N is number of POCs, then P
= {p1, p2, …, pN}, where POC pj is situated at {aj, bj}, where j varies from 1 to N.
A binary coverage variable Ci,j which signifies whether sensor si covers the POC pj
is delineated as follows:

Ci,j =
{
1 if

(
ai − aj

)2 + (
bi − bj

)2
< Ra2

0 Otherwise
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2 Literature Review

Currently, many academicians have investigated the optimization algorithm for the
coverage and location of nodes inwireless sensor networks.Cardei’s TianDalgorithm
[5], Wang’s CCP algorithm [6] and Liang’s Huang algorithm [7] are some effective
approaches in this context.

Chen et al. [8] proposed a fusion memetic scaffold (Hy-MFCO) for optimizing
coverage. From real-world experimentations and computer simulations, they pro-
duced the outcomes that specify that Hy-MFCO is proficient inmaximizing detection
coverage and, at the same moment, attaining energy effectiveness.

Liang et. al. [7] proposed a method that uses the adaptive group head communica-
tion method to guarantee that power burning is unprejudiced throughout the network
and can perk up the network time phase. Cardei et al. [5] designed a scheme to
ascertain a “maximum separation set coverage problem”. In this scheme, the nodes
that are incorporated in the utmost separation coverage area are in operation, while
residual nodes remain in dormant state. Thus, much energy is saved, and life cycle
of the network is enhanced. Jia et al. [9] presented a weighted genetic algorithm
and optimization coverage mechanism based on the genetic restriction algorithm.
According to the fitness function generated to perform the operation of the genetic
algorithm, a complete coverage province is needed for the guessing the finest set of
nodes and the absolute assortment of the work node, thus prolonging the endurance
of the network. Han [10] proposed a scheme anchored in a genetic algorithm cov-
erage programming and evolutionary inclusive search techniques to monitor all the
targets and that can discover the optimum coverage set, extending the life span of
the network.

3 Proposed Approach

3.1 Problem Formulation

In this study, the focal point of our work is to manage the POC coverage with least
energy efficiently. Consequently, our endeavor is to locate such specific set of sensor
nodes such that each POC is covered by at least one node. This hitch can be devised
mathematically as follows:

Optimization Model:

Min
∑

costi.ai i = 1, 2, 3, 4 . . .M
Subject to :∑

Ci,j ai ≥ 1, j = 1, 2, 3, 4 . . . N
xi = 1 or 0, i ∈ [1,M]
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where Costi is the outlay of stimulating ith sensor node; ai’s are the key assess-
ment variables which are determined by proposed approach. The proposed approach
decides the value of a zero if it should be inactive otherwise a is set 1. The objective
function diminishes the total number of nodes required to be activated such that each
POC in sensing vicinity is covered.

3.2 Absolute Sensing-Area Coverage Using Extended
Genetic Algorithm

The proposed “Absolute sensing-AreaCoverageUsing extendedGeneticAlgorithm”
(ASCeGA) comprises two optimization strategies: an extended GA approach for
schedule determination for sensor nodes and a stir-up proposal. The foremost scheme
deactivates superfluous nodes in clustered WSN in accordance with the proposed
schedule for nodes. The working of proposed approach is exemplified in Fig. 2.
The subsequent stir-up proposal handles the energy-proficient coverage optimiza-
tion every time. The initial populace is usually produced in random manner. Selec-
tion, crossover and mutation are genetic operations, which are used in evolutionary
process.

In the ASCeGA, we use the fitness function to evaluate the rectitude of every
individual solution (gene). After completion of genetic operations, we apply the
extended search to further improve the rectitude of the solutions. After extended
search, a novel populace of superior genes is produced. Individuals in the novel
populace are h in the vicinity of to the overall finest solution. Additionally, when
termination criterion is satisfied, it will be assumed that finest solution has been
found, and thus the evolutionary process will be ended.

Figure 1 depicts the genetic representation for the power-proficient coverage opti-
mization. There is X number of genes, and allele li,j denotes whether sensor node sj
in gene i is active or not. As there are M nodes, the length of each gene is M. Here,
we take fixed size of populace size for every populace generated in each generation.
With the aim to preserve power and attain the finest coverage ratio, a best schedule

Fig. 1 Genetic
representation used in the
ASCeGA
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for sensor nodes is included into the ASCeGA to dormant these superfluous nodes
(Fig. 2).

We also propose a coverage vector CV to characterize the coverage of each POCs.
By using the sensing coverage model (Sect. 3.1), we delineate the coverage vector
of si as CVi = [Ci, 1, Ci, 2, …, Ci, N], where si ∈ S. In the similar way, for another

Fig. 2 Flowchart of the ASCeGA
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sensor node s j ∈ S, the coverage vector is would be CVj = [Cj, 1, C j, 2, …, C j, N],
where i �= j. By using binary model, following synthetic coverage vector (SCV) can
be delineated for si and sj to symbolize whether a specified POC is covered by these
sensors.

SCV
(
si, sj

) = CVi ∨ CVj = [
Ci,1 ∨ Cj,1, Ci,2 ∨ Cj,2, . . . ,Ci,N ∨ Cj,N

]
where SCV designates a synthetic coverage vector, which determines whether si and
sj cover every POC in combined manner or not. Consequently, the SCV for a gene k
is delineated as follows:

SCV(k) = (
lk, 1.CV1

) ∨ (
lk, 2.CV2

)
. . . ∨ (lkM, CVM)

As the coverage assessment procedure is made simpler into binary operations, the
working of ASCeGA can be enhanced significantly. Additionally, we can establish
the coverage ratio (CoR) for the gene k by:

CoRk = ‖SCV(k)‖
N

where ‖SCV(k)‖ represents the number of POC covered by gene k. The utility ratio
(UR) of nodes for gene k is computed by:

URk =

N∑
p=1

lk, p

M

where
∑N

p=1 lk, p represents total nodes that have been chosen to be stimulated. We
delineate fitness function f k as the goodness of gene k and devise it as:

fk = CoRk − URk

Substituting CoRk and URk:

fk = ‖SCV(k)‖
N

−

N∑
p=1

lk, p

M

The constrained boundaries are 0 ≤CoRk ≤1, 0 ≤URk≤ 1 and 1≤ f k ≤1. Thus,
the solution encoded in gene k is considered better if it has higher value of f k.

Genetic Operations
Selection, crossover and mutation are the operations generally used in genetic

algorithms. For selection, we have numerous strategies but proportional fitness,
roulette wheel and fixture selections are mostly used. The fixture assortment strategy
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has been exploited in proposed ASCeGA. We have opted for this just because it
gives the best fitness of each generation more powerfully. In the fixture assortment
approach, a competition is organized among arbitrarily selected individuals and then
chooses the conqueror for crossover. In proposed ASCeGA, every allele signifies
the state of a sensor which is kept 1 for active and 0 for dormant. The gene with
elevated fitness value implies that the clustered WSN has an improved schedule for
sensor nodes while applying ASCeGA. The result of selection procedure is used for
crossover. A single-point crossover is used in crossover task.

After the crossover, we apply the mutation operation which changes one or more
values in any probable gene allele. It supports the whole GA to thwart the populace
from being ensnared in a local best solution. Therefore, the newly constructed indi-
vidual (gene) is added to the original gene pool. The concluding offspring have an
elevated fitness because of iterative operations of crossover as well as mutation.

Extended Search Scheme
In this research work, an extended exploration plan is derived so that proposed

ASCeGA converges rapidly thus further perk up the righteousness of the populace
computed by genetic operations. In this approach, we alter the value of every allele
from one to zero and keep the updated gene if the fitness value of new gene is greater
than the fitness value of original gene.

In this way, gene can be polished to an improved one if superfluous nodes are
found. Contrasting the traditional genetic approaches, the proposed ASCeGA gives
superior outcome by performing the extended search process. Using the developed
extended exploration scheme, the ASCeGA converges swiftly.

The ASCeGA keeps sprouting until a extinction condition is fulfilled. Here, the
evolutionary process is finishedwhen its optimal result is unaffected forη subsequent
generations.

Stir-up
Our stir-up mechanism comes into picture when active node looses its entire

energy. When such situation occurs, some POC becomes uncovered. Thus, some
dormant nodes are required to be stimulated to recover the coverage of uncovered
POCs.

After each transmission, each active sensor of gene is checked whether it is still
active or exhausted its whole energy. If one sensor si drains its entire energy, the BS

will re-examine the coverage of network and find the uncovered POCs
(
CVSi

uncovered

)
by taking exclusive OR between the original SCV of all sensor nodes including
sensor si, and the SCV without sensor si.

Let node si ∈ S, where S is the set of all sensor nodes, and i =1, 2, 3 … M.
The ui signifies the set of all adjacent sensors of si, where i =1, 2, 3 … M. If SCV
(synthetic coverage vectors) of some sensors which belong to ui, have overlapped
withCVSi

uncovered, let OPi be the set of such sensors. Additionally, let SOPi, k characterize
the k-th probable subset of OPi, and w is total number of subsets in OPi.

Process of the stir-up proposal
best_comb, best_value = 0;
map=[0, 0, …,0], res = [0, 0, …,0], length = N;
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If (sensor si has exhausted its energy and cannot work acceptably) then

    { Loop every element d of kOPS
{ map =CVd map ;}

res=map iS
unCV covered

 if 
1)(

1

kOPa ser ezis S
a > best_value then

  best_value=
1)(

1

kOPb ser ezis S
b

best_comb= kOPS
 ; 

      } 
output = best_comb; 
} 

{  Loop k =1 to w  

Stir-up proposal spawns a best schedule to stimulate and makes some sensors in
a dormant mode. As mentioned above, some dormant nodes will be activated by
BS according to the finest schedule of nodes generated by the stir-up method at the
commencement of the next round. If any sensor loses its complete energy yet again,
the sit-up method will re-examine the coverage and resolve to stimulate some other
sensor nodes to convalesce the uncovered POCs. In this way, we succeed to preserve
the coverage of POCs in effective manner.

4 Experimental Evaluation

We simulated our proposed approach in a field with dimensions 100m×100mwhere
10 POCs and 100 nodes disseminated randomly in a sensing field. All the POCs are
also deployed randomly.MATLAB is used to implement the simulations. The sensing
range Ra is assumed as 12.61 m considering 20% active nodes. Nodes with space
less than 12.61 m are delineated as neighbors. Number of generations to which the
optimization carried out is 30. Crossover rate (Rc) is 0.8, and mutation rate (Rm) is
0.006. Transmit/receive energy (Eelec) is 50 nJ/bit, amplification energy (Eamp) is
100 pJ/bit/m2, and data aggregation energy EDA is 5 nJ/bit/report. Location of base
station is (50, 200). Data packet size is 400 bits. Initial energy of each node is 0.5 J.

Figure 3 depicts the deployment of nodes and coverage for POCs after applying
the proposed optimal schedule.
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Fig. 3 Unvarying deployments of sensors and POCs

We evaluate our proposed approach with VP-NL [11] and FDA [12] and K cov-
erage GA [13]. We conducted simulations using the identical network mentioned
previously where nodes and POCs are deployed randomly.

Sensing coverage ratio is exemplified in Fig. 4 against number of rounds. This
figure noticeably designates that VP-NL and FDA provide meager capabilities in
maintaining coverage ratio (CoR). While the ASCeGA reaches to 0% sensing cov-
erage ratio at round number approx 4000 which is greater than all other compared
approaches.

Figure 5 shows the comparison of life span of propose and other approaches. We
detect that the sensors loose entire energy rapidly using VP-NL and FDA methods
because of lack of efficiency in scheduling strategy. Conversely, the K coverage
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GA and ASCeGA can deactivate the superfluous sensor nodes via node-scheduling
strategy that accumulate a large amount of energy, so the network life span can be
enhanced.

5 Conclusion

As sensor partakes in the network operations only for the time they have energy, then
energy competence in the blueprint of every aspect of such nodes is required. Energy
burning in sensors occurs chiefly due to computational processing. In this paper, we
designed an energy-proficient approach by exploiting the genetic algorithm so that
only minimum nodes should be active at any time and participate in communication.
If any active node dies, any sleeping node to recover the network coverage is woken.
Our experimental evaluation shows that by using the extensive genetic algorithm,
we attained the better network life span and coverage.
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Detection of Phishing Websites Using
Machine Learning

Ahmed Raad Abbas, Sukhvir Singh and Mandeep Kau

Abstract Phishing is defined as imitating a creditable company’s website aiming to
take private information of a user. These phishing websites are to obtain confiden-
tial information such as usernames, passwords, banking credentials and some other
personal information. Website phishing is the act of attracting unsuspecting online
users into revealing private and confidential information which can be used by the
phisher in fraud, blackmail or other ways to negatively affect the users involved. In
this research, an approach had been proposed to detect phishing websites by apply-
ing a different kind of algorithms and filters to achieve a reliable and accurate result.
The experiments were performed on four machine learning algorithms, e.g., SMO,
logistic regression and Naïve Bayes. Logistic regression classifiers were found to be
the best classifier for the phishing website detection. In addition, the accuracy was
enhanced when the filter had been applied to logistic regression algorithm.

1 Introduction

Online phishing is considered a criminalway to deceive users to reveal their important
information, like username, password, as it mentioned in Fig. 1, credit card detail,
etc., by pretending to be a trustworthy entity in the online communication. They get
the users trust by claiming that they are from a legitimate party, like well-known
services providers or financial institution such as bank or PayPal, etc., and then they
misguide the users to a fraudulent website to grab their credentials. Phishing was
considered a crime for the industrial economy, due to the massive loss which they
suffered [1].

The number of the phishing attempts according to APWG is getting higher and
expanding.
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Fig. 1 An example of phishing

The statistic reports have displayed that the entire phishing attack was enlarged
significantly from 180.577 to 263.538 cases from the last quarter of 2017 until the
first quarter of the year 2018. As for the monetary losses, it was massive [2].

A lot of users without realizing click on phishing domain daily. The hackers did
not just target the clients yet the companies as well. In the 3rd Microsoft Safer Index
Report, which was out on 2014, the phishing attacks can influence very high a 5
billion dollar. The lack of awareness of the users is the main reason behind this
huge lost [3]. So, security protectors must take an action for clients not to face any
harmful sites. The protectors mostly attempt to rise to awareness of the company
against phishing to prevent any damage and build immune security system which
can confront phishing and prevent it.

2 Literature Review

A new methodology [4] was proposed to detect phishing websites, by utilizing arbi-
trary forests, for example, the sorting algorithm with the aid of RStudio. Therefore,
they were able to extract eight features which they have found it to be the best and
work it out to achieve an overall accuracy as they claimed 95%.

A new system was introduced by Sahingoz [5] which involves using seven dif-
ferent algorithms, for example, the Decision Tree, Ad boost, K-star, KNN (n = 3),
Random Forest, SMO and Naïve Bayes. And 3 kinds of properties, and present them
as NLP based features, word vectors, and hybrid features. Meanwhile, they have
constructed their individual dataset with 73,575 URLs. This set comprises 36,400
legitimate URLs and 37,175 phishing URLs. Moreover, they have found that the
NLP-biased features have performed the best among the other features’ types. More-
over, the utilization of NLP grounded properties and word vectors jointly similarly
will increase the functioning of the phishing detection structure. Authors use [6] a
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nonlinear regression approach to detect if the website is phishing or not. They have
used harmony search and support vector machine metaheuristic algorithms to train
the system. And as they have claimed, harmony search preforms an improved exact-
ness percentage of 94.13% and 92.80% for training process, respectively, by utilizing
about 11,000 web pages has proposed [7] an anti-phishing method, which utilizes
machine learning by selecting nineteen different properties in the user’s part to dif-
ferentiate between phishing website and legitimate. They have used 2141 phishing
pages from Phish Tank and Open phish, and 1918 genuine web pages from Alexa
popularwebsites, someonline payment gateways, and some top bankingwebsites. By
means of the machine learning, their anticipated method achieved 99.39% accurate
percentage.

In other studies, such as [8], the researcher uses a hybrid technique by merg-
ing machine learning methods with image checking. A significant drawback of the
image/visual grounded phishing discovery was around the requirement of a prelim-
inary image database or previous familiarity (web history) of that web page; never-
theless, the given method is unrestricted of these barriers. They have implemented
three featured groups: hyperlink-based features, third-party grounded features, and
URL obfuscation features. Despite the have used third-party services, they manage
to achieve high accuracy with 99.55%.

In [9], a classifier model was adopted which is able to detect phishing sites in
a smart and computerized method by utilizing a dataset freely available. The used
random forest algorithm has achieved 97.36% accuracy, and as they claimed that
their outcomes exhibited that RF is quicker, strong and more precise than the rest of
the classifiers.

The authors of [10] studied specific features which can increase the accuracy
efficiency to detect the phishing websites. As they claimed in their study that (URL-
grounded features, domain-grounded features, page-grounded features and content-
grounded features) are the best features for machine learning-grounded discovery of
phishing sites.

The authors of [11] in their study have recommended three new features which
were measured with the current features. The investigational findings show that the
new features are very powerful in contrast with the current features. The new features
should be recognizable among the phishing and non-phishing websites.

3 Detection of Phishing Websites

The proposed approach architecture is shown in Fig. 2. This proposed work starts
with investigating the accuracy the phishing detection system with complete set of
features. Then, applying different algorithms on the divided or grouped features is
investigated.
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Fig. 2 Proposed approach architecture

3.1 Pre-processing

In the pre-processing stage, phishing website data was gathered fromUCI repository
website. Features have then been taken out from each website, all the features for
all websites are given by rows, and each row presents the possibility of the website
whether being legitimate, suspicious or phishing. By presenting different kind of
features which in return they were chosen very carefully to fulfill the gaps in the
phishing websites. Approximately, 30 features are presented, they were divided into
subgroups to cover all area of website phishing, and each group can deal with specific
and different area. The set of features were categorized into four collections: address
bar-based features (contains 12 features), abnormal-based features (contains 6 fea-
tures), HTML, JavaScript-based features (contains 5 features) and domain-based
features (consists of 7 features).

3.2 Selection of Features

As it was discussed before, the making of four groups is grounded on the structure
and the content of the website. This creates the collections as shown in Table 1.

Merged Groups Feature Selection:
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Table 1 Groups of the
features for phishing website
detection

S. no The features group Number of features

1 Address bar-based features 12

2 Abnormal-based features 6

3 HTML, JavaScript-based
features

5

4 Domain-based features 7

5 All the features 30

Table 2 Merged groups S. no The features group Number of features

1 Group (1 + 2) 18

2 Group (1 + 3) 17

3 Group (1 + 4) 19

4 Group (2 + 3) 11

5 Group (2 + 4) 13

6 Group (3 + 4) 12

All these groups had been combined in Table 2, where each group presents a
combination of two groups from the four features groups. The aim is finding the best
group of features to apply in area of phishing detection for more accuracy.

3.3 The Used Algorithms

Four supervisedML algorithms were used, to prepare and examine the overall exact-
ness with the grouped features for phishing websites detection. They were preferred
and selected because of their different training strategy they can be used to figure out
the mechanism and the rules of testing and learning, and the selected algorithms are
well-known and listed below:

NAÏVE BAYES
SMO
Logistic Regression
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3.4 Resample Filter

Resample filter adds instances to a class. This is understood by merely adding
instances from the class which has only few instances multiple times to the result
dataset. Produces a randomsubsample of a dataset using either samplingwith replace-
ment or without replacement. It balances the dataset by generating new data for the
minor class [12].

4 Experimental Results on Features Selection

The results show that the three algorithms have achieved almost same accuracy in
our test scenarios. However, the SMO classifier algorithm has the lowest mean of
accuracy in both feature selection and groups selection as it is plotted in Table 3.

The logistic regression has achieved overall the best/highest accuracy at almost
all the scenarios and features that had been tested. The logistic regression algorithm
has shown that when it comes to websites phishing detection with use of the WEKA
platform can detect the phishing attempts, and it can be considered as a reliable
algorithm. On the other hand, the algorithms SMO and Naïve Bayes their results
were in some cases very close but according to our dataset and our tests has shown
that the performance for both of these algorithms were not best results and SMO
algorithm consume a long time to process one test, this withdraw can affect the
detecting process.

5 Conclusion

This work principally comprises machine learning-based techniques to recognize
phishing websites. The used dataset contains 30 features, for more investigation
and analysis, the features of dataset had been divided into four groups, each group
contains related features, and then, their accuracy had been examined (precision and
recall). The groups merged, finally, six different groups had been obtained as a result
of this merging, and these groups had been analyzed to get the best results. All the
groups were tested with three classifiers, the logistic regression was found to be the
best regarding accuracy comparing with other classifiers. Then, a resample filter had
been added to balance the dataset, which in return helped to enhance the result of
logistic regression with accuracy rate of 93.8%.



Detection of Phishing Websites Using Machine Learning 1313

Ta
bl
e
3

O
ve
ra
ll
ac
cu
ra
cy

A
lg
or
ith

m
A
ll

A
dd
re
ss

A
bn
or
m
al

H
T
M
L
,J
A
V
A

D
om

ai
n

G
ro
up

G
1

G
2

G
3

G
4

G
5

G
6

N
aï
ve

B
ay
es

92
.9

89
.5

87
.2

55
.3

70
.6

92
.7

89
.6

90
86
.9

87
.9

71
.2

SM
O

93
.9

89
.5

86
.6

55
.2

69
.5

92
.8

89
.5

89
.5

87
.5

88
.7

69
.5

L
og
is
tic

re
gr
es
si
on

93
.8

89
.5

87
.3

55
.9

70
.8

93
.1

89
.6

91
87
.3

88
.8

71
.1



1314 A. R. Abbas et al.

References

1. Kirlappos I, Sasse MA (2012) Security education against phishing: a modest proposal for a
major rethink. IEEE Secur Priv 10(2):24–32

2. APWG (2017) APWG Reports| APWG. https://www.antiphishing.org [Online]. Available
https://www.antiphishing.org/resources/apwg-reports/

3. Katz J, Aspden P (1997) Motivations for and barriers to internet usage: results of a national
public opinion survey. Internet Res 7(3):170–188

4. Parekh S, Parikh D, Kotak S, Sankhe S (2018, April) A new method for detection of phishing
websites:URLdetection. In: 2018 second international conference on inventive communication
and computational technologies (ICICCT). IEEE, pp 949–952

5. Sahingoz OK, Buber E (2018) Machine learning based phishing detection from URLs. Expert
Syst Appl. p 1–32

6. Rao RS, Pais AR (2018) Detection of phishing websites using an efficient feature-based
machine learning framework. Neural Comput Appl. 1–23

7. Subasi A, Molah E, Almkallawi F, Chaudhery TJ (2017, November) Intelligent phishing web-
site detection using random forest classifier. In: 2017 international conference on electrical and
computing technologies and applications (ICECTA). IEEE, pp 1–5

8. Buber E,DemirÖ, SahingozOK (2017, September) Feature selections for themachine learning
based detection of phishing websites. In: 2017 international artificial intelligence and data
processing symposium (IDAP). IEEE, pp 1–5

9. Abunadi A, Akanbi O, Zainal A (2013, December) Feature extraction process: a phishing
detection approach. In: 2013 13th international conference on intellient systems design and
applications. IEEE, pp 331–335

10. Domingos P, A general method for making classifiers cost-sensitive. Artificial Inelligence
Group, Instituto Superior Técnico, Lisboa, 1049–001

11. Babagoli M, Aghababa MP, Solouk V (2018) Heuristic nonlinear regression strategy for
detecting phishing websites. Soft Comput 1–13

12. JainAK,GuptaBB (2018) Towards detection of phishingwebsites on client-side usingmachine
learning based approach. Telecommun Syst 68(4):687–700

https://www.antiphishing.org
https://www.antiphishing.org/resources/apwg-reports/


Smart Drip Irrigation Using IOT

Smita Deshmukh, Swati Chavan, Prajakta Zodge, Pooja Dalvi
and Akshaykumar Jadhav

Abstract Aswecan see in today’sworld, only somedevices likePCs andmobiles are
connected to the Internet. Nowadays, the world is copiously surpassed by the Internet
and the internet of things. The Internet is used for the rudimentary need of all human
beings [3]. IoT represents the concurrence of advances in minimization, wireless
connectivity, enhances batteries and data storage capacity, and without sensors, IoT
is not possible. It simply means to monitor a physical device or machine, or it is
inter-networking of physical devices which is entrenched with electronics, sensors,
software, and network connectivity to facilitate it to achieve greater value and services
by swapping datawith the producer [1]. IoT permits objects to be sensed or controlled
remotely across the network infrastructure. The result improves accuracy, economic
benefits, efficiency and reduces the intervention of a human. In this paper, we are
going to deal with rudimentary and imperative perceptions of IoT and its scope in the
forthcoming future. This paper studies the need for IoT in day-to-day life for different
applications and gives fleeting information about IoT. IoT contributes significantly
toward revolutionary farming approaches. So, we are trying to demonstrate IoT in
the automatic watering system [2]. An automatic watering system monitors and
preserves the approximate moisture gratified in the soil. Raspberry Pi is used as a
microcontroller to implement the control unit. The setup uses the temperature sensor,
moisture sensor and humidity sensor which measure the approximate temperature,
moisture and humidity in the land. This value empowers the system to use belonging
quantity of water which avoids over/under irrigation.
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1 Introduction

Agriculture is and will be the backbone of Indian economy [3]. Irrigation scheduling
is one of the solutions of the questions of “When do I water?” [4]. In our country,
monsoon rainfall is irregular and uneven. We have only 4% of the world’s fresh-
water resources to satisfy the agricultural needs for our 1.324 billion population,
and improper method of irrigation is the primary reason for water wastage in agri-
culture [5]. Automatic irrigation is easy to configure, and it helps to save energy
and resources. To make sustainable agriculture and prevent water wastage, smart
drip irrigation using IoT is proposed [6]. Sensors are physical device which con-
verts device parameter to electric signal on which we control whole system [6]. The
objective of this system is to render a reliable, robust, efficient and intelligent drip
irrigation controller device-based system which is smart enough to analyze distinct
parameters of a field like moisture, temperature, humidity, etc., and provides a water
delivering schedule in a targeted manner near the root zone of the crop to ensure all
the crops get enough water for their healthy growth, thereby reducing manual inter-
vention of farmer [7]. Sensors measure the field parameter which helps to reduce
wastage of water than other systems [8]. The system analyzes the soil quality to avoid
soil erosion [9]. It provides capability to farmer for control system through Android
application. The system uses emitter lines with different nozzles that can control
water flow so that plants like succulents can get less water, while plants with high
water requirements can get more and keep a check on the amount of water used for
irrigation [8]. The system gathers local weather information and some even factors
in the field landscape (types of plants, soil quality, slopes, etc.) to make irrigation
run-time adjustments, so the crops always receive the appropriate amount of water
[7]. In order to inform the farmer about exact field condition and provide manual
control over the system, system incorporates the concept of IoT (internet of things)
via mobile app [10]. The Android application has a user interface (UI) which will
show all the data to user in graphical format [11]. System provides benefit of both
reduction of labor cost and water wastage.

2 Existing System

The prior system consists ofmainly two parts hardware and software [8]. In that, soft-
ware is a web page designed by using PHP, and soil content monitored by hardware
part [8]. The existing system consists of Arduino along with sensors which monitor
the soil moisture content and accordingly irrigating the fields as when needed [8].
This system introduced a GSM-SMS secluded measurement and control system for
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farms based on PC-based database system which are connected with the base sta-
tion, which is developed by using a microcontroller, GSM module, actuators and
sensors. Many conditions like the status of electricity, running status of a motor,
increased/decreased temperature, changing a level of moisture will be informed to
the users via SMS on GSM network or by Bluetooth [8]. The system receives and
sendsmessages throughGSMmodule, and parameters like temperature, air humidity
and moisture which are set by the central station are measured in every base station.
Parameter is exchanged between a far end and designed system via SMS on GSM
network. A SIM with 3G data pack inserted into a system which provides IoT fea-
tures to the system. This system sets the irrigation time depending on reading from
sensors and type of crop, and it can automatically irrigate the field when needed.
The sensor parameters regularly updated on a web page by using the GSM-GPRS
SIM900A parameter.

3 Proposed System

Features of Smart Drip Irrigation Using IOT:

1. Automated drip system collects real-time data of the water content in the root
zone of the crop as an input argument, correlates it with other parameters such as
temperature, humidity, insolation, light-intensity, barometric pressure of envi-
ronment and outputs the precise amount of water/fertilizers required for the
crop.

2. Water Source: The water level in the water reserve is kept in check by the SDIS,
and the farmer is informed accordingly.

3. Real-time monitoring: System comprises a mobile app and GSM messaging
facility which enable the farmer to remotely monitor the status of the field by
knowing the sensor values.

4. Customization: A farmer can monitor and control the valve/motor status and
set the desired crop moisture level by operating a mobile app or through GSM
messaging service.

5. Set Preferences: Through the mobile app, a farmer can select the crop type, soil
type preferences to adjust the system for a specific type of crop.

This is smart drip irrigation using IoT is the systemwhich is designed to minimize
water wastage in agriculture. It is cost effective, any farmer can use it in farm fields,
and it increases productivity and saves water resources.

4 Working:

The smart drip irrigation using IoT comprises four major sections which are as
follows:
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Sensor section:System collects real-time data of thewater content in the root zone of
the crop as an input argument, correlates it with other parameters such as temperature,
humidity, insolation, light-intensity, barometric pressure of environment and outputs
the precise amount of water/fertilizers required for the crop. The water level in the
water reserve is kept in check by the system, and the farmer is informed accordingly.
Control section:Raspberry Pi monitors the system based on approximate parameter
calibrated by various sensors. It defines the threshold value based on which it takes
decisions whether to irrigate or not irrigate the field. SIS provides offline communi-
cation via GSMModule, an online communication via mobile app to notify the user
exact condition of field.

GSM module (offline):

• Control the motor/valve status via SMS.
• Set the desired crop moisture level.
• Monitoring different parameters of the crops like moisture, temperature, humidity,
soil fertility, insolation, light-intensity, barometric pressure of the environment.

• Monitor the status of water reserve and weather patterns.

Android application (via the Internet):
A farmer monitors and controls the valve/motor status and sets the desired crop

moisture level by operating the mobile app.
IoT section:
Machine learning algorithm:

• Monitors different parameters of the crop, water reserve, weather patterns and
supervises the irrigation.

• Maintains records of different crop parameters and corresponding weather
conditions.

• Performs analysis on historical data to predict the performance and watering needs
of crop and recommends optimum practices to avoid any damage to the crops.

• Notifications to the farmer via mobile app and GSM.

E-Plant: (Mobile app)

• Controlling the motor/valve status.
• Set the desired crop moisture level if necessary.
• Monitoring different parameters of the crop, water reserve and weather patterns.
• Selection of plant type, soil type as per farmer requirement.
• Day-wise graphical analysis of crop data.
• Predictions and recommendations based on the performance of the crop.
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Block Diagram
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Screenshot
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5 Conclusion

In our India, most of the water is consumed in agriculture activity. The methodology
was designed in the way such that it monitors temperature, humidity, moisture in the
soil, and the project provides an occasion to learn the existing systems, along with
their topographies and downsides. The approach can be used to switch the motor
depending on the favorable condition of plants, i.e., sensor values, thereby system-
atizing the process of irrigation, which helps to anticipate over or under irrigation of
soil, thereby avoiding crop damage which is one of the most time-efficient activities
in farming. The farm owner can observe the development online through an Android
app. This research work determined that there can be a significant advancement in
farming with the use of IoT and automation.
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An Efficient Scheduling Algorithm
for Sensor-Based IoT Networks

M. Deva Priya, T. Suganya, A. Christy Jeba Malar, E. Dhivyaprabha,
Prajith Kesava Prasad and L. R. Vishnu Vardhan

Abstract Internet of Things (IoT) based networks with sensors are energy and delay
stringent. Efficient scheduling algorithms for IoT-based networks are the need of the
hour. Nodes with selfish behavior degrade the performance of the network. Hence, a
scheduling algorithm that schedules packets based on their emergencies and priorities
yields better results. In this paper,M/M/1 andM/M/N scheduling scheme to schedule
Emergency packets (E-packets) and Regular packets (R-packets) is proposed. The
next-hop nodes are chosen based on the trust value of nodes. It is seen that the
proposed scheme yields better results in terms of Packet Delivery Ratio (PDR),
end-to-end delay, throughput and routing overhead.
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1 Introduction

Internet of Things (IoT) is a technology in which devices including sensors are
connected through the Internet. It comprises of a large network including people
and things which accumulate and share data depending on the surrounding envi-
ronment and their usage [1]. IoT systems are versatile and find their applications in
diverse fields due to their flexibility in adapting to any environment. It is a powerful
technology with devices that are capable of supporting data collection, automation,
operations, etc.

A Wireless Sensor Network (WSN) includes several hundreds and thousands of
tiny sensors that sense,monitor,measure, process and communicate thevalues of real-
world parameters such as heat, humidity and weather [2]. These networks are more
economical in contrast to traditional wired networks with sensors. The sensors are
energy stringent and have limited lifetime. The sensors are equippedwith transceivers
involving less power that aid in collecting data. To preserve the cost effectiveness
of WSNs, they are made of small batteries. This becomes a challenge as energy is a
factor that determines the lifetime of a network [3, 4].

1.1 Selfish Node Attack

InWSN, nodes forward data packets to their neighbors consuming bandwidth, energy
and memory. Selfish nodes maintain communication with desired nodes and forward
packets, but decline to collaborate with other nodes. They do not share resources
with others but use them only for their own necessity. They conserve their own
resources, but drain others’. They do not forward or retransmit packets leading to
loss of communication and degradation of performance of network [5].

2 Related Work

In this section, the scheduling schemes proposed by various authors for WSNs are
discussed. Backpressure Scheduling (BS) is not suitable for Emergency IoT (EIoT)
as the queueing model is inefficient for scheduling Emergency packets (E-packets).

Tassiulas and Ephremides [6] have propounded a traditional BS scheme which
was later extended to Mobile Ad hoc Networks (MANETs) [7], cellular networks
[8], WSN [9], energy stringent sensor networks [10], WSNs for multimedia [11] and
multi-hop wireless networks.

Sridharan et al. [12] have designed a protocol for rate control based on the BS
scheme. The throughput in a network is improved by the propounded data aggrega-
tion scheme. The overall network stability is maintained by conserving energy in a
network [13].
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Moeller et al. [9] have proposed a BS scheme different from path-based schemes.
In path-based schemes, loops are absent and packets are transmitted through shorter
paths. In the modified BS scheme, the delay of BS is reduced and unnecessary long
path and loop problems are circumvented. These issues can be avoided by computing
the weights based on the difference in queue backlog.

Similarly, Dvir and Vasilakos [14] have proposed a hop count-based scheme
wherein packets are transmitted to a controlled area. Ying et al. [15] have designed
a clustering-based BS scheme wherein two types of queues namely, inter-cluster
queues and intra-cluster queues are maintained in each node.

The number of queues and the end-to-end delay are reduced when the traditional
BS scheme uses Last in First Out (LIFO) queue instead of First in First Out (FIFO)
queue. Alresaini et al. [16] have pre-computed the queue backlogs, enabling the net-
work to generate backlog difference gradients on low network loads. The end-to-end
delay is acceptable as the per-neighbor queue replaces the traditional backpressure
queue model.

Huang et al. [17] have examined the tradeoff between LIFO and FIFO queue
models. It is seen that the average energy consumption of BS scheme converges
gradually. They have not dealt with queuing emergency packets.

Ji et al. [18] have focused on reducing the forwarding packet delay by employing
a computation method for weighted queues. To deal with the packets at the end of
the queue, packet delay-based link weight assignment is done.

Hu and Gharavi [19] have found paths using a greedy approach. The hop count
is based on the lengths of the shortest paths.

It is seen that, in the recent past, BS schemes have gained much attention [20].
A distributed gradient-based backpressure framework [21] is proposed for WSNs
to deal with optimization of energy and throughput. Venkataraman et al. [22] have
designed aBS scheme that incorporates trust factor into linkweights. Zheng et al. [23]
have propounded a network model, wherein the scheduling is dealt in the task layer.
Each task comes with a scheduling policy, followed by an application-dependent
transmission.

3 Existing System

Two existing schemes are discussed in this section namely, Last in First out (LIFO)
Backpressure Scheduling (BS) scheme and Event-Aware Backpressure Scheduling
(EABS) scheme.
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3.1 Last in First Out (LIFO) Backpressure Scheduling (BS)
Scheme

Packets in a network may be regular or important. Some packets may be important
as they pertain to emergency events and demand faster transmission.

LIFO BS scheme focuses on changing the traditional FIFO queue to LIFO [9].
Routing decisions are based on the difference in queue backlogs which is acceptable
for network with low loads. This may lead to longer and loop path problem. The
packets transmitted in a network can either be Emergency packets (E-packets) or
Regular packets (R-packets). The end-to-end delay increases with the increase in the
number of packets. If a common scheduling scheme is proposed to handle both the
packet types under LIFO BS scheme, E-packets will not be effectively serviced [12].

The E-packets are scheduled through shortest paths in a non-congested network.
They are delivered to the destination at the earliest. However, long paths, even
paths with loops may be selected in the traditional BS scheme. As the network
load increases, the numbers of loops also increase, leading to more end-to-end delay.
Guaranteeing the performance of a scheduling algorithm for E-packets is challenging
[13].

3.2 Event-Aware Backpressure Scheduling (EABS)

Event-Aware Backpressure Scheduling (EABS) scheme chooses the next-hop node
by integrating shortest path selection with the BS scheme. The E-packets are sent
through shortest paths. The difference in queue backlogs is considered to circum-
vent congestion. The end-to-end delay is reduced with an increase in the forwarding
percentage [14]. E-packets are to be delivered to the destination within the stipu-
lated time. For example, in case of fire, packets with temperature details should be
forwarded quickly. The number of E-packets is limited. Distance-weighted method
reduces the end-to-end delay of packets. E-packet is given priority and forwarded to
the nodes closer to the destination. When multiple E-packets are to be forwarded,
the one with the least deadline is chosen to be forwarded [24].

4 Proposed System

Selfish nodes degrade the performance of a network. The proposed Secure Event-
Aware Backpressure Scheduling (SEABS) scheme considers the E-packets in a net-
work that is prone to selfish node attacks and assigns more weight to them. In EABS,
though the queuing delay is reduced for E-packets, the dropping of packets is not
taken into consideration. The proposed SEABS scheme deals with the selfish node
attack.
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Assume that some intermediate nodes act as selfish nodes and drop the Route
Request (RREQ) packets. The E-packets should be capable of traversing through the
network and reaching the destination quickly. In the proposed scheme, two queues
namely, M/M/1 or M/M/n are used. The RREQs that are broadcast are put into the
M/M/n queue, and the Route Responses (RREPs) are scheduled in an M/M/1 queue,
as the E-packets are unicast when selfish node behavior is sensed in the network.

The scheduler is supported by a packet classifier, which classifies the packets as R-
packets and E-packets. The E-packets are given priority, and the scheduler forwards
the packets through the nodes with better trust value.

The E-packets are scheduled using higher priority M/M/1 queue. R-packets are
scheduled using M/M/n Queue.

The backlog of queue ‘Q’ at a node at time slot ‘t + 1’ is given by ‘QBT(t + 1)’.

QBT(t + 1) = QTR(t) + RegQDES(t) + EmgQDES(t) (1)

where

QBT(t) Queue backlog at time slot ‘t’
QTR(t) Queue transmission rate at time slot ‘t’
RegQDES(t) Number of R-packets arriving at a queue
EmgQDES(t) Number of E-packets arriving at a queue

The selected queue ‘qsel’ is given by,

qsel =
{
QSRC

TR (t) − HCDES − HCSRC

HCSRC
.QDES

TR (t)

}
(2)

where

QSRC
TR (t) Queue backlog at source at time slot ‘t’

QDES
TR (t) Queue backlog at destination at time slot ‘t’

HCSRC The hop-count at source
HCDES The hop-count at destination

The trustworthiness of node ‘y’ by node ‘x’ is given by the following equation.

Trustyx = mc + µms

mt + µma
(3)

where

µ Probability that the link remains active and correct
mc Transmitted message found to be correct
ms Successful transmissions
mt Total number of messages not destined but transmitted by ‘x’ to ‘y’
ma Total number of attempted transmissions
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After selecting the forwarding queues, the distance weight ‘w’ can be expressed
as,

w =
(
HCqsel

DES − Hqsel
SRC

)
Hqsel

SRC

(4)

where

HCqsel
DES The hop-count at the source for the selected queue

Hqsel
SRC The hop-count at destination for the selected queue

Weighted queue backlog difference ‘w(t)’ is given by,

w(t) = Trustyx · {(
Qqsel

BT(t) − w ∗ Qqsel
BT(t)

)}
. (5)

where

Qqsel
BT(t) Queue Backlog at time slot ‘t’ of the selected queue

The node with maximum ‘w(t)’ is selected as the next-hop node.

5 Performance Evaluation

Network Simulator-2 (Ns-2) is used for simulations. A total of 50 mobile nodes are
randomly deployed in a rectangular area 1000 m × 1000 m.

The capacity of the wireless channel capacity is taken as 2 Mbps. The simulation
period is taken as 50 sec.

The performance is analyzed by varying the number of selfish nodes. The packet
size is fixed to 512 bytes. The random waypoint model is used.

The performance of the proposed Secured Event-Aware Backpressure Scheduling
(SEABS) scheme is compared with the existing Last in First out (LIFO) Backpres-
sure Scheduling (BS) scheme and Event-Aware Backpressure Scheduling (EABS)
scheme. The performance is analyzed in terms of Packet Delivery Ratio (PDR),
throughput, end-to-end delay and routing overhead. It is seen that the proposed
SEABS offers better PDR and throughput, involving less end-to-end delay and
routing overhead in contrast to the existing BS and EABS schemes (Figs. 1, 2,
3, 4).

The proposed SEABS offers 1.5 times and 1.2 times better PDR in contrast to the
existing BS and EABS scheduling schemes respectively. Similarly, it yields 3 and
1.8 times better Throughput when compared to BS and EABS scheduling schemes
respectively. The existing schemes BS and EABS schemes respectively involve 2 and
1.5 times more delay when compared to the proposed SEABS scheme. Similarly,
they involve 1.8 and 1.6 times more routing overhead in contrast to SEABS.
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Fig. 1 Packet delivery ratio

Fig. 2 Throughput

6 Conclusion

In this paper, a Secured Event-Aware Backpressure Scheduling (SEABS) scheme is
propounded. The performance of the proposed system is compared with Last in First
out (LIFO) Backpressure Scheduling (BS) scheme and Event-Aware Backpressure
Scheduling (EABS) scheme. As the next-hop nodes are selected based on theweights
computed by taking the trust value and the weighted queue backlog difference, the
proposed scheme outperforms the existing schemes.
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Fig. 3 End-to-end delay

Fig. 4 Routing overhead

References

1. Chen H, Jia X, Li H (2011) A brief introduction to IoT gateway. In: Proceedings of the IET
InternationalConference onCommunicationTechnology andApplication, ICCTA, pp 610–613

2. Ian I, Su W, Sankarasubramaniam Y, Cayirci E (2002) Wireless sensor networks: a survey.
Comput Netw 38(4):393–422

3. Abbasi AA, Younis M (2011) A survey on clustering algorithms for wireless sensor networks.
Comput Commun 30(14–15):2826–2841

4. Boyinbode O, Le H, Takizawa M (2011) A survey on clustering algorithms for wireless sensor
networks. Int J Sp-Based Situat Comput 1(2–3):130–136



An Efficient Scheduling Algorithm for Sensor-Based IoT Networks 1331

5. Das SK, Saha BJ, Chatterjee PS (2014) Selfish node detection and its behavior in WSN.
In: Proceedings of the IEEE International Conference on Computing Communication and
Networking Technologies, ICCCNT, pp 1–6

6. Tassiulas L, Ephremides A (1992) Stability properties of constrained queueing systems and
scheduling policies for maximum throughput in multihop radio networks. IEEE Trans Autom
Control 37(12):1936–1948

7. NeelyMJ,ModianoE,RohrsCE (2005)Dynamic power allocation and routing for time-varying
wireless networks. IEEE J Sel Areas Commun 23(1):89–103

8. Andrews M, Kumaran K, Ramanan K, Stolyar A, Vijayakumar R, Whiting P (2000) CDMA
dataQoS scheduling on the forward linkwith variable channel conditions. Bell Lab TechMemo
4:1–45

9. Moeller S, SridharanA,Krishnamachari B,GnawaliO (2010)Routingwithout routes: the back-
pressure collection protocol. In: Proceedings of the 9th ACM/IEEE International Conference
on Information Processing in Sensor Network, pp 279–290

10. Liu L, Jiang J, Shu L, Hancke G (2017) Analysis of energy-efficient connected target coverage
algorithms for industrial wireless sensor networks. IEEE Trans Industr Inf 13(1):135–143

11. Majidi A, Mirvaziri H (2014) BDCC: backpressure routing and dynamic prioritization for
congestion control in WMSNs. Int J Comput Netw Inf Secur 6(5):29

12. SridharanA,Moeller S, Krishnamachari B (2005) Investigating backpressure based rate control
protocols for wireless sensor networks, vol 7. USC EE CENG technical report, CENG-2008

13. NeelyMJ, Urgaonkar R (2009) Optimal backpressure routing for wireless networks withmulti-
receiver diversity. Ad Hoc Netw 7(5):862–881

14. DvirA,VasilakosAV (2010)Backpressure-based routing protocol forDTNs.ACMSIGCOMM
Comput Commun Rev 40(4):405–406

15. Ying L, Srikant R, Towsley D, Liu S (2011) Cluster-based back-pressure routing algorithm.
IEEE/ACM Trans Netw (TON) 19(6):1773–1786

16. Alresaini M, Sathiamoorthy M, Krishnamachari B, Neely MJ (2012) Backpressure with adap-
tive redundancy. In: Proceedings of the IEEE International Conference on Backpressure with
Adaptive Redundancy, pp 2300–2308

17. Huang L, Moeller S, Neely MJ, Krishnamachari B (2013) LIFO-backpressure achieves near-
optimal utility-delay tradeoff. IEEE/ACM Trans Netw 21(3):831–844

18. Ji B, Joo C, Shroff NB (2013) Delay-based back-pressure scheduling in multihop wireless
networks. IEEE/ACM Trans Netw 21(5):1539–1552

19. Hu B, Gharavi H (2014) Greedy backpressure routing for smart grid sensor networks. In:
Proceeding of the 11th IEEE Consumer Communications and Networking Conference, pp
32–37

20. Jiao Z, Yao Z, ZhangB, Li C (2014) A distributed gradient-assisted anycast-based backpressure
framework for wireless sensor networks. In: Proceedings of the IEEE International Conference
on Communications (ICC), pp 2809–2814

21. Jiao Z, Zhang B, Gong W, Mouftah H (2015) A virtual queue-based back-pressure scheduling
algorithm for wireless sensor networks. EURASIP J Wirel Commun Netw 1(35)

22. Venkataraman R, Moeller S, Krishnamachari B, Rao TR (2015) Trust–based backpressure
routing in wireless sensor networks. Int J Sensor Netw 17(1):27–39

23. Zheng X, Cai Z, Li J, Gao H (2017) A study on application-aware scheduling in wireless
networks. IEEE Trans Mob Comput 16(7):1787–1801

24. Qiu T, Qiao R, Wu DO (2018) EABS: an event-aware backpressure scheduling scheme for
emergency Internet of Things. IEEE Trans Mob Comput 17(1):72–84



Cost-Based Meta-Task Scheduling
Algorithm for MultiCloud Computing
(CBMTSA)

B. J. Hubert Shanthan and L. Arockiam

Abstract MultiCloud plays vital role in providing the heterogeneous types of
resources to the user on-demand with minimum cost and time. Resource manage-
ment and scheduling act as an influential aspect in the improvement of the perfor-
mance of the MultiCloud environment. Scheduling deeds a considerable challenge
in the distributed heterogeneous multiple cloud systems. The existing min-min algo-
rithm is suitable for smaller number of tasks. The tasks are allocated to the VMs
with high-processing speed. The proposed cost-based meta-task scheduling algo-
rithm (CBMTSA) is feasible for the passive autonomous task-based scheduling for
MultiCloud systems. Scheduling and rescheduling are two stages involved in this
algorithm. Scheduling stage is used to allocate the tasks to the high-speed VMs.
Makespan value is computed in the scheduling stage. The computed makespan is an
outset value for rescheduling the tasks. The rescheduling stage is used to reschedule
the tasks from high-speed VMs to low-speed VMs. The CBMTSA surpasses the
existing min-min algorithm. Makespan, execution cost, and cloud server utilization
ratio are the metrics considered in this algorithm.

Keywords MultiCloud · CBMTSA · Makespan · Execution cost · Scheduling
stage · Rescheduling stage

1 Introduction

A cloud is an inevitable technology which provides the storage, computation, and
communication resources to the users connected to the Internet [1]. In MultiCloud
the cost is charged based on the usage of the VMs [2]. Platform as a Service (PaaS)
[3], Software as a Service (SaaS) [4] and Infrastructure as a Service (IaaS) are three
major models in the cloud [5]. The SaaSmodel is designed for the end users to access
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through simple Web browser. IaaS service model is used for storage, computation,
and communication process among the virtual machines [6]. PaaS model is used for
the programmers to deploy and create their applications [7]. In theMultiCloud, there
are heterogeneous types of service providers with different pricing schemes based on
the SLA terms between CSPs and CSUs. MultiCloud is an advancement of the cloud
and it offers different types of cloud services from other cloud service providers [8].
The resource scheduling in MultiCloud is a tedious process. The solutions obtained
from the existing heuristics-based approaches do not reduce both cost and time
simultaneously [9]. The failure rate is comparatively less in the static scheduling,
when compared with the dynamic scheduling algorithms [10].

The main purpose of this article is to propose a cost-Based meta-task schedul-
ing algorithm (CBMTSA) curtails the execution rate of the virtual machines in the
MultiCloud environment and increase the resource utilization of the cloud server.
Section 2 narrates the existing literature works of the algorithm. Section 3 elucidates
the propounded CBMTSA. The Sect. 4 gives results and discussions and Sect. 5
concludes with research findings and list out the future directions of research.

2 Related Works

Lucas-Simarro et al. [11] proposed an optimized service deployment scheduling
strategy forMultiCloud environment. Themodular broker architecturewas suggested
based on cost optimization criteria. The user constraints such as budget, performance,
VM placement, and load balancing under different environmental conditions such
as static and dynamic were considered in their approach.

Kokilavani andAmalarethinam [12] articulated an independent and load-balanced
scheduling algorithm to dwindle the makespan and to use the underutilized cloud
servers. The algorithm comprised of two stages namely scheduling and rescheduling.
The scheduling stage was used to allocate and execute the tasks to the VM with
minimum execution time. The computed makespan value in the scheduling stage
was used as a threshold value.

Tang et al. [13] developed amechanism for sharing the service provider resources.
The mechanism was designed to analyze the demands of the user and the pricing
policy was designed for the anticipating users. Nash equilibriumwas a strategy based
on the game theory developed to solve the bidding problem among the users.

Amalarathinam et al. [14] enlightened a customer-oriented cost-based task
scheduling algorithm for cloud. The algorithm was designed with economical cost
of the user. The price was computed based on the duration the tasks were executed
in the virtual machines. Monetary cost and makespan were used to improve the
performance of the cloud systems.

Panda et al. [15] proffered a scheduling algorithm for allocation of the tasks in the
MultiCloud environment. Makespan and rate of utilization of the cloud server are
the parameters considered in this algorithm. Allocation, matching, and scheduling
are the stages used in that algorithm. The VMs with minimum competition time are
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selected in the matching stage. The first-come-first-serve (FCFS) basis mechanism
was followed in the matching stage. The allocation stage acted as an intermediate
layer between matching and scheduling stage.

Elkader [16] expressed a novel computation-based load balance aware scheduling
algorithm for cloud. The algorithm comprised of two stages namely fill and spill.
The fill scheduler was used to schedule the task based on the VM capabilities in each
cloud. The spill scheduler was used to execute tasks with the VM.

Mei et al. [17] analyzed a mechanism to increase profit among the cloud service
providers. The pricing model was designed for short-term and long-term users. The
existing pricing model was emphasized on long-term users. The cloud broker acted
as aMultiCloud agent between service provider and the cloud clients. The optimized
multi server M/M/N/n queuing model was used to configure the VM for the user-
defined tasks. The queuing model helped to analyze the factor that affects the profit
in the cloud service providers.

Ali and Alam [18] suggested a mechanism for the allocation of the tasks with
minimum length to the VM with minimum completion time. The algorithm was
developed based on the standard min-min algorithm. The algorithm emphasized on
the smaller tasks and the waiting times for larger tasks were increased exponentially.

Mihailescu and Teo [19] extended dynamic pricing scheme for the MultiCloud
environment. Dynamic pricing scheme increased the efficiency of resource usage by
the customers. The pricing strategies were decided based on the resource demand of
the customers. The VMs in the cloud are charged high when the customer requests
are peak on demand. The VMs are charged with less cost when the customer requests
are low.

Ibrahim et al. [20] enlightened a task-based scheduling algorithm for the Multi-
Cloud. The pricingmodel forMultiCloud is designed in this algorithm.The algorithm
was designed to decrease the makespan and minimize the execution time and cost.
The pricing models of the companies such as Google Cloud and Amazon EC2 were
used in this algorithm.

3 Cost-Based Meta-Task Scheduling Algorithm (CBMTSA)

Figure 1 depicts the working mechanism of CBMTSA algorithm.
Scheduling and rescheduling are vital stages involved in this algorithm.
The input values are given in the form of ETC matrix for the scheduling stage.
The ETC matrix comprises of execution time of the tasks given by the user to the

virtual machines.
The formula for ETC calculation is given by the Eq. (1)

ETCij = ISi/PSj (1)

where ISi denotes millions of instructions (MI) which is also known as task length
and PSj denotes millions of instructions per second (MIPS) also known as virtual
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Fig. 1 Methodological diagram of CBMTSA algorithm

machine processing speed. The completion time of each task is computed by the
sum of expected execution time and the virtual machine ready time. The formula for
completion time is given below in the Eq. (2).

CTij = ETCij + Rti (2)

where ETCij denotes the ETC matrix and RTi denotes the ready time of each virtual
machine available in the MultiCloud.

The tasks from the ETCmatrix are scheduled based on their minimum completion
time. The tasks withminimum execution time are allocated to the VMwithminimum
completion time. Cloud manager acts as a centralized controller between cloud user
and cloud service provider. Cloud manager selects tasks from the ETC matrix based
on the first-come-first-serve (FCFS) order.

The manager computes the completion time of all the VMs in the MultiCloud
environment. After the computation process, cloud manager selects the VMs that
give minimum earliest completion time and assign the task to the VMs of the cor-
responding cloud. The ready time for all VMs in the clouds is updated after the
allocation of the tasks. The makespan value of VMs in each cloud is computed. The
makespan value is obtained from the scheduling stage of each VM and stored as an
outset value. The cost computed is based on the processing speed of the VMs. The
VMswith high-processing speed requires more cost and it completes the tasks within
minimum time. The low-speed VMs require very low cost and their completion time
is extremely high when compared to the high-speed VM.
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The cloud VMs server utilization ratio is given below in the Eq. (3).

Pr
(
VM j

) =
n∑

j=1

VM j ∗ Cost (3)

where VMj denotes the computation time of the jth virtual machine. Cost denotes
the price of the accessing VMs in the cloud. In the scheduling stage, the high-speed
VMs are emphasized and they are too expensive. It is not suitable for the users
who demand low-cost resources. So, to overcome this conflict, rescheduling stage is
introduced to reduce the execution cost of the VM and to increase the idle utilization
of VMs. The cloud manager selects the tasks with minimum execution time from the
high-speed VMs. The selected task is rescheduled to low-speed VMswith maximum
completion time. The computed makespan value in the rescheduling stage must not
exceed the threshold value computed in the scheduling stage. The rescheduling stage
balances the load among the virtualmachines in the cloud and also reduces the overall
maximum completion time of the tasks. The formula for cloud resource utilization
ratio calculation is given by the Eq. (4)

CRUi j = suci
Num_T

∗ 100 (4)

where Suci denotes the successive completion of tasks in each cloud, Num_T
represents the number of tasks available in the clouds.

3.1 Proposed CBMTSA Algorithm for MultiCloud
Computing

Input: Total Number of tasks, VMs, Clouds
Output: Makespan, Cost, Average Resource Utilization
Step 1: Start
Step 2: Input the VMs, clouds, processing speed, and task
Step 3: CALL CB SCHEDULE
Step 4: CALL CB RESCHEDULE
Step 5: Stop
CB-SCHEDULE
Step 1: Check the condition whether the queue lengths of the tasks are not empty
Step 2: Check the total number of VMs and clouds are not left empty
Step 3: Arrange the tasks in the increasing order
Step 4: The tasks with minimum completion time are selected and executed in the
VMs from each cloud
Step 5: Compute Makespan and execution cost of the Virtual machines in the clouds.
Step 6: Stop
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CB-RESCHEDULE
Step 1: The condition whether the Meta tasks and Virtual machines are not empty
Step 2: Compute the completion time of the tasks
Step 3: Arrange the tasks in decreasing order
Step 4: The tasks with Maximum Execution time are selected and executed in VMs
with high processing speed
Step 5: Reallot the selected task from high processing speed VM to low capacity
VMs
Step 6: The ready time of the VMs are updated frequently
Step 7: Calculate the Makespan and execution cost of VMs
Step 8: Calculate Cloud server utilization ration
Step 9: Stop

4 Results and Discussion

Table 1 represents the sample ETC matrix for 10 tasks, 4 virtual machines, and 2
clouds. The cloud C1 represents Amazon EC2 cloud and the cloud C2 represents
Google Cloud Console.

Table 2 details the scheduling stage of the CBMTSA algorithm. The stage uses
batch mode of scheduling mechanism where all the tasks are executed parallely in
the available virtual machines.

Table 3 shows the rescheduling stageof theCBMTSAalgorithm.The rescheduling
process reduces the makespan, computation cost of the VMs, and also increases the
cloud server utilization.

Table 4 illustrates the makespan value of the rescheduling stage. The makespan
value in the rescheduling stage is 28.96. The total cost incurred in the rescheduling
stage is 191.13$.

5 Conclusion

A cost-based meta-task scheduling algorithm (CBMTSA) articulated to schedule
the independent tasks. The algorithm focuses mainly to reduce the computation
cost of the virtual machines. The existing min-min algorithm is suitable for smaller
number of tasks and it merely schedules the tasks to the VMs with high-processing
power. The min-min algorithm gives more importance to the high-speed VM cloud
service providers and it also costs high for the cloud consumers. The low-speed
VM or the virtual machine with minimum processing speed is not utilized in the
existing algorithm. To overcome the challenges, the proposed CBMTSA algorithm
is developed and the importance is given for both the low-speed VMs and the high-
speed VMs of the MultiCloud environment. The proposed CBMTSA comprised of
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Table 4 Makespan results in the rescheduling phase

Clouds C1 C2

Virtual machines VM1 VM2 VM3 VM4

Makespan values (seconds) 18.81 13.6 28.96 18.4

two stages, namely scheduling stage and rescheduling stage. The scheduling stage
usesmin-min scheduling algorithm.The rescheduling stage is introduced to underrate
the VMs computation cost and the makespan value of the VMs. The rescheduling
stage selects the task-VM pair with minimum execution time and it is rescheduled to
the task-VM pair with maximum completion time. The experimental results from the
simulator prove that the proposed algorithm surpasses the existingmin-min algorithm
in terms of metrics such as computation cost, makespan, and cloud server utilization
rate. This algorithm enables the consumer to access the cloud resources at minimum
cost and time.
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Implementation of Low-Cost Mobile
Robot for Rescue Challenges

Rajesh Kannan Megalingam, Shree Rajesh Raagul Vadivel,
Prasant Kumar Yadav, Katta Nigam, Ravi Teja Geesala
and Ruthvik Chanda

Abstract One of the biggest challenges in today’s world in the field of robotics is
rescue robotics. This paper aims in the design and implementation of mobile robot
for the search and rescue operations in natural calamities such as earthquakes. These
rescue robots reduce the response time as compared to humans and help in getting
information to the rescue teams using sensors. The main issues concerned with the
present rescue robots are modularity, mobility, durability, and robustness. The robot
is designed considering all the required parameters in SOLIDWORKS CAD and
simulated in Rviz with the control interface as Robot Operating System (ROS). The
robot is designed in such a way that it can do all the mobility tasks like climbing
stairs, moving on uneven terrains, step fields, sand, and gravel, as well as exploring
tasks like finding the injured victims and hazardous signs.

Keywords Multi-terrain robot · Robot Operating System (ROS) · Graphical user
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1 Introduction

The first use of the rescue robots was actually during theWorld Trade Center (WTC)
collapse in 2001 though research was going on this field in the past for many years.
The main goal of these robots is to reduce the number of deaths during disasters by
surveying the areas which humans are not permitted until the fire is off. Effective
communication without delay and errors between the rescue team and the robot plays
a key role in these situations. The rescue robot presented in this research has both
wired connectivity and wireless connectivity. Robot Operating System (ROS) estab-
lishes both wired and wireless connectivities through master–slave protocol between
the control system and the rescue robot. Both wired and wireless systems have its
own advantage and disadvantage in rescue operations. Wired connection provides
reliable connection and does not provide any interference as in wireless communi-
cation. The advantage of this is that it provides constant and faster speed compared
to wireless connection because of one-to-one connection. But the disadvantage of
wired connectivity is that they may not be so effective in disaster scenarios because
their reliability is not so good as compared to wireless. For example, if the cables
are damaged, the re-installation process would be difficult in those disaster areas.
This rescue robot carries several cameras, lidar, kinect, and other sensors. Several
sensors are used in this robot to know the environmental conditions of the unknown
disaster area. The sensors like IMU and encoders used are for locating or identifying
the robot motion. The robot is tele-operated from the controller station with a user
interface and a controller.

The innovative idea of the mechanical design with the flipper mechanism and
main drive mechanism is an advantage for this robot. The center of mass is well
adjusted so that it does not topple while climbing stairs and any other uneven rough
disaster terrain. The compactness and small size of the design allow the robot to enter
small voids and collect useful information where humans cannot enter. The agility of
the robot also holds an important aspect during these disaster situations where even
seconds of time is valuable.

2 Related Works

The paper [1] presents the development of crawler rescue robot with two flipper arms
which has the capability to move in all the four directions, i.e., not only up and down
(pitching motion) but also left and right (yawning motion). The flipper arm in this
robot is 2DOF. Paper [2] proposes the new design of the mobile robot which aims
to perform on different types of terrains and disaster areas in a balanced way. This
robot has the capability to run on any rocky and sandy area and to climb the stairs.
The paper [3] discusses an exploration algorithm for the rescue robots in which it
automatically maps the unknown environment while driving. Paper [4] presents the



Implementation of Low-Cost Mobile Robot for Rescue Challenges 1347

method for multi-hop communication in robots, i.e., in detail, a method by which
GUI using ROS can be constructed to operate the robot is introduced. Paper [5]
describes the machine learning techniques for quick training of robots for naviga-
tional tasks and facilitating remote operations. In paper [6], the authors described the
design and control of the four-flipper tracked robot. They even described the control
mechanisms and the multifunctionality capabilities of the robot. Paper [7] describes
the fixed path algorithm and the behavior of the autonomous wheelchair using sim-
ulation technique. In paper [8], they proposed the gesture-based wheel chair and its
unconventional methods of navigation which are simple and cost-effective. The two
methods include Line FollowingNavigation (LFN) andLocationAware andRemem-
bering Navigation (LARN). Paper [9] describes about the Interactive Remote Robot
Operation (IRRO) for reducing the ambiguities and abstracting them. The authors
used iterative closest points (ICP) algorithm for the results of collision detection in
the reconstructed 3D map. In paper [10], the authors developed a dummy robot for
the evaluation of the safety measures and features of the robot. With this testing
using the dummy robot, the safety concerns that exist with the humans are removed.
Paper [11] describes the study of risk assessment of the rescue robot which helps to
improve the reliability of the rescue robot. The assessment is done by considering
each subsection in the robot and then combining everything together. Paper [12] pro-
poses the configuration of sensors to be used in the robot which is used tomeasure the
environmental conditions of the disaster areas like CO2 sensor, temperature sensor,
and smoke particle density.

3 Architecture

Figure 1 gives the detailed process on how Robot Operating System (ROS) acts as
the main platform to control the robot. The ROS forms the base for the architecture
of our robot. Through ROS nodes and topics, the required data is exchanged. The
user can control the robot from workstation wirelessly. The control station system is
the master, and the robot is slave. The control is divided into different blocks.

3.1 User Interface

The user interface block consists of a graphical user interface. The GUI is built on
ROS plug-in RQT.

The GUI consists of two camera view blocks which give a good perception of the
robot surroundings from the cameras fixed on the robot. For establishing commu-
nication between the robot and control station, the computers should be connected
to an external router through ethernet cables. By running both the systems under
fixed ROS_MASTER_URI with an IP address, we can establish a bridge between
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Fig. 1 Architectural diagram of the system

the control station and the robot. By this bridge, data communication takes place. A
customized joystick is designed for the control of robot. The user can also control
the robot through keyboard.

3.2 ROS Platform

ROS platform deals the transmission of data through nodes. Nodes are processes
that perform computation. Our robot control system usually comprises many nodes.
Nodes exchange data through ROS-defined messages. These messages are routed
via a transport system with publish/subscribe semantics through topics. We used
USB_CAM ROS package to transmit camera data. These transmitted data are seen
in GUI. And the user input values through joystick are published by JOY_NODE
in topic names CMD_VEL and FLIPPER_VAL. These transmitted messages are
subscribed by SERIAL_NODE, and by establishing serial communication between
PC and Teensy, the received data is transmitted to Teensy board. Further computation
of data takes place in Teensy board which produces the corresponding PWM values
and drive signals to the motor drivers and flipper drivers.

3.3 Hardware

One of the most important aspects of navigating mobile robots is perception. The
robot was remotely operated with the help of cameras (logitech c310), encoders, and
IMU data. We placed a camera at the front end of the robot with a rotary base made
of servo to get a 180° view,+90° to the right and−90° to the left, while the robot is
in motion.We had one camera each at the corner end, at the back placed horizontally,
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mounted over a moving servo base with possible rotation of 90° (45° to each side).
This arrangement covers all the possible views around all the sides of the robots,
and most importantly, we can also view the positioning of the flippers. The camera
live feed was streamed back to the operating station with the help of ROS nodes and
ROS usb_cam package. Since the bandwidth required for the data was huge, there
was a delay in the communication network so we had to compress the video data to
reduce the video latency. The video data was compressed by a node written in C++
which dropped some of the unnecessary features of the images of each frame in a
way that the video quality is maintained to a standard.

The encoder data and IMUwere used to keep track of the motion and the distance
moved by the robot in theGUI. The IMUdatawas used tomeasure ifwe have a rolling
on a inclined surface. The encoder data also helped to maintain our differential drive
of the main drive without any error. The data was transmitted from the Teensy 3.2
through a topic/odom to the GUI node to keep a note of the sensor (IMU, encoders)
readings.

The flippers were designed to perform a movement of 360° around the center
position of the main drive motor shaft. To enable an easy control of the flippers, they
were assignedwith some poses. The first pose consists of all the four flippers pointing
vertically up and 90° from the ground. This pose was used to move it quickly through
the plane surfaces since the area of contact is minimum in this pose. The second pose
was where the front two flippers were vertically inclined at an angle 45° from the
ground, and others were vertically 90° from the ground. This position was mostly
used for climbing up inclined surfaces. The third position was where all the flippers
laid horizontally to the ground making an angle of zero degree. This position was
fully stretched position of the robot.

4 Design and Implementation

Body as shown in Figs. 2 and 3 was designed on SOLIDWORKS platform with two
drive wheels and four flippers, and mild steel was the material used in manufactur-
ing the robot. Chain sprocket power transmission mechanism is followed in robot
mobility where electrical power of the motor was converted into momentum which
was essential for the body movement. The dimensions of the robot body are 60 ×

Fig. 2 Left corner view



1350 R. K. Megalingam et al.

30 × 25 cm (length × width × height); the electronics for the body are placed from
opening designed to and fro of the robot. The center of the mass of the body was
sustained with care to avoiding the toppling of the robot; two E-bike motors with
24 V input supply and 350 W power help to drive the body. The shaft of the E-bike
motors was replaced with 10-mm shaft which was further coupled with 50-mm pitch
circle sprocket (Fig. 4). Worm-geared window motors (Fig. 5) with 12 V voltage
supply were used for the flipper movement, and 12-mm shaft was passed through
these motors which is coupled to 5 mm thickness and 150-mm-long flipper plate.
Two sprockets of 100 mm pitch circle diameter are coupled through welding concen-
trically to maintain common axis of rotation around the shaft that has been passed
through the center for the flipping mechanism. One sprocket was mated with main
drive chain where the other was mated for flipper chain. Main sprocket is parallel to
two more sprockets; one of them was attached to drive sprocket which was coupled
to E-bike motor, and the other sprocket was coupled to rotary encoder. The side plate
of body which was manufactured with 5 mm MS had the PCD of the E-bike and
encoder to couple. Sprocket-to-sprocket distance for the center chain was 54 cm,
and the length of the flipper was 15 cm (distance between main sprocket and dummy
sprocket of flipper). Flipper adjusting mechanism is taken care by the flipper plate
which was designed and manufactured with the PCD for the center shaft and 50-mm
pitch circle flipper dummy sprocket axis. Lidar placement andmountings for pan and
tilt for camera were taken care during the manufacturing. 1-mmmetal sheet was used
for body cover of the robot, 3 cm ground clearance for the robot, and the 380 cm ×
320 cm area for placements of components (camera, lidar) above the body.

Fig. 3 Right-top corner
view
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Fig. 4 Coupled sprockets

Fig. 5 Worm-geared
window motor

5 Experiments and Results

The robot was tested in an arena which resembles the real-world scenario. The
operator controls the robot using a customized joystick board. The operator controlled
wirelessly through the video visual from the cameras fixed on the robot. The design
and solid metallic body gave extra stability. To inspect the feasibility of the proposed
design, we tested the robot under different terrain scenarios, A. 25° ramps, B. uneven
terrain, C. 45° steep terrain, and D. parallel rail bars.
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Fig. 6 Robot tested on rail
bars

5.1 25° Ramps

This test scenario contains 25° continuous ramps. According to the tested results,
the robot was able to drive freely as shown in Fig. 6. The flipper mechanism gave
extra support to modify the pose to the altered terrain environments.

5.2 Uneven Terrains

This test scenario consists of varied angles and dimensions of ramps on the trot
continuously. Despite these harsh terrains, the robot drives freely.

5.3 45° Steep Terrain

The arena consists of a 45° steep track. With the high torque E-bike motor and the
flipper mechanism, it will be to go up the 45° steep track.

5.4 Parallel Rail Bars

This test consists of two parallel rail bars of breath equal to the dimension of the
main track width of the robot. With the PID control, speed parameter of the robot
is controlled by which we were able to drive the robot on the parallel rails without
deviating its path as shown in Fig. 7.

These scenarios will test the robustness and flexibility of the robot in harsh
environments.
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Fig. 7 Robot tested on
ramps

6 Future Works

Robot flipper mechanism needs to be modified so it adds more stability to reach
steepy terrains too. Gearbox should be redesigned to meet the required torque for
flipper. The drive chain mechanism needs to be modified since axial motion of the
main sprockets causing the chain to slip from the sprocket. This problem can be
restrained by installing cross-roller bearing mechanism. Efficiency of power trans-
mission through sprocket chain mechanism is way less than direct coupling of the
motor to sprocket so it is necessary to avoid chain drive mechanism. Chassis mate-
rial needs to be fabricated with aluminum to diminish the weight issues. Track belt
needs to be installed with nylon pulley instead of direct chain and sprocket since
robot is lacking friction in few situations. This also reduces the weight of the robot.
As the robot runs many modules, processor speed of the microprocessor needs to
be improved to decrease delay in transmission of camera footage. Communication
range of the robot also needs to be improved for extending the exploration limits
of the robot, needs to extend research on autonomous navigation which maps the
surrounding and navigate itself, and needs to include image-processing module for
detecting hazard signs and victims.

7 Conclusion

Although there is an enormous amount of research in the field of search and inspec-
tion robotics, this paper provides the working and design of a low-cost mobile robot
which can be used for search and inspection in disaster-hit areas. The mobility of the



1354 R. K. Megalingam et al.

robot through rough terrains or through debris left in the disaster hit areas is impact-
ful and considerable because of its flipper mechanism. The body design developed
is very suitable for disaster sites because of its rigidity and durability. The power
consumption of the robot is also less compared to other robots used for exploration
purposes. The paper also acknowledges the fact that during disaster situation, we
need a reliable communication network between the operator and the robot. Thus,
the Ubiquiti antenna deployed near the controller station provides strong and reliable
connection between the master and slave interface. TheWi-Fi adapter used is config-
ured with an operating bandwidth of 5 GHz so that we do face a transmission delay
in the network. We also focus on the setup time for the robot which is considerably
small in our case. Setup time needs to be very small for these rescue robots.
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Smog Detection and Pollution Alert
System Using Wireless Sensor Network

Manita Rajput, Mrudula Geddam, Priyanka Jondhale and Priyanka Sawant

Abstract Air pollution is a primary concern for humankind, causing asthma attacks,
wheezing, shortness in breath, etc. In the Indian subcontinent, air quality decreases,
increasing smog due to the burning of crops to prepare for the harvest and emis-
sions from the vehicles, etc. Driving becomes difficult due to this blinding smog.
To overcome these problems, a wireless network of sensors is proposed along the
expressways and in public places to measure the smog. A personal area network
(PAN) network of motes is set up. Using MQ135 and DSM501a sensors, smog
pollutants are measured. Contiki OS and Cooja simulator are used to analyze the
performance of network by emulating nodes using Tmote Sky. The nodes in this
PAN are mounted over the lamp posts on the bridge to collect information of various
pollutants and send the acquired data to a mote. This mote acts as a central node in
the wireless sensor network (WSN) and transmits data over user datagram protocol
(UDP). Finally, the parameters with warning messages are displayed at the entrance
of bridges for the drivers to create a safety alert. The future aspect of this project
may lead to displaying the messages at short intervals along the whole bridge with
updated values. Also, the recorded data can be stored on the server and after a certain
period of time, the data can be analyzed to observe the number of pollutants being
emitted, and measures can be taken accordingly.
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1 Introduction

Smog is a form of air pollution that mainly consists of ozone, along with harmful
substances like sulfur dioxide, nitrogendioxide, carbonmonoxide, andPM10s,which
can find their way deep into the lungs. Smog is a harmful mixture of fog, dust and air
pollutants such as nitrogen oxides and volatile organic compounds which combine
with sunlight to form a dense layer of ground-level ozone. Ozone when present high
in the atmosphere is beneficial, but when nearer to the ground, it can cause irritating
health effects. The name was constructed by putting together the words ‘smoke’ and
‘fog’ [1]. Smog can be caused by

• Large amounts of coal burning in an area.
• Slash-and-burning of crops (a major source in Delhi).
• Smog-forming pollutants generated from automobile exhausts, power plants,
fireworks, even paint, hair spray, charcoal starter fluid, and plastic popcorn
packaging.

• The formation of smog is also closely linked with temperature, sunshine, and calm
winds [2]. The most affected people by smog are children, infants, the elderly,
those with cardiac and respiratory problems like asthma, emphysema, chronic
bronchitis, those who stay outdoors for long periods of time, and people with
unusual susceptibility to ozone. Smog can cause minor issues like eye and throat
irritation, headaches. But when exposed to it over a long period of time, smog can
have a much worse effect on the body [3]. The basic structure of a WSN [4] is
shown in Fig. 1. It shows a cluster node to which many sensors are connected.
The data fetched by sensors is collected by the cluster node. It is then sent to the
sink node which can be a mote, Raspberry Pi, or an Arduino, etc. This sink node
collects, packetizes, and sends the data to themonitoring system (microprocessor).
It processes the data packets and displays them for the specified application.

In order to achieve the aim of the project, a detailed block diagram of the pro-
posed solution is shown in Fig. 1b which shows the actual interconnection of various
components. Motes collect and transfer data using four stages: collecting the data,
processing the data, packaging the data, and communicating the data. Each mote

Fig. 1 a Basic structure of a WSN [5]. b Implemented block diagram of system
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collects data using various types of sensors connected to it. A network of sensors
which can measure the smog contents is proposed for the measurement of smog and
alerts the crowd along the expressways and public places.

2 Motivation

In India and its neighboring countries, air quality decreases just about every year
at the onset of winter as farmers begin burning their crops to prepare for their new
harvest and emissions from the vehicles, etc. The air quality index in Delhi—which
measures the concentration of toxic particulate matter in the air—had shot up to 451
in the year 2017, as compared to the ideal value of 100. This led to the motivation to
think about developing a system hoping to address this problem at an affordable price
and alert the drivers and pedestrians about the current environmental conditions.

3 Literature Review

3.1 Present Smog Detection Devices in India

Many devices are available in the market presently, to measure the level of smog.
Some of them were studied by us. Described below are the present smog detection
devices available in the market. A brief description of them and drawbacks, as to
why they cannot be used effectively, accompanies them.

(1) Air Pollution and Fog Detection through Vehicular Sensors: This paper demon-
strates that LIDAR technology, already onboard for the purpose of autonomous
driving, can be used to improve the weather condition recognition when com-
pared with a camera-only system. System has the combination of a front camera
and a LIDAR laser scanner used as a sensor instrument set for air pollution and
fog recognition [6].

(2) Air Pollution Detection Based On Head Selection Clustering And Average
Method FromWireless Sensor Network: The proposed method mainly focus on
longer sustain time period of sensor network, effective processing of collected
information, and less overhead in routing information between sensor nodes
[7].

(3) Smart EnvironmentMonitoring Beacon-Cluj Napoca University, Romania: The
purpose of Smart Environment Monitoring Beacon is to present a beacon cre-
ated for monitoring the environmental conditions, like weather parameters, air
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pollution, sound levels, and UV radiation index using GSM module [8].
(4) 6LoWPAN Network Using Contiki Operating System: This paper focuses on

the working of 6LoWPAN network using Contiki tool with Cooja simulator and
various WSN’s simulation tools [9].

(5) Wireless Sensor Network-Based Pollution Monitoring System in Metropolitan
Cities [10]: This study proposes air pollution and monitoring model which
detects pollution in the air on the basis of data mining algorithm [11]. Bluetooth
module is used to connect the controller with client, and the client connects with
the server via web services. Wireless sensors are used to the amount of gases
[12].

(6) Urban Air PollutionMonitoring System with ForecastingModels: A system for
monitoring and forecasting urban air pollution is presented in this paper. The
system uses low-cost air quality monitoring motes that are equipped with an
array of gaseous and meteorological sensors [13].

(7) Into the SMOG: Stepping Stone to Centralized WSN Control: This paper illus-
trates that wireless sensor networks (WSNs) can lead to improve network life-
time, benefit reliability, help to diagnose and localize network failures. A com-
plete network topology model that scales and reacts to the network dynamics
that occur in low-power wireless networks is proposed [14].

3.2 Census Data

According to the World Health Organization (WHO) global air pollution database
released in Geneva, India has 14 out of 15 most polluted cities in the world—Kanpur
being the worst with a PM 2.5 concentration of 173 µg/m3. Soot, dust, ozone, and
sulfur oxides are a growing threat for billions of people around theworld.Awhopping
nine in ten people on Earth breathe highly polluted air, and more than 80% of urban
dwellers have to endure outdoor pollution that exceeds health standards, according
to the WHO’s World Global Ambient Air Quality Database. The measurements and
calculations as of 2016 revealed that 11 of the 12 cities with the highest levels are
located in India. Figure 2 showsKanpur, India, population 3million, tops the list with
a yearly average of 319 µg/m3 of PM 2.5, the most hazardous particle commonly
measured [15].
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Fig. 2 Air pollution in Delhi, India, with PM 2.5 calculation, Survey 2016 [15]

4 Software Implementation Using Cooja

4.1 Simulated Results of InBuilt Sensors

The Tmote Sky MTM-CM5000 consists of inbuilt temperature, light, and humidity
sensors. SHT-11 sensor measures both humidity and temperature. Initially, the sen-
sors are activated, and then the current temperature and humidity values are fetched.
The obtained values are then displayed on an LCD display.

Using the above flowprocess shown in Fig. 3, we implemented the softwaremodel
for measuring temperature and humidity by setting up two nodes in Cooja software,
and the obtained results are shown in Fig. 4a, b.

4.2 Simulated Results of External Sensor Interfacing

For measuring levels of PM10 and CO2 pollutants, external sensors, namely
DSM501a and MQ135 are interfaced with the mote. These sensors are powered
using the VCC and GND pins of motes itself. The sensor senses the analog values
and gives it to the mote via ADC 0/1 pin. The acquired measures are voltage values,
are later converted to ppm or µg/m3, and are then displayed as the sensor output.
The values are updated after a particular delay provided in the code. Figure 5 shows
the flowchart for interfacing external sensors with the motes. It illustrates the port
configuration and the way to proceed with this interfacing. The software model for
the same and obtained results are given in Fig. 6a, b where CO2 pollutant is measured
by implementing a software representation.
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Fig. 3 Flowchart for temperature and humidity measurement using inbuilt sensors

Fig. 4 a Setting two nodes in Cooja to check temperature and humidity. b Obtained node output
showing ideal temperature and light values

In Figure 7a, b, PM10 pollutant’s software simulation is done using Cooja
simulator.
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Fig. 5 Flowchart for measuring pollutants values from external sensors (MQ135 and DSM501a)

Fig. 6 a Setting up a node in Cooja for measuring CO2. bNode output showing CO2 value in ppm

4.3 Creation of a PAN Network in Cooja

After obtaining themeasured values, they are required to be transmitted to the central
mote in order to get displayed. For this data transmission, a PAN network of two
or more motes is created, and using unicast or multicast routing, the obtained data
packets are routed in the network. In this case, a network of only two motes is
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Fig. 7 a Setting up a node in Cooja for measuring PM10 pollutant value. b Node output showing
PM10 value in µg/m3

created, and so unicasting is used. Figure 8a shows the flowchart for creating a
virtual simulation of motes and sensors in PAN configuration. In this configuration,
all the pollutant values are obtained simultaneously.

The twomoteswork in client–server configuration, their PANarrangement is done
in VMware software, and the obtained simulated results are shown in Fig. 9a, b.

4.4 Hardware Implementation with Motes and Sensors

Taking the analog output from the sensor nodes, we got the following results. We
considered various real-life inputs that may be received by the sensors under different
weather conditions. Mote1 is working as a client while Mote2 is working as a server;
their individual transmissions and PAN configuration outputs with internal as well
as external sensors are provided in Fig. 10.

Figure 10a depicts the function of one of the motes as a client sensing and trans-
mitting data packet to the mote at other end while Fig. 10b shows another mote
working as a server receiving all the data packets from the client and routing them
in the PAN configuration.

Figure 10c shows the MQ135 sensor’s measured CO2 output when interfaced
with the mote. Its obtained results are shown in ppm while Fig. 10d gives DSM501a
sensor’s real-time measured PM10 pollutant value in µg/m3. This arrangement itself
gave fairly reliable output and creates a PAN configuration with two motes in it, one
sending data packets and the other receiving it making a client–server configuration.
These sensors send their data to mote via the ADC pin available onMTM-5000 mote
and are processed with the help of MSP430 microprocessor’s timers and counters
utilities.

We have actually implemented the real-time PAN configuration of two Tmotes
and sensors powered using USB slots of laptop. Figure 10a shows the real-time
hardware implementation of the same. In this implementation, Mote1 acts as a client
and has MQ135 and DSM501a sensors interfaced with it. Sensors collect the data
and give data packets to client mote. These packets are then processed by onboard
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Fig. 8 Flowchart for creating a PAN consisting of motes and sensors

Fig. 9 a Setting up two motes in PAN configuration using Cooja software. b Data transmission
and reception between both the motes in Cooja output window
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(a) Mote1 functioning as Client (b) Mote2 as Server/PAN configuration
of motes

(c) MQ135 sensor output measuring CO2  (d) DSM501a sensor output measuring 
PM10 value 

Fig. 10 Hardware sensor and mote’s output in VMware workstation terminal window

MSP430 microcontroller and sent to the server Mote2 at the other end over UDP.
The acquired data is then displayed.

Figure 10b shows the output window of client mote which sends the data packets
to the server mote. It first fetches the server data, packetizes them, and then routes the
packets over UDP. Figure 10c describes the operation of server mote which receives
the data packets sent by client mote and displays them on the terminal window as
shown in Fig. 11.

5 Conclusion

Overall, the development for this project has been discussed covering hardware
design and software development. This project demonstrated the possibility of imple-
menting a system that will help in monitoring the pollutant level in the atmosphere,
thus creating a social alert. The project is developed especially keeping in mind
the vehicle accident prevention application, and hence, emphasizes the creation of
a driver alert system with system information being displayed on the big displays
along highways. The idea to implement the system on street light poles has made it
cost-effective by cutting off the installation costs, and also the usage of motes has
incorporated the use of wireless communication for data transmission and increased
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Fig. 11 a Actual implementation of PAN configuration with motes and sensors

node connectivity limit. Poweringmotes using batteries leads to increased efficiency,
less power consumption, and long system life.
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IoT-Based Women Security System

Megalingam Rajesh Kannan, K. Jyothsna, T. S. Aparna, T. Anjali, M. Meera
and S. D. Amrutha

Abstract In the current global scenario, the prime question in every woman’s mind
is about her safety and security. The only thought haunting everywomen is when they
will be able to move freely on the streets even in odd hours without worrying about
their security. This work suggests a new perspective to use technology to protect
women. The wearable system resembles a normal watch with a button. Women can
press the button when they feel discomfort and activate the system. The system
can also be activated by changes in sensor setup output which is part of the system.
When activated, the system tracks the location of thewomanusingGlobal Positioning
System (GPS) sensor and sends an emergency email to the person who can help or
save her. The system also incorporates a screaming alarm that uses real-time clock, to
call out for help. The main advantage of this system is that the user does not require
a smartphone unlike other applications that have been developed earlier. The use
of sophisticated components ensures accuracy of the system and makes it reliable.
Uneven terrains, step fields, sand and gravel, as well as exploring tasks like finding
the injured victims and hazardous signs.
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1 Introduction

In this research work, we are developing a women security watch for helping woman
in distress by using IoT. Using this device, women can send the details of location,
an emergency mail and switch on the screaming alarm by simply pressing a button
in the watch. Or the system can also be automatically activated by observing the
variations in the sensors like the temperature sensor and heartbeat sensor. Even in
the twenty-first century, women cannot step out of their house in night time as they
cannot be assured of their physical safety. Now a days, the prime question in every
girls mind, considering the ever rising increase of issues on women harassment in
recent past, is mostly about her safety and security. This research work suggests a
new perspective to use technology for women safety. Approximately, 848 Indian
women are harassed, raped or killed every day. That is a way beyond huge number.
We propose an idea which changes the way everyone thinks about women safety.

2 Motivation

An undeniable reality that has not changed and is still prevailing, not only in our
country but all around the world, is the safety of women. Whether at home, working
place or outside the home, safety of women matters a lot. Its a sad truth that every
minute and every second some women, let it be mother, sister, wife, young girls,
infants are getting harassed, assaulted and molested at various places all over the
world. Even though there are many laws and worldwide organisations working for
thewelfare ofwomen, the number of unlawful or illegal acts against women is rapidly
increasing day by day. The fact is that there are cases which are not even filed or
reported. Now, the situation has reached to a stage where parents are scared to allow
their daughters to step out of the house. This has inherited a fear in every girl’s mind
and decreased the confidence level. This has become a matter requiring a resolution.
Thus, it is indeed a need to call for a security system for the safety of women.

3 Related Works

A smart watch for women security based on IoT concept ‘watch me’ is proposed
in [1]. It works automatically based on the heartbeat rate which triggers the sensor,
produces a high pitch alarm sound and sends an alert signal to the nearby police
station. The Personal Stun-A Smart device for women safety, when activated, sends
GPS location, pulse rate and body temperature of the person to the ice contacts
and police control room. The band which is part of this device when thrown with a
force, the force sensor gets activated and sends the GPS location [2]. An innovative
approach for women and children security-based location tracking system using
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GPS and GSM is presented in [3]. Paper [4] proposes a system which sends message
along with location to the family members, nearest police station and to people in
near vicinity. In [5], the authors propose a tracking system that receives GPS signals,
processes and transmits data to the tracking center.

A novel IoT access architecture for vehicle monitoring system is proposed in [6].
Even though this is not relevant to the problem we address, we can learn about the
IoT and sensor integration. Paper [7] presents the design and implementation of an
Ethernet-based Smart Home intelligent system for monitoring the electrical energy
consumption based upon the real-time tracking of the devices at home. In paper [8],
the authors present a system which gathers sensor data, translates, sends data to the
server with 3G/4G network, stores and retrieves sensor data using IoT. An IoT smart
home architecture for long-term care of people with special needs is presented in [9].
Paper [10] presents a system which sends alerts to the user about the health risks if
any, ensures better utilization of energy and resources and sends an email notification
to the user account if higher light intensity is detected in the room.We see that papers
[6–10] are not related to women security but used IoT technology for the intended
cause.

Paper [11] proposes a smart IoT-based agriculture system to control CO2, soil
moisture, temperature and light, based on the soil moisture. The objective is to
increase the yield and to provide organic farming. A vehicle tracking system using
GPS is proposed in [12]. Human tracking in certain outdoor and indoor areas by
combining the use of RFID and GPS is proposed in [13]. A real-time GPS-based
tracking system based onGSMmobile phone which tracks the location of the vehicle
and its speed based on mobile phone is presented in [14]. A system that is used for
parenting purpose to monitor the movement of children outside the home is proposed
in [15]. In all these research papers, we see that either IoT orGPSor both technologies
are used to achieve the goal. In our system, we propose to use IoT, GPS and Wi-Fi
technologies to achieve our goal.

4 Design and Implementation

The architecture diagram of the system we designed and implemented is shown in
Fig. 1. This section describes about each of the blocks in the architecture diagram.

4.1 Design Units

Sensor Unit. The sensor unit consists of a heart rate sensor to sense and monitor the
heart rate of the user wearing the device. The heart rate signals are passed on to the
Microcontroller Unit (MCU) to process and take a decision.

MCU. Microcontroller Unit is Arduino uno with Atmega328 microcontroller.
Even though it is not the heart of the system, it can take some good decisions as to
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Fig. 1 Architecture diagram of the propose women safety system

find out irregular heart rates and report to the Microprocessor Unit (MCU). It works
according to the program stored in its read-only memory (ROM). The Atmega328 is
a 28 pin microcontroller.

MPU and Wi-Fi I/F. The microprocessor unit (MPU) is the heart of the system.
It interacts with the MCU, Global Positioning System (GPS), Wi-Fi, email, cloud
storage and emergency switch. This is the central controller and the algorithm to
interact with all the above-mentioned modules are programmed into the MPU. The
Raspberry Pi 2 board is used as the MPU. The programming is done in Python. The
Raspberry Pi 2 board uses a powerful ARM Cortex-A7-based quad-core processor
which runs at 900MHz.TheWi-Fi I/F, i.e., thewirelessLAN is part of theMPUwhich
is supported by the Raspberry Pi 2. Using the wireless interface, the user can connect
the proposed wearable device to the Internet via tethering with the smartphoneWi-Fi
interface. By this way, the device gets continuous access to Internet thereby enabling
the access to cloud storage.

GPSModule andUSBTTL. The GPSmodule is connected to theMPU via USB
TTL. USB TTL is used as level shifter to translate the 5 V signaling of USB signals
to the TTL level and vice versa. The GPS tracks the location (latitude and longitude)
of the user wearing the device. The MPU gets the location information of the user
and passes it to the cloud. If the user is in distress (either abnormal heart rate or the
emergency switch is pressed), the cloud will immediately send an emergency email
to the relative or the caretaker of the user.

Emergency Switch. The user in distress, when presses the emergency switch
which is directly connected to theMPU, theMPUwill initiate the process of sending
an emergency email to the relative or the caretaker of the user without any delay. The
MPU gets the location of the user from the GPS data and sends to the cloud which
will then initiate an email.
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Cloud Storage (ThingSpeak). We used ThingSpeak for our project which is free
to use for research purposes. For IoT environment, ThingSpeak enables communi-
cation capabilities. It is very helpful to design and build applications based on the
data obtained from the sensors. Eight fields of data can be stored by each channel,
and it allows to use 255 alphanumeric characters. The best thing is that it offers four
dedicated fields for positional data which includes latitude, longitude, description
and elevation. The data that is received at the ThingSpeak end and is time stamped
with a sequential ID. For our purpose, we need to create one channel to pump our
sensor data. Once the channel is created, ThingSpeak allows to publish the data with
an API. It also creates a ‘write key’ for authentication.

Email. When the person or the user is in distress, it causes increase in heart rate,
and the MPU can process this data and decide to send an emergency email to the
user’s relative. The latitude and the longitude coordinates of the user’s location are
collected via GPS and passed to ThingSpeakwhich in turn notified the user’s relative.
Alternatively, if the user presses the emergency switch, theMPUdoes repeat the same
process to email the relative of the user, for help.

Screaming Alarm. The screaming alarm gets triggered whenever the user in
distress presses the emergency switch or abnormal heart rate is detected by theMPU.
Along with sending the email to the relative of the user, the screaming alarm will
also be triggered so that nearby people can hear and notice and come to the rescue
of the user in distress.

4.2 Functional Flow of the Proposed System

Figure 2 shows the work flow for the proposed security system for women. During
a critical condition or accident, the user’s heart rate increases. The sensor unit is
continuously monitored by the MCU, and the sensor data is processed. The heart
rate is determined, and this too is a continuous process.

The MCU passes the sensor data to the MPU. The Raspberry Pi-based MPU
processes this data and can take a decision to contact the ThingSpeak if the heart rate
is abnormal. A serial communication port is used between the MCU and the MPU
to pass the information. Alternatively, if the user can press the emergency switch
under stressful condition or distress, the MPU repeats the same workflow as when
the heart rate increases. The heart rate condition is detected automatically by the
system without the need for user intervention. The emergency switch press requires
human intervention.Bothmodes of operation of the devices enhance the user-friendly
nature of the device. Once theMPUdecides that an email notification has to be sent, it
collects theGPS data from theGPSmodule viaUSBTTL and passes this information
to the IoT-based ThingSpeak. The ThingSpeak can then send an emergency email
notification to the relative or any other person that was predetermined by the user and
registered with the ThingSpeak. Along with sending email to the user, the screaming
alarm will also be triggered.
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Fig. 2 Work flow diagram

4.3 MPU Algorithm

The algorithm that is implemented in Python programming and used in the Raspberry
Pi MPU is shown as flowchart in Fig. 3. The program waits for trigger from either
the emergency switch or the sensor unit which uses the heart rate sensor. Once
triggered fromeither of these sources, the program immediately sounds the screaming
along. Simultaneously, it gets the latitude and longitudinal values from the GPS via
USBttl and passes these values to the IoT-basedThingSpeak.An email is immediately
sent to the relative of the user. For this entire system to work, the MPU should be
continuously connected to the Internet via mobile phone or smartphone. The email
ID of the relative of the user is stored in advance in ThingSpeak.

Figure 4 shows the implementation of the system for women security. The figure
clearly shows the MPU with Wi-Fi I/F, MCU, GPS, USBttl, screaming alarm and
sensor unit.
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Fig. 3 Flowchart for the Python program implemented in Raspberry Pi

5 Experiment and Results

5.1 Experimental Setup

Seven users were chosen to test the device. Each of the users was given the device and
asked to press the emergency switch from six different locations near to our Amrita
Vishwa Vidyapeetham University (AVVU). Two users from Vallikavu near our uni-
versity, one user atMataAmritanandamayiMath, one user atMataAmritanandamayi
Math (MAM) bajan hall, another user at Mata Amritanandamayi Math hospital, one
user at Amrita Vishwa Vidyapeetham university main gate and the last user at Amrita
Vishwa Vidyapeetham university canteen pressed the emergency switch.
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Fig. 4 Women security device

5.2 Test Results

Table 1 shows the latitude and longitude values of the each of the seven users along
with their locations. While the second column in the table lists the latitude and
longitudinal values obtained through GPS, the third column lists the latitude and
longitudinal values obtained through Google map for the same locations. The last

Table 1 System tests carried out at various locations

Location GPS receiver results Actual location Deviation (m)

Latitude Longitude Latitude Longitude

Vallickavu 9.0940° N 76.4915° E 9.0960° N 76.4926° E 1.199

Vallickavu 9.0938° N 76.4915° E 9.0950° N 76.4925° E 2.028

MAM 9.0872° N 76.4915° E 9.0892° N 76.4871° E 2.462

MAM bajan hall 9.0895° N 76.4915° E 9.0897° N 76.4859° E 0.562

MAM hospital 9.0889° N 76.4915° E 9.0899° N 76.4849° E 2.521

AVVU main gate 9.0936° N 76.4915° E 9.0938° N 76.4917° E 0.6916

AVVU canteen 9.0932° N 76.4915° E 9.0939° N 76.4919° E 0.6908
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Fig. 5 Sample email details sent to the relative

column lists the error in meters, i.e., the latitude and longitudinal values obtained
through the GPS fitted with our system and the Google map. We can see that we
were able to achieve the error as minimum as 0.5 m, and hence, can conclude that
the proposed system could accurately pinpoint the location of the user in distress.

A sample email that was sent to the relative, when one of the users pressed the
emergency button of the proposed women safety system at the location Vallikavu,
is given in Fig. 5. In these emails, we can see the request for ‘HELP’ from the user,
the latitude and the longitude values and the date and time at which the request was
generated. These emails were sent using the IoT-based ThingSpeak.

6 Conclusion

This project analyzes the emergency response system which guards and helps the
women to save herself when she is in danger. The main objective is to model a low-
cost systemwhich can accumulate the data of the lady and provide urgent alert in case
of emergency. Our effort behind this project is to construct and formulate a gadget
that acts like a compact weapon. It is certainly a precise and protective methodology
which will probably be very useful for the women. The establishment of a hardware
and software prototype has accomplished two objectives: affirmation of the design
and verifying whether the idolized technology is suitable for the system. The device
is easy to handle, highly responsive and assures safety to the user.

Acknowledgements We thank Amrita Vishwa Vidyapeetham University and Humanitarian Tech-
nology (HuT) labs for providing us this wonderful opportunity to direct our thoughts into a real
prototype. We thank all the people who have helped us to accomplish this project in time.
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IoT-based Wearable Micro-Strip Patch
Antenna with Electromagnetic Band Gap
Structure for Gain Enhancement

M. Ameena Banu, R. Tamilselvi, M. Rajalakshmi and M. Pooja Lakshmi

Abstract Wearable antennas used for various applications such as telemedicine,
firefighting, and navigation purpose are integrated into fabrics. The antenna per-
formance is described with the integration of Electromagnetic Band Gap (EBG)
structure in which the micro-strip patch antenna (MSP) consists of flexible substrate
material. The main goal of using EBG structure in micro-strip patch antenna is to
overcome the limitations of patch antenna and to achieve better gain and efficiency,
lower side lobes and back lobes level, better isolations among array elements, and by
suppressing surfacewavemodes. The design ofmicro-strip patch antenna is proposed
to resonate the antenna at 2.45 GHz using Jeans as substrate material for wearable
applications which supports Industrial, Scientific and Medical (ISM) applications.
The various characteristics of antenna such as return loss and VSWR are analyzed.
The simulation of antenna is done by CST studio software. Internet of Things (IoT)
may be used for the development of antennas, which supportsmulti-standard services
within a single design.

Keywords Wearable antenna · Jeans · Electromagnetic Band Gap · ISM band ·
CST studio software · IoT

1 Introduction

A device that designed to transmit or receive electromagnetic waves in free space is
known as antenna and also antenna called as a transducer. Comparing to all types
of antenna, the micro-strip patch antenna has low profile, low cost, lightweight,
and conveniently to be integrated with RF devices, because that is widely used
in various applications. The micro-strip antennas can be designed to have many
geometrical shapes and dimensions. The simplest configuration of micro-strip patch
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Fig. 1 Basic structure of micro-strip patch antenna

antenna consists of a radiating patch, dielectric substrate, and ground plane. The
basic structure of micro-strip patch antenna is shown in Fig. 1.

Ground plane is called as lower conductor, the radiating patch is called as upper
conductor, and thedielectric substrate is placedbetween the twoconductors. Inmicro-
strip patch antenna, the ground plane is a flat horizontal conducting surface, and it
used to reflect the radio waves from the other antenna elements. The shape and size
of the ground plane play a vital role in determining antenna radiation characteristics
including return loss, gain, and VSWR.

The most aspect of designing micro-strip patch antenna is to choose the suit-
able dielectric substrate. For particular applications, the various types of substrates
are available in the market that provides considerable flexibility in the choice of a
substrate. The dielectric substrate characteristics including dielectric constant (per-
mittivity) and dielectric medium are most considered to design a micro-strip patch
antenna. The electrical characteristics of antenna are determined by substrate thick-
ness and permittivity. The radiating patch is used to improve the performance of
antenna. The micro-strip patch antenna consists of various shapes. The common
shapes of patches are rectangular, circular, and triangular. Many shapes of patch
design are combined to improve the antenna performance parameters [1, 2].

The drawbacks ofmicro-strip patch antenna are narrow bandwidth, low efficiency,
and low gain. To overcome the drawbacks of micro-strip patch antenna, Electromag-
netic Band Gap (EBG) is used. EBG structure is used to enhance the gain of the
micro-strip patch antenna, reduce the backward radiation, and also achieve better
radiation efficiency. The EBG technology plays a major role in the radio frequency
andmicrowave applications becauseof their uniquebandgap characteristics at certain
frequency ranges. The periodic arrangements of dielectric or metallic elements are
known as EBG structure. The various EBG structures such as one-dimensional (1D),
two-dimensional (2D), three-dimensional (3D), mushroom and uni-planar EBGmay
be used [3–5].

IoT is the network of physical devices and other appliances with embedded elec-
tronics, sensors, connectivity, software, and actuators, which is used to connect the
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device and exchange data. Data is transferred over a network without requiring
human-to-computer or human-to-human interaction [6].

2 Literature Survey

Many researchers have designed themicro-strip patch antennawithflexiblematerials.
Kumar et al. [7] developed the hexagonal shaped body wearable textile antenna
on EBG substrate material, and they used felt as substrate material. The simulated
antenna had achieved the return loss of −18.8526 dB and gain of 6.551 dB.

Researchers Purohit and Raval [8] developed the wearable textile patch antenna
using jeans as substrate at 2.45 GHz. According to the simulated results, return loss
is −32.57 dB at 2.45 GHz, and gain is 7.26 dB. But the fabricated antenna resonated
at 2.4945 GHz with return loss of −30 dB.

Roland et al. [9] developed a patch antenna with EBG structure for WLAN appli-
cations using FR 4 as substrate. They used the mushroom structure for designing an
EBG structure because of its high impedance characteristics. They achieved better
return loss of −23.18 dB and gain of 14.2 dB at 2.42 GHz.

The above studies on design of micro-strip patch antenna with different substrate
materials and different EBG structure techniques elaborated the advantages of use
of flexible and multiple substrate materials. Hence, we authors are getting interested
in designing an antenna with flexible substrate material which can extend its use
for wearable applications and combination of different substrate materials as double
substrate layer with EBG structure to enhance the performance of the antenna at the
desired resonant frequency.

3 Antenna Design

The patch antenna, substrate, and ground layer dimensions are calculated as follows
[10]:

1. To calculate width of the patch (W )

W = C

2 f0
√

(εr+1)
2

(1)

where εr—relative permittivity
2. To calculate effective dielectric constant (εreff)

εr(eff) = εr + 1

2
+ εr − 1

4

(
1 + 12h

W

)−1/2
(2)
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where

h—height of the substrate
W—width of the patch

3. To calculate effective length of the patch (Leff)

L(eff) = C

2 f 0
√

εr(eff)
(3)

4. To calculate actual length of patch (L)

L = L(eff) − 2�L (4)

where �—small deviation if required.

5. Substrate

For wearable antenna, the substrate material may be cotton, jeans, felt, teflon, etc.
Two-layered substrates are used to design the micro-strip patch antenna. EBG ele-
ments are placed between the two-layered substrate to reduce the back radiations.
In this work, the dielectric material jeans with dielectric constant εr = 1.6 is used
as substrate. The thickness of each substrate material is 1.6 mm for two-layered
substrates with the dimensions of 54(L) × 47(W ) mm2.

6. Ground

The copper material is used as ground plane with the dimension of 54(L) ×
47(W ) mm2 (Figs. 2, 3, 4).

All dimensions of different layers ofmicro-strip patch antenna are given inTable 1.

7. Electromagnetic Band Gap structure

EBG structures are always used as a part of microwave devices in order to improve
the performance of devices especially to improve the radiation/gain patterns and to
decrease the noise/losses in transmissions [11]. EBG structures are also known as

Fig. 2 Side view of antenna
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Fig. 3 Top view of antenna

Fig. 4 Bottom view of
antenna

high impedance surface due to their ability to suppress the surface wave at certain
operational frequencies. In recent years, there has been rapid increase in the utiliza-
tion of Electromagnetic Band Gap (EBG) structures in electromagnetic and antenna
community [12]. In this proposed design, to achieve better gain and radiation effi-
ciency, different EBG structures have been implemented as shown in Figs. 5, 6, 7, 8,
and 9.

4 Results and Discussion

(i) Analysis of patch antenna without EBG structure

In this case, the micro-strip patch antenna with single substrate without EBG struc-
ture is considered where the thickness of the substrate material is 1.6 mm. While
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Table 1 Dimensions of
antenna

Parameters Values (mm)

Patch length L 38

Patch width W 22

Patch height H 0.035

Ground length Lg 47

Ground width Wg 54

Ground height Hg 0.035

Substrate1 length 47

Substrate1 width 54

Substrate1 height 1.6

Substrate2 length 47

Substrate2 width 54

Substrate2 height 1.6

EBG layer length Le 47

EBG layer widthW e 54

EBG layer height He 0.035

Fig. 5 EBG structure 1

simulating this design with the help of CST software, the following results shown in
Figs. 10, 11, 12, and 13 are obtained.

(ii) Analysis of patch antenna with EBG structure

In order to improve the performance of the micro-strip patch antenna, the EBG
structure is introduced in between the two substrate layers. The antenna parameters
such as return loss, VSWR, gain, and directivity of designed patch antenna with
different EBG structures are observed and compared. The proposed patch antenna
performance with and without EBG is analyzed using CST Studio Suite software.

EBG structure 1
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Fig. 6 EBG structure 2

Fig. 7 EBG structure 3

Fig. 8 EBG structure 4
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Fig. 9 EBG structure 5

Fig. 10 Return loss plot without EBG

The designed micro-strip patch antenna has the linked hexagonal EBG structure as
shown in Fig. 5, which has the gain and directivity of 5.225 dB and 6.802 dBi,
respectively. The antenna parameters like return loss, VSWR, gain, and directivity
are observed as depicted in Figs. 14, 15, 16, and 17.

EBG structure 2

The designed micro-strip patch antenna has modified EBG structure as shown in
Fig. 6, which has the gain and directivity of 4.813 dB and 6.849 dBi, respectively. As
compared with the previous design, the modified design produced high return loss
with a frequency of 2.998 GHz. The performance parameters are shown in Figs. 18,
19, 20, and 21.
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Fig. 11 VSWR plot without EBG

Fig. 12 Gain without EBG

Fig. 13 Directivity without EBG
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Fig. 14 Return loss plot with EBG structure 1

Fig. 15 VSWR plot with EBG structure 1

Fig. 16 Gain with EBG structure 1
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Fig. 17 Directivity with EBG structure 1

Fig. 18 Return loss plot with EBG structure 2

Fig. 19 VSWR plot with EBG structure 2
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Fig. 20 Gain with EBG structure 2

Fig. 21 Directivity with EBG structure 2

EBG structure 3

For themodified EBG structure 3 as shown in Fig. 7, gain and directivity are observed
as 4.898 dB and 6.316 dBi, respectively, at the resonant frequency of 1.746 GHz.
For this new MSP antenna, the performance parameters are shown in Figs. 22, 23,
24, and 25.

EBG structure 4

For themodified EBG structure 4 as shown in Fig. 8, gain and directivity are observed
as 5.063 dB and 6.728 dBi, respectively, with a resonant frequency of 1.884 GHz for
which the characteristics are observed as depicted in Figs. 26, 27, 28, and 29.

EBG structure 5

The gain and directivity of 4.930 dB and 6.711 dBi, respectively, are obtained for the
micro-strip patch antenna with EBG structure 5 which is resonated at the frequency
of 2.848 GHz. The plots of various parameters are given in Figs. 30, 31, 32, and 33.
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Fig. 22 Return loss plot with EBG structure 3

Fig. 23 VSWR plot with EBG structure 3

Fig. 24 Gain with EBG structure 3



1392 M. Ameena Banu et al.

Fig. 25 Directivity with EBG structure 3

Fig. 26 Return loss plot with EBG structure 4

Fig. 27 VSWR plot with EBG structure 4
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Fig. 28 Gain with EBG structure 4

Fig. 29 Directivity with EBG structure 4

The performance parameters such as return loss, VSWR, gain, directivity, and
resonant frequency observed for designed micro-strip patch antenna with different
EBG structures are listed in Table 2 which is used to compare the performance of
them.

5 Conclusion

While designing an antenna, the main consideration is its radiation characteristics.
In this proposed design, the aim of introducing EBG structure is for improving the
gain of the MSP antenna. When the performance parameters listed in Table 2 are
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Fig. 30 Return loss plot with EBG structure 5

Fig. 31 VSWR plot with EBG structure 5

Fig. 32 Gain with EBG structure 5
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Fig. 33 Directivity with EBG structure 5

Table 2 Comparison of performance parameters of MSP with various EBG structures and without
EBG

Parameters Return loss S11
(dB)

VSWR Gain (dB) Directivity
(dBi)

Frequency
(GHz)

EBG
structure 1

−16.319 1.360 5.225 6.820 1.788

EBG
structure 2

−17.435 1.310 4.813 6.849 2.998

EBG
structure 3

−18.673 1.263 4.898 6.316 1.746

EBG
structure 4

−22.970 1 5.063 6.723 1.884

EBG
structure 5

−27.592 1.087 4.930 6.711 2.848

Without EBG −15.691 1.392 1.765 5.143 2.12

considered for analysis, it is obviously observed that the gain of the patch antennawith
any of the EBG structure is more than the gain obtained without using EBG structure.
While integrating different structures of the EBG layer, their resonances couple each
other, and, as a result, a wider bandwidth will be generated and characteristics of
the patch antenna such as return loss, gain, VSWR, and directivity vary. At the
same time, if importance is given to return loss of the antenna which describes
the radiating efficiency of the antenna, the MSP antenna with EBG structure 5 has
improved return loss of −27.59 dB at the resonant frequency of 2.848 GHz. Right
now, we have designed the antenna using EBG. In future, the proposed method may
be further implemented using IoT for improving the overall performance.
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Design and Implementation of a 3 DOF
Arm for Disaster Management

Rajesh Kannan Megalingam, Shree Rajesh Raagul Vadivel, Vamsi Gontu,
Deepak Nagalla, Ravi Kiran Pasumarthi and Phanindra Kumar Allada

Abstract Current trend in technology has, in turn, necessitated the amelioration in
automation and the ease of performing a task. Robotic arms are playing a decisive
role in all aspects of human life irrespective of the application. Not only designing
but also understanding them is strenuous. This paper discusses designing and imple-
mentation of a transparent 3-degree of freedom (DOF) arm which can be analyzed
and controlled to perform divergent dexterity tasks with simple commands in a plain
sailing way. The arm illustrated in this paper is mounted on a mobile robot and ana-
lyzed performing varied dexterity tasks with motley complexity. A lucid graphical
user interface (GUI) is developed usingQt-designer to generate commands to control
this arm. In discordance to heavy industrial or complex robotic arms, it can be shifted
between places and can be mounted on any platform depending on the application.

Keywords Qt-designer · RQT · GUI · Robot operating system (ROS) · DOF ·
Universal robot description format (URDF) · Planar workspace
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1 Introduction

Robotic arms are deployed in varied sectors like manufacturing, medicine, and many
more. Major intention behind robotic arms is to replace human beings who are
involved in dangerous work and also the work that need more accuracy and high
precision. A robotic arm is expected to do tasks a human arm is capable of performing
but with increased concentration and automation. By implementing robotic arms in
different sectors, a task can be accomplished with high accuracy, reduced threat to
human life, and in a short time span. In rescue operations, involving humans, the life
of rescuer is also at risk as the affected area is unknown and just sending a mobile
platform or a robot base is not an efficient way of rescuing. A robotic arm can be
mounted on a mobile platform which can be used to clear debris and obstacles on its
way and to interact with victims.

The triumphant deployment of a robotic arm needs a better understanding and
precise analysis in first place. Several aspects like designing, fabricating, manufac-
turing, programming, and many more are involved in making a robotic arm work
properly. The efficiency of arm is dependent on the workspace, accuracy, collision
avoidance, ease of control, etc. More the DOFmore is the work space and efficiency.
Complexity in deployment increases simultaneously. Controlling the arm is also a
key aspect as a task can be accomplished as expected only when it can be controlled
with ease and when it responds as the controller expects it to respond.

2 Motivation and Problem Statement

ARobotic armhelps in the search and rescueoperations. It helps us to locate victims in
location where a person or a robot itself cannot enter in search and rescue operations.
The robotic arm helps us in the cluttered areas during the natural disasters. But the
problemof developing an armwithmore degrees of freedom is, it is complex to design
and build. It is also very expensive. It is risky for a human to save the life other in
complicated situations. So in order to help the people in such type of situations, we
can use the robotic arm. When the robotic arm is mounted on the robot it helps the
controller to carry the rubble piles at the situation.

3 Related Works

Paper [1] discusses about developing of a mechanical design using CAD and sim-
ulating it using RoboAnalyzer software. It explains that the control of the robotic
arm depends on the dexterity and manipulability of the arm. Paper [2] describes a
new method for sliding mode control mechanism to reduce the disturbance in the
control without affecting the performance or robustness of the system. It explains a
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law which adapts to the changes in the functionality of the system without affecting
its performance. Paper [3] discusses about interfacing of a robotic arm using motion
planning to control the arm to pick and place the objects using Robotic Operating
System (ROS). Paper [4] explains about manually controlling of a robotic arm with
a miniature version of the robotic arm using Bluetooth wireless technology con-
trolled by human operator. Paper [5] discusses about controlling of a robotic arm
by mimicking the human arm using “Kinect Skeletal Project” of Kinect SDK. It
explains about controlling of the robotic arm using serial communication of Arduino
microcontroller. Paper [6] discusses about the development of a robotic arm which
is controlled using Bluetooth wireless interface that is attached to a pole, which can
be used for pruning and harvesting fruits. Paper [7] describes about a new manip-
ulation strategy to grasp various objects stably using a dual-arm robotic system in
the ROS environment. To grasp an object, an operability index of the dual-arm robot
(OPIND) has been defined. The manipulability index of both arms has been derived
using the Jacobian matrix. Paper [8] discusses about a new approach with enough
flexibility which can be potentially applicable for different scenarios in pick and
place of objects using Robotic Operating System (ROS). Paper [9] presents Xinxin,
an intelligent interaction service robot which can simultaneously localize and map
the area using SLAM mapping which can be interacted with the robotic arm using
voice command, remote control using ROS. Paper [10] describes about the design
and implementation of a robotic arm on a wheel chair system to control it using
teleoperation controls or voice command using ROS. Paper [11] describes about
developing of a 6 DOF arm using counterbalance mechanism (CBM) to maintain
high performance and reduce the torque required to move the arm. Paper [12] dis-
cusses about developing of a robotic arm using non-linear spring mechanism which
reduces the torque on the joints thereby providing position accuracy and collision
safety of the robotic arm.

4 Architectural Diagram

Robotic arm discussing in this paper follows the master–slave configuration. This is
one of the finest configurations that helps. It means the slave performs the tasks as
per the master commands that run the master system.

4.1 Control Station

Control station works as the ROS-master that refer to the controller and that commu-
nicates between the different nodes like joystick, keyboard, andGUI. These interfaces
are used for different purposes in controlling the arm. The time instances of the pub-
lished and the received data between ROS-master and ROS-slave should be in sync
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else the data will be ignored. These GUI values are published by the topics /cmd_vel
and /joint_states.

Joystick. A customised Joystick is used for establishing a user friendly control
of the arm. The signals from joystick are published over the /joint_state topic by the
ROS-master running in the system on controller side. A topic is a virtual connection
between two nodes, which acts as a link between them as the data is transferred.

Keyboard. Another mode of control is using a keyboard, where the characters on
keyboard are used to control the arm. Each character clicked on the keyboard will be
published to ROS-slave which is running on the robot via a topic named /cmd_vel.

GUI. GUI is designed to provide the user a visual feed from the camera on the arm.
Qt-designer a package for designing GUI, integrated with ROS is used for displaying
the received feed from cameras. The GUI can also be designed to send data to the
ROS-slave for controlling the arm.

4.2 Base Station

From Fig. 1 base station refers to the robot. It includes both software and hard-
ware. ROS-slave subscribes the topics from the ROS-master and they are sent to the

Fig. 1 Architectural diagram
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microcontroller, joints, and the camera. When the camera and the microcontroller
subscribe, they execute their tasks and send back the information to the ROS-master.

4.2.1 Software

Serial_node. Serial_node is a ROS node running as part of ROS-slave running in the
base station. It establishes a serial communication with the microcontroller which
controls the armbased on the commands sent from the control station. It alsomonitors
the connection between microcontroller and base station throughout the run.

Camera Node. This node is responsible for initialising the camera and transmit-
ting the feed toROS-slave,which in turn publishes this to theGUIofROS-master. The
data from cameras is converted to different formats and the controller can choose any
based on different factors like transmission power of antenna, transmission strength,
noise in the transmission medium, and delay caused during transmission.

5 Design and Implementation

The robotic arm has a planar workspace in X–Z plane. Three linear actuators are
used at all the three DOF’s. The design is made in such a way that it had a vast planar
workspace of −30° to 120° (Fig. 2). The first DOF is limited to 0°–125°, the second
DOF is limited from 0° to 145°, and the third DOF is limited from 0° to 138°. The
payload of the arm is 4–5 kg. Maximum reach length of the arm is 158 cm. It is very
easy to fix the arm on a stable surface or on a movable wheeled robot; hence, it can
also work as a spherical jointed robotic arm according to the base is mounted to. As
the payload of the arm is of 5kgs and the reach length is 158 cm, this can act as a
pick and place robotic arm. The design all can be manufactured by laser cutting and
it is very easy to implement. The compressed dimension of the arm is very less that
it can easily accommodate in the very less space of 15 × 80 × 8 cm (Fig. 3). The
weight of the arm is 6 kg such that it can be carried easily.

5.1 Software

This paper is mainly concerted on the graphical user interface (GUI) that works on
the Qt-platform which is an object-oriented application framework. This platform is
used in many softwares in order to perform multiple applications that run on many
of the desktops. Qt-designer is a GUI tool in Qt which forms a .ui file when widgets
and objects are added to it. RQT is a software shell of ROS that enacts the various
GUI tools in the form of plugins. When these plugins are enabled in the RQT, the
respective package should run in order to work the GUI appropriately.
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Fig. 2 Workspace of the arm

Fig. 3 Compressed position

The three DOFs of the robotic arm is a joint-by-joint control algorithm using mul-
tipleGUIs in different ways. Using sliders (Qslider) and radio buttons (Qradiobutton)
widgets in a single GUI in Fig. 4, and the other GUI is an integration of line edit
(Qlineedit) and a push button that can be seen in Fig. 5.

Figure 4 shows the control of the first three DOFs of the arm using sliders and
the grippers are also being controlled by sliders. In Fig. 5, it was explained about the
values of the angles that the respective DOF should rotate which can be given in the
edit line that can be sent using the push button.

Arduino. The 3-DOF arm is programmed using the Arduino software. Since
Arduino provides UART TTL serial communication, the whole arm is implemented
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Fig. 4 Slider-based control

Fig. 5 Angle-based control
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Fig. 6 ROS rqt_graph

using this communication. The actuators that used in this robotic arm work as same
as the normal dc motor. End effector of the arm is also programmed using Arduino.

ROS Platform. ROS includes the mastering of nodes, multiplexing of data, and
allows distributed performance over the multicore and multiprocessor. ROS lines
are added to Arduino code to communicate between the nodes. These nodes publish
and subscribe using different topics in order to establish the connections between
the DOFs. In Fig. 6, it shows that the different topics have been published on
the serial node. Here, the topics (/joint_0, /joint_1, /joint_2) are subscribed by the
/subscriber_node and published on the /serial_node.

When camera is used to know the position of the gripper, camera node is also
attached to Fig. 6 Usb_cam is the package used to run the camera on the arm.
When RQT is launched, selecting the plugins icon → visualisation → image_view
a window is popped on the GUI in which the usb_cam_compressed topic is being
selected to the view the camera.

5.2 Hardware

The robotic arm that mentioned in the above context is employed with Arduino
ATmega328 microcontroller using serial communication between the three motors.
Two bullet and lact4 linear actuators had been used in the three DOFs. Dual motor
drivers with 6–18 V compatible 20 capable specifications were used in this arm. A
window shaft motor (wiper motor) is used to control the gripper. The position of
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Fig. 7 Arm with gripper and
camera

the gripper can be known from the camera attached to the end effector. There is an
emergency switch that is attached at the gripper, if the gripper has extended to its
maximum position it triggers and make the working of the gripper to stop.

In Fig. 7, it is shown how the actuators are mounted and assembled to one joint
to another. It is also shown that the placement of camera on the gripper and how the
gripper moves in Fig. 8.

Gripper. The griper of the above robotic arm is a unique one, which is capable
of holding a block of 10 cm. The lever mechanism in Fig. 9 is used in this gripper.
A high torque worm geared dc motor Fig. 10 (window lift motor) is used for the
implementation of the lever mechanism. The holding torque of the gripper is 35 kg
cm. There is very less backlash in the gripper and which is helpful in the precise
working of gripper.

6 Experiments and Results

This section lists the results of experiments that we performedwith the 3DOF robotic
arm.
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Fig. 8 Arm without camera mount

Fig. 9 Lever mechanism
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Fig. 10 Motor used for
gripper

In the first case, in Table 1, the base is free to move toward any direction; hence
in that case, it can reach any point in the X–Y plane without any restrictions. But in
the case toward the Z-axis which is normal to the arm it cannot extend more than

Table 1 X, Y, and Z positioning of the arm

Arena condition Location Test result

X Y Z

Free movement of base is allowed 0.1 0 0 Pass

0.56 0 0 Pass

1.68 0 0 Pass

0 0.1 0 Pass

0 0.56 0 Pass

0 1.68 0 Pass

0 0 0.1 Pass

0 0 0.56 Pass

0 0 1.68 Fail

Base is fixed at point of start 0.1 0 0 Fail

0.56 0 0 Pass

1.68 0 0 Fail

0 0.1 0 Fail

0 0.56 0 Pass

0 1.68 0 Fail

0 0 0.1 Fail

0 0 0.56 Pass

0 0 1.68 Fail
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Table 2 Boundaries in X, Y,
and Z axes

Axis Boundaries of the arm

Min Max

X-axis 0.48 1.42

Y-axis 0.48 1.42

Z-axis 0.54 1.63

the restricted value so the task has failed. In the second case, in Table 2, the base
movement is restricted so the arm can only reach the points which are in its boundary.
Hence, the arm fails to complete the tasks which are out of boundary.

7 Conclusion

The successful deployment of a 3 DOF robotic arm is described in this work. The
arm is mounted on a mobile base which is tested for rescue operations in simulated
arenas. The arm is able to do the dexterity check tasks like pick and place, turning
valves, and few other. As the arm has planar workspace in x- and z-planes, an object
in y-plane can be altered only by rotating the mobile platform. But, when the arena
is narrow, and if the object is in y-plane, the task cannot be performed as the body
cannot be moved. The complexity in deploying this arm is very less and it is well
suited for running basic tests for evaluating the complexity of task.

Acknowledgements We express our gratitude and thankfulness to Humanitarian Technology Labs
and theDepartment of Electronics andCommunicationEngineering,AmritaVishwaVidyapeetham,
Amritapuri Campus for helping us to complete this work.

References

1. Hussain SB, Kanwal F (2016) Design of a 3 DoF robotic arm. In: The sixth international
conference on innovative computing technology (INTECH 2016) on 24–26 August in Dublin,
Ireland

2. Fallaha C, Saad M, Kanaan H (2007) Sliding mode control with exponential reaching law
applied on a 3 DOF modular robotic arm. In: Proceedings of the European control conference
2007 on July 2–5 in Kos, Greece

3. Hernandez-Mendez S, Maldonado-Mendez C, Marin-Hernandez A, Rios-Figueroa HV,
Vazquez-Leal H, Palacios-Hernandez ER (2017) Design and implementation of a robotic arm
using ROS and Moveit! In: IEEE international autumn meeting on power, electronics and
computing (ROPEC) on 8–10 November 2017 in Ixtapa, Mexico

4. Megalingam RK, Boddupalli S, Apuroop KGS (2017) Robotic arm control through mim-
icking of miniature robotic arm. In: International conference on advanced computing and
communication systems (ICACCS) on Jan 06–07 2017 in Coimbatore, India

5. Megalingam RK, Saboo N, Ajithkumar N, Unny S, Menon D (2013) Kinect based gesture
controlled Robotic arm: a research work at HuT labs. In: IEEE international conference in



Design and Implementation of a 3 DOF Arm for Disaster … 1409

MOOC, innovation and technology in education (MITE) on 20–22 December 2013 in Jaipur,
India

6. Megalingam RK, Vignesh N, Sivanantham V, Elamon N, Sharathkumar MS, Rajith V (2016)
Low cost robotic arm design for pruning and fruit harvesting in developing nations. In: Inter-
national conference on intelligent systems and control (ISCO) on 7–8 Jan 2016 in Coimbatore,
India

7. Kim D-E, Park D-J, Moon J-H, Kim K-S, Park J-H, Lee J-M (2017) Development of a robot
manipulation technology in ROS environment. In: IEEE international conference on multisen-
sor fusion and integration for intelligent systems (MFI) on 16–18 November 2017 in Daegu,
South Korea

8. Tavares P, Sousa A (2015) Flexible pick and place architecture using ROS framework. In:
Iberian conference on information systems and technologies (CISTI) on 17–20 June 2015 in
Aveiro, Portugal

9. Zhaohui Z, XuesongM, Xu B, Hanghang C, Jian T (2016) Development of an intelligent inter-
action service robot using ROS. In: IEEE advanced information management, communicates,
electronic and automation control conference (IMCEC) on 3–5 October 2016 in Xi’an, China

10. Tremblay T, Padir T (2013) Modular robot arm design for physical human–robot interaction.
In: IEEE international conference on systems, man and cybernetics on 13–16 Oct 2013 in
Manchester, UK

11. Lee W-B, Lee S-D, Song J-B (2017) Design of a 6-DOF collaborative robot arm with coun-
terbalance mechanisms. In: IEEE international conference on robotics and automation (ICRA)
on 29 May–3 June 2017 in Singapore

12. Park J-J, Kim H-S, Song J-B (2009) Safe robot arm with safe joint mechanism using nonlinear
spring system for collision safety. In: IEEE international conference on robotics and automation
on 12–17 May 2009 in Kobe, Japan



Correction to: A Semi-supervised
Approach to Detect Malicious Nodes in
OBS Network Dataset Using Gaussian
Mixture Model

Md. Kamrul Hossain and Md. Mokammel Haque

Correction to:
Chapter “A Semi-supervised Approach to Detect Malicious
Nodes in OBS Network Dataset Using Gaussian Mixture
Model” in: G. Ranganathan et al. (eds.),
Inventive Communication and Computational Technologies,
Lecture Notes in Networks and Systems 89,
https://doi.org/10.1007/978-981-15-0146-3_66

Theoriginal version of the bookwas publishedwith incorrect corresponding author of
Chapter “A Semi-supervised Approach to Detect Malicious Nodes in OBS Network
Dataset Using Gaussian Mixture Model” “Muhammad Kamrul Hossain Patwary”
(informal name) has been corrected to “Md. Kamrul Hossain” (official name). The
chapter and book have been updated with the changes.

The updated version of this chapter can be found at
https://doi.org/10.1007/978-981-15-0146-3_66

© Springer Nature Singapore Pte Ltd. 2021
G. Ranganathan et al. (eds.), Inventive Communication and Computational
Technologies, Lecture Notes in Networks and Systems 89,
https://doi.org/10.1007/978-981-15-0146-3_137

C1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0146-3_137&domain=pdf
https://doi.org/10.1007/978-981-15-0146-3_66
https://doi.org/10.1007/978-981-15-0146-3_66
https://doi.org/10.1007/978-981-15-0146-3_137


Author Index

A
Abbas, Ahmed Raad, 1307
Abirami, S., 205
Adhvaryu, Kinjal, 79
Afridi, Shahid, 727
Agarwal, Harshit, 1003
Agarwal, Vimal, 53
Ahmed, Rekib Uddin, 461
Ajay Kumar, S., 1233
Ajay Raj, B., 1233
Ajith, Aparna, 143
Akhil Sri Harsha, Suthapalli, 619
Alam, Mohammed Shamsul, 1273
Allada, Phanindra Kumar, 1397
Al-Mousawi, Ali Jameel, 87
Al Noman, Abdullah, 1285
Ameena Banu, M., 1379
Amrutha, S. D., 1369
Anand, R., 1223
Ani, R., 187
Anisha, B. S., 1255, 1263
Anitha, P., 275
Anjali, T., 1369
Anusha, Kompalli, 1015
Anusha, K. S., 1233
Aparna, T. S., 1369
Arockiam, L., 1333
Arulaalan, M., 369
Arulkumar, V., 1059
Aruna, P., 1245
Asher, Vinit, 687
Ashokkumar, N., 113
Ashokkumar, Sigamani, 197
Aswin, A. V., 665
Avani, H. S., 773
Azam, Khairul Islam, 1285

B
Balaji, S., 43
Balakrishnan, Vignesh, 1217
Balakumar, A., 1089
BalaSundaram, Ananthakrishnan, 197
Banakar, R. M., 493, 1151
Barve, Amit, 121
Basak, Sujit Kumar, 1179
Basil, K. Y., 665
Baweja, Vanshita R., 673
Bawiskar, Sushant, 345
Bekal, Chaithra, 781
Bélanger, Paul, 1179
Bhagat, Sudhanshu, 1191
Bhairavi, R., 569
Bhalaji, N., 1059
Bhandari, Rajiv R., 293
Bhandarkar, Rekha, 1039
Bharadwaj, Madiraju Akshay, 153
Bharath, S., 105
Bhaskar, N., 1207, 1217
Bhatia, Rajesh, 673
Bhavathankar, Prasenjit, 687
Bhavikatti, Sujata, 1151
Bhuvana, K., 947
Bhuvaneshwar, M., 1233
Biswal, Bhawani Sankar, 529
Biswas, Ranjit, 881
Borade, Tanmay, 451
Bowya, M., 1109

C
Chaithanya, P. S., 921
Chanda, Ruthvik, 1345
Chandrasekaran, K., 325

© Springer Nature Singapore Pte Ltd. 2020
G. Ranganathan et al. (eds.), Inventive Communication and Computational
Technologies, Lecture Notes in Networks and Systems 89,
https://doi.org/10.1007/978-981-15-0146-3

1411

https://doi.org/10.1007/978-981-15-0146-3


1412 Author Index

Charles Babu, G., 177
Chavan, Amruta, 61
Chavan, Swati, 1315
Chigateri, Keerthana, 1039
Christy Jeba Malar, A., 1323

D
Dakhane, Dhananjay, 451
Dalvi, Pooja, 1315
Dayal, Neelam, 735
Debbarma, Tribid, 325
Deeksha, S., 947
Deepthi, M., 947
Deshmukh, Smita, 1315
Deshpande, Santhosh L., 583
Deva Priya, M., 1323
Devi Priya, R., 849, 971
Dhanya, K., 1089
Dhivyaprabha, E., 1323
Dhoulath Beegum, J., 335
Dhummal, Ashwini, 865
Divya, C. D., 773
Dongre, Nilima, 61

E
Edwankar, Prutha, 963
Eligar, Sanjay, 493
Eligar, Vijaya, 483
Eswari, B. Maragatha, 153
Eswari, R., 591
Evangeline, C. Suganthi, 829
Ezhilarasie, R., 1029

F
Franklin, K. Ben, 381

G
Garg, Roopali, 399
Geddam, Mrudula, 1357
Geesala, Ravi Teja, 1345
Geetha, K., 805
George, A., 1245
George Dharma Prakash Raj, E., 755
Gharat, Jatin, 121
Ghorpade, Tushar, 451
Golam Rabiul Alam, Md., 1273
Gontu, Vamsi, 1397
Gopalakrishnan, Nivetha, 541
Gopalakrishnan, Vinodhini, 541
Gotter, Priyanka, 23

Gowrishankar, B. N., 1201
Gupta, Aman, 439
Gupta, Saurabh, 439
Gupta, Sorjeeta, 1223

H
Haran, V. J., 699
Harini, D., 805
Harish, A., 1255
Hasankar, Abhilash P., 33
Hoomod, Haider K., 87
Hossain, Mohammad Emdad, 1273
Hubert Shanthan, B. J., 1333
Hublikar, Shivaraj, 483

I
Indu, V., 353

J
Jadhav, Akshaykumar, 1315
Jadhav, Dipti, 61
Jadhav, Sandeep, 237
Jain, Ashish, 53
Jain, Bhumika, 781
Jaisimha, Aashish, 1263
Janet, B., 591
Jariwala, Gaurav, 1003
Jayapandian, N., 71
Jeyalakshmi, C., 1089
Jhawar, Saksham, 1255
Jiji, Sasidharan, 1127
Jondhale, Priyanka, 1357
Jose, Christy James, 955
Jose, Deepa, 873
Joseph Abraham Sundar, K., 1081
Joshi, Bharti, 471, 1239
Jyothsna, K., 1369

K
Kadam, Poonam, 983
Kadam, Subhas, 865
Kakhandki, Arun, 483
Kalim Amzad Chy, Md., 1273
Kanagaraj, G., 275
Kandasamy, Kamalanathan, 1139
Kanimozhi, J., 901
Kannammal, A., 563
Karthick, V., 361
Karthika, K., 849, 971
Karthikeyan, A., 317, 767



Author Index 1413

Karthikeyan, B., 1081
Karthikeyan, V., 1109
Kaur, Jaspreet, 471
Kaur, Kiranbir, 1, 13, 23
Kaur, Mandeep, 1307
Kaur, Manjot, 1
Kaur, Preetjot, 399
Kaur, Tanveer, 13
Kavipriya, R., 1119
Keerthana, B., 901
Khairnar, Vaishali, 1191
Khan, Salman, 1263
Khan, Shahidul Islam, 1273
Kidd, Andrew, 1161
King, Akeem T. L., 187
Kirubakaran, Steward, 391
Kolhe, Likhesh, 1191
Krishna, K. S. Ananth, 699
Krishnan, Arya, 143
Krishnan, Venkatalakshmi, 541
Krisshna, P. Anand, 215
Kubde, Vidya, 653
Kumar, Ankit, 1191
Kumaravelu, Vinoth Babu, 829
Kumari, Anshu, 431
Kumar, Manish, 673
Kumar, Rakesh, 381, 549
Kunte, Ashwini S., 599
Kuriakose, Bineeth, 665

L
Lakshmi, K. N., 799
Lansy, Alan, 699
Loganathan, Vignesh, 1207
Lourde, R. Mary, 789

M
Mahadevan, Revathi, 1239
Mahaveerakannan, R., 1071
Mahendran, K., 369
Maheswari, M., 1119
Manikannan, G., 369
Manju, B. R., 503, 993
Manjula, R., 839
Marathe, Nilesh, 61
Mary Lourde, R., 745
Masum, Abdul Kadar Muhammad, 1273,

1285
Meera, M., 1369
Megalingam, Rajesh Kannan, 1345, 1397
Meghana, B. U., 859
Meghanathan, Natarajan, 227, 891

Misra, Alok, 1295
Mohammed Muddasir, N., 721, 799
Mohan, Poornima, 153
Mohapatra, Anjali, 529
Mohapatra, Shubhankar, 529
Mokammel Haque, Md., 707
Mota, Jash, 963
Muthulakshmi, R., 901

N
Naaz, Sameena, 881
Nagalla, Deepak, 1397
Nagarajan, P., 113, 1171
Naif, Jolan Rokan, 87
Nair, Aswathy K., 43
Namitha, K., 153
Narayanan, Gayathri, 105, 143, 215
Narayanan, P. S., 187
Naveena, Ambidi, 1015
Naveen Balaji, G., 931
Naveen Kumar, M. R., 1201
Nayak, C., 381
Naz, Insha, 881
Neema, N., 799
Neha, N., 911
Nigam, Katta, 1345
Nirmal, S., 819
Nithya, N., 423
Niyas, Khadheeja, 1223

P
Palaniappan, Sambandam, 197, 361
Pandhre, Tanvi, 1239
Parameswaran, Vignesh, 307
Parmar, Navrattan, 257
Parthipan, V., 391
Pasumarthi, Ravi Kiran, 1397
Pati, Kunal Sekhar, 767
Patil, Deepti, 1239
Patil, Pratik, 317
Patil, Rahul, 865
Patil, Rohan, 635
Patra, Narayan, 1097
Patwary, Md. Kamrul Hossain, 707
Paul Jefferson, P., 873
PavanKumar, S. P., 781
Ponmani Raja, M., 1127
Pooja Lakshmi, M., 1379
Pooja, M. R., 727
Prabakaran, P., 369
Pradeep, R., 163



1414 Author Index

Pradheepa, R., 1233
Prajitha, C., 361
Prakash, B. Bhanu, 43
Pramod, S., 353
Pranesh, 583
Prasad, Prajith Kesava, 1323
Prashanth, M. V., 799, 859
Pravinraj, S., 921
Prema, N. S., 1201
Primya, T., 275
Priya, D., 647
Priyanga, S., 911, 921
Puneeth, Kuppili, 353

R
Radhika, A. D., 947
Rahman, Md A., 891
Rajalakshmi, M., 1379
Raj, Amrita, 549
Rajasekhar, K., 293
Rajasekhar Reddy, M., 619
Rajasree, M. S., 955
Rajendran, Sreeja, 745, 789
Rajesh Kannan, Megalingam, 1369
Raj, M. M. Anishin, 1081
Rajput, Manita, 1357
Rakhee, M., 699
Rakib, Mohammed Golam Sarwar, 1285
Rama Devi, R., 1071
Ramakanth Kumar, P., 1255, 1263
Ranga, Virender, 237, 257
Rasane, Krupa, 135
Ravi, V., 163
Reddy, O. Rajasekhar, 153
Reji, Basil, 665
Rethishkumar, S., 1047
Revathy, S., 1223
Rinesh, S., 361, 391
Rohith, Narjala, 353

S
Sagar, G. R., 71
Sahana, H. P., 721
Saha, Prabir, 461
Sahu, Ronak, 1191
Sai Hanuman, A., 177
Sai Siddartha Reddy, P., 619
Sambandam, Palaniappan, 391
Sampat, Manisha, 963
Sandilya, Kambhampati Sai, 153
Sangeetha, T. R., 143

Sanjana, M. S., 721
Sanjeev, Kumar, 591
Sanjith, S. L., 755
Sanju, V., 865
Sankara Babu, B., 177
Saran, J. Vaishnu, 153
Sarkar, Moumita, 529
Sashi Rekha, K., 275
Sasi Kiran, J., 177
Sathishkumar, S., 849, 971
Savaliya, Viraj, 983
Sawant, Dattatray, 635, 963
Sawant, Priyanka, 1357
Sawant, Rohan, 1161
Sawarkar, Sudhir, 653
Saxena, Pratishtha, 735
Sekar, Manjubala, 1139
Sekhar, Y. Chandra, 43
Senthilnathan, R., 911
Seshan, Suresh, 911
Sethupathi, M., 931
Shah, Dharmil, 983
Shah, Henish, 983
Shah, Kalp, 983
Shaikh, Sohail, 1191
Shan-A-Alahi, Ahmed, 1285
Shankar Sriram, V. S., 911, 921
Shanmugasundaram, M., 307, 345
Sharma, Ravindra Kumar, 53
Sharma, Sunil, 53
Shedge, Rajashree, 471
Shetye, Yash, 963
Simhachalam Naidu, B., 257
Sinchana, C., 727
Sinchana, K., 727
Singhal, Madhvi, 431
Singh, Sachin Kumar, 345
Singh, Sukhvir, 1307
Sivagamasundari, S., 205
Sivakumar, V., 901
Sivaramakrishnan, N., 931
Soman, K. P., 819
Someshwaran, M., 873
Soni, Anshu, 237
Sonnagi, Siddaram, 865
Sowmya, V., 819
Sreedharan, Rajkumar P., 993
Sreejith, A. G., 699
Sreenivas, K. Vandith, 215
Sridevi, R., 409, 423
Srilakshmi, A., 805
Srimathi, S., 409
Srinivas, M. Sai, 43



Author Index 1415

Sruthi, S., 335
Subbiah, Swaminathan, 197
Subramani, Gopinath, 1207
Sudha, Gnanou Florence, 569
Suganya, T., 1323
Sujatha, R., 517
Sundresh, H. D., 647
Sunil, B., 1201
Sunitha, N. R., 163
Supe, Neha, 1239
Suresh Gnana Dhas, C., 1071
Suresh, S., 563
Syed, Azhar, 789

T
Tambe, Suyog, 687
Tamilselvi, R., 1379
Thakkar, Hardik, 687
Thakur, Neha Rupesh, 599
Thakur, Shivam, 345
Theeijitha, S., 931
Turkar, Ayushi, 773

U
Uddin, Mohammad Nazim, 1285
Umamakeswari, A., 1029
Umapriya, A., 1171
Umarfarooq, A. S., 33

V
Vadivel, Shree Rajesh Raagul, 1345, 1397
Vandana Mansur, 517

Venkatramana, P., 113
Verma, Sushma, 163
Vidhate, Amarsinh, 121
Vidyashree, K. P., 721
Vijayakumar, R., 1047
Vijaya, M. S., 839
Vijayan, Rajilal Manathala, 1029
Vinay, Putchala, 353
Vinod, Athira, 503
Vinothini, C., 275
Viraktamath, S. V., 33
Vishnu Vardhan, L. R., 1323
Vishnu Vashista, D., 619
Viswan, Vimal P., 665
Vivek Sridhar Mallya, P. V., 143

W
Warrier, Prasanth M., 993
Wotto, Marguerite, 1179

Y
Yadav, Divakar Singh, 1295
Yadav, Nishi, 431, 439
Yadav, Prasant Kumar, 1345
Yadav, Samarjeet, 735
Yakatpure, Surekha, 135
Yallappagoudar, Vinayakgouda, 33
Yeswanth, Kaki, 43
Yuvaraj, D., 1081

Z
Zodge, Prajakta, 1315


	Foreword
	Preface
	Acknowledgements
	Contents
	Editors and Contributors
	 Enhanced Security Mechanism in Cloud Based on DNA Excess 3 Codes
	1 Introduction
	1.1 Attributes

	2 Related Work
	3 Methodology
	3.1 Registration at DSP
	3.2 Registration at KSP
	3.3 Generating Keys
	3.4 Encryption and Decryption

	4 Result and Performance Analysis
	5 Conclusion
	References

	 TensorFlow-Based Semantic Techniques for Multi-cloud Application Portability and Interoperability
	1 Introduction
	2 Technique Used
	2.1 The Semantic-Based Approach
	2.2 TensorFlow

	3 Related Work
	4 Gaps in Literature
	5 Proposed Methodology
	6 Proposed Methodology
	7 Conclusion
	References

	 Enhancing High Availability for NoSQL Database Systems Using Failover Techniques
	1 Introduction
	2 Related Work
	3 Limitations of Earlier Work
	3.1 High Availability
	3.2 Lack of Reporting Tools
	3.3 Lack of Standardization

	4 Proposed Methodology
	5 Results
	6 Conclusion
	References

	Implementation of Automated Bottle Filling System Using PLC
	1 Introduction
	2 Literature Survey
	3 Component Description
	3.1 Inputs
	3.2 Outputs
	3.3 Regulator

	4 Methodology
	5 Description
	5.1 Bottle Detection Using IR Sensor
	5.2 Bottle Filling Operation
	5.3 Specified Volume of Liquid Introduced

	6 Simulation Results
	7 Advantages
	8 Limitations
	9 Future Scope
	10 Conclusion
	References

	An Integrated Approach to Network Intrusion Detection and Prevention
	1 Introduction
	2 Methods Adopted
	2.1 KNN (K-Nearest Neighbors)
	2.2 Cisco Packet Tracer-Blocking Malicious IP Address

	3 Implementation
	3.1 KNN-Classification
	3.2 IP Filtering

	4 Results and Analysis
	5 Conclusion
	References

	 A New Design of Equiangular Circular Cum Elliptical Honeycomb Photonic Crystal Fiber
	1 Introduction
	2 Design Considerations for Fiber Optics
	3 Proposed Structure
	4 Results and Discussions
	5 Conclusion

	Survey of Different Countermeasure on Network Layer Attack in Wireless Network
	1 Introduction
	1.1 The Need for Security

	2 Analysis of Different Attack on Network Layer
	2.1 Attacks
	2.2 Comparative Study of Attacks in Network Layer

	3 Countermeasure Against Attack of Network Layer
	3.1 Protection Agaınst Blackhole Attacks
	3.2 Protection Against Wormhole Attacks
	3.3 Protection Against Denial of Service Attacks

	4 Comparison of Different Countermeasure Techniques
	5 Conclusion
	References

	Internet of Things: Service-Oriented Architecture Opportunities and Challenges
	1 Introduction
	2 State of Art
	3 Service-Oriented Architecture in IoT
	4 Challenges and Opportunities
	5 Conclusion
	References

	 Performance Comparison of Multicast Routing Protocols Based on Route Discovery Process for MANET
	1 Introduction
	2 Energy-Efficient ERS Expanding Ring Search (E2ERS)
	3 Performance Comparison
	4 Conclusion
	References

	New Complex Hybrid Security Algorithm (CHSA) for Network Applications
	1 Introduction
	2 Related Work
	2.1 Proposed Work (CHSA Design)
	2.2 CHSA Generation Center (GC)
	2.3 CHSA Syntax

	3 Implementation and Results Analysis
	4 Conclusion
	References

	Performance Assessment of Various Encoding Schemes with Bit Stuffing
	1 Introduction
	2 Related Works
	3 Proposed Work
	3.1 Arithmetic Encoding and Decoding
	3.2 Bit Stuffing
	3.3 Bit De-Stuffing

	4 Result Analysis
	5 Conclusion
	References

	3D(Dimensional)—Wired and Wireless Network-on-Chip (NoC)
	1 Introduction 3D-ICS
	2 3D-Wired and Wireless NoC
	2.1 Wired NoC
	2.2 Wireless NoC

	3 Emerging Technologies
	4 Survey Results
	References

	 Performance Analysis of Unified Threat Management (UTM)
	1 Introduction
	2 Literature Survey
	2.1 Survey Analysis

	3 Techniques to Improve UTM Performance
	3.1 Splay Trees with Network Statistics
	3.2 Parallel Processing Using OpenMP
	3.3 Parallel Processing Using GPU

	4 Comparative Analysis
	4.1 Analysis
	4.2 Numerical Analysis Results

	5 Conclusion
	References

	Development of an Efficient Nondestructive Grading Method for Pomegranate Using Magnetic Resonance Imaging and Neural Network
	1 Introduction
	1.1 Magnetic Image Processing Techniques Used for Fruits

	2 Materials and Methods
	2.1 Methodological Steps in Detail

	3 Results
	4 Conclusions
	References

	Implementation of Differential Privacy Using Diffie–Hellman and AES Algorithm
	1 Introduction
	2 Differential Privacy
	2.1 Need for Differential Privacy
	2.2 Epsilon-Differential Privacy
	2.3 Application Scenario—VANETs

	3 System Model and Implementation
	3.1 D–H Key Exchange Algorithm
	3.2 Advanced Encryption Standard Algorithm

	4 Results
	5 Conclusion
	References

	Implementation of Neural Signals in MATLAB (Thought Signals)
	1 Introduction
	1.1 What Is a Thought Signal?

	2 Methodology
	2.1 Brain and Computer Interface (BCI)
	2.2 Methods to Implement

	3 Results and Future Scope
	3.1 Results
	3.2 Future Scope

	4 Conclusion
	References

	A Framework for Formal Verification  of Security Protocols in C++
	1 Introduction
	2 Proposed Framework to Formally Verify Security Primitives of CSP Coded in C++
	2.1 Scyther Model Checker as Verification Engine
	2.2 Dolev-Yao Channel
	2.3 The C++ to SPDL Interpreter

	3 IKE-Internet Key Exchange Protocol
	4 Verification
	5 IKE Verification Results
	6 Conclusion and Future Work
	References

	Locality—Aware Scheduling for Containers in Cloud Computing
	1 Introduction
	2 Literature Review
	2.1 Structuring Your Paper

	3 Methodology
	4 Results
	5 Conclusion
	References

	TorBot: Open Source Intelligence Tool for Dark Web
	1 Introduction
	2 Literature Review
	2.1 Challenges
	2.2 Accessing Dark Pages
	2.3 Analysis of Tor Hidden Services
	2.4 Open Source Intelligence

	3 Design and Methodology
	3.1 Crawler
	3.2 Intelligence Extractor
	3.3 Visualizer

	4 Results and Discussion
	5 Conclusion and Future Work
	References

	A Novel Approach to View and Modify Data in Cloud Environment Using Attribute-Based Encryption
	1 Introduction
	2 Issues and Limitations
	3 Modified Approach
	4 Data Flow Explanation
	5 Architecture Diagram
	6 Modules
	7 ABE Implementation
	8 Conclusion and Future Work
	References

	Root Cause Detection of Oscillation in Shell and Tube Heat Exchanger Process
	1 Introduction
	2 Mathematical Modeling
	2.1 Energy Balance Equations
	2.2 Process Parameters and PID Controller Parameters

	3 Valve Stiction Model
	3.1 Structure of Pneumatic Control Valve
	3.2 Closed Loop System with Valve Stiction Model
	3.3 One Parameter Model

	4 Oscillation Detection
	4.1 Bispectrum Analysis
	4.2 Modified Bispectrum Analysis

	5 Results and Discussions
	5.1 Modified Bispectrum of External Disturbance Induced Oscillations for Various Operating Regions in STHX (PV)
	5.2 Modified Bispectrum of Stiction (Weak Stiction and Strong Stiction) Induced Oscillations for Various Operating Regions in STHX (PV)

	6 Conclusion
	References

	Performance Assessment of Spread Spectrum Communication Receivers
	1 Introduction
	2 Related Work
	3 Proposed Work
	4 Result Analysis
	5 Conclusion
	References

	Computationally-Light Metrics to Quantify Link Stability in Mobile Sensor Networks
	1 Introduction
	2 Metrics to Quantify Link Stability
	2.1 Normalized Neighbor Degree (NND)
	2.2 One Hop Two Hop (OTH) Neighborhood
	2.3 Fraction of Shared and Unshared (FSU) Neighbors

	3 Simulations
	3.1 Computation Time
	3.2 Rank-Based Correlation
	3.3 Data Gathering Tree Lifetime

	4 Conclusions and Future Work
	References

	 MockRest—A Generic Approach  for Automated Mock Framework  for REST APIs Generation
	1 Introduction
	2 Related Work
	3 Background Study
	3.1 Unit Testing
	3.2 Mock Objects
	3.3 REST API

	4 Existing Tools
	4.1 WireMock
	4.2 SOAP UI

	5 Motivation
	6 Proposed Approach
	6.1 Challenges
	6.2 MockRest Framework
	6.3 Create REST API with Java (JAX-RS) Using Jersey
	6.4 Read XMl File Through JAXB

	7 Results Observed
	8 Conclusion
	References

	 Syntactic Interoperability in Real-Time Systems, ROS 2, and Adaptive AUTOSAR Using Data Distribution Services: An Approach
	1 Introduction
	1.1 ROS 2.0 and Adaptive AUTOSAR

	2 Related Work
	2.1 ROS Literature Review
	2.2 Data Distribution Services
	2.3 Adaptive AUTOSAR

	3 Background Study
	3.1 Robot Operating System (ROS)
	3.2 Data Distribution Services
	3.3 Adaptive AUTOSAR

	4 Motivation
	5 Approach
	5.1 Communication Management in Adaptive AUTOSAR: Network Socket
	5.2 ROS 2 Publish–Subscriber
	5.3 The Connection

	6 Results
	7 Conclusion and Future Work
	References

	IoT-Enabled Water Quality Monitoring System
	1 Introduction
	2 Automated Water Quality Monitoring System
	2.1 Using Raspberry PI
	2.2 Digital LCD Display

	3 IoT-Enabled Water Quality Monitoring System
	3.1 Architectural Design
	3.2 Implementation

	4 Components Involved
	4.1 Data Retrieval
	4.2 Ethernet Shield Connectivity
	4.3 ThinkSpeak–Cloud Connectivity
	4.4 Website Creation

	5 Hardware Requirements
	5.1 Water Level Sensor
	5.2 Temperature Sensor
	5.3 Turbidity Sensor
	5.4 Arduino Uno
	5.5 Ethernet Shield

	6 Software Requirements
	6.1 Arduino IDE
	6.2 HTML
	6.3 CSS
	6.4 Bootstrap

	7 Summary
	8 Snapshots
	References

	Energy-Efficient Routing-Based Clustering Approaches and Sleep Scheduling Algorithm for Network Lifetime Maximization in Sensor Network: A Survey
	1 Introduction
	1.1 Clustering and Routing in WSN
	1.2 Sleep/Wake-up Algorithm

	2 Literature Survey
	2.1 Worked Based on Clustering Protocols
	2.2 Worked Based on Sleep/Wake-up Protocols

	3 Conclusion
	References

	Journey of Wireless Communication
	1 Introduction
	2 Evolution of Mobile Cellular Networks
	2.1 First Generation
	2.2 Second Generation
	2.3 Third Generation
	2.4 Fourth Generation
	2.5 Fifth Generation

	3 Conclusion
	References

	A Survey on K-Means Clustering for Analyzing Variation in Data
	1 Introduction
	2 K-Means Clustering
	3 Procedure for Finding Clusters
	4 Analysis of Data Variation Using K-Means
	5 Advantages and Disadvantages
	5.1 Advantages
	5.2 Disadvantages

	6 Conclusion
	Bibliography

	A Review on Mobile Cloud Computing Interoperability Issues and Challenges
	1 Introduction
	2 Background and Motivation
	2.1 Motivation

	3 Related Works
	4 Challenges of MCC
	5 Research Scopes
	5.1 Summary

	6 Conclusions
	References

	Filter Bank Modulation in Massive MIMO Scenario
	1 Introduction
	2 Related Work
	3 System Model
	4 Results and Discussions
	5 Conclusions
	6 Future Scope
	References

	Autonomous Farming—Visualization of Image Processing in Agriculture
	1 Introduction
	2 Related Work
	3 Proposed Method
	3.1 Flowchart

	4 Conclusion and Future Scope
	References

	Design and Development of End Effector for Domestic Robots
	1 Introduction
	2 Working of the Gripper
	3 Algorithm
	4 Threshold Measurement and Tabulation
	5 Experimental Results
	6 Conclusion
	References

	Total Variation and Alternate Direction Method for Deblurring of Digital Images
	1 Introduction and Related Work
	2 Proposed Scheme
	2.1 Algorithm

	3 Experimental Results
	4 Conclusion
	References

	Design of MIMO Triangular Microstrip Patch Antenna for IEEE 802.11a Application
	1 Introduction
	2 Antenna Design
	2.1 Antenna Configuration
	2.2 WLAN MIMO Antennas

	3 Results and Discussion
	3.1 Simulated Results
	3.2 WLAN MIMO Antenna with Stub
	3.3 Measured Results
	3.4 Summary

	References

	 A Hollow Core Bragg Fiber with Multilayered Random Defect for Refractive Index Sensing
	1 Introduction
	2 Theoretical Model
	3 Results and Discussions
	4 Conclusion
	References

	Generation of Multiple Key Based on Monitoring the User Behavior
	1 Introduction
	2 Methodology
	3 Implementation
	4 Diffie-Hellman Algorithm for Dynamic Key Generation
	5 Secure and Efficient User Termination
	6 Module Description
	7 Advantages
	8 Conclusion
	References

	Towards Convolution Neural Networks (CNNs): A Brief Overview of AI and Deep Learning
	1 Introduction
	2 Artificial Intelligence
	2.1 Story of Birth of Artificial Intelligence with Chronological Order

	3 Deep Learning
	3.1 Deep Learning History
	3.2 Convolution Neural Networks (CNN)
	3.3 Capsule Neural Networks (CapsNet)

	4 Problems Faced by Previous Researchers in Artificial Intelligence
	5 Conclusion
	References

	 Populating Indian GST Details into Java Apache Derby Database Powered by Glassfish Server
	1 Categories of DBMS
	1.1 Hierarchical DBMS
	1.2 Network DBMS
	1.3 Object-Oriented DBMS
	1.4 Relational DBMS

	2 Uses of Database
	3 Oracle Database
	4 Different Ways of Populating Oracle Database
	4.1 Conventional Path
	4.2 Direct Path
	4.3 External Tables

	5 Indian GST System
	5.1 Elements of GST
	5.2 Benefits of GST
	5.3 Experimental Setup
	5.4 Results and Discussions

	6 Conclusion
	Bibliography

	Intrusion Detection System Using WoSAD Method
	1 Introduction
	2 Proposed Method
	3 Methodology
	3.1 Security Requirements

	4 Conclusion
	References

	Blackhole Attack Implementation and Its Performance Evaluation Using AODV Routing in MANET
	1 Introduction
	2 Related Work
	3 Proposed Work
	4 Simulation Result
	5 Conclusions
	References

	 Enhancement of Security Using B-RSA Algorithm
	1 Introduction
	1.1 RSA
	1.2 Blowfish

	2 Literature Survey
	3 Proposed Work
	3.1 B-RSA Encryption
	3.2 B-RSA Decryption
	3.3 Example

	4 Simulation Work
	5 Conclusion
	References

	Analyzing Different Multiparty Computation Techniques
	1 Introduction
	2 Related Work
	3 Multiparty Computation Techniques
	3.1 Multiplicative Homomorphic Encryption Along with Secure MPC
	3.2 Additive Homomorphic Encryption with Paillier’s Algorithm
	3.3 Garbled Circuits Using Quantum Gates

	4 Comparative Analysis of Techniques
	5 Conclusion
	References

	Power and Delay Comparison of 7:3 Compressor Designs Based on Different Architectures of XOR Gate
	1 Introduction
	2 The 7:3 Compressor
	2.1 Mirror Circuits-Based XOR Gate (Design 1)
	2.2 4-Transistor XOR Gate (Design 2)
	2.3 Transmission Gate-Based XOR Gate (Design 3)

	3 Results and Discussion
	4 Conclusion
	Appendix
	References

	Survey of Big Data Warehousing Techniques
	1 Introduction
	2 Related Work
	3 Big Data Warehousing Techniques
	3.1 Apache Spark
	3.2 Octopus
	3.3 Preference Aware Hadoop Distributed File System
	3.4 Optical Data Storage (ODS)
	3.5 DNA Data Storage (DDS)
	3.6 Holographic Data Storage (HDS)
	3.7 Semantic Web Technologies
	3.8 Columnar NoSQL Cube

	4 Comparative Analysis of Techniques
	5 Conclusion
	References

	 Detecting Denial-of-Service Attacks Using sFlow
	1 Introduction
	1.1 OpenFlow

	2 DoS Attack
	3 sFlow
	3.1 Integration of Mininet and sFlow

	4 Implementation
	5 Results and Discussion
	6 Conclusion
	References

	Area and Power Efficient Multiplier-Less Architecture for FIR Differentiator
	1 Introduction
	2 Constant-Coefficient Multiplication
	3 Canonic Signed Digit Multiplication
	4 Optimization of CSD Multiplier
	5 Results and Discussion
	6 Conclusion
	References

	Optimized Prediction Model to Diagnose Breast Cancer Risk and Its Management
	1 Introduction
	2 Objective
	3 Proposed System
	3.1 Identifying data sources
	3.2 Data Preprocessing
	3.3 Data Visualization
	3.4 Machine Learning Prediction

	4 Results
	5 Conclusion
	References

	Smart Cane Design for Indoor and Outdoor Navigation: A Cost-Effective Guide
	1 Introduction
	2 Prototype and Product: An Overview
	3 Product Design Steps
	4 Design Schedule
	5 Smart Cane Design and Testing
	6 Conclusion
	References

	Triclustering of Gene Expression Microarray Data Using Coarse-Grained Parallel Genetic Algorithm
	1 Introduction
	2 Related Work
	3 Proposed Methodology
	3.1 Encoding of Individuals
	3.2 Fitness Function
	3.3 Weights
	3.4 Distinction
	3.5 Tri-CgPGA

	4 Experimental Results and Discussions
	4.1 List of the Parameters
	4.2 Results on Yeast Dataset
	4.3 Comparitive Study
	4.4 GO Term Analysis

	5 Conclusion
	References

	Ensemble Feature Selection to Improve Classification Accuracy in Human Activity Recognition
	1 Introduction
	2 Literature Survey
	3 Proposed Work
	4 Experimental Setup
	5 Results and Discussion
	5.1 Number of Features Selected
	5.2 Classification Accuracy

	6 Conclusion
	References

	An Exploration on Cloud Computing Security Strategies and Issues
	1 Introduction
	1.1 Measured Service
	1.2 On-Demand Self-service
	1.3 Broad Network Access
	1.4 Resource Pooling
	1.5 Economics of Scale an Expertise
	1.6 Rapid Elasticity

	2 Cloud Model Provides Three Types of Services
	2.1 Software as a Service
	2.2 Platform as a Service
	2.3 Infrastructure as a Service

	3 Attacks on Cloud Computing
	3.1 Zombie Attacker
	3.2 Man-In-The-Middle Cryptographic Attack
	3.3 Side-Channel Attack
	3.4 Service Level Agreement
	3.5 Application-Level Security
	3.6 Data Security
	3.7 Security Concerns with the Hypervisor
	3.8 Virtualization Level Security Issues
	3.9 Sharing of VM images in Cloud Introduces Security Risk

	4 Cloud Security Problems
	4.1 Trust Chain in Clouds

	5 Conclusion Direction
	References

	A Hybrid Approach-Based Energy Aware Cluster Head Selection for IOT Application
	1 Introduction
	2 Related Work
	3 Protocol Description
	3.1 Low Energy Adaptive Clustering Hierarchy
	3.2 Firefly Algorithm
	3.3 Firefly Procedure

	4 Proposed Hybrid Algorithm
	5 Conclusion
	References

	Modified Dive and Rise Technique Incorporating Enhanced Weighted Centroid Localization Algorithm with Ocean Current Mobility Model in Underwater Acoustic Sensor Networks
	1 Introduction
	2 Related Works
	3 Proposed Modified Dive and Rise Technique Incorporating Enhanced Weighted Centroid Localization (EWCL) Algorithm
	3.1 Drift Model
	3.2 Dive and Rise Technique
	3.3 Modified Dive and Rise Technique (MDRT)

	4 Performance Evaluation
	4.1 Performance Metrics

	5 Conclusion
	References

	Tree-Based Approaches for Improving Energy Efficiency and Life Time of Wireless Sensor Networks (WSN): A Survey and Future Scope for Research
	1 Introduction
	2 Literature Survey
	3 Analysis of Implications of Application of Tree Data Structures on Overall Performance of WSN
	3.1 Disadvantages of Minimum Spanning Trees (MST) and Binary Search Trees (MST)
	3.2 Disadvantages of Self-balancing Variants of Trees
	3.3 Reasons for Worst-Case Performance of MST, BST, and Self-balancing Variants of Trees When Applied in WSN
	3.4 Red Black Trees (RBL): Feasibility and Potentials for Application in WSN

	4 Conclusions
	References

	 Automated Cyber Threat Intelligence Generation from Honeypot Data
	1 Introduction
	2 Proactive Tools for Cyber Threat Intelligence
	2.1 Cyber Threat Intelligence
	2.2 State of Art Proactive Technology

	3 Proposed Solution
	3.1 Honeypot as Detection Indicators for SIEM

	4 Experimental Results
	5 Conclusion and Future Work
	References

	Analysis of MPTCP Packet Scheduling, The Need of Data Hungry Applications
	1 Introduction
	1.1 Exploration of MPTCP
	1.2 MPTCP
	1.3 MPTCP’s Requirements

	2 Limitations of Existing MPTCP
	3 Conclusion
	References

	Voice Controlled Home Automation Using Blynk, IFTTT with Live Feedback
	1 Introduction
	2 Related Work
	2.1 NodeMcu
	2.2 Relay Module
	2.3 Sensing Circuit
	2.4 Analog Pin Extender (ADS1115)
	2.5 Blynk
	2.6 IFTTT

	3 Existing Techniques
	3.1 Past Techniques
	3.2 Present Techniques

	4 Proposed Technique
	4.1 Software Code
	4.2 Blynk Configuration
	4.3 IFTTT Setup
	4.4 Hardware
	4.5 Simulation of Sensing Circuit

	5 Results
	6 Conclusion
	References

	AD-LIB: Automated Library System
	1 Introduction
	2 Related Work
	2.1 Motivation and Scope
	2.2 Salient Contribution

	3 Methodology
	4 Softwares
	4.1 MATLAB Guide
	4.2 National Instruments LabVIEW

	5 Testing
	6 Conclusion
	References

	 Design and Integrate IoT Sensors to RO Water Purifiers for Remote Monitoring and Allowing Users to Pay Per Usage on the Rented RO System
	1 Introduction
	2 Objectives
	3 Literature Survey
	4 Methodology
	5 Conclusion
	References

	MPTCP a Solution Over Crunch in Bandwidth Requirement for Multimedia Application
	1 Introduction
	2 MPTCP and Related Work
	2.1 MPTCP Working

	3 MPTCP Progress
	4 Issues and Analysis
	5 Conclusion
	References

	Design of AYUSH: A Blockchain-Based Health Record Management System
	1 Introduction
	2 Blockchain in Health Care
	2.1 Problems in Healthcare Sector
	2.2 Advantages of Using Blockchain
	2.3 Challenges in Implementation

	3 Familiarization of Tools
	3.1 Hyperledger Fabric
	3.2 InterPlanetary File System (IPFS)

	4 Proposed Work
	4.1 Architecture

	5 Methodology
	6 Conclusion
	References

	Support Vector Machine-Based Focused Crawler
	1 Introduction
	2 Support Vector Machine
	2.1 Overview
	2.2 SVM Working

	3 Related Work
	4 Proposed SVM Web Page Classification Model
	4.1 URLs Screening
	4.2 Web Page Classification

	5 SVM Classification System
	5.1 Preprocessing Phase
	5.2 Learning Phase
	5.3 Prediction Phase

	6 Result Analysis
	6.1 Experiment Environment
	6.2 Dataset
	6.3 Performance Evaluation
	6.4 Result
	6.5 Comparative Analysis

	7 Conclusion
	References

	Indoor Object Tracking Using Wi-Fi Access Points
	1 Introduction
	2 Related Work
	3 Proposed System
	3.1 System Block Diagram
	3.2 Off-line Fingerprinting and Database Description
	3.3 Regression Using Deep Neural Network

	4 Results
	5 Conclusion
	References

	Crime Analysis and Prediction Using Graph Mining
	1 Introduction
	2 Crime Analysis and Graph Mining
	2.1 Advantages of Using Graph Mining
	2.2 Disadvantages of Using Graph Mining

	3 Familiarization of Tools
	3.1 Neo4j
	3.2 R Programming Language

	4 Related Work
	4.1 Overview of Popular Graph Database

	5 Proposed Work
	5.1 Architecture Diagram
	5.2 Methodology

	6 Conclusion
	7 Future Scope
	References

	 A Semi-supervised Approach to Detect Malicious Nodes in OBS Network Dataset Using Gaussian Mixture Model
	1 Introduction
	2 Related Work
	3 Proposed Work
	3.1 Dataset Cleaning and Feature Selection
	3.2 Normalization
	3.3 Principal Component Analysis
	3.4 Selection of 1% Data from OBS Dataset
	3.5 Gaussian Mixture Model

	4 Result Analysis
	5 Conclusion
	References

	Apache Spark Methods and Techniques in Big Data—A Review
	1 Introduction
	2 Comparison of Different Methods in Apache Spark
	3 Conclusion
	References

	Artificial Intelligence Applications in Defense
	1 Introduction
	2 Ease of Use
	2.1 Ontology
	2.2 Knowledge-Based System and AI Supportability
	2.3 Autonomous Weapon
	2.4 Terrain Analysis for the Development of the Mission Plan
	2.5 Multiple Artificial Intelligence Techniques Used in an Aircraft Carrier Landing Decision Support Tool

	3 Conclusion
	References

	Hybrid Approach to Enhance Data Security on Cloud
	1 Introduction
	2 Related Work
	3 Cloud Architecture
	3.1 Delivery Model
	3.2 Deployment Model of Cloud Computing

	4 Methodology
	5 Result
	6 Future Work and Conclusions
	References

	Security Threats of Embedded Systems in IoT Environment
	1 Introduction
	2 IoT Security
	3 Processor
	4 Secure Embedded Processor Design Challenges
	5 Memory Attacks
	6 Conclusion
	References

	Decentralized Bagged Stacking Ensemble Mechanism (DBSEM) for Anomaly Detection
	1 Introduction
	2 Literature Review
	3 Decentralized Stacked Ensemble Model for Anomaly Detection
	3.1 Decentralization of Architecture
	3.2 Decentralized Bagged Stacking Ensemble (DBSEM) for Anomaly Detection
	3.3 Prediction Analysis
	3.4 Secondary Prediction of Anomaly Data

	4 Result Analysis
	5 Conclusion
	References

	The Process and Application of Dual Extruder Three-Dimension Printer
	1 Introduction
	2 How It Works?
	3 Components
	4 Application of Three-Dimension Printers
	5 Advantages
	6 Conclusion
	References

	Face Detection and Natural Language Processing System Using Artificial Intelligence
	1 Introduction
	2 Literature Review
	3 Proposed Methodology
	4 Result Analysis
	5 Conclusion
	References

	A Review on Detection of Online Abusive Text
	1 Introduction
	2 Literature Review
	3 Comparison of Different Detection Method for Abusive Text
	4 Fututre Work
	5 Conclusion
	References

	Security of an IoT Network: A VLSI Point of View
	1 Introduction
	2 Security Threats
	3 Hardware Security Threats
	3.1 Hardware Trojan Taxonomy

	4 Identification of Trojans
	5 Basic Architecture of a Secure Processor
	6 Implementation Issues
	7 Counter Measures
	8 Conclusion
	References

	Anomaly Detection Techniques in Data Mining—A Review
	1 Introduction
	2 Literature Review
	3 Comparison of Different Anomaly Detection Techniques
	4 Conclusion
	References

	MAIC: A Proficient Agricultural Monitoring and Alerting System Using IoT in Cloud Platform
	1 Introduction
	2 Related Work
	3 Proposed Architecture
	4 Intelligent Monitoring
	4.1 Connecting Sensors
	4.2 ThingSpeak Monitoring Service
	4.3 Sending Alerts Using IFTTT Maker Service

	5 Monitoring Using Firebase Cloud
	6 The Thinger.io Cloud
	7 Twitter Analysis
	8 Conclusion and Future Work
	References

	Open Set Domain Adaptation  for Hyperspectral Image Classification Using Generative Adversarial Network
	1 Introduction
	2 Methodology
	3 Data Set and Model Description
	4 Experimental Results
	4.1 Salinas Data Set
	4.2 PaviaU Data set

	5 Conclusion
	References

	AHP-FVIKOR Based Access Network Selection in Vehicular Communications
	1 Introduction
	2 Related Works
	3 Proposed Method
	3.1 FFHE
	3.2 Weight Assignment Using AHP
	3.3 FVIKOR-Based Target Network Selection

	4 Results and Discussions
	References

	Measuring Web Content Credibility Using Predictive Models
	1 Introduction
	2 Literature Survey
	3 Methodology
	3.1 Data Collection
	3.2 Feature Extraction and Training Data

	4 Experiments and Results
	5 Conclusion
	References

	Survey on Privacy-Preserving and Other Security Issues in Data Mining
	1 Introduction
	2 Literature Survey
	2.1 Survey of Security Issues in Data Mining
	2.2 Survey on K-Anonymization Techniques
	2.3 Data Sanitization Issue
	2.4 Other Issues Based on Cryptography

	3 Analysis and Discussion
	4 Conclusion and Future Work
	References

	A Study on Different Types of Robotics Applications
	1 Introduction
	1.1 Robotics and Artificial Intelligence
	1.2 Aspects of Robotics and AI

	2 Literature Review
	3 Comparison of Different Kinds of Robotics with Parameters
	4 Discussion
	5 Conclusion
	References

	UVRento—Online Product Rental Application Using Cross-Platform Service
	1 Introduction
	2 Proposed Business and Implementation Module
	2.1 Modules in UVRento Application
	2.2 Use Case Diagrams
	2.3 Business Model with Use Case Diagrams
	2.4 Implementation Module
	2.5 Payments and Delivery
	2.6 Literature Survey

	3 Screenshots of User Interface (UI) Design
	4 Results and Discussion
	References

	Autonomous Unmanned Ground Vehicle for Enhancement of Defence Strategies
	1 Introduction
	2 Implementation Setup
	3 Calculation of Remote Access
	4 Discussion of Results
	References

	A Parametric Study of Load Balancing Techniques in Cloud Environment
	1 Introduction
	1.1 Software as a Service (SaaS)
	1.2 Platform as a Service (PaaS)
	1.3 Infrastructure as a Service (IaaS)

	2 Cloud Deployment Models
	2.1 Public Cloud
	2.2 Private Cloud
	2.3 Hybrid Cloud

	3 Load Balancing
	3.1 Load Balancing Algorithms

	4 Load Balancing in Cloud
	4.1 Ant Colony Optimization Technique
	4.2 Honeybee Foraging Behaviour
	4.3 HBB-LB
	4.4 INS
	4.5 A2LB
	4.6 Join-Idle-Queue
	4.7 PLBS
	4.8 Response Time-Based LB
	4.9 SBLB for Internet Distributed Services
	4.10 Cloud Server Optimization

	5 Conclusion
	References

	Logical Clustering of Similar Vertices in Complex Real-World Networks
	1 Introduction
	2 Logical Clusters of Similar Vertices
	3 Silhouette Index
	4 Evaluation on Real-World Networks
	5 Conclusions
	References

	 Capacity Enhancement Using Delay-Sensitive Protocol in MANETs
	1 Introduction
	2 Related Work
	3 Protocol
	3.1 Neighbor Host
	3.2 Construction of Multicast Tree
	3.3 Methodology of Implementing Trees

	4 Performance Evaluation
	5 Discussion and Conclusion
	References

	SCO-RNN: A Behavioral-Based Intrusion Detection Approach for Cyber Physical Attacks in SCADA Systems
	1 Introduction
	2 SCO-RNN Proposed Methodology
	2.1 Generation of Initial Population
	2.2 Training and Testing the RNN
	2.3 Definition of the Fitness Function
	2.4 Termination Condition

	3 Results and Discussion
	3.1 Experimental Setup
	3.2 Dataset Description
	3.3 Data Pre-processing
	3.4 Results and Discussions

	4 Conclusions
	References

	SSO-IF: An Outlier Detection Approach for Intrusion Detection in SCADA Systems
	1 Introduction
	2 SSO-IF Proposed Methodology
	2.1 Generation of Initial Population
	2.2 Training and Testing the Isolation Forest
	2.3 Definition of the Fitness Function
	2.4 Termination Condition

	3 Results and Discussions
	3.1 Experimental Setup
	3.2 Dataset Description
	3.3 Data Preprocessing
	3.4 Results and Discussions

	4 Conclusions
	References

	EDF-VD Scheduling-Based Mixed Criticality Cyber-Physical Systems in Smart City Paradigm
	1 Introduction
	1.1 Characteristics of Embedded Systems
	1.2 Architecture of Embedded System

	2 Background
	2.1 Cyber-Physical System
	2.2 Real-Time Operating System
	2.3 Kernel
	2.4 RTOS Scheduling Models

	3 Existing System
	3.1 Estimation of WCET
	3.2 Task Response Time

	4 Proposed System
	4.1 The Dynamic Cloud Manufacturing Scheduling

	5 Results and Discussion
	6 Conclusion
	References

	Automatic Solid Waste Dumping Alert System
	1 Introduction
	2 Existing Methodology
	3 System Architecture
	4 Proposed Methodology
	4.1 Node MCU
	4.2 Ultrasonic Sensors
	4.3 GPS
	4.4 Wi-Fi Module
	4.5 Radio-Frequency Identification

	5 Conclusion
	References

	 User Authentication for Mobile Phones by Pseudo Signature Using CNN
	1 Introduction
	2 Related Work
	3 Proposed Method
	3.1 Data Set Creation

	4 Results and Discussion
	5 Conclusion
	References

	Autonomous Mobile Robot Using RGB-D SLAM and Robot Operating System
	1 Introduction
	2 Slam
	3 Localisation
	4 Mapping
	5 System Setup
	6 Experimental Environment
	7 Conclusion
	References

	 Survey on Data Mining and Predictive Analytics Techniques
	1 Introduction
	2 Survey on Data Mining and Predictive Analytics Techniques
	2.1 KNN-Based Data Mining and Predictive Analytics
	2.2 Random Forest-Based Predictive Analytics
	2.3 ANN-Based Data Mining and Predictive Analytics
	2.4 Decision Tree-Based Predictive Analytics
	2.5 Naïve Bayesian Classifier-Based Predictive Analytics
	2.6 K-Means-Based Predictive Analytics
	2.7 Summary of Survey

	3 Categorization and Its Discussion
	3.1 Categorization Based on the Novel Techniques
	3.2 Categorization Based on Application
	3.3 Categorization Based on Parameters Measures

	4 Conclusion
	References

	Implementation of In-flight Entertainment System Using Light Fidelity Technology
	1 Introduction
	2 Methodology
	3 Implementation
	4 Results
	5 Conclusion and Future Scope
	References

	 A Survey of Pre-processing Techniques Using Wavelets and Empirical-Mode Decomposition on Biomedical Signals
	1 Introduction
	2 Pre-processing Techniques
	3 Data Bases
	4 Improvement Measures
	5 Discussion
	6 Conclusions
	References

	Analysis of Process Scheduling Using Neural Network in Operating System
	1 Introduction
	2 Related Work
	3 Process Scheduling Algorithms
	3.1 Job Shop Scheduling
	3.2 Preemptive Scheduling
	3.3 Multithreading

	4 AI Technique Based Algorithms
	4.1 Genetic Algorithm
	4.2 Decision Tree Learning
	4.3 Bayesian System
	4.4 Rule-Based System
	4.5 Neural Network

	5 Comparison of Algorithms
	6 Conclusion and Future Work
	References

	An Enhanced Trust Based Fuzzy Implicit Cross-Layer Protocol for Wireless Sensor Networks
	1 Introduction
	2 Literature Survey
	3 Proposed Method
	3.1 The XLM Framework
	3.2 Trust Estimation Processes
	3.3 The T-XLM Framework
	3.4 The Proposed TRUFIX Protocol
	3.5 The Extended E-TRUFIX Protocol

	4 Performance Evaluation
	5 Conclusion
	References

	Implementation of Public-Key Infrastructure for Smart Parking System Using MQTT Protocol
	1 Introduction
	2 Related Works
	3 Preliminaries of the Work
	3.1 ECC
	3.2 ZKP

	4 Proposed System
	4.1 Algorithm
	4.2 Schnorr’s Protocol Steps

	5 Experimentation and Validation
	5.1 Prover System
	5.2 Verifier System
	5.3 Cheater System

	6 Conclusions and Future Work
	References

	Non-bipolar Evaluation and Visualization of Online Text Reviews
	1 Introduction
	2 State of the Art
	3 System Design
	4 System Implementation
	5 Conclusion and Future Enhancements
	References

	Status Monitoring System-Based Defense Mechanism (SMS-BDM) for Preventing Co-resident DoS Attacks in Cloud Environment
	1 Introduction
	2 Related Works
	3 Status Monitoring System-Based Defense Mechanism (SMS-BDM) or State Observation-Based Co-resident DoS attack detection Model
	3.1 Problem Definition
	3.2 Risk Value Measurement
	3.3 State Value Observation and Updation Using Markov Chain Model
	3.4 Two-Player Security Game

	4 Results and Discussion
	5 Conclusion
	References

	Resource Scheduling Algorithms for Cloud Computing Environment: A Literature Survey
	1 Introduction
	2 Literature Review
	3 Conclusion
	References

	Cloud-Based Healthcare Portal in Virtual Private Cloud
	1 Introduction
	2 Requirements
	2.1 Confidentiality
	2.2 Integrity
	2.3 Collision Resistance
	2.4 Anonymity
	2.5 Authenticity
	2.6 Unlink-Ability
	2.7 Patient-Centric Access control
	2.8 Access Revocation
	2.9 Auditing
	2.10 Architecture Design
	2.11 Proposed Architecture

	3 Establish Flexibility of Access in VPC
	3.1 Create the Public and Private Subnet for VPC IP Address 10.0.0.0/16
	3.2 Network Address Translation (NAT)

	4 Evaluations Framework
	5 Conclusion and Proposed Work
	References

	A Hybrid Approach for Video Steganography by Stretching the Secret Data
	1 Introduction
	2 Related Works
	3 Design Methodology
	4 Results and Discussion
	5 Conclusion
	References

	 An Acknowledgment-Based Approach for Implementing Trusted Routing Protocol in MANET
	1 Introduction
	2 Existing System
	2.1 Drawbacks

	3 Proposed System
	3.1 Trust Models

	4 Proposed Algorithm for Information Routing
	4.1 Distributed Trust Evaluations

	5 Results and Discussion
	5.1 Performance Parameter

	6 Conclusion
	References

	On-line Frequency Reallocation for Call Requests in Linear Wireless Cellular Networks
	1 Introduction
	1.1 Overview of Graph Colouring

	2 Related Work
	3 Proposed Work
	3.1 HYBRIDRING Algorithm and Its Principles

	4 Result Analysis
	5 Conclusion
	References

	A Novel Secure IoT Based Optimizing Sensor Network for Automatic Medicine Composition Prescribe System
	1 Introduction
	2 Existing System
	2.1 Sensors
	2.2 Microcontroller
	2.3 Wi-Fi Module
	2.4 Cloud Server
	2.5 Data Mining and Learning

	3 Proposed Work
	3.1 Client Device
	3.2 Server and Database Management

	4 Results and Discussion
	5 Conclusion and Future Work
	References

	High-Speed Polar Decoder Architecture for Next Generation 5G Applications Using Radix-k Processing Engine
	1 Introduction
	2 Literature Survey
	3 Proposed System
	4 Results and Discussion
	5 Conclusion
	References

	 PAPR Reduction in F-OFDM Modulation Scheme for 5G Cellular Networks Using Precoding Technique
	1 Introduction
	2 Related Work
	3 Proposed Work
	3.1 Filter Design
	3.2 Precoding Technique

	4 Result Analysis
	References

	Privacy Preservation Using Top K Multi-Keyword Synonym Fuzzy Search Scheme
	1 Introduction
	2 Related Work
	3 Methodology
	3.1 Model Description
	3.2 Assumptions
	3.3 Algorithm Description

	4 Implementation Details
	5 Results
	6 Conclusion and Future Work
	References

	 High-Speed Variable-Length Decoder Using Segmented Code book
	1 Introduction
	1.1 VLC Code book

	2 Observations
	3 Parallel Decoding Approach
	4 Simulation Results
	5 Conclusion
	References

	 Efficient Cruise Control of Electric Motorcycle Using PID
	1 Introduction
	2 Mathematical Modelling
	2.1 Transfer Function Derivation of a DC Motor (Bottom-Up Approach)
	2.2 System Identification—Reaction Curve Method

	3 Control System Design
	4 Implementation
	4.1 PI Control Observed Under Disturbances
	4.2 PI Control Observed Under Varying Pre-defined Speeds

	5 Results and Discussions
	5.1 Disturbance Rejection Capability
	5.2 Set Point Tracking Capability

	6 Conclusions and Future Enhancements
	References

	Transmission of Watermarked Image in WSN Using ELSM Algorithm
	1 Introduction
	2 Methods and Materials
	2.1 Watermark Insertion
	2.2 Clock Synchronization in WSN
	2.3 Transmitting and Receiving Process of WSN
	2.4 Watermark Extraction

	3 Result and Discussion
	4 Conclusion
	References

	International Students’ Gender Impact to Use Mobile Learning in Tertiary Education
	1 Introduction
	2 Problem Statement
	3 Literature Review
	3.1 Theoretical Framework

	4 Aim
	4.1 Research Questions
	4.2 Research Hypotheses

	5 Methodology
	6 Results
	6.1 Cronbach’s Alpha Values
	6.2 A Model for Female International Student’s to Use M-Learning
	6.3 Model Fit and Quality Indices
	6.4 Mean and Standard Deviation for PE, EE, SF, FC, and BI
	6.5 Correlation

	7 Discussion and Conclusion
	References

	Industrial Automation of Process for Transformer Monitoring System Using IoT Analytics
	1 Introduction
	2 Literature Survey
	3 Methodology
	3.1 Artificial Neural Networks (ANNs)

	4 Results
	5 Conclusion
	References

	A Comparative Study on Various Search Techniques for Gaming Applications
	1 Introduction
	2 Review of Literature
	3 Search Techniques Methodology
	3.1 Breadth-First Search
	3.2 Depth-First Search
	3.3 A* Algorithm

	4 Comparison of Various Search Techniques
	5 Conclusion
	References

	 Crowdsourcing Data Analysis for Crowd Systems
	1 Introduction
	2 Overview
	2.1 Automated
	2.2 Well-Disposed to Non-master Clients
	2.3 Human Intelligence
	2.4 Applications

	3 Related Work
	3.1 Data Analysis Framework [1]
	3.2 Data-Less Big Data Analytics [6]
	3.3 Crowdsourcing Predictors [2]

	4 Proposed System
	5 Conclusion
	References

	Optimized Database Using Crowdsourcing
	1 Introduction
	2 Overview
	2.1 SQL Server Integration Services
	2.2 Service-Level Agreement

	3 Related Work
	4 Proposed System
	5 Conclusion
	References

	Anti-Counterfeit on Medicine Detection Using Blockchain Technology
	1 Introduction
	2 Proposed System
	3 Problem Formulation
	4 Existing System
	5 Architectural Design
	6 Algorithm
	7 Implementation
	7.1 Tablets
	7.2 Blockchain Client
	7.3 Blockchain Admin

	8 Implementation
	9 Conclusion
	Bibliography

	Fault Detection in an Indoor Wireless Sensor Network Using RSSI-Based Machine Learning Technique
	1 Introduction
	2 Related Works
	3 Problem Statement and Methodology
	4 Results and Conclusion
	References

	Image Description Generation Using Deep Learning
	1 Introduction
	2 Related Work
	3 Proposed Methodology
	3.1 Object Detection
	3.2 Scene Detection
	3.3 Sentence Generation

	4 Results
	5 Conclusion
	References

	Multi-agent-Based Interference Mitigation Technique in Wireless Communication System
	1 Introduction
	2 Motivations
	3 Related Work
	4 Proposed Approach
	4.1 Architecture
	4.2 Proposed Interference Mitigation Algorithm

	5 Performance Measure
	6 Conclusion
	References

	Implementing Machine Learning on Edge Devices with Limited Working Memory
	1 Introduction
	2 Related Work
	3 Architecture and Implementation
	3.1 Training the Model in the Server/Cloud
	3.2 Computation/Decision-making on the Edge Device

	4 Experimentation and Results
	4.1 Ease of Obtaining Data
	4.2 Ease of Implementation and Testing

	5 Conclusion
	References

	 Smart Transportation: An Edge-Cloud Hybrid Computing Perspective
	1 Introduction
	2 Existing Technology
	2.1 Conventional Identification Technique
	2.2 IoT Connectivity

	3 Computation Approaches
	3.1 Cloud Computing
	3.2 Edge Computing

	4 Hybrid Computing
	4.1 Non-interleaving Edge-Cloud Architecture
	4.2 Interleaving Edge-Cloud Architecture

	5 Key Challenges
	6 Conclusion
	References

	 A Low-Cost Ideal Fish Farm Using IoT: In the Context of Bangladesh Aquaculture System
	1 Introduction
	2 Related Work
	3 Methodology
	3.1 Circuit Design and Softwares
	3.2 Algorithm
	3.3 Predicting the Following Day Fish Feed Consumption

	4 Experimental Results and Discussion
	5 Conclusion
	References

	IoT-Based Smart Monitoring System to Ensure Worksite Safety—A Context of Garment Industry in Bangladesh
	1 Introduction
	2 Literature Review
	3 System Description
	3.1 System Architecture
	3.2 Blog Diagram and Flow Chart
	3.3 System Implementation

	4 Experiments and Results
	5 Conclusion
	References

	Evading Gratuitous Energy Consumption Due to Activation of Superfluous Nodes in WSN
	1 Introduction
	1.1 Genetic Algorithm
	1.2 Sensing Coverage Representation

	2 Literature Review
	3 Proposed Approach
	3.1 Problem Formulation
	3.2 Absolute Sensing-Area Coverage Using Extended Genetic Algorithm

	4 Experimental Evaluation
	5 Conclusion
	References

	 Detection of Phishing Websites Using Machine Learning
	1 Introduction
	2 Literature Review
	3 Detection of Phishing Websites
	3.1 Pre-processing
	3.2 Selection of Features
	3.3 The Used Algorithms
	3.4 Resample Filter

	4 Experimental Results on Features Selection
	5 Conclusion
	References

	 Smart Drip Irrigation Using IOT
	1 Introduction
	2 Existing System
	3 Proposed System
	4 Working:
	5 Conclusion
	Reference

	An Efficient Scheduling Algorithm for Sensor-Based IoT Networks
	1 Introduction
	1.1 Selfish Node Attack

	2 Related Work
	3 Existing System
	3.1 Last in First Out (LIFO) Backpressure Scheduling (BS) Scheme
	3.2 Event-Aware Backpressure Scheduling (EABS)

	4 Proposed System
	5 Performance Evaluation
	6 Conclusion
	References

	Cost-Based Meta-Task Scheduling Algorithm for MultiCloud Computing (CBMTSA)
	1 Introduction
	2 Related Works
	3 Cost-Based Meta-Task Scheduling Algorithm (CBMTSA)
	3.1 Proposed CBMTSA Algorithm for MultiCloud Computing

	4 Results and Discussion
	5 Conclusion
	References

	Implementation of Low-Cost Mobile Robot for Rescue Challenges
	1 Introduction
	2 Related Works
	3 Architecture
	3.1 User Interface
	3.2 ROS Platform
	3.3 Hardware

	4 Design and Implementation
	5 Experiments and Results
	5.1 25° Ramps
	5.2 Uneven Terrains
	5.3 45° Steep Terrain
	5.4 Parallel Rail Bars

	6 Future Works
	7 Conclusion
	References

	 Smog Detection and Pollution Alert System Using Wireless Sensor Network
	1 Introduction
	2 Motivation
	3 Literature Review
	3.1 Present Smog Detection Devices in India
	3.2 Census Data

	4 Software Implementation Using Cooja
	4.1 Simulated Results of InBuilt Sensors
	4.2 Simulated Results of External Sensor Interfacing
	4.3 Creation of a PAN Network in Cooja
	4.4 Hardware Implementation with Motes and Sensors

	5 Conclusion
	References

	IoT-Based Women Security System
	1 Introduction
	2 Motivation
	3 Related Works
	4 Design and Implementation
	4.1 Design Units
	4.2 Functional Flow of the Proposed System
	4.3 MPU Algorithm

	5 Experiment and Results
	5.1 Experimental Setup
	5.2 Test Results

	6 Conclusion
	References

	IoT-based Wearable Micro-Strip Patch Antenna with Electromagnetic Band Gap Structure for Gain Enhancement
	1 Introduction
	2 Literature Survey
	3 Antenna Design
	4 Results and Discussion
	5 Conclusion
	References

	 Design and Implementation of a 3 DOF Arm for Disaster Management
	1 Introduction
	2 Motivation and Problem Statement
	3 Related Works
	4 Architectural Diagram
	4.1 Control Station
	4.2 Base Station

	5 Design and Implementation
	5.1 Software
	5.2 Hardware

	6 Experiments and Results
	7 Conclusion
	References

	 Correction to: A Semi-supervised Approach to Detect Malicious Nodes in OBS Network Dataset Using Gaussian Mixture Model
	Correction to:  Chapter “A Semi-supervised Approach to Detect Malicious Nodes in OBS Network Dataset Using Gaussian Mixture Model” in: G. Ranganathan et al. (eds.),  Inventive Communication and Computational Technologies, Lecture Notes in Networks and Systems 89, https://doi.org/10.1007/978-981-15-0146-366

	Author Index



