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Preface

The book constitutes selected high-quality papers presented at the International
Conference on Computing, Power, and Communication Technologies 2019
(GUCON 2019) organized by Galgotias University, India, in September 2019. It
discusses the issues in electrical, computer, and electronics engineering and tech-
nologies. The selected papers are organized into three sections—cloud computing
and computer networks; data mining and big data analysis; and machine learning
and systems. In-depth discussions on various issues under these topics provide an
interesting compilation for researchers, engineers, and students.

We are thankful to all the authors who have submitted papers for keeping the
quality of the GUCON 2019 at high levels. We would like to acknowledge all the
authors for their contributions and the reviewers. We have received an invaluable
help from the members of the International Program Committee and the chairs
responsible for different aspects of the workshop. We also appreciate the role of
special sessions organizers. Thanks to all of them, we had been able to collect many
papers on interesting topics, and during the conference, we had very interesting
presentations and stimulating discussions.

Our special thanks go to Janusz Kacprzyk (Series Editor, Springer, Advances in
Intelligent Systems and Computing Series) for the opportunity to organize this
guest-edited volume.

We are grateful to Springer, especially to Dr. Thomas Ditzinger (Editorial
Director, Applied Sciences and Engineering, Springer-Verlag), for the excellent
collaboration, patience, and help during the evolvement of this volume.

We hope that the volume will provide useful information to professors,
researchers, and graduated students in the area of soft computing techniques and
applications, and all will find this collection of papers inspiring, informative, and
useful. We also hope to see you at a future GUCON event.

Broadway, Australia Lakhmi C. Jain
Piraeus, Greece George A. Tsihrintzis
Arad, Romania Valentina E. Balas
Mathura, India Dilip Kumar Sharma
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An ECC with Probable Secure
and Efficient Approach
on Noncommutative Cryptography

Gautam Kumar and Hemraj Saini

Abstract An Elliptic Curve Cryptography (ECC) is used on the Noncommutative
Cryptographic (NCC) principles. The security and strengths of the manuscript are
resilient on these two cryptographic assumptions. The claims on theNoncommutative
cryptographic scheme on monomials generated elements is considered be based on
hidden subgroup or subfield problems that strengthen this manuscript, where original
assumptions are hidden and its equivalents semiring takes part in the computation
process. In relation to the same, the research gap is well designed on Dihedral orders
of 6 and 8, but our contributions are in security- and length-based attacks enhance-
ment over Dihedral order 12, reported in work done. We modeled the said strategies
and represent the ideal security concerns for applications.

Keywords ECC · Noncommutative cryptography · Monomials generations ·
Length based attacks

1 Introduction

In cryptography, the security algorithm and its measures are playing important role
responsiveness, which has been considered as an integral part of computer science.
Cryptography is a combined discipline of mathematics, computer science, electrical
engineering, and physics. It is one of the foundations that give guaranteed secure
communication in the presence of adversaries. Where, the strength and powerful
computing techniques are most useful to avoid the threats and supports challenges.
A lot of applications are available in the realistic sense for showing the essential
requirements that contain to avoid adversaries to occur, the assurance of legitimacy,

G. Kumar (B)
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H. Saini
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2 G. Kumar and H. Saini

protection of information from confession, protected message communication sys-
tems involved in transmission(s), and storage of information(s). The cryptographic
algorithms are shown appropriateness in the full-fledged measurements with the
proposed and/or available resources. But instead of the same, from a research point
of view, the motivational issues on the algorithms with more impulsiveness and
arbitrariness fondness are a guide for future research with an assortment on compar-
atively more and strong responses. In essence of cryptography, these are termed as
private-key and public-key authentication and key exchange.

An immense revolution came through the use of Public-KeyCryptography (PKC),
proposed by Diffie and Hellman [1]. The PKC’s techniques introduced further in var-
ious forms, where on a variety of special features in Elliptic Curve Cryptography
(ECC) [2, 3] is attracted the most attention in the area of cryptography. It is well
available in the literature to show with marginal enhancement on the lower commu-
nication as well as computation costs. ECC provides better security and performance
than RSA/DSA algorithms for equivalent security strengths on shorter key sizes [we
followed National Institute of Standard and Technology (NIST) guidelines released
in 2012]. Today, ECC is considered being tenable above the key length of 224 bits
up to the year 2031, corresponding to the same 256 bits key lengths unsusceptible
beyond 2031 and above key lengths are not defined but is secure, (Table 1). This table
is indicating the RSA algorithm using 2048 and 3072 keyed sized bits for the same
security strength for 224-255 and 256-383 varied lengths keyed and its an obvious
relative performance advancements indicators.

From research points of view, all PKC’s approaches are generalized on
commutative-based principles, but some of the researchers were looking into the fact
to generalize the cryptographic approach on noncommutative basis, and the given
name for the same is noncommutative cryptography or non-Abelion cryptography. It
is one of the approaches based on noncommutative nature, where it is mathematically
based on random arithmetic operation star (*) (holds on rotation and/or reflection)
on any of the noncommutative group G of (G, *), where group Gmay be any Group
elements, Ring elements, Semiring elements, or some algebraic structural elements
or its combinations. According to its noncommutative naturalness properties for two
elements or combinations of [if considered order be appropriate] a and b operations
of G are not resembles the same results, such as a ∗ b �= b ∗ a. It can be achieved
on the combined principles from physics and mathematics that are producing the
noncommutative natural generalization.

Table 1 Equivalent security
for RSA versus ECC

RSA ECC Protection from attack

1024 160–223 Until 2010

2048 224–255 Until 2031

3072 256–383 Beyond 2031

7680 384–511 –

15360 512+ –
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1.1 Related Work and Associated Issues

Noncommutative cryptographic approach keeps a solid backbone security enrich-
ments and better performances than the existing approaches. Using noncommuta-
tive cryptography implementations in a number of applications are based on PKC’s
approaches such as on RSA/DSA, Diffie–Hellman, and ECC algorithms. For the
cryptographic purposes, these are working efficiently in session-key establishment,
en/decryption and/or in authentication systems on noncommutative too. The discrete
logarithmic is acting as an intermediary strength near to non-negligible solutions.
On behalf of the open opinion on security experts, a brief observation is presented
here.

For solving a discrete logarithm problem (DLP) and integer factorization prob-
lem (IFP), Shor in 1994 [4] is given a competent algorithm on the quantum basis,
so likely a representation of possible security breach on commutative-based cryp-
tography. Further, Kitaev [5] considered the same as a special case on its DLP, and
analyzed on its significance, called hidden subfield or subgroup problem (HSP). The
general ideas from Paeng et al. [6], Joux and Nguyen [7], and Cocks [8] are one
of the important steps in making the finite Abelian group’s decision separations on
cryptographic groups and its equivalents on quadratic residues. Magliveras et al. [9]
designed PKC’s using one-way functions and trapdoors infinite groups, therefore in
2002, Stinson observed sensibly on most of the PKCs that only belong on Abelian
or commutative approach, whose forthcoming future intention may be susceptible
in the arena. On behalf of same, Goldreich and Lee suggested don’t put all the cryp-
tographic generalizations in single “commutative group” only. Therefore, the reason
was a clear indication to look at alternative cryptography for specific purposes; this
was the opening of noncommutative cryptography. Noncommutative cryptography
is a generalization of a commutative approach in such a way that it doesn’t follow the
commutative case properties, but those are analogous to be the commutative cases.
Afterward, there are session-key establishment, en/decryption, and authentication
schemes on noncommutative are generalized on a variety of schemes [10, 11]. HSP
over elliptic curve cryptography-DLP (ECC-DLP) is comprehensively resolved by
Proos andZalka [12]. Lee [13] in 2004 organized quantumalgorithmswell on the ran-
domHSP forNoncommutative group elements and it was reportingwell, with respect
to braid group based attacks [14]. Further, Rotteler [15] suggested to use HSP over
noncommutative with proven evidence are much harder and better in the adversaries
presence. Cao et al. [16] used polynomials functions to build cryptographic scheme
over noncommutative semirings or ring elements. Further, the protocol application
was based on non-Abelian given by Kubo [17] on Dihedral order 6, which has been
considered the initial order for this group and its construction is based on revolutions
of three-dimensional approaches.Reddy et al. [18] build signature schemesovermod-
ular method on noncommutative groups and semirings. Moldovyan and Moldovyan
[19] constructed the cryptographic implementations on four dimensions; the major
intention was to generalize the security enhancement. Myasnikov and Ushakov [20]
have the crypt analyzed on encrypted texts and the authentication schemes on the



4 G. Kumar and H. Saini

hardness tests of the Conjugacy search problem on monoids elements. An algorithm
is devised to solve the same problems and got anxious on the strategies. Svozil [21]
recognized the metaphorical structures with hidden variable indecisiveness on non-
contextual elements that can’t be figured out on cryptanalysis, and it doesn’t any
assembled proofs. Kumar and Saini [22] have shown the cryptographic applications
on extra special group (ESG) that providesmore robustness and unpredictable behav-
ior as compared to all the known schemes using Noncommutative Cryptography on
the extra special group (ESG) and applied the same in cryptographic schemes gener-
ations. Where the center of ESG is cyclic and its quotient belongs to nontrivial, i.e.,
the resultants are not equal to zero or identity to its group elements. Transitions from
group elements to its equivalent semiring elements finish finitely on monomials (the
proposed assumptions for a group and semiring elements are unique and irreversible
on the proposed group) and contain all the algorithmic properties. It is designed the
authentication and integrity schemes on Mono-morphism for a group and semiring
elements on Dihedral Order 8 of ESG. Also, ESG defaults contain the authentication
and integrity schemes on Heisenberg and Quaternion groups and finally it is illus-
trated on the exponential growth on Length Based Attacks and predicted almost to
be unpredictable.

1.2 Motivation and Our Contribution

The issue related to security enhancement is one of the most motivational concerns,
where monomials with semiring structures and Dihedral orders are presented on
potential advantages to keep away the assumptions from various attacks. The mono-
mials structured foundation is, in general, uses the equivalent semiring elements
consideration takes part in the computation process, whereas main group parameters
work in hidden, and it is based on polynomial modular reductions.

Our contribution highlights the monomials generations on the three dihedral
orders of 6, 8, and 12. The Dihedral 6 is already presented so we didn’t take into con-
siderations, and Dihedral order 8 monomials generations for key-exchange, encryp-
tion–decryption, and authentication schemes presented in [22]. The virtual consider-
ation for Dihedral order 12 is considered in themanuscript. In last, we have presented
a scenario for length based attacks in order to investigate into Monomials Crypto-
graphic generation approach.

1.3 Manuscript Organization

The manuscript is organized into subsequent sections, in the next section, it is
presented with cryptographic assumptions on modular polynomials and further its
hypothesis is presented on group and ring elements, in brief. In Sect. 3, preliminary
knowledge of dihedral order 6 and 8 are presented frommathematical points of view
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in justification of proposed strategies, which releases the significant contribution our
proposed cryptography. In Sect. 4, a length-based attacks scenario is presented on
input sequence generation and further presents scenario on attacks by the adversaries
in reverse to find the original key. This represents security strength guarantees on
enlarged search species.

2 Preliminaries

2.1 Noncommutative Assumptions on ZModular Strategies

A PKCs over the Noncommutative cryptography on polynomials with the semiring
R elements is proposed by Cao et al. [16], and this scheme is generalized with
the name of Z-modular approach. The notation for a Z-modular structure on ring
r is Z(r), and its structural applications available on Z

+[r] for positive elements on
noncommutativeR and it is aswell as applicable on negativeZ−[r], where r ∈ R is not
certain on general and monomials, where group and semiring are comprehensively
applicable on Z-modular.

2.2 The Basis of Noncommutative Cryptographic Algorithm

The concerns on security strengths are based on the following two assumptions:

(i) Conjugacy Decisional Problem (CDP): The definition of CDP says on given
two group elements a and b of group G, using the random secret chosen x
to generate the other group elements that satisfies for b = ax or to generate
the Conjugacy multiplicative inverse of: b = x−1ax. It works in the forward
direction.

(ii) Conjugacy Search Problem (CSP): For a group G of elements a and b, that
try to finds a secret x if there exists x in G such that b = ax or b = x−1ax. It is
a reverse process to determine the random secret key as x.

CSP is considered to be a one-way hash function generation, i.e., the designed
algorithm(s) are not able to determine the other group elements values such as
a → bx. In modern cryptography on Noncommutative, generalized assumption is
completed enough to frustrate the cryptographers. Also, CSP is well known for its
unrealistic nature to solve the same probably on polynomial time.
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2.3 Monomials Used in ZModular Method

The Z-Modular method is constrained to be monomials on the chosen polynomials
on secrets parameters, i.e., original information of group elements are hidden with
its equivalents ring/semiring elements on polynomials functions. Such participation
Conjugacy assumptions are viewed as a special case. Conjugacy Search Problem is
proposed under these considerations.

3 The Preamble to Dihedral Orders

3.1 Dihedral Orders 6

The dihedral is a virtual concept works on a finite set of group elements. After defined
operations on it, the group elements show some specific variations that make the
unique nature for cryptographic uses. The first initiated step for the noncommutative
or non-Abelian group is dihedral order 6, denoted by D3, given by Uno and Kano
in [23]. In which, three colored blocks such as Red, Green, and Blue is considered
as an assumption, where three actions applies as “a: swap the first block and second
block from left to right, b: swap the second and third block from left to right, e: leave
the block as they are, and if two actions then do the operation from right to left as
specified”. The set of operations works is as follows:

e: RGB → RGB or (), a: RGB → GRB, b: RGB → RBG, ab: RGB → BRG, ba:
RGB → GBR, aba: RGB → BGR

Here, the block operations are represented in the form of mathematics, with con-
siderations on R= 1; G= 2; B= 3 and arranged the same in various group elements.
Further, equivalent ring elements are assigned to group elements. It shows the center
of group element results on a cyclic rotation having its quotient belongs to nontrivial
elements, where variables or terms that don’t result on the identity or zero elements.

(
1 2 3
1 2 3

)
→

(
1 0
0 1

)
,

(
1 2 3
2 1 3

)
→

(
0 1
1 0

)
,

(
1 2 3
1 3 2

)
→

(
1 1
1 1

)
,

(
1 2 3
2 3 1

)
→

(
0 1
1 1

)
,

(
1 2 3
3 1 2

)
→

(
1 1
1 0

)
,

(
1 2 3
3 2 1

)
→

(
1 0
1 1

)

The cryptographic schemes such as key-agreement, encryption–decryption, and
its authentication have presented on general and monomials generations in [24], and
interested authors can go in detail with this reference.
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3.2 Dihedral Order 8

The initial order for Dihedral order 8, denoted by D4 is available in [25] and the
use of this order for the cryptographic purpose is presented in [22]. These consist
of the operations on the cyclic subgroup generation by rotations and reflections. For
virtualization point of view Dihedral order 8 represented with an on a square of
glass with the alphabetic letter “F”. In the same, some defined operations have been
considered, such as e acts as an initial assumption likely be an identity element, a is
used for a rotation by 90° and b is used for reflection. To make use of cryptographic
aspects, square movement makes a difference on 0°, 90°, 180°, 270° [clockwise
rotations], are taken into its considerations and reflections on the other hand, as
shown in Fig. 1.

This virtual concept we apply for numeric consideration for the use of crypto-
graphic purposes. Another way to represent the dihedral order 8 concepts is still
possible. The schematic representation is based on the square glass on three opera-
tions e, a, b and its corresponding mixed operations, represented in Fig. 2.

Finally, consider these group elements in a group from G1 to G8, like
e, a, a2, a3, b, ba, ba2, ba3, which have been used in cryptography for its specific
uses such as session-key generation, en/decryption as part of its resultant. A similar
idea for the same has assumed for Dihedral 12 on group elements from G1 to G12,
detailed decryption is not available here, but we have considered. Interested authors
may refer from Kumar and Saini [22].

Fig. 1 Symmetries of
Dihedral order-8

Fig. 2 Schematic
representation on Dihedral 8
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4 The Investigation into Length Based Attacks and Its
Proposal

Length based attacks (LBA) is an approach to determine the user secret key; it works
on word lengths, it is related to LBA, in Ruinskiy et al. [26], and in Myasnikov and
Ushakov [27]. It is presented on Dihedral order 6 [24]. In these regards, it is one of
the reverse procedures that try to recover the factors of conjugates. A good approach
results in finding its Conjugator in the form of its group elements generation. The
procedure is generating the Conjugators as follows for the Dihedral order of 6, 8, and
12, Fig. 3. On the input sequence and Dihedral order 6, there are 6 group elements
and on the successful completion of this task a total of 36 elements to satisfy for the
same. Similarly, for Dihedral 8, there are 8 group elements and a total of 64 elements.
Finally, for the Dihedral 12 (hexagon element), there are 12 group elements and a
total of 144 elements to satisfy for the same.

Our proposed approach is based on complexity enhancement for cryptogra-
phers (or complication) on Dihedral order of 6, 8, and 12. The group elements
are SG = {

g±1
1 , g±1

2 , g±1
3

}
for order 6, SG = {

g±1
1 , g±1

2 , g±1
3 , g±1

4

}
for order 8 and

SG = {
g±1
1 , g±1

2 , g±1
3 , g±1

4 , g±1
5 , g±1

6

}
for order 12. The generation of input sequence

on input y = g1g
−1
2 g3g

−1
4 , for length n = 4 for all the three orders as follows. On

the assumption of any sequence of chosen input(s), perform operations on likely
be on the 2k-ary tree. Where it does starts with an initial assumption word e, and
generation of any further word/group elements depends on successful proceeding is
one of the probable of its child generalized nodes. The successful accomplishment
is based on chosen input yn to length y = y1y2 . . . .yn traces likely as presented in
Fig. 3. The nth-level contains elements on (2k)n leaf nodes. The leaf node of each
one group is a potential element in any of y. The proposed work is difficult in finding
its traces back on its cryptanalysis and/or decomposition of an encrypted message.
The supporting group provides an unpredictable and robustness behavior on center
and resultants in midair is/are rotates cyclic. Further, the assumptions are unique,
irreversible and appropriate in sustaining to algorithmic properties. Therefore, for
the proposed orders, it is assumed secure in reference to brute-force search.

Fig. 3 The process of generating y = g1g
−1
2 g3g

−1
4 on Dihedral 6, 8 and 12
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Fig. 4 Decomposition of length y = g1g
−1
2 g3g

−1
4 on Dihedral 6, 8 and 12

Especially, when an attacker(s) tries to determine with equal child nodes, such as
P and Q in same length, then the procedure have been created in such a fashion to
fall for the same with insignificant solution. The general observation for Dihedral
order 6, six candidates group elements forms at each level, so the time complexity
work in the form to attack on the proposed strategy is O(62n) for all n word length, on
the success or failure attempts. Next on average, 8 candidates (in Dihedral order 8)
elements in each level for one group element, so the time complexity of this strategy
is O(82n) for all n word length, on the success or failure attempts. Finally on average,
12 candidates (in Dihedral order 12, denoted by D6) elements in each level for each
group element, the time complexity of the attack algorithm is O(122n) for n length
words, either on failure or success proceedings. The attack procedure is considered to
be reversed searching the instance on the 2k-ary tree. In reference to shown Fig. 4, the
decomposition on any lengths, the dark nodes are considered to be target nodes that
forms paths, where this technique is suitable to find the path if it successful works.
Therefore, we are able to enhance the robustness properties on its orders and acceler-
ate the unpredictable behavior for cryptographic purposes. Its practical feasibility of
the proposed idea is keeping a lot of benefits in noncommutativematrix operations on
a finite group. Theoretically, the proposed approach is working; therefore interested
authors and/or security agencies may apply this principle in various cryptographic
applications, such as mobile techniques, online services, cloud in security, Internet
of Things (IOT).

5 Conclusion and Future Scope

Due to tremendous demands on secured tools and techniques for various applications,
our considered approach is oneof the prime research concerns. Themanuscript claims
the Noncommutative cryptographic scheme on monomials generated elements. The
monomials working principles are acting onDihedral order of 6, 8, and 12. In regards
to security and performance, these are reporting an immense contribution in the field
of cryptography and making the proposal stronger based on the hidden subgroup
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or subfields problem. For the adversary, the attacks like length based, cryptanalysis,
and brute-force are likely being negligible to find.

As the proposed approach itself is a representation of polynomial functions that
doesn’t reveal secrets and/or finding polynomial for attacker is hard to find. The
deployment considerations for applications are on high demand, designing for accel-
erating the algorithms, also in the area of security, is in tremendous demands.
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Probability Prediction Using Improved
Method in Delay-Tolerant Network

Pradeep Yadav, Manuj Mishra and C. P. Bhargava

Abstract Delay-Tolerant Network is a widely used network these days. Nodes are
connected with each other and pass information between each other. The node that
obtains the message accumulates it and advances its duplicate to another node it
experiences. There are many parameters used to evaluate the Delivery Probability
(DP) and storage of each node is also used because in DTN all the nodes should be
capable of storing the message if the path is not available. In this paper, an improved
method (EEA-PRoPHET) is proposed for increasing the probability prediction and
transitivity of the nodes.

Keywords Delivery probability · DTN · EEA-PRoPHET

1 Introduction

1.1 Introduction

DTN is otherwise called astute systems. The DTNs are reasonable for work in the
framework-less condition. This communication also allows the B/W wireless nodes
in an odd environment. DTN or Disruption-Tolerant Systems DTN is the systems,
which can be categorized as a subclass of MANET, where continuous connectivity
from sender and receiver is not present at one point of time. Number of terminologies
in the literature, such as ICMANET, Opportunistic Networks, challenged networks,
or extreme networks has referred for DTN [1]. Each gadget on the endless sub
arranges that contain the Internet makes utilization of this convention for information
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exchanges from source to goal with the negligible conceivable deferral and high
dependability. End-to-end information exchange is the fundamental rule on which
TCP/IP depends on.

DTN is an approach to manage PC masterminds outline that intends to paths
the specific troubles in heterogeneous frameworks that knowledge nonattendance of
predictable framework accessibility. DTNs engage data trade when adaptable centers
are simply irregularly related. Since the availability isn’t required to be steady in
DTN, it utilizes what is known as a store-convey and forward directing system. In
this, the halfway versatile hubs convey information bundles when they get it and
forward it to the following hub as and when contact is built up. As DTN relies upon
versatile hubs to convey information, the execution of directing the information
exclusively relies upon whether the hubs [2] interact with one another or not.

DTN is a networking administration engineering that is intended to give corre-
spondences in heterogeneous situations, where the system would be visit and endur-
ing interruptions and high bit error rates that could regularly debase the execution.
Interruption-tolerant system is developed from MANET. It is inadequate and irreg-
ular associated organize where dependable correspondence end to end availability
isn’t accessible formessage transmission. Sensor-based networks,Wireless networks
(WN), Terrestrial wireless networks (TWN), and submerged acoustic systems with
delays are the models of DTN. New layer presented named “Package layer” in the
engineering of DTN, is over the vehicle layer and underneath of use layer utilized for
store and forward of messages. This engineering has various difficulties like absence
of framework, separation, disturbance, and absence of assets. In these “Store and
Forward” system, every hub [3] in DTN stores approaching messages in the cradle
and advances it with regards to the goal hub or closer of these coveted goals among
hubs.

1.2 Routing Protocols

There are different kinds of routing protocols exist in DTN. Basically, there are
two different classifications of directing data in DTN, flooding methodology and
forwarding procedure. Here, we have to find out the best route to transmit data from
source to destination.

a. Single Hop Transmission protocol.
b. Binary spray and wait.
c. Location based routing strategy.
d. PROPHET (Probability Routing Protocol using History of Encounters and Tran-

sitivity).

The technique for store and forward is exceptionally practically equivalent to the
genuine postal administration. Each letter needs to go through an arrangement of
post workplaces; here it is handled and sent, before achieving the goal. Here, the
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aggregate message or a lump of it is moved and put away in hubs progressively until
the point that it achieves the goal.

2 Literature Work

2.1 Literature Review

In this section, the work done by several researchers is being discussed.
Md. Sharif Hossen [4], In an ICMN scenario for every the duplication base DTN

routing protocol in particular pandemic, Prophet, Max-Prop, Spray and Wait, and
Spray and Focus, the implementation is assessed against various message age rates
and number of portable rates respectably. Delivery probability, normal inertness, and
overhead proportion are three execution analyzer networks. For these, one simulator
is utilized as an instrument.

Cao [5] in his work asserted geographic directing plan for beating the test to
acquire the continuous area of goal inDTNs. In thiswork, they at first figure the close-
ness to the advancement expand assessed for objective by considering the adaptability
vector of versatile center. At that point, the memo is recreated by the calculations
named as Reach Phase and Meet Phase individually, for quick message conveyance.
In the event that the message is out of the development go then it utilize the Reach
stage and on the off chance that it is inside the range then it utilize Meet stage.
The recreated messages are again under organized broadcast with the assistance of
planning plan among Reach and Meet Phase, for improving the steering execution.

Grasic [6] proposes the current DTN assessment hones through an intensive and
writing study. Creators demonstrate some shortcoming utilized in the assessments
and proposes a model for assessment of DTN steering plans that track the essential
sources of info, which should be chivalrous in the assessment procedure. Creators
initially outline the related work then sequential review and after that proposed DTN
assessment demonstrate. The model took three classes of contributions to produce
the outcomes in the reproduction situations.

Ferreira [7] in his work proposed a system administration answer for VDTN
utilizing the standard SNMP tradition. An observing framework is extremely helpful
to confirm the correct systemworking, checking conceivable system inconsistencies,
and to gather measurement information for the system head. The SNMP application
is inserted into VDTN terminal hub application.

Beuran et al. [8] in their work proposed an imitating tested expected for DTN
application and convention tests. Examined in detail the principle changes that were
essential with a specific end goal to make conceivable DTN investigates the QOMB,
a nonexclusive reason remote system imitating tested are multi-interface support,
fault injection mechanisms, etc.
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3 Work

3.1 Proposed Work

In the proposed work the performance of an Energy-Aware PRoPHET is being
improved. In the proposed work, the calculation of Delivery Probabilities (DP) is
performed. Then energy and node’s available buffer are taken into consideration.
Here, the remaining energy is used to find the encounter rate. If the energy is less
and DP is higher than there is a chance of node die before reaching the destination
node. So, energy is additionally exceptionally fundamental part to enhance the gen-
eral execution. There are many parameters used to evaluate the Delivery Probability
(DP) and storage of each node is also used because in DTN, all the nodes should be
capable of storing the message if the path is not available. When the node encounters
another node, then it checks the remaining energy and free buffer. This method is
used to ignore the issue of storing extra information about each node.

3.2 Proposed Algorithm

Let T(a, b) be a DP node (a) has for node (b) and T_Enc be the encounter value.
Then, a offset which is simplified in every counteract is intended as given below

T(a, b) = T(a, b)old + (1 − T(a, b)old) ∗ T_Enc (1)

P_Enc is calculated by using the following formula:

P_Enc =

⎧
⎪⎨

⎪⎩

Tm ∗
(
TLE(b)
TE

)

if f0 ≤ TLE(b) ≤ TE
.

(2)

where TLE represents the time for the last encounter with node b and TE is the
expected interval of time for connections.

Step: 1 In the work first of all, delivery probability would be calculated and then
new neighbor node would be calculated after that apply decay values on
DPs.

Step: 2 Node (a) send information to encountered node (b) such as DPa, Sva, Ea.
Node (b) receive data and perform further evaluation.

Step: 3 If Ea is less than Eb then calculate probability of node a and b and size of
free buffer (Bf) f node b

Step: 4 If (Ta < Tb and Bf > Sizemsg) add message in the send list else Bf =
Bf—Sizemsg

Step: 5 End message.
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4 Performance Metrics

4.1 Delivery Probability

It is a ratio of overall number of message conveyed to the target and the no. of
messages created.

Delivery Prob = Number of messages conveyed

Number of messages created
(3)

4.2 Overhead Ratio

It is a distinct as number of required repeated packets is spread for delivering over
the one packet to the destination.

OverheadRatio = L − D

D
(4)

where L represents quantity of information send by transfer node and D represents
quantity of messages conveyed to the goals.

These are some different performance metrics which shows the measurement in
terms of quantity as well as quality wise.

5 Results

5.1 Results in Tabular Form

Here, the result is shown in the tabular form. Delivery probability has been calculated
using different numbers of nodes (Table 1 and Fig. 1).

Table 1 Table shows the
comparisons between both
the methods

No. of nodes EA-PRoPHET EEA-PRoPHET

100 0.4722 0.4743

200 0.5171 0.5206

300 0.4911 0.5034

400 0.4552 0.4586

500 0.4204 0.4272
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Fig. 1 Delivery probability
against different numbers of
nodes

Table 2 Table shows the
comparisons between both
the methods

No. of nodes EA-PRoPHET EEA-PRoPHET

100 14.6372 11.6012

200 40.809 40.332

300 95.7483 93.8697

400 179.3579 180.5522

500 292.0537 291.2608

Fig. 2 Results with the help
of pie chart

In this figure, comparison between both the methods is shown. By the pie chart,
we can see that the proposed method shows better results.

Similary by using the performance metric of overhead ratio, the EEA-PRoPHET
method shows the best result in comparison to EA-PRoPHET (Table 2).

Here, the results is shown with the help of pie chart (Fig. 2).

6 Conclusion and Future Work

DTN provides unique features of intermittent connectivity between nodes, which
helps in communication when connection breaks and reconnect after some time and
makes routing different from traditional network. The proposed work is better to
perform the prediction delivery and provide better transitivity among the nodes.
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Taxonomy of Cyberbullying Detection
and Prediction Techniques in Online
Social Networks

Madhura Vyawahare and Madhumita Chatterjee

Abstract Online social networking sites have become very popular in this era due to
easy accessibility of Internet. This popularity leads to continuous availability of mul-
tiple users, which resultantly attract more criminals and hence increasing insecurity
in OSN. Different types of crimes are committed for multiple reasons in cyber realm
by taking assistance of cyber technology. This insecure environment of OSN needs
attention to prevent the damage caused by these crimes to society. Cyberbullying
is reported as one of the harmful crimes causing psychological damage to victims.
Cyberbullying has dangerous effects on the victim, which may also lead the victim
to suicidal attempt. Victims of cyberbullying are usually afraid or embarrassed to
reveal about their harassment. It has become a necessity to detect and prevent cyber-
bullying. Many researchers are working in multiple directions to achieve best results
for automated cyberbullying detection. We have done a broad survey of all recent
techniques proposed by researchers for cyberbullying detection and prediction. In
the paper, we have presented taxonomy of multiple methods being used for cyber-
bullying detection. We also have presented a comparative analysis and classification
of the work done in recent years.

Keywords Cybercrime · Cyberbullying · Online social network ·Machine
learning

1 Introduction

In this era of technology, the popularity of online social networks (OSN) is increasing
not only among technologically strong people but also among nontechnical people.
Availability of internet is one of the major reasons behind the high utilization of
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OSN. OSN have no generalized definition but it is defined by authors Boyd et al. [1]
as a web service that allows an individual to do three things: (A) Generate a public
or semipublic profile in a specific system, (B) Create a list of users to interact with
and browse through the list of contacts and (C) See what was done by others within
the system. People are fond of OSN for many purposes like entertainment, social
contacts, fun, fame, advertisement, business. OSN has also become a major platform
for cybercriminals to perform several types of crimes. Huge amount of data is present
on social media which is being utilized for several criminal purposes. Rate, types,
and complexity of attacks are increasing drastically due to such big platforms where
people are available relentlessly [2].

Cyberbullying is one of the harmful cybercrimes, which is recently reported as
a crime causing tremendous psychological damage to the victim. Cyberbullying is
defined as “willful and repeated harm inflicted through the use of electronic devices”
[3]. Detection of this crime is considered largely bymany researchers. It is a relatively
new area, but the research progress is exponentially incremental due to: (A) The
increasing rate of occurrences of cyberbullying observed in OSN, (B) The damage it
is causing to society. Detection of cyberbullying is considerably focused; at the same
time, few researchers have also targeted prediction of cyberbullying by analyzing
and relating previously available data on social networks.

In the paper, we present an elaborated survey of cyberbullying detection and
prediction techniques and classify these different techniques using various factors
used for analysis. The remainder of the paper is organized as follows: Sect. 2 presents
the definition and background of cyberbullying. Section 3 is covering the related
work done for cyberbullying detection techniques. Existing prediction techniques
are discussed in Sect. 4. Section 5 presents the taxonomy of cyberbullying detection
and prediction techniques. Section 6 is Comparative Analysis and discussion and we
conclude in Sect. 7.

2 Background

Bullying is a very commonly observed act in adolescent. Bullying increased drasti-
cally in all age groups when it got the exposure to technology. In cyberspace, to bully
someone, a person does not have to be physically strong. A person who has never
bullied anyone in real life can also anonymously starts bullying on social media.

2.1 Statistics of Technology Utilization

The availability of electronic devices like laptops, i-Pads, smartphones, and their
combination with Internet technology has become very easy. Internet made social
networks very popular. All age group people are carrying these high-end devices and
resultantly reachability of online social networks have increased. The recent survey
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Table 1 Utilization of
electronic devices by kids in
the United Kingdom [5]

Age Use of tablet
(%)

Use of laptop or
desktop (%)

Smartphones
(%)

3–4 55 24 –

5–7 67 49 2

8–11 80 66 32

done by the Center for the Digital Future reports 92% of Americans are using the
internet and, on an average, everyone is spending 23.6 h a week online [4]. The
authors Kowalski et al. [5] have given statistics about kids in the United Kingdom
using the electronic gadgets in the year 2016 (Table 1). Also, the authors state that in
United States, 66% of elementary school youth are regularly using a laptop, whereas
53%are using smartphone, and 78%a tablet. Additionally, 35%of these youth owned
a laptop, 36% owned a smartphone, and 69% owned a tablet. Application of Internet
varies for different age groups but the common thing is the use of online social media
for all. Lenhart, 2015 states about 71% of teens aged 13–17 have a profile onmultiple
social media platforms [6].

2.2 Cyberbullying Definition, Types, Popularity in OSN
and Outcome

Definition: Traditional bullying is defined as an aggressive act that is intended to
cause harm or distress, that is typically repeated over time, and that occurs among
individuals whose relationship is characterized by a power imbalance [7, 8]. Based
on this, many researchers have defined Cyberbullying. The author Giumetti et al.
defined cyberbullying as rude/discourteous behaviors occurring through Information
and Communication Technologies [9]. Cyberbullying is “an aggressive, intentional
act carried out by a group or individual, using electronic forms of contact, repeatedly
and over time against a victim who cannot easily defend him or herself” as defined
by Smith and his colleagues [10].

Types of Cyberbullying: Cyberbullying can be of two types: direct or indirect cyber-
bullying [11]. Direct cyberbullying involves only two people the bully and a victim,
whereas in indirect cyberbullying, a group of people can get involved. A very good
example of indirect cyberbullying is a post on social media to make fun of someone
and many people commenting and sharing it. Indirect cyberbullying has large and
more dangerous impact. There are several categories of cyberbullying as stated by
[12, 13]: Flaming, Masquerade, Denigration, Impersonation, Outing, Harassment,
Trickery, Exclusion, and Cyberstalking. It is an act where people use bad words,
sexting, online sexual solicitations, posting humiliating images or videos, tagging
someone with the intention of making fun of him/her. Cyberbullying is possible
through all different means but most common is OSN due to consistent availability
of user and also due to the anonymity a person can achieve in cyberspace through
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OSN. Not only teenagers but all age group people may suffer from the shameful act
of cyberbullying.

Outcome of Cyberbullying: Cyberbullying can have very harmful effects on psy-
chological health of a victim as well as on bully. The effect of cyberbullying is more
harmful than traditional bullying because it can easily turn into indirect cyberbullying
and victim cannot escape anywhere. Depression and isolation are majorly observed
impacts of cyberbullying. D. Mann said emotional, concentration, and behavioral
issues are reported by many victims [14]. These victims have also likely to reported
frequent headaches, recurrent stomach pain, and sleeping difficulties. The survey
done by the author Tjhin Wiguna et al. state that the extreme result of cyberbul-
lying can be suicidal attempt [15]. Authors also state that impact of cyberbullying
on male victims as well as perpetrators is, they become more aggressive and get
addicted to alcohol consumption or cigarette smoking, whereas female victimization
result in internalizing behaviors, such as ideation, isolation, depression, or suicide
attempt. Research showed that higher level of cyberbullying results in higher level
of depression [16]. The author Nixon also found that 32% of cyberbullying targets
experienced at least one symptom of stress.

Through the social networks, many teenagers, as well as adults, are suffering
from cyberbullying. Almost 50% of the youth in the United States have admitted
being bullied [17]. But most of these victims usually hide their victimization due to
different reasons. Teenagers or adolescents fear that the device may be taken away
from them. Adults are embarrassed to acknowledge that they are being bullied, they
also have a fear of being misunderstood by their peers or family members. Hence,
the identification and reporting of cyberbullying is very important to find victims and
take some action to cure them. It is also required to save society from the damage
cyberbullying is causing.

3 Cyberbullying Detecting Techniques

Few social media sites are Facebook, Twitter, Instagram, LinkedIn, YouTube, Pin-
terest, Snapchat, ASKfm, etc. Out of these all social media platforms, Facebook,
Twitter, YouTube, Ask.fm, and Instagram have been listed as top five networks with
the highest percentage of users reporting experience of cyberbullying [18]. A huge
amount of data is available and it goes on increasing every hour. This data is of
different type like textual posts, comments, images, video, hashtags. Cyberbullying
detection is possible by analyzing this content present on the social media. Most
of the researchers are using machine learning approach for classifying the content
in bullying and non-bullying categories. The classifiers can be binary or multiclass
classifiers [19, 20]. Binary classifier classifies the content in 2 categories mostly pos-
itive and negative. Multi-class classifier can classify the data in multiple categories.
Most of the researchers are focusing on binary classifiers.



Taxonomy of Cyberbullying Detection and Prediction Techniques … 25

3.1 Cyberbullying Detection Techniques Using Binary
Classification

Cyberbullying identification is done based on the data present in different profiles
of OSN. Most of the researchers are classifying the content in bullying and non-
bullying categories. All of these methods are using some or other machine learning
mechanism. To implementmachine learning concept themajor requirement is dataset
for training and testing the machine. Major limitation is confined availability of
datasets. Data scraping also provides restricted amount and type of data. According
to a broad survey done by the authorsMahlangu et al. [21], themajority of researchers
have generated their own datasets and some have scrawledwebsites. The authors [21]
have also identified that for binary classification mostly SVM classifier is used by
many researchers as it provides comparatively better results.

Different social media sites are focusing on different types of data, for example,
Twitter is used for posting textual comments known as tweets, Instagram is used for
sharing images, whereas Facebook contains combination of images, text, and video.
Analyzing text is comparatively easy and focused by maximum researchers. Very
few are talking about image content.

Profane Words-Based Detection: While considering textual data, one can simply
focus on bad or insulting words identification. However, only the presence of bad
word is not always bullying as stated by the authors Homa et al. [22]. Bullying is
repeated aggressive act for hurting someone. Repeated behavior has to be checked
before concluding bullying.

Author Sakshi Gujral have used a model considering only textual data and purely
focusing on identification of badwords for detection aswell as prediction of cyberbul-
lying in presented paper [23]. Twitter media platform was selected and using twitter
API and R studio, a balanced dataset was obtained containing bullying as well as
non-bullying keywords. Tweetswere treated as data after cleaning and preprocessing.
Manual labeling is done as positive and negative based on sentiment. Bag-of-Words
Approach with unigram feature extraction are used for extracting required features.
Then by using term frequency feature reduction is done. CART, Decision Trees,
Random Forest, Logistic Regression are used for prediction of cyberbullying. The
authors have specified the proposed system but not mentioned internal details of
implementation. The actual prediction is not clear. Naive Bayes classifier is used
with modified version of Laplace function to detect the tweets potentially as bullied
or not. Paper proposed a method specifically for twitter and only for text, where
classification is done based on bad or negative word occurrence.

Yin et al. [24] used a supervised learning approach for detecting harassment. They
used content, sentiment, and contextual features of documents to train the SVM
classifier for a corpus of online posts. In this study, only the content of the posts was
used to determine whether a post is harassing or not, and the characteristics of the
author of the posts were not considered. Yin et al. [24] have used all the combination
of these three features. In their study N-grams, TFIDF weighting and foul words
frequency were used as baselines.
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User Characteristics and Semantic Features-Based Detection: Most of the recent
research papers focus on individual comments and do not take into account the con-
text of the comment, user’s comments history and user characteristics [25]. Authors
Dadvar et al. hypothesized that gender-specific writing style and language features
improve the overall detection accuracy [26]. There is a difference between the way
male and female bully other people. Females generally use indirect tricks like exclud-
ing someone from group, whereas male openly use abusive or profane words, threat-
ening expressions [27]. Argamon et al. found that females use more pronouns and
males use more noun specifiers [28].

Maral Dadvar et al. have used SVM to train gender-specific text classifier. Data is
discussion present on MySpace social media. Dataset consists of more than 381,000
posts in about 16,000 threads. Overall, 34% of the posts are written by female and
64% by male authors. dataset was manually labeled as harassing or non-harassing.
Foul word analysis is done by comparing the most frequently used foul words used
by each gender. As mentioned in [26], Maral Dadvar et al. have also used four types
of features: profane words, second-person pronouns, other personal pronouns, and
the weight of the words in each sentence, are frequently used for harassment clas-
sification. To evaluate the classification accuracy, they used tenfold cross-validation
and calculated corresponding precision, recall and F-measure. Results of the paper
proves gender-specific features improved the overall accuracy measures. Results are
better in male-specific post than female-specific.

Cyberbullying comments mostly includes swear or insult word. Going beyond
only text, the authors [29] are also identifying the association of swear and insult
wordswith second person entity or person name to confirm bullying. The authors Yee
Jang Foong et al. proposes validating association between these can encounter occur-
rence of cyberbullying. Author have explicitly evaluated the association between
swear or insult word with second person entity. For achieving the goal, data from
ASKfm is taken and processed. The approach is utilizingmultiple features like tf–idf,
LIWC and Dependency feature. The combination of each possible pair of these fea-
tures have been employed. Labeling is done manually by using Amazon Mechanical
Turk Service. Supervised learning is used and classification is done by SVM classi-
fier. Only text messages are considered for analysis.

Though cyberbullying victims does not all belong to particular age range but as
observed by authors Slonje and Smith; Williams and Guerra, cyberbullying behavior
is highest among teenage users and it goes on decreasing as the age increases [30, 31].
Hencemaximumresearchers are focusing on cyberbullying detection for adolescents.
Author Yasin and his colleagues, considering the same theory, have developed a
parenting application named BullyBlocker for Facebook platform [32]. The model
is specifically designed to be used by parents of teenagers. BullyBlocker intimate
parents by sending an alert message when bullying occurs. The model is also built to
measure the degree of cyberbullying by calculating bully rank. Bully rank estimates
the probability of their child being bullied. As the application is developed for parents
the major constraint is victim’s login information is required for the application to
run or to see the bullying results. It collects all recent wall posts, photos, comments,
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and user profile information. Measuring vulnerability is calculated based on factors
like moved to new school or new neighborhood. Age and gender features are also
considered.

Authors [25] have not only focused on individual comments but also considered
user characteristics and user comment history. A very rich feature set is used by the
authors for dealing with false positive rate. Textual data, i.e., comments on YouTube
videos are collected from YouTube media platform. Along with comments each
comment’s user id, date, and timewas also stored. The final dataset of 4626 comments
from 3858 distinct users was collected. Users with public profiles were stored to
retrieve the comment history of last 6 months. On average 54 comments per user
were stored in dataset. Labeling was done manually to all comments.

The rich feature set consists of 3 different features: Content-based features,
Cyberbullying features and User-based features. In content-based feature traditional
method of profaneword identification is done and its associationwith first and second
person pronoun is identified. Here authors also have considered emoticons normal-
ized with text. In cyberbullying feature, topics, where bullying occurs, were selected,
e.g., minority races, religions, and physical characteristics. Length of comments and
use of capital letters are also considered as features to detect cyberbullying. Finally,
in user-based feature, history of user comment is analyzed to identify the presence of
offensive language used by user. This analysis helps to see the nature of user. 10fold
cross-validation evaluated with precision, recall and F-measure was used to verify
result. According to authors, profane words, Context-based information and user
information have significant positive effect on the result. Capital letters do not add
anything in significance. Age did have a positive impact but not very high. Length
has no significant impact.

Social Features, Network Features, and Sentiment Features BasedDetection: As
the work in the field was getting enriched by new features and their positive impact
on detection of cyberbullying, researchers did not remain focused on single feature.
Considering multiple parameters to make detection more powerful was adapted by
many researchers. The authors Michele et al. [33] have taken into account four
important features: Syntactic, Semantic, Sentiment, Social. Textual sentences are
analyzed for syntactic and semantic features. The system is designed for Twitter
data and later also tested for YouTube and Formspring. The novelty of the method is
Unsupervised approach which other researchers have not considered, which avoids
manual labeling and hencemakes the systemmore automatic. Assumption of authors
is cyberbullying post is extremely negative. Under Syntactic features, the authors
have targeted bad words identification, their density, Density of uppercase letter in a
sentence and presence of Exclamations and Question marks. Semantic feature only
focused on the presence of personal pronounwith bullyword. Bigram and trigram are
used for this. Semantic feature can be more explored. Sentiment polarity is identified
in terms of positive and negative. Emoticons are also used for calculating sentiment
polarity. Social feature checks if there is any direct user tagging with profane word.
It proposes to measure politeness of the user sending post but for this complete
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comment history of the user is required. Unsupervised learning is achieved using
Self-Organizing Maps.

AuthorsMohammedAli et al. [34] have developed amodel for detecting cyberbul-
lying in Twitter. Features considered are user’s features from tweets, such as network,
activity, user, and tweet content. The model used machine learning classifiers to clas-
sify the tweets into two categories cyberbullying or non-cyberbullying. For feature
selection, three algorithms were selected by authors: c2 test, information gain, and
Pearson correlation. The selected classifiers are NB, LibSVM, random forest, and
KNN.Geo-tagged tweets were collected from tweeter containing: user ID, username,
user biography, user screen name, user URL, user account creation data, tweet text,
tweet creation time, tweet’s unique ID, language of tweet, number of tweets of a user,
number of favorites, number of followers, number of mentions, number of following,
number of retweets, bounding box of the location (geolocation), and the application
that sent the tweet.

Multilingual Cyberbullying Detection: Cyberbullying detection modules are
designed for many languages other than English, e.g., Japanese, Turkish, Arabic.
Natural Language Processing is used for processing the collected multilingual data.
The authors Haidar et al. [19] claims that they have considered Arabic language
for the first time to detect cyberbullying and in [17] they have proposed a system
for detecting cyberbullying in English and Arabic language using machine learning
and NLP concepts. WEKA toolkit is used, as it supports Arabic language. Data was
scrapped from Twitter and Facebook and then cleaning and preprocessing was done.
Textual feature is only considered in this paper. SVM and Naive Bayes classifiers
were used. Through the paper authors were able to prove detection of cyberbullying
is possible in Arabic language. The author also have discussed about all binary clas-
sification methods like Naive Bayes, nearest neighbor, SVM, and decision tree for
classifying the text in bullying or non-bullying.

Another system developed onmultilingual basis is by authorsMichal P. et al. They
worked on the detection of cyberbullying in Japanese language. The authors state
[35] Japan Parent–Teacher association started and activity called “Internet-patrol”
for detecting harmful entry whenever entered and ask administrator to remove it.
This monitoring was done manually hence was taking too much time and manual
efforts. The authors [35] have proposed a method to automate the classification of
all sentences from the dataset into harmful and non-harmful entries. A seed word is
considered and then every harmfulword is categorized into three categories: obscene,
violent and abusive. Maximal relevance value for each seed word with words con-
tained in the input entries from each category is calculated. Sometimes even if a word
in itself is not harmful, it gains harmful meaning when used in a specific context, or
in combination with other words. Considering this, the method is extended to calcu-
late relevance score for each phrase automatically. Data is collected from electronic
bulletin board pages. The authors have contributed with a very important observation
that if the same model is tested after a year, over 30% performance drop is observed
and hence it should keep on updating.
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3.2 Detection Techniques Using Multiclass Classification

Very few researchers have used multiclass classification. Multiple classes can be
based on the severity of bullying or topic of discussion like race, body structure or
sexual solicitations. By analyzing sentiment research can contribute to identifying
different emotions behind harassing comments and their responses to categories bul-
lying content in multiple categories. These different categories can also be identified
by studying the posted images.

Profane Words Based Detection: The framework [36] uses multiple classes. Exis-
tence of cyberbullying is measured from non-cyberbully to severe level of cyberbul-
lying by gradually incrementing the level of severity. It uses various classifiers like
SVM, Naive Bayes, Linear, Poly, RBF, and sigmoid kernels based and comparative
analysis is provided. The most optimal SVM kernel in classifying cyberbullying is
the Poly kernel with an average accuracy of 97.11%. Textual conversation in Form-
spring.me is taken fromKaggle to form datasets. Question and answer type of data is
present in Formspring.me. 1,600 conversations are divided into training and testing
sets. Collected data is imported to Rapid Miner for further processes: Preprocess-
ing, Extraction, Classification, and Evaluation. Labeling is done manually before the
process of classifying text into different severity based bullying classes.

Often machine learning is not sufficient to classify text into multiple categories.
Authors [37] have used Fuzzy logic and Genetic algorithm for classifying the pres-
ence of cyberbullying into different types of activities: Flaming,Harassment, Racism,
and Terrorism. Based on the category of bullying action can be taken. Fuzzy rules are
used for classification and genetic algorithm is used for optimizing the parameters
and to obtain precise output. Data is collected from formspring.me and preprocessing
is done to remove hyperlinks, extra characters and stop words. Features like Noun,
Adjective, and Pronoun from the text and frequency of occurrence in the text are
extracted and given to learning algorithm unit which is composed of genetic algo-
rithm.Knowledge extracted is then passed to fuzzy rule set. This knowledge is kept in
a population of chromosomes, which is processed by the genetic algorithm. The out-
put from learning unit is given to classifier technique which classifies the cyberbully
activities using the fitness value of chromosome. Paper gives a systematic algorithm
and experimental results showing accuracy of the system.

User Characteristics Based Detection: User personality, is one of the major user
characteristics. Empirical studies have shown links between an individual’s per-
sonality with both cyberbullying and traditional bullying [38–40]. Personality is a
characteristic set of behaviors that distinguishes one person from another. Studies
have proved that personality of a user can be automatically predicted based on his/her
online communication style. In a very recent study, the authors [41] have presented a
model for cyberbullying detection using user personality identification. User person-
ality is determined by using Big Five and Dark Triad models. The user is categorized
into four types: bully, aggressor, spammer, and normal. Data is collected from twitter.
The results in the paper shows that the impact of considering user’s personality is, the
improvement in performance of cyberbullying detection model, which is achieving
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up to 96% precision and 95% recall. The authors have used a completely new con-
cept and investigated if user’s personality can be used for automatic cyberbullying
detection on their textual communication using artificial intelligence. Random forest
algorithm has been used for above.

4 Cyberbullying Prediction Techniques

Prediction of attacks is always better than detection after it occurs. Researchers have
started research in the direction of predicting cyberbullying using the existing data
present on OSN. Few prediction techniques are present which are dealing with text
content only. Images and videos are very less explored [21].

One of the recent papers [22] deals with Instagram social media where classifica-
tion of images in bullying and non-bullying is done by authors Homa Hosseinmardi
et al. The dataset consists of 3165 K media sessions. Media sessions include images
and their associated comments. 25 K user profiles details were also stored which
included the images and their comments users have posted, user id of each follower
and following and user id of each who have commented or liked a post of user.
Labeling was done manually by CrowdFlower website, where only media session
with some profanity was passed for labeling to reduce the labeling cost.

Authors [22] claim that all the previous work is actually only detecting cyber-
aggression or mere negativity. Cyberbullying is a repeated act or aggression and
hence the frequency of aggression plays a very vital role in cyberbullying detection.
To detect the repetition, media session with minimum 15 comments were selected.
Features authors are considering are profanity, social graph, temporal commenting
behavior, linguistic content, and image. Experimental results in the paper proves that
only the use of profanewords does notmean cyberbullying. Cyberbullying is a subset
of cyberaggression. Going beyond cyberaggression is really required.

For prediction data, labeling was done for the mixed type of data where comments
with and without profanity was considered. Votes are calculated to identify the confi-
dence level and low confidence level is considered as prediction of cyberbullying. A
completely new direction is given by the author [22] but more or less things are not
automated. Prediction mechanism is introduced but it is based on manual labeling
only. For prediction, many more features can be considered. Image recognition part
is manual and sarcasm is not considered.

Another paper claiming automated prediction of cyberbullying by the same
authors have also considered Instagram social media [42]. The prediction is depen-
dent on initial posting of the media object, i.e., image with caption followed by
comments. Authors have considered text caption, image content, as well as social
graph parameters and temporal content behavior. In social graph, parameter follow-
ers and followings are mapped and temporal parameter includes post time. To design
and train the classifier, fivefold cross-validation was applied to the data. Logistic
regression classifier has been applied to train a predictor with the forward feature
selection approach.
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5 Taxonomy of Cyberbullying Detection and Prediction
Techniques

Literature review consists of multiple methods. Different researchers are working
and trying to explore all different angles of cyberbullying detection. We have arrived
at the following taxonomy, after considering all the techniques studied in literature
survey. This taxonomy gives a clear picture about the various proposed methods of
cyberbullying detection. It also shows in which area work is going on and also the
area which is unexplored or less explored. Taxonomy is as follows (Fig. 1).

From the study, we could find the user character is an important aspect in detecting
and predicting any cybercrime. Even for Cyberbullying detection, the user account
plays an important role. It becomes easy for perpetrators to hide behind fake identity
and bully anyone. The Parameter “User profile legitimacy” shown in dotted red box
can be the key point for cyberbullying prediction. This part is not yet considered by
the researchers for prediction of cyberbullying and we will be targeting it for our
further research.
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Fig. 1 Taxonomy of cyberbullying detection and prediction techniques
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6 Analysis

After studying all different methods, we have done a comparative analysis based on
some important features such as The type of classification, features considered to
detect cyberbullying, size of dataset and social networking site, machine learning
algorithm, and presence of prediction. Many Methods are using SVM classifier as
the research shows it provided good results. Only one paper talks about unsupervised
approach as it is relatively more complicated (Table 2).

From the classification and taxonomy, it can be observed that very less work is
focusing on image analysis for detection of cyberbullying occurrences. The major
problem is limited availability of datasets.Many researchers are creating and labeling
datasets on their own. Every researcher is using one or couple or features leaving
remaining features unattended, which affect the accuracy of detection. Considering
maximum features may improve the detection as well as it will also help in finding
the severity of cyberbullying.

Use of sentiment analysis is limited to only positive and negative sentiments by
the researchers. Sentiment analysis may also lead to decrease the false positive rate
in the detection of cyberbullying by identifying the depth of emotion used in textual
content. It can also be used for differentiating cyberaggression from cyberbullying.

Cyberaggression is well differentiated from cyberbullying by authors Homa Hos-
seinmardi et al. [22]. Cyberaggression can be used as indication that cyberbullying
may occur in the future. User characteristics also includes the legitimacy of the user
profile. Most of the crimes are done using cloned or fake profile. Bully can also
hide himself behind false names [33]. No authors have yet considered this feature
for detection or prediction of cyberbullying as per our survey. This is, therefore,
our future scope of work. Authors Patxi et al. [20] has proposed a system to detect
troll profiles and later it is applied to a real-life cyberbullying in elementary school.
Identifying the legitimacy of profile will help in automated cyberbullying prediction.

7 Conclusion

After comparing the recent work in cyberbullying detection and prediction we
observed that most of the researchers are focusing on those social media for which
datasets are easily available. Popular social media platforms are still not secure in
aspect of cyberbullying. Detection accuracy can be improved by consideringmultiple
parameters with which cyberbullying is associated. Very few researchers have actu-
ally achieved prediction of cyberbullying. We understand that the first step toward
prediction is identification of cyberaggression. User profile legitimacy detection will
definitely provide a great help in prediction of cyberbullying in online social net-
works.
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Abstract With the rising demand for IoT devices, communication protocols like
MQTT, CoAP, and many more, have become an integral part of the system to ensure
safe and reliable data transfer. Using lightweight communication protocols such as
the Message Queuing Telemetry Transport (MQTT) protocol makes it much easier
to establish communication between distributed devices as it easily recovers from
connectivity loss, component failures, and loss of packets. The pivotal contribution
of this paper is the method of approach to formally model, analyze, and verify the
Quality of Service (QoS) levels of the MQTT protocol. A complete analysis of the
Quality of Service levels is performed to confirm that it behaves correctly as specified
when used in communication between different components. Formal modeling has
been done using PROMELA language and the model verification is done using a
system verification tool called SPIN Model Checker.
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1 Introduction

The number of devices used by an individualmultiplies as theworld rapidly develops.
Internet of Things (IoT) has becomewidely popular as it helps these devices to easily
connect and manage from anywhere, at any time. It provides a medium for devices
to connect, interact, and exchange data [1]. Thus, it has become a well-established
fact that IoT brings technology close to people [2, 3]. Due to its simplicity, IoT has
become prevalent in various industries like health care, automotive, manufacturing,
power grid, domestics, and many more [4]. IoT has been identified as a potential
solution to alleviate the pressure on health care systems and it becomes a leading
topic of research in the IoTfield.Examples include remotemonitoringof patientswith
conditions like Parkinsons and diabetes. Failure of such a system can be devastating
and hence, all measures to prevent such a scenario should be taken.

Since there is a huge amount of critical data transfer between devices, it is abso-
lutely necessary to have reliable communication protocols to handle the traffic in
mission-critical application [4, 5]. Transferring such sensitive data can open up new
security challenges that can cause catastrophic results [6]. Thus, it is important to
understand and verify various IoT communication protocols, such as eXtensible
Messaging and Presence Protocol (XMPP), Advanced Message Queuing Protocol
(AMQP), Message Queuing Telemetry Transport Protocol (MQTT), and The Con-
strained Application Protocol (CoAP) [7].

This research paper focuses on the Message Queuing Telemetry Transport Proto-
col (MQTT), which is a standard publish and subscribe messaging transport protocol
that works on top of the TCP/IP protocol [8]. MQTT helps in loss-less distribution of
a stream of bytes in both directions in an ordered manner. It has numerous features
that include [9]:

– Use of the publish/subscribe message pattern for message distribution among dif-
ferent clients.

– A messaging transport that is a skeptic to the content of the payload.
– Three quality of service levels for message delivery.
– Notifies the clients on the occurrence of ungraceful disconnections.

In this paper, we propose a formal model and verification of the Quality of Service
(QoS) levels of the MQTT protocol [4]. Quality of Service levels defines message
delivery guarantee between senders and receivers of a message, effectively it defines
the reliability of communication. It is important to verify this feature to ensure that
the messages are transferred correctly among the clients. Formal verification uses
mathematical techniques to prove the correctness of a system. It also provides a
systematic way to discover protocol flaws. Formal verification of software programs
is done to prove that a program satisfies a intended behavior [3]. It is to check if the
product or the program conforms to the specifications. In our approach, the protocol
feature is modeled in PROMELA languages and verified using a model checker
tool called SPIN [10]. The Linear time Temporal Logic (LTL) statements are used
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to specify the correctness properties. Model checking is a method to exhaustively
verify the correctness of a system according to its specifications.

The paper is organized as follows. Section 2 discusses the existing work in for-
mal verification of various IoT communication protocols. Section 3 introduces the
Quality of Service feature, SPIN Model Checker, PROMELA language, and mainly
highlights the formal modeling and verification of the QoS levels. Section 4 presents
the conclusion and future works.

2 Related Works

This section will be discussing the existing works on formal verification of IoT
communication protocols. Vattakunnel et al. [10], proposes a verification model
for application layer protocols. Intercommunication of layers were integrated into
the research to correctly model the overall behavior of the system. The concept
illustrated in the paper is formal verification of the Constrained Application Protocol
(CoAP). Message exchanges among diverse clients are modeled in this research,
along with the verification of its safety properties. The verification results were
scrutinized based on memory usage, state transitions, and the search depth attained.
The paper elaborates on the validation model for a multi-hop topology, which was
built using PROMELA language. Further, the properties were verified using SPIN
model checker. The methodology proposed in this work is efficient to verify any
application layer protocol in IoT that run on top of the routing layer.

Chouali et al. [4] put forward methods to conquer the drawbacks of the MQTT
protocol in communicating vehicles. The issue was the reliability of the protocol to
transfer massive volume of data from the vehicles through a broker. Thus, a variant
of MQTT protocol named MQTT-CV was proposed which processes the data sent
by the broker. MQTT-CV was formally analyzed to ensure the authenticity of the
protocol with respect to the security properties. The paper proved the correctness of
MQTT- CV as it satisfies the property related to deadlock states and also proved that
the vehicles behave correctly without any deadlocks.

Concerning the security properties of theMQTTprotocol,Aziz et al. [8], projects a
formal approach to prove that in various scenarios QoS requirements are not fulfilled.
A framework using Event-B was proposed by Diwan et al. [1], which were used to
model IoT protocols likeMQTT- SN, CoAP, andMQTT. They have formally verified
properties related to the persistent session, retained messages, will, and resource
discovery. Based on the latest specifications of the MQTT protocol, Tena et al. [7]
have presented a formal CPN model. Simulations were conducted for the validation
of the model.

In our approaches, we are verifying the Quality of Service (QoS) levels of MQTT
protocol.QoS is important and is a necessary factor that guarantee reliability, security,
and quality of the communication. The respective feature is modeled in PROMELA
and its verification is done using a powerful model checking tool, SPIN.
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Fig. 1 Verification of
system design

3 Formal Modeling

Formal verification is important to ensure the correctness of a system. PROMELA
language is used to build the verification model of the QoS levels, which is then
verified using the SPIN Model Checker.

As per Fig. 1, the system to be built, that is the Quality of Service levels of the
MQTT protocol is modeled in PROMELA. In PROMELA, concurrent processes can
be created dynamically and communication via message channels can be defined to
be synchronous (not stored or buffered) or asynchronous (buffered). The properties
to be verified are specified using Linear Temporal Logic (LTL). The model is then
fed to SPIN model checker for verification. If the property that has been defined
does not match with the logic of the validation model designed, then the model
checker provides a counterexample. A counterexample is the path of execution that
is tracked when a property fails. Therefore according to the counterexample, the
model is modified and verified again until no more errors occur.

3.1 SPIN Model Checker and PROMELA

SPIN (Simple Promela INterpreter), an open-source model checker, developed at the
Bell Labs by Gerard Holzmann, is one of the most powerful and popular tools that
detects software defects in system designs. It is written in ANSI standard C and is
portable across multiple platforms. Concurrent systems are specified in the modeling
language called PROMELA.
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PROMELA (Process or Protocol Meta Language) is a process specification lan-
guage that is close to C language (in data types and declaring variables). It is a
nondeterministic and guarded command language. In this model:

• The processes are global objects, which specify the behavior, communicate over
channels and shared variables and is executed asynchronously. The keyword used
to define the process is proctype.

• The message channels are synchronous or asynchronous channels. It does inter-
process communication and the keyword used is chan.

– Sending the message (!)
ch! 0 - sending over channel ch

– Receiving message (?)
ch? c - receives from channel ch and pass to c.

• The variables are local and global and the basic data types used are int, byte,
mtype, bit, bool.

More details about the grammar in PROMELA is available in [11].

3.2 Quality of Service (QoS)

Application messages in MQTT are delivered according to the Quality of Service
(QoS) levels. A message can be delivered using one of the three QoS levels or
a combination of it. The delivery protocol is very symmetric, and the clients can
behave as senders, receivers, or brokers according to its requirements. Every client
withwhom the broker communicates are treated independently, as the protocol solely
focuses on one-to-one communication.

For clients to communicate with each other, they must be connected to the same
topic. The topics are created by a subscribing or publishing client, and they are
not permanent. Topics are created to avoid uninterested clients from getting the
messages passed through the channel. Once the topic has been created and the clients
have subscribed to it, message passing can begin via the broker. The client always
publishes a message to the broker and the broker transfers the message to all the
respective subscribers.

There are three Quality of Service levels for message delivery, namely:

– At most once (QoS= 0): Messages are sent only once and message loss can occur.
– At least once (QoS = 1): Duplicate messages can occur but message arrival is
assured at least once.

– Exactly once (QoS = 2): Message arrival is exactly once and it is assured.

The client always subscribes to a topic by specifying a certain QoS level. Later as
the broker transfer themessage to a subscriber, it uses theQoS level of the subscription
made by that client. Hence, multiple QoS levels can be used in a single message
delivery. For example, the sender publishes a message using QoS = 2, but if the
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Fig. 2 Sequence diagram of QoS 0

receiver has subscribed to a topic using QoS= 0, then the receiver will proceed with
its QoS = 0 itself.

3.3 Formal Modeling of Quality of Service Levels

There are three QoS levels for the MQTT protocol. Modeling and verification of
these three levels are illustrated below.

3.3.1 QoS 0 (At Most Once)

QoS= 0, commonly known as “fire and forget” is the lowest QoS level. This service
assures best-effort delivery of messages and no guarantee when or if themessage will
be delivered. The receiver of the message does not send any kind of acknowledgment
if the message is received from the sender.

We have modeled the level considering its basic property to enable communi-
cation between clients. As shown in Fig. 2, to establish communication, we have
created three clients: publisher, subscriber, and broker. The subscriber is the receiver
who receives all the messages when it has subscribed to a particular topic that was
created by the publisher. The broker is a medium through which both the clients
communicate. Publishers and subscribers can interchange their roles depending on
their needs.

init {
run publisher(2, 2, 2, 0, 5);
run subscriber(3, 3, 2, 0, 2);
run publisher(0, 0, 1, 0, 1);
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run subscriber(1, 1, 1, 0, 0);

}

The verification model that we have created works as follows:

– The clients send a connection request along with its client ID to the broker and
wait for an acknowledgment.

– The broker upon receiving the connection request and client ID sends the acknowl-
edgment message and the same ID back to the respective client.

– Once the connection is established, the client who acts as the publisher sends a
PUBLISH packet to the broker. The PUBLISH packet will contain the client ID,
packet ID, topic name, message, and the QoS level that it uses.

publisher!PUBLISH, client_id,
packet_id, topic_name, message,
qos_type;

– Another client who acts as the receiver sends a SUBSCRIBE packet to the broker.
The SUBSCRIBE packet will have a client ID, packet ID, topic name, and the QoS
level that it uses. The publisher and subscriber can use different QoS levels.

subscriber!SUBSCRIBE, client_id,
publisher_id, packet_id,
topic_name, qos_type

– Now, the PUBLISH packet and the SUBSCRIBE packet is with the broker. The
broker then extracts the topic name from both the packets to compare. If the
subscriber has subscribed to the same topic name as the one which was created by
the publisher, then the broker sends the message of the publisher to the subscriber.

topic_name_sub == topic_name_pub
if
::qos_type_sub == qos_type_pub ->
send_message!message
fi

The clients communicate with each other though promela channels.

chan publisher = [0] of {mtype, short, short,
short, short, short};
chan subscriber = [0] of {mtype, short, short,
short, short, short};

A timeout statement is given so that the clients do not have to wait indefinitely to
get the connection acknowledgment from the broker. Once it exceeds the time limit,
the client will send a connection request again.
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Fig. 3 Sequence diagram of QoS 1

(timeout == true)}-> {goto connect}

The system is modeled in such a way that multiple clients can communicate with
the broker. Since QoS 0 is at most once, the subscriber may get the message once or
never. Thus, there is no guarantee for message delivery. The model is checked using
SPIN model checker. As a result, we get state-space diagram for the processes we
have created in the model.

3.3.2 QoS 1 (At Least Once)

In QoS 0, there is no guaranteed message delivery among clients. This issue can be
solved by using QoS 1, as every delivered message packet gets an acknowledgment
back (refer Fig. 3). It guarantees that a message is delivered at least once to the
subscriber but there is also a possibility for same messages to be sent or received
multiple times.

init{
run subscriber(10)
run subscriber(10)
run subscriber(20)
run publisher(10)

}

The abstract modeling of QoS 1 works as follows:

– The connection setup between the clients and the broker is the same as that of
QoS 0.
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– Once the connection is established, the publishing client publishes a message to
the broker. The PUBLISH packet will contain the client ID (_pid), topic name.
After the publish message has been sent, the publisher stores the message.

message!PUBLISH,_pid,topic

– The subscribing client, on the other hand, sends a SUBSCRIBE packet to the
broker, specifying its client ID and topic name to which it needs a subscription.

– The broker has stored themessage sent by the publisher. Upon getting subscription
requests, the broker compares the topic name sent by the subscriber and the topic
name created by the publisher. If the name matches (which indicates that both
clients are interested in the same topic), the broker publishes the message to all
the subscribers (if there are multiple subscribers).

publish:
message!PUBLISH,_pid,topic

– After the message is published, the broker sends a PUBACK , that is an acknowl-
edgment message stating that the message has been delivered, to the publisher.

::message?PUBLISH,packet_id,topic
-> message!PUBACK,packet_id

– The publisher then discards the message that it had stored.

If PUBACK is lost, the message is retransmitted until the publisher receives an
acknowledgment.

3.3.3 QoS 2 (Exactly Once)

QoS 2 is the safest, highest but the slowest level of service. It guarantees that each
message is received only once by the receivers. To ensure the message delivery
between clients, we use a four-part handshakemethod (two requests and two response
flows) in QoS 2.
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Fig. 4 Sequence diagram of QoS 2

init{
run client(10,20)
run subscriber(20)
run subscriber(20)

}

In QoS 2 (Refer Fig. 4):

– Establishment of connection between the clients and the broker is the same as that
of QoS 0 and QoS 1.

– Once the connection establishes, the publisher sends a PUBLISH packet and the
subscribing client sends a SUBSCRIBE packet to the broker. The publisher will
store the message that has been sent.

publisher!PUBLISH, client_id,
packet_id, topic_name, message,
qos_type;

subscriber!SUBSCRIBE, client_id,
publisher_id, packet_id, topic_name,
qos_type;

– The broker then compares both the topic names extracted from the PUBLISH and
SUBSCRIBE packets. If the topic name matches, the message is transmitted to all
the subscribers via the broker.
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– The broker then sends a PUBREC packet to the publisher, which is an acknowl-
edgment to the PUBLISH packet. The PUBLISH packet is sent again if the sender
does not get a PUBREC packet from the broker.

channel!PUBREC,packet_id

– Upon receiving the PUBREC packet, the publisher discards the initial PUBLISH
packet and sends a PUBREL packet back to the broker. The publisher stores the
PUBREC packet.

channel!PUBREL,packet_id

– After the broker gets the PUBREL it discards all stored states and messages.
Later the broker sends a PUBCOMP packet to the publisher as a response to the
PUBREL packet.

channel!PUBCOMP,packet_id

– Finally, the publisher deletes all the other packets and messages.

Similar to QoS 0 and QoS 1, a timeout session is created to check if the client has
received the CONNACK packet. If the waiting time of the client exceeds a value, the
client will resend the CONNECT packet.

When the message passing is complete in QoS 2, all the clients are sure that the
message is delivered.Message retransmissionswill take place at a reasonable amount
of time if a message is lost along the way.

Once the abstract model of the properties are fed into the SPIN Model checker,
we get state-space diagrams as our result. This helps to identify if the clients com-
municate with each other as per the specified rules.

3.4 Formal Verification

Formal verification is done for the three Quality of Service levels, considering their
unique properties. The properties are inserted in the validation model and verified
for the message passing interactions between the clients. Verification is done using
Linear Time Temporal Logic (LTL) formulae.

Property 1: When a CONNECT packet is sent by the clients to the broker, the
broker eventually replies by sending a CONNACK packet back to the clients.

The connection establishment is a common property of all the three service levels.
The LTL identical to this property is as follows:
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ltl p1 {[] connectionsend -> <>connectionack }

connectionsend and connectionack are boolean variables. connectionsend is set
true when the client delivers a CONNECT packet to the broker requesting for con-
nection establishment and connectionack is set truewhen the broker eventually sends
a CONNACK packet back to the client, which indicates that the connection has been
successful.

The model checker performs a full state-space search and the property is satisfied.

3.4.1 Properties of QoS 0

The first property of QoS 0 is the connection establishment and receiving the con-
nection acknowledgment.

Property 2: When the publisher sends a message to the subscribing clients, the
subscriber may receive the message or not. There is no guarantee of message
delivery.

ltl p2 {<>publishing->(receivemessage||!receivemessage)}

The boolean variables are publishing, receivemessage, and !receivemessage.
publishing is set true when the publisher sends the PUBLISH packet to the bro-
ker. We have assumed that the PUBLISH packet is eventually sent to the broker
without fail, thus, the publishing variable is always true. Since there is no guarantee
of message delivery, receivemessage variable can be true or false.

3.4.2 Properties of QoS 1

The first property of QoS 1 is similar to the first property of QoS 0 (refer Fig. 5),
that is, the connection establishment and receiving the connection acknowledgment
(Fig. 6).

Property 2:When the publisher publishes a topic, the subscriber will eventually
get the topic.

ltl p2 { [] topicpublishing -> <> topicsubscribing }

The boolean variables topicpublishing and topicsubscribing is set true then a
publishing client creates a topic and sends to the broker through thePUBLISH packet
and the subscribing client eventually subscribes to the same topic using SUBSCRIBE
packet.
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Fig. 5 Verification result of Property 1 of QoS 0, QoS 1, and QoS 2

Property 3: When the publisher sends the PUBLISH packet that includes the
topic name and the message, the broker will always send an acknowledgment
packet, PUBACK , to the publisher, after it sends the message to the subscribing
clients.

ltl p3 { [] (topicpublishing && receivemessage) -> publishack}

topicpublishing, receivemessage, and publishack are boolean variables.
topicpublishing is set true when the PUBLISH packet is sent by the sender to the
broker. receivemessage is set true when the broker sends the message to the sub-
scribers and they receive it successfully. Once the message has been received by the
subscribers, the broker will send a PUBACK packet to the publisher, thus setting
publishack variable true. In this scenario, we assume that no PUBACK packets are
lost.
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Fig. 6 Verification result of Property 2 of QoS 0

3.4.3 Properties of QoS 2

Property 1 is the connection establishment and receiving the connection acknowl-
edgment (refer Fig. 5). The second and the third property of QoS 2 is the same as the
properties of QoS 1. Property 2 establishes that when the publisher publishes a topic,
any of the clients will eventually subscribe to it (refer Fig. 7). The third property
states that after the subscribers receive the message published by the publisher, the
broker will send a PUBREC packet to the publisher showing that the message has
been received by all the subscribing clients (refer Fig. 8).

Property 4: The publisher will always send a PUBREL packet after it receives
a PUBREC packet from the broker.

ltl p4 {[] sendpublishrec -> <>rcvpublishrel}
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Fig. 7 Verification result of Property 2 of QoS 1

The boolean variable sendpublishrec is sent true when the publisher receives
a PUBREC packet from the broker. rcvpublishrel is a boolean variable, which is
eventually set true when the publisher sends a PUBREL packet to the broker as an
acknowledgment to the PUBREC packet that it had received (Fig. 9).

Property 5: The broker always send a PUBCOMP packet, in response to the
PUBREL packet sent by the publisher.

ltl p5 {[] sendpublishrel-> <>rcvpublishcomp}

The boolean variable sendpublishrel is sent true when the broker receives the
PUBREL packet from the publishing client. rcvpublishcomp is a boolean variable,
that is eventually set truewhen the broker sends aPUBCOMP packet to the publisher
as an acknowledgment to the PUBREL packet. Figure 10 shows the result after the
verification is performed.
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Fig. 8 Verification result of Property 3 of QoS 1

4 Conclusion and Future Works

A verification model for IoT protocol, Message Queuing Telemetry Transport
(MQTT), considering its Quality of Service feature was proposed. The proposed
concept was depicted by conducting formal verification of the QoS levels used for
communication between different clients. First, an abstract model of the QoS lev-
els was created to analyze the message passing sequence between the publishers,
subscribers and the broker. The state-space diagram generated by the SPIN Model
Checker gives a detailed representation of the message transactions between the
clients. Second, formal verification of the QoS levels is proposed in order to cer-
tify its correctness and reliability. The properties of the QoS levels were formulated
using linear temporal logic (LTL). The validation model for MQTT was built using
PROMELA and verified using the SPIN Model Checker.
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Fig. 9 Verification result of Property 4 of QoS 2

As future work, we intend to verify more complex conditions, like ungraceful
disconnections, message storing properties, and security-related properties of the
QoS levels.
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Fig. 10 Verification result of Property 5 of QoS 2
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Prediction of Gene Selection Features
Using Improved Multi-objective Spotted
Hyena Optimization Algorithm
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Abstract Microarray data analysis is one of the main research areas in the medical
research. The Microarray is a dataset which consists of different gene expressions
from which most of the features are redundant genes and reducing the classifier
accuracy. Finding a minimal subset of features from large gene expression is a chal-
lenging task where removing redundant feature but the important feature will not be
missed. Many optimization techniques are introduced by the researchers to find a
minimal subset of features but it does not provide a feasible solution. In this paper,
the RWeka package, which provides an interface of Weka tool functionality to R is
used to order the features using select attribute function in Weka. By using those
ordered features, a minimal subset of features is selected using SVM classifier with
maximum prediction accuracy in the dataset. Obtained minimal subset of features is
given as input to the Multi-Objective Spotted Hyena Optimizer algorithm which is
driven by the ensemble of SVM classifier by updating the search agents with objec-
tive function with an intension to improve the classification accuracy. The proposed
method has experimented with seven publicly available microarray datasets such as
CNS, colon, leukemia, lymphoma, lung, MLL, and SRBCT, which shows that the
proposed methodology gives the high accuracy than all other existing techniques in
terms of feature selection and prediction accuracy.
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1 Introduction

Human body is made up of numerous numbers of cells and each cell is a copy of
another cell that should be encoded in DNA. A part or segment of DNA is called
as Genes. Human DNA consists of several genes and these genes were used for
analyzing the cancer or any other rare type of diseases. Genes are transformed into
expressions called as Gene expressions. This type of analysis was taken place in the
microarray datasets. Microarray is a hybridized one that takes the particular tissue
and labels all the unknown molecular cells. This type of labeling will help us to
compare two or more genes and then identify the diseases. Recently, microarray
technique is one of the widely used methods for analyzing the gene expression. In
microarray data, the accuracy mostly depends on the classification model provided.
Experimental results of microarray dataset show better accuracy rate and robustness.
This method is suitable for small dimensions or small number of samples. Large
dimension datasets can produce noises and fluctuation errors [9]. In this microar-
ray data, the large dataset consist of more number of genes, which contains more
redundant genes. Prediction of informative gene from the microarray dataset helps
in feature selection. To overcome this problem finding, the informative gene from
the microarray dataset feature selection is important. Feature selection is selecting
the informative gene from the complex gene expression which explains the data
clearly. Feature is the important property for measuring the observations. This selec-
tion process overcomes the problem of Curse of Dimensionality and reduces the
noise produced in the Over fitting gene expression profile. Feature selection method
is suitable for both supervised and unsupervised learning. In supervised learning, the
class labels are known and hence it is easy to extract the relevant features from the
entire labels. Whereas, in the case of Unsupervised learning, it is quite difficult to
extract the features since the class labels are not known. Evolutionary algorithm is
applied to microarray data to increase the classification accuracy on the dataset. It
is very effective for large dataset and it reduces the computational cost [7]. These
algorithms are popular in healthcare analytics as well [1, 11, 12, 14]. Evolution-
ary algorithm contains several heuristics to solve the optimization task. The general
process of Evolutionary Algorithms is random initial population, choose the best
individual from the population to generate the next generation, and create the next
generation [10].

2 Prior Research Studies

Several research have developed different types of algorithms, which are emerged in
few decades for analyzing the gene expression and predicting the accuracy. Numer-
ous approaches in machine learning techniques have been employed by various
authors to solve this problem. Few of this recent work have been discussed in this
paper. To find the informative gene from the microarray data, Mohamad et.al [10]
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presented a hybrid Genetic algorithm. In this hybrid Genetic algorithm, combined
SVM classifier is used for prediction accuracy but it is not suitable for multi-class
classification problems nd the search performance is poor. A hybrid filter and wrap-
per model feature selection is used for finding the small subset of features from the
microarray dataset. In this enhanced binary particle, swarm optimization is used for
prediction accuracy. The hybrid model of both filter and wrapper method identifies
the most relevant features from the large dataset [4]. SVM and KNN classifiers are
used for prediction accuracy but the number of features selected was more and it
leads to more number of iterations. In most of the techniques, SVM is used for pre-
dicting the accuracy [15]. A LSEFS Linear square support vector machine along
with particle swarm optimization is used for feature selection. In this evolution-
ary feature, selection is also used for selecting the subset of features. SVM is used
for predicting the accuracy. Comparing with evolutionary feature selection particle
swarm optimization performance is poor. In LSEFS time complexity is high. In this
research, single-layer feedforward neural network along with single-value decom-
position neural classifier is used for predicting the accuracy [8]. It is not suitable for
multi-class classification. Different evolutionary algorithms are used for improving
the gene selection and predicting the accuracy. Yu et.al [16] presented an ant colony
optimization algorithm to find the selected genes. To enhance the algorithm, fuzzy
logic control theory is applied to adjust the parameters, which help to find the appro-
priate gene with small subset of features it produces high classification accuracy but
it requires more number of iterations [3]. It is used to pick the predictive and infor-
mation gene features from microarray dataset and with selected number of features
SVM classifier is used for predicting the accuracy. SVM is used for predicting both
binary class and multi-class classification. It proves that ant colony optimization is
suitable for high-dimensional, noise, irrelevant, and redundant dataset [6]. Among
ant colony optimisation, Naïve Bayes and KNN methods, classification accuracy of
naïve bayes and KNN shows better results. However, more advanced ant colony opti-
mization model will reduce the time required for future selection. Bio-Inspired gene
selection method (GA, PSO) and accurate wrapper gene selection method are used
for feature selection [2]. This feature selection is very effective for large dataset and
is capable of searching optimal and near-optimal solutions. It provides high classifi-
cation accuracy with minimal number of selected genes but the computational cost
is high. Sharbaf et al. [13] presented a different ranking method for feature selection
such as T-test, Fisher score. Cellular Learning Automata-Ant Colony Optimization
algorithm (CLA-ACO) is used for selecting the subset of features. For predicting
the accuracy SVM, KNN, Naïve Bayes classifiers are used. It also provides high
classification accuracy with Fisher Score.

3 Research Approach

The main objective of proposed system is to improve the feature selection from large
datasets using SVM classifier to improve the effectiveness of performance.
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Feature Selection Using RWeka In this section, we describe the selection of fea-
ture subset from large dataset using RWeka. We have applied SVM classifier to
measure the predictive accuracy of gene selection parameters. The SVM provides
good results comparing with other classifiers. Weka is the tool, which consists of
preprocessing, classification, select attributes, and clustering techniques. It consists
of three graphical user interfaces, which are Explorer, Experimenter, and Knowledge
Flow. From this weka tool, large dataset are applied directly for different algorithms.
In this proposed method, we use RWeka package for feature selection. Rweka pack-
age interfaces weka functionality to R through set of codes. For installing RWeka
package, RJava, and RWekajars, package are important fromwhich it provides exter-
nal jars needed for Rweka. The Rweka package is used for feature ordering using
select attribute function in weka. We identified attribute selection measures, namely
InfoGain to evaluate the relevance of attribute class and its features in the given
dataset.

InfoGain(Class, Attribute) = H(Class) − H(Class—Attribute)
InforGainAttributeEval(formula, data, subset)

– InforGainAttributeEval—R interfaces to Weka attribute Evaluators.
– Formula—The generic function formula and its specific methods provide a way
of extracting formulae which have been included in other objects.

– Data—It is used to load specific datasets and it contains the variables in the model.
– Subset—It returns the subset which satisfies the conditions. By using the above
formula R interfaces to Weka and it provides the feature ordering of the dataset.
From this feature ordering the dataset which has high prediction accuracy will be
selected using SVM classifier.

Support VectorMachine SVM is effective classification algorithm, which provides
best result when compared with other classifiers. SVM works effectively for data
with high-dimensional dataset [17]. At first, SVM works effective for binary class
classification only. Later, it was developed and works for multi-class classification.
It is well suited for both binary and multi-class classifications. The samples are
separated into high-dimensional space where it can be separated by a hyperplane.
This function can be carried out by amechanism called kernel. Kernel is transforming
the data into another dimension fromwhich it canbe clearly classifiedbetween classes
of data.

Spotted Hyena Optimization Algorithm Dhiman et.al proposed metaheuristic
Spotted Hyena Optimization (SHO) algorithm. The main concept of (SHO) is social
behavior of spotted hyena. Hyenas are a dog-like African mammal. The spotted
hyenas are skilful hunters and also known as laughing hyenas where their laughing
is similar to the human behavior of laughing, and it had spots on their fur reddish
brown in color with black spots. Spotted hyenas are arduous, brainy with literally
awful character, which have the capability to fight ceaselessly for terrain and food-
stuff [5]. In addition to this, female groups are more assertive as compared to male
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hyenas and preferred to live in their herds. As male members grow they look for new
sects leaving the old one behinds. In a new clan, the male members are the lowest
members to get there part of the food. A male member who joined recently to the
new sect will always want to join with their new sect family for the long period.
Although the female is constantly settled in a permanent place. In distinct, the spot-
ted hyena produces different vibrants to connect with each other over the hunting of
their foods. To offer the multi-object edition of SHO first, the basic concepts of SHO
is discussed. There are four steps in the SHO algorithm which are listed below.

1. Encircling Prey—In this step, we identify the closest solution based on the other
search agents inputs while determining the nearest position of the prey. The
arithmetic form of the solution provided is as follows:

−→
D h = −→

B · Pp(i) − P(i) (3)
−→
P (i + 1) = Pp(i) − F · Dh (4)

where
−→
D h represent the accessibility of spotted hyena to the target prey. i indi-

cates the number of sequential rollout. Pp(i) indicate the position of the target

vector whereas
−→
P represents the vectorized position of the selected hyena. The

vector
−→
S and

−→
F are computed as

−→
S = 2 · r−→d 1 (5)
−→
F = 2i · r−→d 2 − −→

t (6)

−→
t = 5 − (iteration × 5

Maxiterations
) (7)

where iterations = 0, 1, 2, 3 …Maxiterations.
2. Hunting—In order to predict the target hyena while hunting for the prey and also

determine its target space by using the following equation:

−→
D h = | −→

S · −→
H h − −→

H k | (8)
−→
H = −→

H h − −→
F · −→

H h (9)
−→
C h = −→

H k + −→
H k+1 + · · · + −→

H k+N (10)

where
−→
H h defines the best optimal hyena selected, Hk represents the reference

to other selective hyenas. However, variable N indicates the selective count of
most optimal hyena identified which is referred in the equation as follows:

N = counttos(Hh, Hh+1, Hh+2, . . . , (Hh+O)) (11)
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where O is a random selective range between [0.5, 1], “counttos” represents
total number of solutions including candidate solutions, and Ch is a set of most
feasible optimal solutions.

3. Attacking—Themathematical representation of prey attack is defined as follows:

−→
P (i + 1) = Ch/N (12)

where
−→
P (i + 1) computes the most feasible solution and updates with reference

to other search spaces with non feasible solutions.
4. Searching—To search the suitable solution, F is responsible using Eq. (6).

Another constituent of proposed SHO algorithm which makes possible for
exploration is B. The S vectors contain accidental values which provide the
most feasible solution to predict the prey as shown in Eq. (5). Followed by the
attack behavior of the hyena using SHO algorithm, assume vector S>1 con-
sidering more important than S<1 to project the most feasible solution. To
achieve the optimization, SHO algorithm applies randomized selection of solu-
tion spaces from the given population. The proposed SHO algorithm can be
applied to high dimensional multi-objective problems and solve optimization
problem very effectively.

MOSHO To upgrade our existing SHO algorithm to support Multi-Objective fea-
ture selection, we have applied two mechanisms. The first mechanism is an archive
approach, which uses to store non-dominated Pareto optimal solutions and also it
sorts the optimal solutions. The second mechanism is a group selection approach
in which it selects the adjacent solutions parallel to the location of the prey from
archive. These two mechanisms are discussed elaborately in the upcoming sections.

– Archive—The best of all non-dominated Pareto optimal solutions are stored in
archive. This archive uniformly spread on Pareto front applies solution spaces of
uneven distribution. It subsists of two main aspects, namely archive controller and
Grid.

– Archive Controller—The vital function is to decide whether the solution should
be added or not in the archive. The updating rules for archive controller are given
below The current solution is accepted only if the archive is empty. The solution
space is eliminated even if one of the archive outputs turns out to be uneven. New
solution space is consider into the archive if it is capable of eliminating an existing
solution space dominated by themembers of the archive The new solution is stored
in the archive if none of the elements contained in the archive show prominence
to one another.

– Grid—The grid method is used to obtain distributed Pareto fronts. It consists
of four linearly separable regions for objective functions. The grid mechanism
is mainly used for the computation of each individual from the population. Only
those individuals to lie within the grid area are considered for the selection process
The grid method space is constructed by hypercube and it results in uniform
distribution.
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– Group Selection Mechanism—The most challenging issue in multi-objective is
comparing the search space with existing search space in archive members. This
challenge can be overcome by using group selection mechanism. In this group
selection, it chooses least crowded section and it is populated as one of the best
solutions in the group of nearby solutions using the roulette wheel mechanism Hk

is defined as follows:

Hk = f

Sk
(13)

where f is a constant variablewith value greater than 1. Sk represents the number of
Pareto optimal solutions to kth segment. This method popularly uses the classical
method which defines the contribution of each individual using roulette wheel
proportion.

4 Results and Discussion

We now present the details of dataset used and the findings of our analysis.

Dataset Used The validation of our proposed method was to test under seven publi-
cally available microarray datasets. This datasets are often used to test the effective-
ness of gene selection and classification. We provide the details of the preprocessed
datasets used for our study in Table 1.

CNS Colon Lymphoma

Table 1 Descriptive analysis of preprocessed dataset

Dataset name Total number of genes Number of instances Class

CNS 7129 60 2

COLON 2000 60 2

LEUKEMIA 7129 72 3

LYMPHOMA 4026 62 3

LUNG 12,600 203 4

MLL 12,582 72 3

SRBCT 2308 83 4
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The feature selection is applied using RWeka package combining with SVM
classifier in which large dataset optimal subset features is extracted and evolutionary
algorithm is applied to seven microarray datasets. The execution of the algorithm
is decided by surveying the accuracy from the optimal subset features. The above
results are shows that the accuracy measure of six datasets. The results of presented
algorithm produce higher accuracy with small number of features.

5 Conclusions

The feature selection is applied using R language and SVM of WEKA data mining
tool is implemented by using RWeka package. Finding the optimal subset of feature
using RWeka package from which info gain-based feature ordering is performed
and features with high classification accuracy is selected as optimal subset feature
using SVM as classifier. Then, the optimal subset feature is given as input to the
Multi-objective Spotted Hyena Optimizer, which is driven by the ensemble of SVM
classifier from which it updates search agents of spotted hyenas. The SVM classi-
fier is used for predicting the accuracy of the optimal subset feature. The proposed
approach is tested on seven microarray datasets, which shows better performance
when compared with other existing approaches. In this, leukemia dataset obtains
100% accuracy. The improvement in the prediction accuracy ranging from 4% to 5%
increases when compared with proposed approach.
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A Compressive Family Based Efficient
Trust Routing Protocol (C-FETRP)
for Maximizing the Lifetime of WSN

Nandoori Srikanth and Muktyala Siva Ganga Prasad

Abstract WSN is deployed for the dissemination of various sensor nodes in a fixed
topology to sense the environment with limited resources, and to communicate the
sensed data with the base station through cluster head. WSN is one of the dynamic
networks, which can perform several dynamic functions like change in cluster head,
avoid redundant messages, resource reservation mechanism and resource cancella-
tion mechanism. One of the major problems in the deployment of WSN is ‘terrain
structure’. Due to irregular terrain structure, deployment of sensor nodes is random
in nature and due to this random deployment; nodes are not properly organized in
a distributed way. A Compressive Family-based Efficient Trust Routing Protocol is
proposed by dividing the network into various clusters and then split up clusters into
sub-clusters. Each sub-cluster is again separated into various families and each family
is allocated with a family head. The performance of proposed approach is compared
with similar protocols (GEED-M, EETRP, and FERP) developed for specific terrain
structures like plateaus and military areas. The Compressive Family-based Efficient
Trust Routing Protocol enhances the shelf life of the network by 69%, and reduces
the energy consumption of the network by 30%.

Keywords WSN · Data aggregation · Trust node · Malicious node · Built in
self-test

1 Introduction

WSN has been remodelling the human lifestyle frequently for the past few decades;
it reforms various fields like medical, industrial, habitat monitoring and traffic con-
trolling. At the initial stages of WSN, there is a limited software development, lack
of network support, dependency on traditional methods from industries, and medical
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fields. The development rate of WSN in recent years has been very high, causes
improvisations in several disciplines and invokes various new methods to achieve
optimized results [1].Authors proposed various protocols to overcome the limitations
of network like increasing the network lifetime, reducing the energy consumption,
avoiding malicious attacks and efficient utilization of resources. One of the major
applications of WSN is monitoring the military fields. There are so many cluster-
ing, routing, and cluster-based routings proposed to make the network more energy
efficient [2, 3]. Cluster-based routing techniques give the best results in WSN com-
pared with the existing protocols. Some researchers have come out with mobile data
collectors among clusters for data collection; this work engenders the network more
energy efficient, and gives the best results in military, plateaus and non-uniform ter-
rain structures. The sensor node task includes sensing, processing, computing and
communicating. Sensor nodes work under the principle of sleep scheduling, where
sensor nodes can go to sleep state automatically once they finish their sensing round
until they get a notification from mobile data collector to send data. The mobile
data collector has complete knowledge about each sensor node’s position and its
residual energies in its assigned sub-cluster, hence mobile data collector can act as a
sub-cluster head for particular sub-cluster [4]. The mobile data collector gathers data
from each sensor node in its assigned sub-cluster aggregates the data and forwards
to the cluster head. Here, mobile data collector can function as a gateway node to
sub-cluster nodes. Some highly energized nodes are called trusted nodes [5], they
send their sensed data and compare it with neighbour’s and then forward to mobile
data collectors in a specific time interval allotted by the network.

B. A. Mohan, H. Saroja Devi, proposed an efficient hybrid data collection algo-
rithm [6], for data collection from multiple mobile nodes. In this technique, the
cluster head will be elected by the base station for the first two rounds using central-
ized algorithm, after that CH selection is based on previous cluster heads selection in
a distributed way. Here, a mobile node is introduced between CH, and Base Station.
For this type of applications, Mobile nodes are assigned with unlimited resources to
increase lifetime of Network.

J. Luo and J.-P. Hubaux, presented a energy efficient and conserving routing
protocol [7] for the purpose of improving lifetime, by managing the concentration
of data traffic at small number of base stations. In WSN, sensors which are nearer
to BS have to relay high amount of data traffic, then those nodes batteries ends up
quickly. To overcome this problem, the BS should be a mobile, then automatically
sensors nearer to BS changes timely, and No more data traffic burden would be on
the same nodes.

Atakli et al. developed a scheme based on weighted-trust estimation in order to
detect and isolate the compromised nodes in hierarchical clustered WSN structure.
In this scheme, they select some nodes as Forwarding Nodes to give a trust values
for all of the cluster nodes. Afterwards, they decrease the node’s trust level for all
nodes that sent malicious information. Tolba et al. [8] proposed an energy efficient
algorithm, for mobile WSNs, It is a distributed clustering algorithm, and it is named
as ALM. This algorithm enhances network lifetime, and it also improves the stability,
and network connectivity.
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Gong et al. presented a routing protocol for the purpose of energy efficiency and
security in WSNs, named, Secure and Energy Aware Routing Protocol (ETARP)
[9]. The main contribution point in ETARP is route discovering and selection based
on both the maximum utility concept. ETARP scheme takes into consideration the
energy efficiency and the trustworthiness in routing protocol,whichmay sustainmore
complexity and overhead compared to AODV routing protocol. The Cluster based
routing protocols (CBR-MOBILE) is proposed to face the challenges of packet loss
and energy consumption in Hybrid networks like some sensor nodes are fixed, and
others are mobile. It is traffic adaptive protocol that assigns timeslots of mobile nodes
which are moves out of cluster can be reassign to the incomingmobile nodes into that
cluster. Based on receiving signal strength, data is transmitted to the cluster head [10].
A securemobile data collector is introduced in clusters to collect the data from cluster
head, and forward to the base station. Authors proposed and analysed three protocols
for secure data collection, and it follows tree-based connection management among
sensor nodes [11].

S. Deng, J. Li, L. Shen proposed aMobility based clustering protocol for wireless
sensor networks, with mobile nodes. Based on its residual energy and mobility of
the sensor node, it can decide itself as a cluster head. Based on connection time
estimation, the sensor node aims at link stability, which is connected between sensor
node and cluster head. Each sensor node can send its data in assigned time slot in an
ascending order (TDMA). During mobility condition; sensor node sends a joining
request message to the new cluster head, about its joining when it lost its connection
with previous cluster head [12].

2 Proposed Work

A huge number of clustering, routing protocols are proposed and commissioned
which are expected to make the wireless sensor network more energy efficient. Non-
uniform terrain structures suffer from several limitations right from deployment to
communication. To figure out these problems, cluster-based routing protocols have
been proposed and they gave good results in comparison with traditional and existing
approaches. In present work, A Compressive Family-based Efficient Trust Routing
Protocol is proposed to make the network more energy efficient. This protocol is a
hybrid routing protocol, achieved by combining the characteristics of Family-based
Efficient Routing Protocol, and Energy Efficient Trust node-based Routing Protocol.
The structure of sub cluster in C-FETRP protocol is shown in Fig. 1, and the proposed
work performance analysis proves that C-FETRP protocol is more skillful than other
proposed works, and it shows enhanced results in Packet delivery ratio, Lifetime
improvement and Energy efficiency.
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Fig. 1 Structure of sub
cluster in C-FETRP protocol

2.1 Contributions of the Work

Themain contributions of the work are dividing the network into various clusters and
then dividing into sub-clusters and allocate each cluster with a cluster head. Apart
from this conservative work, the proposed approach has the following contributions:

• Each sub-cluster is assigned with a mobile node for data collection, which is
christened as Mobile Data Collector.

• Each sub-cluster is again divided into various groups like families, and each family
elects a family head based on its residual energy [13].

• The family head collects data among familymembers and forwards it to themobile
data collector (MDC).

• Some highly energized nodes are separately allocated as trusted nodes for trans-
mitting data to the mobile data collectors in Trust rounds.

Total Number of nodes 75
Packet size 512 bytes
Rx power 0.075
Compression ratio ((3.14/4) * 0.075 + 65)/75 = 86%
Data rate before compression 65 * 512 = 33280 bytes
Data rate after compression 28620.8 bytes

2.2 Compressive Family Based Efficient Trust Routing
Protocol

In proposed C-FETRP protocol, network is partitioned into clusters, and assigned
a cluster head based on residual energy, and which is at the nearest distance to the
host. The cluster is again divided into group of sub-clusters, and each sub-cluster is
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divided into various groups called families. Each family elects its family head based
on their residual energy, and the elected family head collects data from its family
members and forwards it to mobile data collector. The mobile data collector gathers
data from family heads instead of collecting the data from all family members [6,
7]. Due to this, the mobile data collector’s, and sensor nodes energy consumption
is reduced to a great extent. On the other hand some high energized nodes in every
family are elected as trusted nodes to send sensed data to mobile data collector in
even number of rounds.

The network divides data collection rounds into two categories; Un-trusted round
(Odd Round) and Trusted round (Even Round). In Un-trusted round, MDC moves
around sub-cluster, gathers data from family heads and forwards to the cluster head
after data aggregation. InTrusted round,MDCwill remain stationary,whereas trusted
nodes will sense, compare sensed data with neighbours and broadcast the processed
data to MDC directly. This alternative data gathering approach repeats for entire
data collection and improves the network lifetime to a great extent and this will be
discussed in results section. Based on application number of trust rounds, count can
be increased per one Un-trusted round.

The Data Compression technique is used to reduce the volume of information
to be stored into storages or to reduce the communication bandwidth required for
its transmission over the networks. Here, we are using Text-based Compression
technique. Data compression, source coding, or bit-rate reduction involves encoding
information using fewer bits than the original representation. Compression can be
either with loss or lossless. Lossless compression reduces bits by identifying and
eliminating statistical redundancy.

2.3 Energy Consumption Model

For transmitting an m-bit message over a distance ‘n’ is

E(Trans)m,n =
{
m × E(elec) + n × ∝(fs) × n2, n < n(0)
m × E(elec) + n × ∝(mp) × n2, n ≥ n(0)

(1)

For receivingm-bit message is E(rec)m = m × E(elec) (2)

To aggregate K messages with length m-bit is denoted by

E(agg)k,m = k × m × E(da) (3)

where E(da) is the energy dissipated per bit to aggregate message signal.
E(elec) is the energy consumed by the sensor node for a bit of data transmission.

The amount of energy utilized in current round can be expressed as

Residual energy = RE + S(i) * E (4)
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Average residual energy (ARE) can be calculated by using the formula

ARE(Round + 1) = RE(Round + 1)

2
(5)

The following equation gives total energy consumption (TEC) on each round.

TEC(Round + 1) = E0 ∗ n − RE(Round + 1) (6)

In case are ‘n’ layers available in the network, the average energy consumption
of node can be defined as

AEC(Round + 1) = TEC(Round + 1)

n
(7)

The AEC is calculated with respect to the total energy consumption. TEC consists
of the average of all transmitted energy, received energy, idle energy and sleep mode
energy. The result shows the total dead and alive nodes present in the system.

2.4 Energy Consumption Model for Proposed Algorithm

The energy consumption of mobile data collector to send R bits of data to the CH,
when it is located at centre of sensing region

E(MDC) = m × E(elec) + m × E(s) × r2h (8)

where E(MDC) is the energy consumed by mobile data collector node, and rh is the
average distance between mobile data collector and cluster head.

r2h = L2

2πK
(9)

RE is the residual energy consumed by the cluster head for K messages of data
transmission in particular round with a data rate ‘m’, and it is expressed as

RE =
(
T

K
− 1

)
× m × E(elec) + T

K
× m × E(d) + m × E(elec) + ∝(fs) × rd (10)

where T is the number of nodes equally dispersed over the square area L × L.
E(d) is the energy consumed per bit report to the base station, and rd is the distance

between cluster head to the base station.
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3 Performance Analysis

The performance of C-FETRP protocol is designed and developed by using net-
work simulator-2 (ns-2), and it is compared with existing protocols which are pre-
viously proposed. The proposed protocol C-FETRP gives the best results compared
with Green COMP based Energy Efficient Data Aggregation algorithm (GEED-M),
Energy Efficient Trust node based routing protocol (EETRP) and the Family based
Energy Efficient Routing Protocol (FERP). These three protocols were chosen as the
objective of those protocols is same as that of the proposed protocol. C-FETRP per-
formance is evaluated under the following metrics: (i) Energy efficiency, (ii) Energy
Consumption, (iii) Throughput and (iv) Network lifetime. From the perspective of
implementation, sensor nodes 61, 62, 63, 64 are mobile data collectors, and sensor
nodes 21, 14, 55 are trusted nodes. In un-trusted round, MDC moves around sub-
cluster, and collects data from family heads, in trusted rounds mobile data collectors
remain stationary and trusted nodes send sensed data to MDCs directly. Due to this
alternative rounds of data collection, energy consumed by MDCs and sensor nodes
can be reduced. Depending on application, we can increase trusted rounds iterations
per cycle (Table 1 and Fig. 2).

Network Lifetime
Network lifetime depends on ‘the number of rounds that sensor nodes can with-
stand with minimum residual energy’. Efficient utilization of energy resources is the
key parameter to decide the network lifetime. Increase of network lifetime causes
improvement in throughput, energy efficiency andQOS, etc. The proposedC-FETRP

Table 1 Simulation
parameters

Parameter Values

Simulation period 100 ms

Coverage area 1320 * 1032

No. of nodes 75

No. of sink node 1

No. of mobile node 4

No. of sub cluster 4

No. of cluster head 1

No. of trusted nodes 8

Traffic type CBR

Agent type UDP

Routing protocol AODV

Initial power 100 J

Transmission power 1 J

Receiving power 1 J

Queue type Drop-tail
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Fig. 2 Implementation of C-FETRP protocol

protocol improves network lifetime up to 69% compared with previously proposed
works GEED-M 56%, FERP 59%, and EETRP 66% as shown in Fig. 3.

Energy Consumption
The Energy consumed by the sensor nodes, transceiver, processor, and memory unit
leads to energy consumption of the network. The total energy consumed by all nodes
can be expressed as

Fig. 3 Network lifetime
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Energy Consumption =
n∑

i=1

Ei

Figure 4 shows energy consumption comparison graphs of various protocols. The
energy consumption of C-FETRP protocol is 30% and other protocols GEED-M
44%, FERP 40%, and EETRP 32%.

Network Throughput
The network throughput depends on the amount of packets forwarded by non-base
station and amount of packets received by base station. The throughput of C-FETRP
protocol is 1426 kbps, and other protocols GEED-M 886 kbps, FERP 1526 kbps,
and EETRP 1153 kbps (Figs. 5 and 6)

Fig. 4 Energy consumption

Fig. 5 Throughput
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Fig. 6 Packet delivery ratio

Packet Delivery Ratio
It is the ratio of packets generated at the source end to thepackets received at the sink in
a network. The figure shows comparison of C-FETRP protocol with other proposed
protocols in packet delivery. Packet loss causes energy wastage, regeneration of
packets at source end, less throughput, and reduced QOS. The proposed protocol
shows a linear improvement in PDR compared with other protocols. The packet
delivery ratio evaluated in proposed protocolC-FETRP is 99.57%and other protocols
GEED-M 97.4%, FERP 97.14%, and EETRP 97.77% (Table 2).

Table 2 Comparison between existing protocols with proposed protocol

Parameter GEED-M [14] FERP [15] EETRP [16] C-FETRP
(proposed)

Packet delivery
rate (%)

97.419 97.12 97.77 99.5753

Control overhead 969 packets 952 packets 973 packets 928 packets

Energy
consumption (%)

44 42 32 30.1498

Energy efficiency
(%)

54 56 68 68.6

Throughput (kbps) 886 1526 1153 1426.65

Loss 207 packets 164 packets 154 packets 107 packets

Lifetime 56% 59% (1400
rounds)

66% 69.8502%
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4 Conclusion

Mobile data collector-based routing protocols gives better results compared with
conventional and traditional protocols in uneven terrain structures like military
areas and plateaus, and where multi-hop communication is complex. The proposed
C-FETRP protocol is a hybrid routing protocol which is obtained by combining the
characteristics of EETRP and FERP protocols. This protocol is designed and devel-
oped by using ns-2 simulator and graphs are generated by using mat lab software for
better visibility of experimental values. C-FETRP protocol is compared with previ-
ously proposed works, GEED-M, EETRP, and FERP protocols and it gives better
results compared to all these protocols. The performance of this routing protocol
is assessed based on Energy consumption, Throughput, Lifetime, Packet Delivery
Ratio and Energy efficiency. Most of the mobile data collector’s energy is saved due
to family-based efficient routing and sensor nodes energy is saved due to trust node
based routing. By combining these two routing methods, better performance of the
network is achieved and progressive improvements in results are obtained.
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An Adaptive Genetic Co-relation Node
Optimization Routing for Wireless
Sensor Network

Nandoori Srikanth and Muktyala Siva Ganga Prasad

Abstract Wireless sensor network is designed with low energy, and limited data
rates. In wireless sensor networks, the sensors are designed with limited energy
rates and bandwidth rates. Maximizing the network lifetime is a key aspect in tra-
ditional Wireless communication to maximize the data rate in typical environments.
The clustering is an effective topology control approach to organize efficient com-
munication in traditional sensor network models. However, the hierarchical-based
clustering approach consumes more energy rates for large-scale networks for data
distribution and data gathering process, the selection of efficient cluster and cluster
heads (CH) play an import role to achieve the goal. In this paper, we proposed an
Adaptive Genetic Co-relation Node Optimization for selecting an optimal number
of clusters with cluster heads based on the node status or fitness level. Using the tra-
dition Genetic Algorithm, we achieved the Cluster head selection and the co-relation
approach identifies the optimal clusters heads in a network for data distribution.
Cluster head election is an important parameter, which leads to energy minimiza-
tion, and it is implemented by Genetic Algorithm. Appropriate GAs operators such
as reproduction, crossover and mutation are developed and tested.

Keywords WSN · GA · Adaptive genetic co-relation node optimization

1 Introduction

Wireless sensor network (WSN) is a self-organized network systemwith low amount
of resources and constitutes of tiny sensors communicate to a remote base station [1].
Nowadays, WSNs are widely used as an effective communication interface medium
to interact with physical world to exchange global information. In addition, WSN
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consist of spatially distributed autonomous sensors to cooperatively monitor physi-
cal or environmental conditions. Broadcasting across autonomous sensors produces
more communication issues due to the lack of resources such as energy, bandwidth,
and memory. The recent advances in the microelectromechanicalsystems (MEMS)
Technology produced low-cost sensors, as a result, WSNs have paid more attention
to different industrial applications [2].

For past few years, an intensive research was conducted to address the problems
during data gathering and processing among group of sensors and to address the
potential of collaboration among sensors. However, sensor nodes are constrained
nodes and organizing large amount of communication services is a problem due to
the lack of energy resources and bandwidth. However, the sensors are powered by
low-cost irreplaceable batteries which makes for an interesting research to design a
new energy-efficient protocol in an unattended hostile environment. Cluster-based
protocols are one of thewell-accepted protocols and organized the sensors effectively
in the network [3]. In this clustering process, the network is divided into different
zones, each zone represent as a cluster, each cluster consists of set of sensor nodes
and cluster head (CH), the set of sensor nodes are represented as cluster member,
the cluster members in each cluster exchange a data with cluster head (CH). The
CH distributes the collected data to corresponding destination point. The overall
data gathering and data distribution process needs more attention to improve the
data distribution rate in typical environments. In order to organize an effective or
efficient communication services, there were various cluster-based routing models
were designed, i.e. LEACH [4], PEGASIS [5], TEEN [6], and APTEEN [7]. The
main limitations of these protocols have identifying optimal clusters and optimal
cluster heads (CH) for large scale network due to the exponential variation compu-
tational complexity. However the energy-efficient based and topology-based routing
protocols address the node fitness issues, an inappropriate cluster and CH selection
process increases communication overhead.

We introduce an Adaptive Genetic Co-relation Node Optimization for identifying
an optimal cluster and optimal cluster head (CH). The adaptive energy rate allocation
scheme identifies the optimal energy of each node, and the optimal nodes are assigned
to genetic algorithm to identify the node co-relation. The genetic algorithm computes
the nodefitness and clusteringfitness based on the node characteristics such as energy,
distance to sink node, density, and fairness in different stages which is described in
Sect. 4. The Genetic Co-relation Node Optimization Routing (GCNO) approach
optimize the optimal routing based on the node fitness and fairness level in each
cluster and corresponding cluster heads (CHs).
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1.1 Contributions of the Paper

The following contribution were designed in this paper:

• Wedesign a cluster-basedwireless sensor networkmodel by employing traditional
adaptive energy rate allocation scheme.

• Discover an optimal clusters and cluster heads using Adaptive Genetic Co-relation
Node Optimization scheme.

• Design a Genetic Co-relation Node Optimization Routing (GCNO) protocol for
processing optimal routing.

The paper organizes the following sections, the Sect. 2 describes of related work,
which describes the research gaps of various cluster-based routing protocols, Sect. 3
describes the networkmodel and adaptive energy rate model. The Sect. 4 presents the
genetic algorithm for optimization of clusters and cluster heads. Section 5 presents
the Genetic Co-relation Node Optimization Routing protocol for route optimization.
Section 6 presents the experimental student and result discussion (Fig. 1).

Fig. 1 Cluster-based WSN
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2 Related Work

Author Title Research methodology Research gap analysis

Sai Wang,
Thu L. N.
Nguyen, and
Yoan Shin,
Senior
Member,
IEEE (2018)
[8]

Energy-Efficient Clustering
Algorithm for Magnetic
Induction-Based
Underwater Wireless
Sensor Networks

This paper presents the
clustering techniques for
MI-based UWSNs. The
sensor nodes are configured
with the Poisson
distribution. To obtain a
clustering rules by
controlling the energy
consumption, based upon
the idea of the conventional
HENPC (High energy node
priority clustering) The
proposed method is a
dynamic protocol that is
CH (cluster head) selection
depends upon the
remaining energy. From the
side of saving energy,
multi-hop data and nodes
with high remaining energy
preferred to be selected as
CH(cluster head)s, can
efficiently maintain the
energy consumption for
whole network

The clustering process is
based on energy model,
which is a tedious process,
every time node energy
state get varies which
impacts on organizing
clusters and increases
network lifetime

Yi Zhou,
Shubbhi
Taneja,
Chaowei
Zhang, Xiao
Qin, Senior
Member,
IEEE (2018)
[9]

GreenDB: Energy-Efficient
Prefetching and Caching in
Database Clusters

This paper described about
a parallel database system
called Green DB, which is a
energy-efficient system for
clusters. The main feature
of Green DB is a caching
mechanism, which receives
node or route information
from passive nodes into
active nodes. Green DB
organizes an information
table to maintain the nodes
state information. This
protocol designs a
congestion-free route
model to save energy and
provides optimal route

Here the major limitation is,
for construction of route
data information by
considering transnational
database systems. This data
saving process frequently
needs to get update to
maintain the node state. If
any node state information
wrong which impacts on
overall network route

(continued)
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(continued)

Author Title Research methodology Research gap analysis

Amjed
Mahamood
(Feb 2017)
[10]

ELDC: An Artificial Neural
Network-based
Energy-Efficient and
Robust Routing Scheme for
Pollution Monitoring in
WSNs

Amjed et al. proposed a
group based protocol based
on the dynamic cluster
process. The evaluation of
dynamic cluster formation
based on the network
condition improves the
node selection and route
rote selection. To minimize
the energy consumption of
the network this mechanism
takes the consideration of
EEUC (energy-efficient
unequal clustering). This
process assigns border
group ahead to distribute
the group data to the other
group users

The dynamic cluster
formation consumes more
energy for organizing
group-based
communication

Sudeep
Tanvar,
Sudanshu
Thyagi
(2018) [11]

LA-MHR: Learning
Automata Based
Multi-level Heterogeneous
Routing for Opportunistic
Shared Spectrum Access to
Enhance Lifetime of WS

The LA-based multihop
heterogeneous routing
improves the sensing node
stability by validating the
sensing field. The cluster
head selection process
evaluated based on the
spectrum data and based on
the SLA. The BS allocates
a spectrum to the selected
CH. The spectrum
allocation rate estimated
based on the distance of
Base Station to the CH
distance rate

The major limitation here is
a multi-level process which
takes more travelling cost

Xi Tao and
Wei Song,
Senior
Member,
IEEE (2018)
[12]

Location-Dependent Task
Allocation for Mobile
Crowd sensing with
Clustering Effect

This paper discovers
resource allocation problem
from two different features.
The first process focuses on
data distribution and
designs a genetic algorithm
(GA) to maximize data
distribution quality. Then,
the next process considers
the profit of nodes into
account and proposes a
detective algorithm (DA) to
improve the profit

Major problem is resource
allocation due to the lack of
node cooperative
communication problem

(continued)
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(continued)

Author Title Research methodology Research gap analysis

Tung-Wei
Kuo, Kate
Ching-Ju Lin,
and Ming-Jer
Tsai [13]

On the Construction of
Data Aggregation Tree with
Minimum Energy Cost in
Wireless Sensor Networks:
NP-Completeness and
Approximation Algorithms

This paper presents the
problem of data aggregation
problem. This problem was
overcome with relay node
NP-complete. Using
NP-complete formation the
approximate route
formation will be estimated
and process the data
aggregation

This paper resolves the data
aggregation construction
process by using
NP-Completeness. But this
process needs more
computation resources and
requires more energy

Mohammed
Mohsen
Mohammed
Nasr,
Abdeldime
Mohamed
Salih and
Lian-Feng
Shen (2016)
[14]

Analytical Exploration of
Energy SavingsforParked
Vehicles to Enhance
VANET Connectivity

This paper focuses on
energy-saving process of
VANET model by
considering the relay node
energy state and by
discovering the optimal
energy harvested relay
nodes. In this process, first,
the relay nodes and
forwarder nodes are elected
based on the energy and
distance rate values and
identifies the current load of
relay nodes it distributes the
resources and workload

If more number of vehicle
increase more number of
relay and forward nodes
required

Andrei Hor-
vat
MaLevente,
Fuksz Petrică
C. Pop and
Daniela
Dănciulescu
(2015) [15]

A Novel Hybrid Algorithm
for Solving the Clustered
Vehicle Routing Problem

This paper designs a hybrid
route optimization method
based on the genetic
algorithm to resolve the
clustering and routing
process problem. The
protocol determines an
NP-hard combinatorial
optimization problem that
generalizes the classical
vehicle routing problem
(VRP) and generalized
vehicle routing problem
(GVRP)

The hybrid novel approach
overcomes the routing
problem but failure to
achieve network lifetime

3 Network Modelling

We considered a set of sensor nodes with different states such as handoff state and
forwarding state. All the sensor nodes are distributed through the network and can
initiate communicate any arbitrary directions with the minimum energy rate of λEi

and handoff rate λoi . The initial sensing, transmission and receiving rate defined as{
λEs , λEtx , λErx

}
. Initial communication service rate defined as μi. The network is
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divided into a set of clusters {Ci}, each cluster organizes the set of sensor nodes with
initial communication rates. The following equation organizes set of clusters for set
of nodes and with their corresponding communication states.

Ci =
∣∣n log10 N

∣∣

μ
(1)

where Ci represents a set of clusters in a network, n is set of nodes and N is a total
network area

Each node state in each cluster varied with respective of energy rates and commu-
nication rates, we adopt Hidden Markov model (HMM) to analyse each sensor state
by estimating each node energy rate λEn and communication propagation rate μni . In
this HMM mode, each sensor node states is represented as si = {ns, ntx, ncs, nidle},
the node state will transfer from one state to another statue in cluster state and fol-
lowing model represents the transition model to determine and analyse the sensor
node state level.

The following definitions are determined to analyse the sensor node state.

Definition 1: Busy state To determine the node busy state P(nb), we estimate the
node busy state probability by considering average difference rate of node commu-
nication arrival rate λo and handoff rate λH .

Definition 2: Transmission state The transmission state of sensor node p(ntx)
derived based on the estimation of current node communication range rate μ and
average distance rate μd .

Definition 3: Handoff state The sensor node handoff state probability determines
the probability node current energy rate λEn and communication distance rate μd of
current sensor node.

The symmetric equation for node state {si} is derived as

s∑

i=0

P(si) = λO + λH

iμ
P(i − 1), 0 ≤ i ≤ S. (2)

The average rate of all nodes states must be equal to one:

S∑

i=0

P(si) = 1. (3)

The communication blocking probability BO when all S sensor nodes are busy,
which it can be derived as

BO = P(S) =
(λO+λH )S

S!μS

S∑

i=0

(λO+λH )i

i!μi

(4)
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Fig. 2 Node state transition model

The node balance state equations derived as

{
iμP(i) = (λO + λH )P(i − 1), 0 ≤ i ≤ SC

iμP(i) = λHP(i − 1),SC ≤ i ≤ S
. (5)

The average rate of the overall state is

S∑

i=0

P(i) = 1. (6)

The blocking probabilityP(Bo) for organizing communication is derived as (when
a set of senor nodes Sc are busy state):

P(Bo) =
S∑

i=SC

P(i). (7)

The blocking probability P(BH ) for a handoff communication is when a set of S
sensor nodes busy in a cluster Sc (Fig. 2)

P(BH ) = P(S) = (λO + λH )SCλ
S−SC
H

S!μS
P(0). (8)

3.1 Adaptive Energy Rate Allocation

Wireless nodes have low data error rates. Sensed data is compressed and available at
required data rates. By maintaining the fixed data rate, error will be low and leads to
require that physical layer sensor node information be made available at the MAC
layer. The proposed method is to solve data rate fluctuation, which makes the use of
state information of sensor nodes. This makes to determine transmission data rate.
By using sensor node estimation power indication Pr , can be calculated as

pr = Pt × Gt × Gr × Ht × Hr × λ2

(4 × π × d)2 × L
(9)
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Signal power at transmitting node is represented with Pt, and signal power at
receiving node is represented with Pr. The free space propagation model is repre-
sented with Eq. (2). Transmitter gain is represented with Gt and receiver gain is
represented with Gr , Ht and Hr are height of the transmitter and receiver, is wave-
length, d is distance between the transmitter and receiver and L is system loss.
The transmission data rate is mapped by the received signal strength. This data rate
matching is done by threshold-based technique. Receiver sends data to transmitter
in a determined bit rate. By receiving the data rate of transmitter, the receiver adjusts
the data rate accordingly at the physical layer. Other neighbour nodes that hear the
packet will update the information in their network allocation vector (NAV) and hold
their transmission until current transmission gets completed.

To minimize the energy consumption, an energy allocation scheme is designed.
Resource allocation, joint power control, scheduling schemes over the time window
T can be expressed as

Minimize
M∑

m=1

T∑

t=1

pmt (10)

subject to
M∑

m=1

pmt ≤ Pmax∀t (11)

T∑

t=1

btm log2

(
1 + hmt p

m
t

Nobmt

)
= Wm∀m (12)

M∑

m=1

bmt ≤ B∀t (13)

The objective function of problem (P1) expresses the total power consumption
assigned to all users across all time intervals. Constraints (9) guarantee that the power
allocated to all users at each time interval is below the ceiling valuePmax. Constraints
(12) guarantee that the information message will be delivered to each user within the
predefined time horizon of T seconds and (13) limits the power assigned per user at
each time slot to the system power. Inequalities (14) define the continues variables of
the problem. Note that in problem (P1) the non-linearities are found in the constraints
of the problem. It is easy to show that this problem can be transformed into a nominal
convex non-linear optimization problem by linearizing the constraints as follows:

Minimize
M∑

m=1

T∑

t=1

Nobmt
hmt

(
2

rmt
bmt − 1

)
(13)

subject to
M∑

m=1

rmt ≤ Rt∀t (14)
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T∑

t=1

rmt = Wm∀m (15)

rmt ≥ 0 (16)

bmt ≥ 0 ∀t,m (17)

This gives the optimum energy rate allocation in order to achieve minimum power
consumption within the message delivery delays.

For a given aggregate data requirement,
∑M

m=1 W
m = W , with delay flexibility

T, the optimal rate allocation to minimize the downlink power consumption can be
expressed as follows:

This gives the optimum energy rate allocation in order to achieve minimum power
consumption within the message delivery delays. For a given aggregate data require-
ment,

∑M
m=1 W

m = W , with delay flexibility T, the optimal rate allocation to mini-
mize the downlink power consumption can be expressed as follows:

f(rt) = Minimize
T∑

t=1

Nobmt
hmt

(
2

rmt
bmt

)
(18)

T∑

t=1

rmt = W (19)

ht is the average sensor node gain of the moving terminals and rt is the total rate
allocated at time t to satisfy all requests. Equation (19) is monotonically increasing
and convex function in r. Problem (P3) is an optimization problem over the simplex
(20). Using the Karush–Kuhn–Tucker (KKT) optimality conditions, we show that
this system of equations can be solved analytically for rt. For a local minimum rt in
the system of Eqs. (19) and (20), there exists a scalar λ_ such that

r∗t ∈ arg min{f(rt) − λ∗
(

T∑

t=1

rt − W

)

(20)

The first-order necessary condition is
∂f (r∗

t )
∂rt

= λ∗ while
∑T

t=1 r
m
t = W Eq. (16)

and λ∗ is unconstraint. For these conditions, the following holds:

T∑

t=1

B log2
λ∗ht
No ln 2

= W (21)

Solving for λ∗ and substituting back in
∂f (r∗

t )
∂rt

= λ∗, r∗
t can be derived as
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r∗
t = W

T
+ B log2

ht
T
√
h1h2 . . . ..hT

(22)

4 Adaptive Genetic Corelation Node Optimization

In this research, we categorize a GA to optimize the cluster head assignment for
Wireless Sensor Network by categorizing into two different steps. First, the initial
population is considered as a set of cluster members. Second, a chromosome rep-
resents a set of cluster members Ci assigned to a base station B. Each chromosome
represent as a kXk matrix, each row represents a set of cluster members assigned
to a base station B. The chromosome of the (i, j)th element is set to 1 if he partic-
ular cluster members {Ci} allocates to the particular base station Bi, if the cluster
members are unused it set as 0. The number of 1s in each row is M and number of
0s is M − N. We setup the used and unused cluster members to the base station to
maximize the energy and optimize the energy rate by allowing the cluster member
borrowing optimization .

The detailed process is described as follows. The evaluation function F(c, g), for
low energy rate a chromosome c at cluster member g is

F(c, g) =
{∅(c, g), if �(c, g) ≥ (1− ∈).�cn

0
(23)

∅(c, g) is the aggregate energy of low energy handlers of chromosome c at gen-
eration g as

∅(c, g) =
∑

i

∑

j∈Ci(c,g)

∑

n∈Li(c,g)

Rj
i,n (24)

Ci(c, g) and Li(c, g) are set of chosen cluster members at base station Bi, a set of
low energy operators under base station of chromosome c at generation g. �(c, g)

is the corresponding energy for all users computed as

�(c, g) =
∑

i

∑

j∈Ci(c,g)

∑

n∈υ i

Rj
i,n (25)

υ i denotes the set of all users at base station Bi, �cn is the aggregate energy of
all users using the cluster member sets determined by the adaptive rate allocation
scheme in Sect. 4
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Initial Population Generation

In this section, we consider a set of clustermember allocationwhichwere determined
by the conventional scheme�cn, choose a random base station to generate a chromo-
some for used and unused cluster members. The used cluster members are randomly
selected and replaced with unused cluster members. A chromosome is generated for
each cluster member at each chosen cluster head, some used cluster members are
randomly elected and substituted with unexploited cluster members. If the aggre-
gate energy rate of the low energy sensor nodes is less than the conventional scheme
functionF(c, g), then this chromosome is discard, and this process is repeated until a
optimal chromosome is found.When such a chromosome is discovered, then another
base station is randomly elected, and the entire process is reorganized until to form
the initial population.

Initial population Formation

Step 1: Consider a cluster Ci with k number of calls, the cluster member frequency
for the k − 1 calls is assigned by fi∗k = (k − 1) × α + 1, where α is the minimum

frequency rate for maximum demand ith cluster, and is assigned by α =
[

β

m∗
i

]
where

β is a total number of lower bound o required frequencies in the network and α > c∗
i

Step 2: Let discovery the next largest number of calls for the cluster Ci−1

(a) Estimate a number of available frequencies in the subgroup whose size is α

(b) Randomly choose a frequency from the frequency block which it was repre-
sented in step (a)

(c) Assign a frequency to the randomly chosen subgroup.

Assign a frequency to the chosen subgroup for the next call, with a regular time
interval with previous assigned frequencies. The assignment should satisfy the co-
cluster member constraint or adjacent cluster member constraint.

Step 3: Repeat the assigning process to the remaining subgroups. Let consider
the base station chromosomes information, which was estimated in chromosome
generation section, based on the generated chromosome data, if the two chromosome
elements have the same value, this value is assigned to the corresponding element
position of the offspring chromosome. The outstanding elements of the offspring are
occupied with the randomly chosen values based on this condition If if (Pr) > PX

where Pr is randomly generated probability and PX is a crossover probability, then
generate a random crossover point and assign energy rate.
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1 0 1 1 0 1 0 0 1 0
 Parent Chromosome A-  row  

0 1 0 1 0 1 0 1 1 0
 Parent Chromosome B-  row  

 row in offspring chromosome  

 row in offspring chromosome 

0 0 1 1 0 1 0 1 1 0

0 1 1 1 0 1 0 0 1 0

Crossover

Mutation

The above figure represents the crossover and mutation process, and based on the
above figure, the total number of cluster members assigned to the base station B =
10 and total number of cluster members used are Ch = 5. Based on the figure, both
parent chromosome (A and B) elements are same, where the remaining elements in
offspring chromosome are filled with randomly generated elements of both parent
chromosomes, where the elements 2 and 3 of parent chromosome A are copied to
the offspring, as are elements 1 and 8 of parent chromosome B.

Once the crossover process evaluated the results, themutation process initiatewith
the mutation probability P(mu) at each row of the offspring chromosome. Randomly
selected elements 1’s are replaced with randomly selected elements 0’s. A randomly
chosen row of the corresponding offspring is replaced with the randomly generated
row containingM 1’s. This indicates that the clustermember set of a randomly chosen
basestation is fully re-generated.

5 Genetic Corelation Node Optimization Routing

In GCNO routing algorithm, a node broadcast a route RREQ packet to discover the
next corresponding node based on node intimacy and energy value features

Rij(req) = τα
ij n

β

ij

Based on the below network graph, each node contains with their own node
intimacy rate trails, the GCNO routing protocol broadcast GCNO RREQ packet
by considering initial intimacy rate trails rate to discover shortest path-based node
corelation weightage value. The initial route discovery starts from node A and it
reaches destination node G (Fig. 3).
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Fig. 3 Network graph

The graph can be represented in the form of matrix

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

A B C D E F G
A 0 0.44 0.5 0.41 ∞ ∞ ∞
B ∞ 0 0.3 ∞ 0.15 ∞ ∞
C ∞ 0.4 0 0.3 0.3 0.5 0.6
D ∞ ∞ 0.3 0 ∞ 0.6 ∞
E ∞ 0.15 0.3 ∞ 0 ∞ 0.3
F ∞ ∞ 0.5 0.5 ∞ 0 0.1
G ∞ ∞ 0.6 ∞ 0.3 0.1 0

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

Theorem 1 Considered {α, β, ρ} = {10, 2, 1}.

A:

B(s, e) ϕab = Be

Be + Ce + De
Pab = sα(ϕab)

: C(s, e) ϕac = Ce

Be + Ce + De
Pac = sα(ϕac)

: D(s, e) ϕad = De

Be + Ce + De
Pac = sα(ϕad )
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B:

C(s, e) ϕac = Ce

Ce + Ee
Pbc = sα(ϕbc)

: E(s, e) ϕac = Ee

Ce + Ee
Pbe = sα(ϕbe)

C:

B(s, e) ϕcb = Be

Be + Ee + Ge + Fe + De
Pcb = sα(ϕcb)

: E(s, e) ϕce = Ee

Be + Ee + Ge + Fe + De
Pce = sα(ϕce)

: G(s, e) ϕcg = Ge

Be + Ee + Ge + Fe + De
Pcg = sα

(
ϕcg

)

: F(s, e) ϕcf = Fe

Be + Ee + Ge + Fe + De
Pcf = sα

(
ϕcf

)

: D(s, e) ϕcd = Be

Be + Ee + Ge + Fe + De
Pcd = sα(ϕcd )

D:

C(s, e) ϕdc = Ce

Ce + Fe
Pdc = sα(ϕdc)

: F(s, e) ϕdf = Fe

Ce + Fe
Pdf = sα

(
ϕdf

)

E:

B(s, e) ϕeb = Be

Be + Ce + Ge
Peb = sα(ϕeb)

: C(s, e) ϕec = Ce

Be + Ce + Ge
Pec = sα(ϕec)

: G(s, e) ϕeg = Ge

Be + Ce + Ge
Peg = sα

(
ϕeg

)

F:

D(s, e) ϕfd = De

De + Ce + Ge
Pfd = sα

(
ϕfd

)
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: C(s, e) ϕfc = Ce

De + Ce + Ge
Pfc = sα

(
ϕfc

)

: G(s, e) ϕfg = Ge

De + Ce + Ge
Pfg = sα

(
ϕfg

)

Case 1: let assume {α, β, ρ} = {5, 3, 5}.
Table 1 represents the visited and unvisited nodes and functional values, each packet
bounded with bit vector [0, 0, 0, 0, 0, 0, 0] to represent visited and unvisited infor-
mation. According to Table 2, node A elects node C over node B, due to the higher
intimacy and energy rate function value of AC. Then the bit vector of C value set as
1 will be considered as higher energy rate node, rather than other nodes. From node
C, to next hop node B, based on the higher intimacy and energy value function, and
set a bit vector as 1 and CB is considered because it has higher energy rate compared
to CD. From node B, the to next node E, based on the route discovery rate function,
and set a bit vector as 1 and BE is considered because it has higher intimacy and
energy value compared to other nodes. From node E to the route discovery process
discover the destination G and finds the destination G and elects the optimal path
EG and set E and G bit vector value as 1. Finally, the source node A reaches to the
destination node through optimal path of A → C → B → E − G.

5.1 RREP Fault Diagnosis Routing Vector at Destination

Based on the Case 1, three consecutive bits are used to discover the optimal rout-
ing path, based on the previous case; the node A begins the route discovery pro-
cess with a set of bit vectors in route vector. Based on the final routing vector set
[011010100000000000000] bits, the first three bits 001 be examined as node C, next
three bits 011 considered as node B, and next three bits 010 considered as node E
and next three bits 100 as destination node G. Finally, the discovered optimal path
is A-C-B-E-G.

Case 2: let assume {α, β, ρ} = {5, 2, 3}.
In order to evaluate the corelation process at destination, an GCNO RREP routing
vector is considered. In this expertise, the route vector initiates the route bit vector
at destination and process the higher intimacy and energy rate function, to elect the
optimal nodes. According toTable 2, the destination node G chooses C node over
E, C because of its higher rate and establish a path of C ← G over GE and GB.
Now, the node C elects next higher energy node as B over D and establish a path of
B ← C ← G. Finally from node B, identifies the target source node, and establish
the optimal and corelation RREP as A ← B ← C ← G. Based on this trusted path,
the bit vector gets changed.
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6 Experimental Study

In this section, we analyse the performance of the proposed GCNO scheme. We
simulatedWSNwith a set of sensor nodes and each mobile is represented as a sensor
device, which captures a data and transfer data towards destination.We compared the
performance of Genetic Corelation Node Optimization (GCNO) on these parameters
packet delivery ratio (PDR), Average throughput, Average delay, energy consump-
tion and network overhead. We compare the performance of GCNO with particle
swarm optimization based energy-efficient cluster head Selection algorithm [16].
The proposed system is simulated with the network simulator-2 (NS-2) [17] with the
simulation parameters of Table 1.

No. of nodes 300, 400, 500 and 600

Area size 1000 × 1000

Mac 802.11

Routing protocol GCNO

Transmision range 250 m

Simulation time 20 s

Traffic source CBR

Packet size 512

Receiving power 0.395

Sending power 0.660

Idle power 0.035

Initial energy 10.0–50 J

Data rate 2 Mbps

6.1 Simulation Results

In this experimental model, we simulate the WSN model with the variation of num-
ber of nodes and energy levels. In this simulation we consider the network area
size as 1000 m × 1000 m, for 300–600 sensor nodes, with the initial energy rate of
10 J–50 J with different number of clusters and cluster heads. Initially the nodes were
dynamically placed and scattered in random locations. We compute the total num-
ber of clusters and total number of optimal cluster heads using Genetic Corelation
Node Optimization scheme. We evaluated the proposed Genetic Corelation Node
Optimization performance by conducing multiple simulations by varying number of
clusters and cluster heads for group of nodes. First, we deploy the Genetic Corela-
tion Node Optimization scheme to validate the performance to measure the energy
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consumption rate, throughput rate, delay rate and packet delivery ratio. Initially we
consider 300 sensor nodes with the energy rate between 10 and 50 J. The following
results define the comparison of GCNO and PSO-ECHS.

6.1.1 Based on Number of Nodes

In this scenario, we consider different network size, we varied number of sensor
nodes from 300 to 600 nodes, we have considered minimum energy rate as 10 J, we
vary the number of cluster and cluster head to analyse the performance of GCNO
and PSO-ECHS schemes. Based on the simulation experiments, we evaluated the
performance of both schemes under different clustering environment.

Figure 4 shows the packet delivery ratio of GCNO and PSO-ECHS techniques for
different number of nodes scenario. We can conclude that the packet delivery ratio
of our proposed GCNO approach has 8.1% of higher than PSO-ECHS approach.

Figure 5 shows the average overhead of GCNO and PSO-ECHS techniques for
different number of nodes scenario. Based on the simulation results the average
overhead rate of PSO-ECHS increased with number of clusters for more number of
nodes compare to proposed GCNO approach.

Figure 6 shows the energy consumption of GCNO and PSO-ECHS techniques for
different number of nodes scenario. According to the results, the energy consumption
of our proposed GCNO approach has lesser energy consumption compare to PSO-
ECHS approach.

Fig. 4 Number of nodes versus packet delivery ratio
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Fig. 5 Number of nodes versus overhead

Fig. 6 Number of nodes versus energy consumption
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Figure 7 shows the end-to-end delay of GCNO and PSO-ECHS techniques for
different number of nodes scenario. The delay rate was increased while number of
nodes increased in both schemes while comparing to GCNO the PSO-ECHS have
higher delay for number of nodes.

6.1.2 Based on Energy Rates

In our second experiment, we vary the energy rate as 10, 20, 30, 40 and 50.
Figure 8 shows the packet delivery ratio of GCNO and PSO-ECHS techniques for

different energy rates. We can conclude that the packet delivery ratio of our proposed
GCNO approach have better packet delivery ratio compare to PSO-ECHS approach,
it shows the various of 8.7% variation on both scenarios.

Figure 9 shows the average overhead of GCNO and PSO-ECHS techniques for
different energy rates. Based on the results, we can observe that the overhead of our
proposed GCNO approach has 7.6% of lesser than PSO-ECHS approach.

Figure 10 shows the energy consumption ofGCNOandPSO-ECHS techniques for
different energy rates. We can conclude that the energy consumption of our proposed
GCNO approach has 10.4% of less than PSO-ECHS approach.

Figure 11 shows the end-to-end delay of GCNO and PSO-ECHS techniques
for different energy rates. We can conclude that the delay in our proposed GCNO
approach has 11% of less than PSO-ECHS approach.

Fig. 7 Number of nodes versus end-to-end delay
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Fig. 8 Energy rate versus packet delivery ratio

Fig. 9 Energy rate versus overhead
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Fig. 10 Energy rate versus energy consumption

Fig. 11 Energy rate versus delay (S)
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7 Conclusion

In this paper, we propose an adaptive Genetic Corelation NodeOptimization Routing
(GCNO) for Wireless Sensor Network (WSN). The adaptive energy rate allocation
scheme minimizes the error rate and allocates the optimized clusters based on the
node state. In order to identify the node fitness status, the adaptive Genetic Corelation
Node Optimization scheme finds the appropriate cluster set to sort out the cluster
head selection problem from a set of used and unused cluster members to maximize
the data handling performance. The Genetic Algorithm approach was employed to
determine the efficient energy for high energy efficient and radio access network
model, and based on the simulation results, the energy is saved up to 11.91%, with
increase of sensor nodes. This is achieved by designing a traditional cluster-based
wireless network model by adopting traditional adaptive GA node optimization rout-
ing scheme. The proposed scheme is compared with various traditional schemes in
different aspects like Energy consumption, Packet delivery ratio, Lifetime, etc.
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A Novel Hybrid User Authentication
Scheme Using Cognitive Ambiguous
Illusion Images

Sumaiya Dabeer , Mahira Ahmad, Mohammad Sarosh Umar
and Muneeb Hasan Khan

Abstract Text-based passwords are most common and easy to use but are difficult
to memorize and remember. Moreover, they are prone to attacks like shoulder surf-
ing and brute-force. On the other hand, graphical passwords are easy to remember
and memorize. But they are still not commonly used as they have some issues like
increased user login time, and small password space. In today’s scenario where num-
ber of data breaches is increasing, more secure authentication schemes are needed to
ensure the authenticity of a user. In this paper, we propose a novel hybrid user authen-
tication scheme by integrating both text-based and graphical password schemes to
make authentication system stronger and resistant to attacks. Our scheme has two
steps of authentication, in which at the first step, the user has to recognize and select
his appropriate image among the blurred images and in the next step, the user has to
enter the tag associated with the selected image. Only after successful completion of
the two steps, the user is authenticated. The images used as a part of graphical pass-
word scheme are cognitive ambiguous illusion images. The basic idea behind using
these images is that they are perceived by different users differently depending on
how they visualize the image. To evaluate the effectiveness of the proposed scheme,
an experiment was conducted on the setup and the results obtained were promising.
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1 Introduction

In today’s scenario where number of data breaches and threat to information security
is increasing, much stronger and secure user authentication methods are needed
to allow only authorized users to access sensitive information. Without a secure
authentication system, your data, device, system, or the whole organization could be
at risk. Authentication methods should be user-friendly, which means they should
not put much cognitive load on the user, but meanwhile should be secure and less
susceptible to security attacks.

Traditional text-based passwords are most commonly used for authentication. But
it is a natural tendency of a user to choose a short and easy password and use that
same password for other authentication systems too. This makes them susceptible
to attacks like brute-force attacks, and dictionary attacks. But if a user chooses a
difficult alphanumeric password, then it becomes hard to remember. On the other
hand, graphical passwords solve the issue of remembering the passwords because
humans are good at remembering and recognizing images than texts [1, 2]. Graphical
passwords are a promising alternative to text-based passwords but they have their
own drawbacks. Graphical passwords are susceptible to observation attacks, have
low password space and slow login times [2]. A detailed discussion on Graphical
Passwords is presented in [3]. To overcome the drawbacks of both the password
schemes and to develop an authentication method that is less vulnerable to security
attacks, the proposed approach of user authentication integrates both the text-based
and graphical password schemes. It is a two-step challenge response-type authentica-
tion. The first authentication step incorporates the graphical password scheme while
the second step of authentication is text-based. Only after the successful completion
of both the steps, a user is authenticated. The images used in the first step are cog-
nitive ambiguous illusion images, which are perceived by different users differently.
Ambiguous illusions are pictures or objects that elicit a perceptual switch between
the alternative interpretations. A popular example is of Rubin Vase with two visual
representations.

The remaining paper is structured as follows: Sect. 2 sums up the literature review
of this field. Section3 describes the proposedmethod alongwith the example.Method
analysis and User study are presented in Sects. 4 and 5 respectively. Finally, Sect. 6
concludes the work followed by Future work in Sect. 7.

2 Background Study and Related Work

A lot of notable work is already done in graphical and text based password schemes.
Some of them are listed below.

In Use Your Illusion by Pering et al. [4], a user is allowed to select his own set
of images as passwords. Then the images are distorted and in the training phase, the
original images and the distorted images are shown to the user to memorize. During
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login, user has to select his distorted images among the other distorted images. But
this scheme suffers from low password space.

The authors K. Divyapriya and Dr. P. Prabhu in [5] proposed an authentication
scheme for touch screen devices to resist shoulder surfing attack, taking into account
that an attacker observes the screen at a distance. The virtual keypad of the Illusion-
Pin is a combination of two keypads with different digit orderings. Thus, a person
close to the screen will see one keypad while the shoulder surfer, at a distance, will
be able to see only the other keypad.

Welch et al. in [6] proposed an improvement over the traditional passfaces scheme.
In this scheme, some alphanumeric characters are associated with each image. The
user does not have to click the appropriate images but enters the characters associated
with them as password. This scheme, however, suffers from shoulder surfing attack
and puts more strain on the user.

Hui et al. [7] proposed a conceptual framework for high-end graphical password
in which after the user enters the username, the pass images are loaded and blurred
immediately. The user can perform rotation and resizing functions on the images to
match them against their preset angle, size, and sequence in the database.

Umar et al. in [8] proposed a graphical user authentication scheme based on the
time interval that employs graphical coordinates along with a novel introduction of
time interval between successive clicks. In this scheme, the user needs to recall the
coordinates and the time interval between successive clicks.

Istyaq et al. in [9], Umar et al. [10], Usmani et al. [11], Saeed et al. [12], and
Agrawal et al. [13] have done some recent and notable work in the field of graphical
password scheme of authentication.

Zheng et al. in [14] proposed a hybrid authentication scheme based on shape and
text. In this scheme, the original password uses shapes and strokes on the grid as the
shape of stroke can be easier to remember than text and in the login phase, the user
uses the keyboard to input the password.

Fatima et al. in [15] proposed a novel challenge response type of user authentica-
tion, which aims at providing higher level of security than conventional text-based
passwords as the password change in each session of authentication, even the actual
password remains the same.More notable work on text-based scheme of user authen-
tication is presented in [16, 17].

Yu et al. in [18] proposed an evolvable graphical password authentication sys-
tem: EvoPass in which a set of user selected password images are transformed into
password sketches as user credentials. For user authentication, the user is required
to identify and select his password sketches from a given set of challenge images.
The password sketches are continually degraded to improve the password strength.

Authors in [19] proposed an alignment-based password authentication system in
which for successful authentication, the user has to align the three password images
in the same order as they were aligned at the time of registration.
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3 Proposed Method

The proposed user authentication technique is described in this section. This scheme
is a challenge response-type user authentication technique with two steps of authen-
tication. Our proposed approach integrates both text-based and graphical password
schemes to make authentication system stronger and resistant to attacks.

3.1 Register

During account setup or registration, the user will have to enter the username of
his choice. Then for password setup, the system will show some optical images to
the user to choose one among them which can be further used for setting up the
password for that particular user. After the user chooses his desired optical image,
the system will ask the user to provide his perception of that optical illusion image.
Based on the user’s response, the system will show some images to the user and
the user will select any image of his choice, among the displayed images, as an
answer to that original optical image. Once the image is selected by the user, it is
blurred or distorted by some amount. This blurred image is the password image for
that particular user. Blurring the image makes the scheme more resistant to shoulder
surfing and observation attacks.

Finally, the original optical image and the blurred image, which the user chooses
as an answer to the optical image, are shown side by side so that both the images get
registered in the user’s mind. This was all about setting up the graphical password.

To deal with the problem of shoulder surfing, the user needs to choose one of
the methods to calculate effective position of the image to be clicked with respect
to the password image at login time, so that clicked image changes at each login but
the user’s password image remains same. These operations may be like transpose
position or diagonally left, diagonally right or any combination of displacement. Now
to overcome the issues related to the graphical passwords like low password space,
we are also incorporating text-based password scheme into the proposed scheme.
After the blurred image is set as password image for the user, the user is asked to set
a tag of not less than eight characters for the chosen password image. The tag can
contain alphabets or numbers, special characters or combination of all three. It will
be easier for the user to remember and recall the tag on seeing the corresponding
password image.

3.2 Login

Login phase consists of two steps of user authentication. First, the user enters the
username. Only after successful validation and verification of the username, the user
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is directed to the password verification steps. In the first authentication step, the
original optical illusion image is displayed on the screen along with nine blurred
or distorted images. Among the nine blurred images, there will be only one correct
password image. The original optical illusion image is shown as a hint to the user to
recall his password image. Moreover, the user can recognize his blurred password
image among the other decoy images by using color and shape cues. But the user need
not to click his blurred image directly as it may lead to shoulder surfing attack. User
calculates the effective location to be clicked by recalling the method he selected
during registration.

Result: User will be registered if details are ok
Ask user to provide Username;
if Username is available then

Display optical image OI and record perception;
Display images according to perception;
Ask to choose one image I;
Distort and Blur image DI and show alongside I;
Ask user to choose method to calculate effective location of image to be clicked wrt
password image DI;
Ask user to enter tag for image;
Record above details and image in database;
Display User “registered successfully”;

else
Ask user to enter another username;
Start again;

end
Algorithm 1: Procedure for Registration

For example, there are nine images on the login screen shown in Fig. 1, including
the password image F of the user. If at the time of registration, the method selected by

Fig. 1 Example to get
effective location
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the user is Transpose, then he will select image H, which is at the transpose location
of his password image F. Similarly, if the method selected was Up, then the user will
have to select image C as the answer.

In the second step of authentication, the selected blurred image is displayed and
the user is asked to enter the tag for that image. Seeing the image, the authentic user
will be able to recall the tag associated with it. Only after the successful completion
of the two steps, the user is authenticated.

3.3 Example

To get a better understanding of our proposed scheme, we are illustrating an example.
For our example, we are using an optical illusion image which is shown in the Fig. 2.
This picture is shown to the user at the time of registration. This optical illusion image
can be perceived in two ways: some may see the face of a beautiful lady and some
may see an old grumpyman. At the time of registration, suppose the user sees the face
of a beautiful lady, then based upon his response, the system shows nine images of
different beautiful ladies. The user selects one of the images, which is then distorted.
This distorted image becomes the password image of the user. Further, the user sets
the tag associated with it and selects the operation that will be used to calculate the

Fig. 2 Optically illusive image
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Fig. 3 Login screen

effective position of the image to be clicked, with respect to the password image, at
the time of login.

In the login phase, when the user gives the url of required page and if there is no
active session it will automatically redirect to login page which is depicted in Fig. 3.
The user is first asked to enter the username. Only after successful validation and
verification of the username, the user is redirected to the next step of authentication.
In the next step, the original optical illusion image of the old grumpy man or a
beautiful lady along with nine other distorted images are shown to the user.

The distorted images include the password image of the user, some images of
different beautiful ladies and some images of different old grumpy men. The user is
asked to tick on the effective image with respect to the password image, according
to his previously selected method. This is shown in the Fig. 4. For example, if user’s
password image is middle one and user previously selected the diagonally left oper-
ation, then the user selects the image shown in Fig. 4. This step acts as Graphical
password type of user authentication.

After ticking on the desired image, the user clicks submit button and is redirected
to the next page where he is required to enter the tag associated with it. This is shown
in Fig. 5.

After successful completion of both the steps, the user is authenticated.

Result: User will be authenticated if details provided are valid
Ask user to enter his username;
if username Exists then

Display OI and grid of nine distorted images (one of them is DI);
ask user to select effective location in grid;
if inverse of user effective method(selected image)== DI then

Ask user to enter his tag;
if tag is correct then

Authenticate user and create session;
Display “successfull login”;

else
Authentication failed!;

end
else

Authentication failed!;
end

else
Display message that user does not exist;

end
Algorithm 2: Procedure for Login
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Fig. 4 First step of authentication

Fig. 5 Second step of authentication

4 Method Analysis

Both the text-based and graphical password schemes have their own benefits and
drawbacks. Our proposed authentication approach combines the advantages of both
the password schemes tomake authentication asmuch resilient to attacks as possible.

4.1 Brute-Force Attack

This attack can be overcome by increasing the password space. The text-based pass-
words have a password space of 94N̂, where N is length of the password. The pass-
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word space of the graphical passwords can be enlarged by increasing the number of
images. Our proposed scheme is the combination of both the text-based and graphi-
cal password schemes which eventually increases the password space. Locking the
system after a number of specified attempts can also be incorporated to overcome
this attack.

In the first step, the user can select correct image with probability of

P[step1] = 1

9
(1)

In our case, N is atleast 8 which is length of tag in the second step. So the probability
of successful attempt will be atleast

P[step2] = 1

948
= 1

6.0956893× 1015
= 1.640503× 10−16 (2)

Now from the multiplication rule of probability

P[total] = P[step1] × P[step2] = 1.8227817× 10−17 (3)

from the above analysis, we can deduce that this system is quite impossible to break
using brute-force approach.

4.2 Shoulder Surfing Attack

The use of optical illusion images makes it difficult for an observer to understand
which image is being displayed on the screen as it depends upon the user how he
interprets the optical illusion images. Moreover, the relative positions of the decoy
images plus the password image changes every time. Also, the blurring/distortion of
the images makes it hard for the observer at a distance to clearly interpret what is
being shown on the screen.

4.3 Spyware Attack

As the relative positions of the decoy images plus the password image changes every
time, knowing the sequence of mouse clicks is not helpful in guessing the password
image.
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4.4 Intersection Attack

Intersection attackoccurswhen the attacker observesmultiple authentication sessions
of a particular user and then takes the intersection of the images to get to know about
the users identity. In our scheme, we are resisting the intersection attack by always
maintaining and displaying the same or identical decoy images in each authentication
challenge for a particular user.

5 User Study

To evaluate the effectiveness of our proposed scheme, we conducted the usability
experiment on our proposed setup.We developed a web-based authentication system
which uses Django as the development environment. On login page, the user has to
enter his valid username which is provided at the time of registration and hit Submit
button. After successful validation and verification of the username, the user will
complete the next two steps of authentication process.

User Performance: To evaluate the login time, we asked 10 different users to use
our authentication system. Our usability experiment was for one week and consisted
of two sessions. The two sessions included logging on the first day and after 1 week.
For each successful login attempt, the user’s login time is noted for both the sessions.

By analyzing the results obtained from the Table1, we can conclude that users
took longer time to login in the first session than in the second session as users
were new to the system. In the second session, they took considerably less time on
an average as they became familiar with the system. Moreover, this user study also

Table 1 Login time

Users Time in sec (First day) Time in sec (After 5 days)

User 1 20 15

User 2 28 22

User 3 15 12

User 4 30 20

User 5 22 21

User 6 21 11

User 7 19 15

User 8 16 15

User 9 26 21

User 10 32 16

Average login time 22.9 16.8
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indicated that users were quick in recognizing their password image and recalling
the tag associated with it.

6 Conclusion

In this paper, we proposed a novel user authentication method which combines the
benefits of both the text-based and graphical password schemes and therefore is less
susceptible to various security attacks.We havemade use of the cognitive ambiguous
illusion images. The main idea behind using such images is that these images are
perceived differently by different users. We tried to illustrate how optical illusion
images can be used for making more secure authentication systems. Moreover, this
scheme puts less cognitive load on a user than other graphical password schemes
as the user has to remember just one image and identify it. Also, remembering the
tag would be easy on seeing the selected password image. At the time of user study,
all the users loved working and collaborating with us as this scheme is based on
hybrid method of more recognition and less recall which makes it enjoyable to user
as he/she has to recall least information. In addition to this, blurred image acts as a
hint for authentic user and increases the confusion for an impostor.

7 Future Work

As we proposed a relatively novel method of challenge response authentication
system using a combination of both graphical and text based passwords, a lot of
improvement is needed to be done for the scaling of the system. Moreover, being an
authentication system it is necessary to do further enhancement on continuous basis.
Some of the enhancements that can be done to make this scheme more secure and
resistant to attacks are the following:

– In our method, we have only used cognitive ambiguous optical illusion images.
Other cognitive illusions like distorting and paradox illusion images can be used.
Physiological visual illusion images can also be used to make a stronger authen-
tication system.

– Further experiment and analysis of the proposed system can be done with larger
number of users to investigate the strength of the authentication system.

– Increasing the password space by increasing the images library.
– Using different types of filters to distort the images.
– Security of the system can be further increased by adding some extra features in
text which is used as tag in our paper and by using different methods to calculate
the effective position of the image to be clicked, with respect to the password
image, at the time of login.
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Fault Classification in a Transmission
Line Using Levenberg–Marquardt
Algorithm Based Artificial Neural
Network

Harkamaldeep Kaur and Manbir Kaur

Abstract The main objective of the power system is to supply reliable and qual-
ity electricity to all consumers. In this paper, the main focus of the author is to
classify all types of faults, namely phase to ground, phase to phase, three-phase
fault, and double line to ground faults that may occur at different fault locations and
involve varying fault impedances in the power system using artificial neural networks
(ANNs). Owing to the advantages of an artificial neural network to map nonlinearity
in the data, to learn from examples and to generalize the pattern classification, ANN
framework under supervised learning is implemented as a fault classifier. The pro-
posed methodology includes extraction of features from phase voltages and currents
obtained under normal and faulty conditions for different fault locations and fault
impedances. The learning of feed forward ANN-based fault classifier is carried out
using Levenberg–Marquardt algorithm for training the data obtained for IEEE 14
bus system.

Keywords Artificial neural network · Classifier · Faults · Levenberg–Marquardt ·
MATLAB

1 Introduction

Electrical faults in a transmission or distribution system occur randomly and their
severity is different for different types of faults. So fault diagnoses in a power system
network are essential for clearing faults that mainly occur in an electrical power
transmission or distribution network. The rate of change of L-G fault is more than
that of the other two phases [1]. The sharp transitions are generated under arcing
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faults [2]. Hence, to detect and isolate the faults, a well-coordinated protection sys-
tem must be provided so that the damage and disruption caused to the power system
are minimized. Several protection devices are installed in the electrical power sys-
tem. For example, lines are protected by the protection relays which are installed at
the end and beginning of the electrical relays to detect electrical faults and switched
off selectivity at the fastest possible. In the control center of the electrical power sys-
tem, the task of the operator is to analyze the alarms received and this task might be
difficult because of different reasons Generally for a one-off fault, a control engineer
can make a relatively swift and accurate diagnosis; however, there are times, such
as stormy weather conditions, when alarm activity is very high, and this stretches
and sometimes even exceeds the human ability to cope with the sheer volume of
information. Multiple and interacting faults can occur at these times along with
unforeseen problems in the protection mechanisms. These can severely reduce the
speed of diagnosis and hence the overall efficiency. In these circumstances, there
is an apparent need for an automatic, computer-based system which can be used
to assist the control engineer. Such a system needs to process switching messages
as they arrive to indicate the component or components involved and the type of
fault which has occurred. It has to operate in real time, carrying out a diagnosis
in only a few seconds and must be able to deal with all conditions including the
occurrence of multiple faults or protection problems. Protection of transmission line
for classification and location has been done in many research works: ANN-based
fault detection and classification approach in transmission line [3], a complete pro-
tection approach for detection, classification and location in transmission line [4].
To obtain better and faster results, ANN can be implemented in relays after training
and testing it [5]. ANN works like the human mind and not affected by the changes
in the system parameter. The concept of fault classification and detection of faults
based on the artificial neural networks using feed-forward networks and back prop-
agation algorithm had accuracy of 86.72% [6], artificial neural network based fault
Classifier (ANNFC) using discrete wavelet transform (DWT) for classification of
distinctive faults on three-phase transmission line [7], the concept of fault classifica-
tion in neutral non-effectively grounded distribution system using ANFIS approach
and exhibited good performance at light load but accuracy was decreased at heavy
load [8], fault detection classification in power system based on principal component
analysis and probabilistic neural network [9], multilayer neural networks to solve
the fault detection, classification and location in a transmission line system [10],
fault location estimation using hybrid technique combining generalized neural net-
work and wavelet transform [11], transmission line fault detection, and classification
using Discrete Wavelet Transform [12], fault classification technique for parallel
transmission line using wavelet and Clarke transformation [13].
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2 Methodology

Generally, the problem of power system fault classification is solved in three stages.

Stage 1: Data is collected for different shunt types of faults on 200 km long line
IEEE14 bus system using Simulink simulation. The voltages and currents of three
phases are considered as fault patterns those are obtained by considering two cases

• Fault impedance
• Fault location.

Stage 2: Data is sampled to extract features from three-phase voltages and current
patterns.
Stage 3: Extracted features to the classifiers for classification of faults.

2.1 System Modeling and Fault Simulation

The IEEE 14 bus system model as shown in Fig. 1 is used for collecting data using
MATLAB/Simulink at various locations and on different fault impedances. The val-
ues of three-phase voltages and currents are collected as data.

Fault type: Line to ground (AG, BG, CG), Line to line (AB, BC, AC), Double line
to ground (ABG, BCG, ACG), Three-phase short circuit (ABC), Three-phase short
circuit with ground (ABCG).

Table 1 shows that or fault location, the model was simulated 19 times for each
fault at different fault locations; therefore, total simulations for all 11 types of fault
are 19 * 11 = 209.

Similarly, for fault resistances, the model was simulated 20 times for each fault
at different values of resistances; therefore total simulations for all 11 types of faults
are 20 * 11 = 220.

2.2 Data Sampling

During fault in the transmission line, a sharp change is noticed in the magnitude of
voltage and current changes in the faulty phase as system transit from the normal
state to a faulty state as shown in Figs. 2 and 3.

The fault is assumed to occur at the time instant 0.2 s. In total, 80,000 data
points are sampled for normal and faulty conditions. For 20 cycles of input under
observation, 20 points are selected randomly for three-phase voltage and current. The
voltage and current values are normalized for the faulty section concerning healthy
section (Tables 2, 3 and 4).
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Fig. 1 Simulink model of IEEE-14 bus system

Table 1 Parameter variations

Sr. No. Parameter Variation values

1 Fault location (line length = 200 km)
(resistance = 0.001 �)

10, 20, 30, 40, 50, 60, 70, 80, 90, 100,
110, 120, 130, 140, 150, 160, 170, 180,
190 (km)

2 Fault resistances (line length = 200 km) 0.001, 5, 10, 15, 20, 25, 30, 35, 40, 45,
50, 55, 60, 65, 70, 75, 80, 85, 90, 95 (�)

Fig. 2 Healthy waveform of
current
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Fig. 3 Faulty waveform of
current

Table 2 IEEE-14 bus voltage
data during normal condition

Bus no. Bus voltage magnitude per unit

1 1.060

2 1.045

3 1.010

4 1.019

5 1.020

6 1.070

7 1.062

8 1.090

9 1.056

10 1.051

11 1.057

12 1.055

13 1.050

14 1.036

Table 3 Faulty voltage
values after normalization for
every cycle for ABG fault at
0.001-� resistance

Sr. No. Va Vb Vc

1. 0.1487 0.7474 −0.8806

2. 0.1332 0.7482 −0.8952

3. 0.1578 0.7305 −0.8930

4. 0.1327 0.7545 −0.8944

5. 0.1389 0.7441 −0.8911

6. 0.1362 0.7425 −0.8774

7. 0.1489 0.7292 −0.8847

8. 0.1611 0.7402 −0.9019

9. 0.1512 0.7459 −0.8970

10. 0.1441 0.7406 −0.8847
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Table 4 Faulty current (1 ×
10−10) values after
normalization for every cycle
for ABG fault at 0.001-�
resistance

Sr. No. Ia Ib Ic

1. −4.4 3.8 −0.11

2. −3.8 3.4 −0.13

3. −3.3 2.9 −0.10

4. −3.0 2.6 −0.86

5. −2.9 2.4 −0.88

6. 0.19 −0.093 −0.25

7. 0.003822 −0.052 0.0067

8. 0.13 −0.066 −0.048

9. 0.2 −0.024 −0.16

10. 0.1 −0.014 −0.090

Total no. of features for different fault location case = 60 * 209
Total no. of features for different fault resistance case = 60 * 220

2.3 Neural Network Training for Classification

There are a number of optimization algorithms, which are used to train the learning
procedures in any neural network. All these algorithms have various properties in
terms of performance, computational speed, and memory requirements. The most
important training algorithms for neural networks are Gradient descent, Newton’s
Method, Conjugate gradient, Quasi-Newton, and the Levenberg–Marquardt (LM)
algorithms. The LM algorithm might be best choice when there are few hundreds
of parameters to train neural networks. Feed-forward neural network is selected as
a classifier which is a common artificial neural network widely used to perform
power system fault classification, and the Levenberg–Marquardt back propagation
is chosen as a training algorithm based on mean square error. The learning process
of this classifier is by updating the weight of interconnections between layers and
error is calculated based on mean square error as expressed in Eq. (1).

The mean square error is calculated as

E(x,w) = 1

2

p∑

p=1

m∑

m=1

e2p.m. (1)

where x is the input vector, w is the weight vector, m is the number of outputs and p
is the number of patterns, ep.m. is the training error at output m when applying pattern
p and it is defined as in Eq. (2).

ep.m. = target output− actual output (2)



Fault Classification in a Transmission Line Using … 125

For forward computation (input to hidden to output layers): For all layers, for all
neurons in the layer. Calculate net as expressed in Eq. (3).

net j =
ni∑

i=1

wji y ji + bias (3)

Calculate output as defined in Eq. (4).

y j = f j (net j ), (4)

where f j is the activation function of neuron j.
Bipolar Sigmoid Activation function at the input to the hidden layer is expressed

in Eq. (5).

f (x) = 1− e−s jnet j

1+ e−s jnet j
(5)

Linear Activation function at hidden to output layer is expressed in Eq. (6).

f (net j ) = netj. (6)

Calculate slope as expressed in Eq. (7).

s j = dyi
dnet j

= d fi
(
net j

)

dnet j
(7)

s j is propagated in order, first from the inputs of the output layer to the outputs of
the hidden layer, then from the outputs of the hidden layer to the inputs of the hidden
layer and at the end from the inputs of the hidden layer to the input layer. This process
should be repeated for other outputs.

For backward computation (output to hidden to input layers): For all outputs, i.e.,
for all layers for all neurons in the previous layer, for all neurons in the current layer,
calculate the error.

Calculation of Jacobian matrix.

The Jacobian matrix is expressed in Eq. (8)

J =

⎡

⎢⎢⎣

dei,1
dw1

dei,1
dw2

dei,1
dw3

· · · dei,1
dwn

...
. . .

...
dei,m
dw1

dei,m
dw2

dei,m
dw3

· · · dei,m
dwn

⎤

⎥⎥⎦ (8)

Size of Jacobian matrix is p * m * n.
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p= no. of patterns, m= no. of outputs, n= no. of weights, i and j are the indices
of weights from 1 to n.

The elements of the Jacobian matrix can be calculated as expressed in Eq. (9)

∂ep,m
∂wj,i

= ∂
(
dp.m − op.m

)

∂wj,i
= −∂op,m

∂wj,i

= −∂op,m

∂y j

∂y j
∂net j

∂net j
∂wj,i

= −Fmj s j y j,i (9)

where Fmj is the derivative of nonlinear function between output m and neuron j.

Calculation of updated weights.

The learning process of this classifier is by updating the weight of interconnections
between layers as expressed in Eq. (10).

wk+1 = wk − (J T
k J + µI )−1 Jkek (10)

where wk = current weight, wk+1 = next weight, ek = last total error, J = Jacobian
matrix, µ is always positive, called combination coefficient, I = identity matrix.

The neural network configuration and internal architecture of the neural network
for the faults classification are shown in Figs. 4 and 5.

Table 5 shows the number of parameters (number of inputs, number of hidden
layers, number of outputs) used in the architecture of ANN.

Fig. 4 Neural network
configuration for fault
classification training
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Fig. 5 Architecture of ANN

Table 5 Number of
parameters for ANN
architecture

Input No. of input layers 1

No. of input neurons 60

No. of input patterns for fault
location

60 * 209

No. of input patterns for fault
resistance

60 * 220

Hidden layer No. of hidden layers 2

No. of hidden neurons 10

Output No. of output layers 1

No. of output neurons 11

No. of output patterns for fault
location

11 * 209

No. of output patterns for fault
resistance

11 * 220

Target
No. of targets = 11 (ABCG, ABC, ABG, AB, ACG, AC, AG,
BCG, BC, BG, CG)
For the variation of fault location (10 km to 190 km): No. of
target patterns = 11 * 209
For the variation of fault resistance (0.01 to 95�): No. of target
patterns = 11 * 220

3 Results and Discussions

3.1 Simulation Results for Fault Impedance Variations

The results obtained during simulation of the IEEE-14 bus system as shown in Figs. 6
and 7 at various resistances and Figs. 8 and 9 at various locations. The given current
waveform containing 20 cycles for 0.4 s. The first 10 cycles are normal and next
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Fig. 6 Current waveforms during line to ground (AG) fault at 15-� resistance

Fig. 7 Current waveforms during line to ground (AG) fault at 75-� resistance

Fig. 8 Current waveforms during line to ground (AG) fault at 120 km

Fig. 9 Current waveforms during line to ground (AG) fault at 90 km

10 cycles are abnormal. As seen from the diagram the fault is occurring at 0.2 s
containing transient and sub-transient components of current. The current of phase
A sharply rises with line to ground fault at phase A and then settled to normal after
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0.3 s for 15 � resistance but the current rise for 75 � is low as the fault impedance
increases. Similarly, this form of data is collected for various resistances for all types
of shunt faults.

3.2 Simulation Results for Fault Location Variations

The given current waveform contains 20 cycles for 0.4 s. The first 10 cycles are
normal and next 10 cycles are abnormal. As seen from the diagram the fault occurs
at 0.2 s containing transient and sub-transient components of current. The current of
phase A rises sharply with the line to ground fault at phase A for 120 km than the
current rise for location at 90 km is low as the location varies. Similarly, this form of
data is collected for various locations for all types of shunt faults. Similarly, different
voltage values are taken.

3.3 ANN Classifiers Results for Fault Impedance Variations

Figures 10 and 14 show the confusion matrix for ANN fault classifier for different
fault impedances and for different fault locations. Actually, the confusion matrix
gives the accuracy of ANN classifier. It will list the correct classifications for all
types of shunt faults.

From Fig. 10, the overall accuracy for the classification of faults is 95% which
means 95% data is correctly classified.

For fault classification, at different resistances, a neural network takes 11 epochs
during the training of neural network and mean square error becomes minimum
of 0.00908 as shown in Fig. 11. The error obtained during the training of ANN
classifier in terms of error histogram is shown in Fig. 12 and the training state during
classification of faults as shown in Fig. 13.

3.4 ANN Classifier Results for Fault Location Variations

From Fig. 14, the overall accuracy for the classification of faults is 97.1%, which
means 97.1% data is correctly classified (Fig. 14).

For fault classification, at different fault locations, the neural network takes six
epochs with less training time during the training of neural network and mean square
error becomes minimum of 0.00698 as shown in Fig. 15. The error obtained during
the training of ANN classifier in terms of error histogram is shown in Fig. 16 and
the training state during classification of faults as shown in Fig. 17.
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Fig. 10 Confusion matrix showing an overall accuracy of 95% for different types of faults

Fig. 11 Training state configuration
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Fig. 12 Error histogram

Fig. 13 Training state plot
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Fig. 14 Confusion matrix showing overall 97.1% accuracy for all types of faults

Fig. 15 Training state configuration
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Fig. 16 Error histogram

Fig. 17 Training state plot
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4 Conclusion

ANN-based techniques have beenused to classify the faults in the past 20 years. These
algorithms depend on identifying the various patterns associated with the impedance
information and learn the patterns from previous information during training time.
The proposed approach uses a neural network to classify the different faults namely
phase to ground, phase to phase, three-phase fault, and double line to ground faults at
different fault locations and involve varying fault impedances in a transmission line
of a power system with very high accuracy. The artificial neural network can classify
the nonlinear relationship betweenmeasured signals by identifying different patterns
of the voltage and current signals during fault conditions. As a supervised algorithm,
the Levenberg–Marquardt algorithm is used for training the data. With ANN fault
classifier, the overall average accuracy of 95% is obtained in case when variation in
fault impedance is considered, however, it is 97.1% in case when different locations
of fault are considered in IEEE 14-bus system.
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IoT Botnet: The Largest Threat
to the IoT Network

Smita Dange and Madhumita Chatterjee

Abstract Adoption of the IoT technology is expanding exponentially. It is capable
of providing a better service. IoT technology is successfully implemented on the
bulb, refrigerator, air conditioner, washing machine, wristwatches, mobile phones,
etc. Gartner report reflects that growth in the number of IoT devices is massive. By
2025, the number of IoT devices may reach up to 50 Billion. This growth poses an
enormous range of challenges. The challenges are communication, interoperability,
integration, data handling, privacy, and security. Themajor challenge is security. This
paper focuses on different types of possible attacks on IoT and how the IoT botnet is
gaining more attention and becoming a major attack. It highlights the key difference
between traditional botnet and IoT botnet. Review of the existing techniques to deal
with a botnet as well as the urge for a different technique to deal with IoT botnet is
discussed.

Keywords IoT · Botnet · Botnet detection techniques

1 Introduction

A broad interpretation of the Internet of Things (IoT) is, it enables human-to-thing or
thing-to-thing(s) communications [1]. Things are end devices which refer to sensors,
human or any object having the potential to request/provide a service. Interconnec-
tion among things is complex as heterogeneous entities are involved [2]. IoT is
implemented in every domain like agriculture, health care, food supply manage-
ment, pharma supply management, environmental monitoring, and smart home. IoT
has a heterogeneous environment and resource constraint devices, i.e., low memory
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and low computing power. These resource constraint devices create a hurdle for pro-
viding “one size fits all” security solution in IoT and at the same time, it increases
challenges to IoT environments.

Due to the large-scale deployment, manufacturers do not consider the security
of these devices. Many of the devices come with the fixed key which cannot be
changed. Default username and password are the same for the devices which are
manufactured in bulk. As IoT devices are resource constraint and not manufactured
with built-in security principle, they are more vulnerable. Considering the growth
of the IoT network, these devices are a prime security concern. The vulnerability
of IoT devices open doors for different types of attacks. Botnet formation is one
of the attacks which spread fast and impacts substantially. Literature describes that
considerable work has been done to deal with the traditional botnet [3].

The main contribution of this paper is (1) The study of the recent major attacks
on IoT system along with a listing of the possible attacks on the IoT system at the
physical and network layer. (2) Overview of the IoT botnet consisting of the evolution
of IoT botnet, architecture, lifecycle, and comparison between traditional botnet with
IoT botnet. (3) Case study of Mirai botnet (4) Overview of the existing tools and
techniques to detect botnet (5) Discussion on the exigency for prevention technique
in IoT botnet.

2 Background

2.1 Recent Attacks

Different types of attacks are performed to breach security around the world from a
very long time. The specialty of IoT attacks is its scale and simplicity. The enormous
growth in the IoT networks creates an impact of attack at a larger scale. IoT devices
are more vulnerable so can easily breach the security. It is estimated that the IoT will
remain a target and attack vector for years [4]. Table 1 highlights the recent attacks.

2.2 IoT Attack Vectors

IoT attack vector span is very large. The list of all potential attacks especially occur-
ring in the physical or network layer of the IoT architecture is mentioned in Table 2
[1, 5–7].
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Table 1 Details of recent attacks in IoT

Year of attack Infected
devices/industry

The mechanism
used for attack

Type of attack Severity of
attack

2018 St. Jude
Medical’s
implantable
cardiac devices

Hacker identified
vulnerability
present in the
transmitter.
Transmitter
connected to a
device which could
read the device
data. The
transmitter was
sharing data with a
physician. Gaining
control on
transmitter hacker
got control of the
device data

Data privacy Gaining control
on healthcare-
related device is
dangerous as it
is playing with
human life

2016 Dyn internet
service provider

The simplest
method used by
Mirai malware was
to use default
credential, i.e., list
of the standard
username and
passwords. With
this default
credential, brute
force attack is
made to gain
access to cameras,
routers, etc., Once
IoT device
becomes a bot it
searches for next
vulnerable device

DDOS attack
using IOT
Botnet

Dyn suffered
from DDOS
attack. Twitter,
the Guardian,
Netflix, Reddit,
and CNN
websites were
down

2015 SCADA system
of the power
grid system of
Ukraine

Hacker gained
control over energy
distribution system
and power cut
happened for
three–four hours in
Ukraine area

DDOS attack Ukraine area
was without
power supply
for three–four
hours
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Table 2 List of attacks on IoT devices

Sr. No. Attack name Layer Working Impact

1 Jamming Physical Signal-to-noise ratio decreased
to the level so that
communication at the receiver
side will be completely
disturbed

Result into DOS
attack

2 Sinkhole
attack

Network A sinkhole attacker’s attack by
offering an optimal path to
reach the base station. All
information passed through can
be recovered by the attacker

Loss of data
confidentiality

3 Node
tampering

Physical Modify the functionality/data
of the node

Loss of data
integrity

4 Blackhole
attack

Network Insert a new node or
compromise the node in the
existing network so that all the
neighbors of this node will
change the routing table and
transmit the data from this node
only. The node once received
the packet will never forward it

Loss in data

5 Wormhole
attack

Network Attack has one or more
malicious node and a tunnel
between them. The attacking
nodes capture the packets from
one location and transmit them
to other distant located node

The loss in data
confidentiality
and integrity

6 Sybil attack Network A single node can have multiple
identities. These multiple
identities can be used to spread
malware and masquerade

Loss of integrity

7 Selective-
forwarding
attack

Network Malicious node acts as a router
and decides which packets to
forward and which to drop

The loss in data
privacy and
integrity

8 Hello flood
attack

Network In this attack, continuous
sending of message HELLO to
discover neighborhood take
place. Receipt of this message
will be busy in replying the
message. Ultimately, it will
increase the congestion in the
network and the device will
consume its energy

It results in a
DOS attack

(continued)
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Table 2 (continued)

Sr. No. Attack name Layer Working Impact

9 Man-in-the
middle attack

Network Attackers secretly replay and
possibly alter the
communication between two
parties who believe they are
directly communicating with
each other

Loss of
confidentiality

10 DOS attack Network The attacker makes a machine
or network unavailable to the
legitimate users

Unavailability of
the system

11 Flooding
attack

Network To increase the congestion, one
or more malicious nodes send
messages regularly

Unavailability of
the system

12 Replay attack Network In reply attack, resending of the
same data takes place

The loss in data
privacy

13 Sleep
deprivation
attack

Physical The main objective of the sleep
deprivation attack is to keep the
device awake and doesn’t allow
it to go in energy conservation
mode

The battery will
drain out fast and
the node will
stop working.
The system will
be unavailable

14 Malicious
node
injection

Physical A new malicious node is placed
in between two or more nodes.
Hacker has control on this
newly inserted node, so he can
modify the data passes through
this node

Loss of data
integrity

15 Botnet
formation

Physical and
network

In this attack, machine in the
network gets converted into a
bot (i.e., software robot). This
bot finds more vulnerable
nodes and converts them into
bot and forms botnet. This is a
looping process. Eventually, all
the machines in the network
become a bot. Using botnet you
can gain control on the
network, data can be hacked
and, DDOS attack can be
performed

The system will
be not
available/loss of
confidentiality or
can result in loss
of integrity
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3 Overview of IoT Botnet

IoT bot represents a software robot which scans for vulnerable devices and once
found converts it into bot just like a traditional bot. It is an automated process of
extending malware. IoT botnet is a network of bot, i.e., infected machines. IOT
botnet is controlled by botmaster who execute coordinated activities with the help
of these bots. The coordinated activity could be DDOS attack, spamming, phishing
campaign, click fraud, and spyware [8–12]. IoT devices turn into bot due to lack of
primitive security, virus infection, or opening a malicious email attachment.

3.1 IoT Botnet Evolution

Evolution of traditional botnet and the emergence of IoT botnet is given in Table 3
[13, 14].

3.2 IoT Botnet Architecture

Traditional botnet in conjunction with IoT botnet shares the same architecture. It
can be classified as a centralized botnet and P2P botnet. In both the categories, the
first step is to determine the vulnerable devices in the network and acquire access
over these devices. Next step is to convert these devices into bot by downloading the
bot binary source from the Command and Control server. In a centralized architec-
ture, command and control server is fixed but in decentralized architecture (i.e., P2P

Table 3 Year wise evolution of botnet

Year Description

1988 Designed Internet’s first worm “Phone home” by Robert Morris, Jr., a Cornell

1999 Sub7 and Pretty Park malware used to listen to IRC channels

2004 Phatbot malware designed to listen to P2P architecture

2006 Zeus (Zbot) malware was the first malware used to perform cyber-attack on the banking
sector

2008 Grum malware had the capability to delete billion of the message in a day

2011 ‘Game over Zeus’ was capable of dealing with a P2P protocol

2013 Security professionals report the first android botnets, such as MiscoSMS

2016 Mirai botnet used IoT devices. It is the first IoT botnets which spread on thousands of
devices

2017 It is expected and predicted that IoT botnets will continue to expand looking at the
growth of IoT devices. Needs a better strategy to handle IoT botnet
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Table 4 Comparison between centralized botnet and P2P botnet

Botnet architecture

Centralized botnet P2P botnet

Protocol used IRC, HTTP P2P protocol

Pros Easy to deploy and administer No single point of failure

Cons Single point of failure Coordination of bots is difficult
compared with a centralized
architecture

Detection Easy Difficult

Life cycle The life cycle has four phases
– Initial infection
– Connection with command and
control

– Perform botnet attack
– Searching for other vulnerable
devices

The life cycle has four phases
– Initial infection
– Connection with command and
control

– Perform botnet attack
– Searching for other vulnerable
devices

botnet) identifying CnC server location is challenging. It follows a pull/push com-
municationmechanism. Table 4 shows a comparison between Centralized botnet and
P2P botnet [8–10].

3.3 IoT Botnet Life Cycle

IoT botnet has a similar lifecycle as of traditional botnet. It consists of four phases.
The first phase is known as the initial infection, followed by command and control
as the second phase. Third and fourth phase deal with the attack and post-attack part
[15].

3.4 Traditional Botnet Versus IoT Botnet

A traditional botnet is consisting of compromised computers or servers. It is often
mentioned as zombies. Zombies are infected with malware that allows an attacker
to control them, carrying out tasks on their behalf. Botnet owners or herders are able
to control these infected machines in the botnet by means of a covert channel such
as Internet Relay Chat (IRC) or peer-to-peer. An IoT botnet consists of compro-
mised IoT devices, such as cameras, routers, DVRs, wearables, and other embedded
technologies, infected with malware. This malware allows an attacker to control the
devices, carrying out tasks similar to a traditional botnet. The comparison between
the traditional botnet and IoT botnet has been given in Table 5.
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Table 5 Comparison between a traditional botnet and the IoT botnet

Evolution of botnet

Traditional botnet IoT botnet

Architecture Centralized and P2P Centralized and P2P

Life cycle Centralized architecture has four
phases—initial infection,
connection with command and
control, attack and post-attack

Same as traditional

Devices used Computers, servers Camera, smart refrigerators and
smart ACs, fitness watch, health
tracking devices

Detection mechanism Easy Difficult

Impact Less compared with IoT botnet Very high as the spread is fast and
larger scale

Traditional botnet and IoT botnet architecture and lifecycle are similar. The major
difference found among two is the underlying devices used to form the network.
Characteristics of the IoT devices emphasize a different approach to deal with IoT
botnet. Table 6 shows the device discrimination used in traditional network and IoT
network.

Table 6 Device discrimination used in traditional network and IoT network

Traditional network devices IoT devices

Resource capacity High resource devices are
available

Very low processing power
and less memory

Botnet detection time Less abnormal behavior of
the device can be monitor
easily by user

More—IoT device has
limited web-based GUI. The
user interacts less with the
device, so botnet goes
unnoticed for a longer period

The volume of devices
available for attack

Very less compared to IoT
devices. Generally, in
thousands

By 2020, 25 billion IoT
devices are expected

In build security level High Very low or not deployed

Spread/impact Less compared with IoT
devices

No. of devices are very large
and internet connection so
spread is fast and loss is more

Availability of devices for
attack

It depends upon the network IoT devices are available
24/7. More stable source for
the attack

Examples Machines (desktops/laptops) Smart devices include
refrigerator, AC, camera,
fitness watch
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IoT botnet requires to be considered separately from traditional botnet when
providing a solution considering the nature of the IoT devices.

4 Case Study: Mirai Botnet

On September 20, 2016 the website of respected security journalist Brian Krebs
was down. It was accomplished/performed by using Distributed Denial of Service
(DDoS) attack. This was the first Mirai attack. Just 10 days after this first attack,
on September 30, 2016 “Anna-Senpai” leaked the Mirai botnet source code. Then,
almost t3 months later the largest DDoS attack of its kind was targeted at a popular
Dynamic DNS provider, Dyn. On October 21, 2016, an attack with a magnitude of
1.2 Tbps was directed toward Dyn over the DNS port, 53. This attack was the largest
IoT botnet attack that put the number of websites down.

4.1 Mirai Botnet Principle and Working

The main goal of the Mirai botnet is to perform a DOS attack. Figure 1 depicts the
working of Mirai. It can compromise IoT devices very efficiently. The command
and control server runs two-socket listeners: one for Telnet connections and one for
a programmatic API. The Telnet socket will listen on port 23 and route any valid
connections to it to the appropriate bot or admin handler. (CnC) a portion of Mirai is
written in Go, an efficient and compiled language made by Google. The API socket
will listen on port 101 and route any valid attack commands sent to it to the connected
bots. Each connected bot will scan the Internet for new vulnerable devices. When
one is discovered, the credentials, IP address, and port used to gain access to it are
sent to a loader server. This loader will output the information to the console to allow
the data to be optionally stored into a file as well, and then will use the information
to download and execute the malware on the device [16–18].

4.2 Variation of Mirai Botnet

Around 8 variations of Mirai botnet has come. Akiru, Katrina_V1, Sora, Saikin,
Owari, Josho_V3, and Tokyo are few names. Since the majority of Mirai variants
are copycats of the original Mirai code, they have a similar code structure.

Mirai botnet has the power to form the botnet very efficiently. After releasing the
source code by Anna Senapi, researchers and hackers studied the Mirai functioning
in detail. The researcher had studied Mirai in detail to provide an efficient solution.
At the same time, hackers brought variation in Mirai to perform a different attack.
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Fig. 1 Mirai workflow

This case study discloses that IoT botnet is a major attack on the IoT network. It
demands a better solution to prevent it rather than detecting it [16, 17].

5 IoT Botnet Detection Techniques

Botnet detection techniques are broadly categorized into host-based and network-
based detection techniques. A host-based technique focus on the host machine. It
tracks all the activities performed/executed on the host machine, which includes
processing time, access to the suspicious file, etc. It does not keep track of the
network traffic. If any activity found to be suspicious, host-based intruder detection
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system generates an alert and inform to the administrator. A network-based detection
techniquemonitor network traffic. They are subcategorized into twoways, i.e., active
monitoring and passive monitoring. In active monitoring, test packets are injected
into the network and reactions of the network is monitored and analyzed. Based on
the reactions, it can be deduced whether a human or a bot is managing the session.
This method increases the traffic in the network. In passive monitoring technique,
traffic ismonitored and analyzes for abnormal activities. Anotherway of categorizing
network-based botnet detecting technique is based on its underlyingmechanism used
for the detecting malware. The techniques are signature based, anomaly detection,
DNS based, and mining based [19].

5.1 Host-Based Detection

In host-based detection technique, the individual machines are monitored. Based on
certain parameters, machine behavior is analyzed and machine normal behavior is
measured. In continuous monitoring process, long response time, suspected changes
in the files, not able to perform a specified task, antivirus is not working, etc., is
observed then it will be considered as the machine has become a bot.

5.2 Network-Based Detection

Network traffic is monitored and observed in the network-based detection tech-
nique. Different techniques can be applied to distinguish between normal traffic and
malicious traffic. Protocol-level traffic can be observed based on the requirement.
Malicious traffic is an indication of malware which could be the presence of a bot.
Literature study exhibits network-based detection techniques are more efficient than
host-based. Network-based techniques are further classified as active monitoring and
passive monitoring.

Passive Monitoring

Signature-Based Botnet Detection Technique

Malware dataset is pre-request for signature-based botnet detection technique. Using
the bot binaries of existing botnets, the bot’s behavior can be studied. Snort and Ntop
are the tools available for detecting bot based on the signature. This is a simple tech-
nique and easy to implement. The modern botnet has built up updating mechanism,
botmaster update to change the signature. Multiple botnets have an identical function
but different in the signature. In both cases, the signature-based detection technique
fails.

Behal et al. [20]. The author proposed N-EDPS network-based detection and pre-
vention system which will analyze the outbound traffic. The proposed system was
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implemented at an educational institute. Network traffic was captured in the institute
to study different types of attacks occurring in the network. Observed traffic was
compared with a pre-stored malware signature. If match found, then the alert will be
generated. To make the system more efficient author reduced the rule sets. Ready-
made tools like BotHunter and snort are used. The proposed method is not able to
detect encrypted C&C channels. It is not useful for a real-time system as it is unable
to detect unknown malware.

Abbas et al. [21]. Existing signature-based detection technique, which works well
with the traditional botnet. When it is applied in the IoT network to detect IoT
botnet, it has found the nonfunctional overhead. This overhead cannot be handled
by resource-constrained IoT devices. The proposed method is less complex. Instead
of storing complete signature, the author proposed a method which stores the only a
subset of signature. The author found that the proposed system gives 100% detection
rate. The proposed system works in two stages. The first stage is offline where
signatures are extracted from system call traces. Duplicate signatures are removed.
In the second stage, these extracted signatures are used to detect malware. The author
extracted benign signatures also to improve the efficiency of the system and removes
the possibility of false positive detection. The proposed system works well with
resource-constrained IoT devices. But it cannot detect unknown malware.
Ioulianou et al. [22] proposed a method which exploits RPL protocol (routing proto-
col used for low power networks including IoT networks). It monitors and measured
received signal strength, packet data drop rate, packet sending rate and, no. of nodes
in the IDs. The router will act as a detector. All traffic will move from the router when
IoT devices want to communicate with the server. The router will check and decide
traffic has come from a legitimate node or malicious node. Traffic among two IoT
devices will be captured by the nearest device which acts as a detector. It can detect
DOS attack, sinkhole attack, selective-forwarding attack, and Clone IDs. The author
uses Cooja Simulator and performs two DDOS attacks “Hello flooding” and “Ver-
sion number modify”. Method work of centralized and decentralized architecture of
the botnet. The proposed System only simulated not implemented.

DNS-Based Botnet Detection Technique

It is a passive detection technique. It maintains transparency with all except both-
erders. The main idea behind DNS-based approach is in order to locate C&C server
bots sends DNS queries. So monitoring DNS traffic will help to detect Botnet. This
is the most famous and easy technique of botnet detection. CC-based botnet using
IP flux, domain flux concepts are used to hide the identity of the botmaster.

Singh et al. [23]. BOTDAD-The proposed system considers hourly DNS fingerprints
generated for each host and attempts to find anomalous behaviorwhich is quite differ-
ent from normal machine behavior. The system is implemented in a campus network
having more than 4000 users. DNS fingerprint generation done based on different
parameters like No. of DNS request per hour, number of distinct DNS request per
hour, the highest number of request for a single domain, an average number of
request per minute, the highest number of request per minute, number of MX record
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queries, number of PTR record queries, number of distinct DNS server queried (all
based on request -based features), number of distinct TLD queried, Number of dis-
tinct SLDqueried (domain-based features), and number of failed/NxDomainQueries
(Response based). DNS fingerprint acts as input to the anomaly detection module
which checks for any value which exceeds the threshold is labeled as bot. If there is
no threshold violation, it is labeled as clean.

Anomaly-Based Botnet Detection

Chen et al. [24] proposed a method that works for the small size of the botnet. It effi-
ciently detects abnormal IRC traffic and identifies botnet activities. Thehomogeneous
response, PING and PPNG messages, and group activity occurred in an abnormal
direction in collected traffic is considered as unique characteristics for identifying
IRC-based botnet. The proposed method uses a homogeneous response and group
activity. Network gateways act as a collector point for IRC traffic. Source and Des-
tination IP, Source and destination port are the attributes extracted from network
traffic. Level I correlation is achieved from observed homogeneous responses and
level II correlation is achieved using group activity parameter. The author assumed
traffic is not encrypted. If traffic is encrypted proposed method will not give efficient
results. It works for IRC based communication only.

Sajjad et al. [25] author proposed a botnet detection method for IoT botnet based
on usage, communication, and access monitoring of IoT devices. It has three main
components. The first component of the proposed system focus on the device. It
describes the device by keeping information about the device like its usage pattern,
its communication pattern, and access policy. Monitoring is the second component
of the system. It monitors and keeps a record of device usage pattern at that moment.
Comparator, the third component compares current usage pattern with predefined
one to find an anomaly. Router/gateway is used to implement the proposed system.
The author has tested method only on Mirai malware. Only an alarm is generated
when the policy is violated but no further action to mitigate it is mentioned.

Dietz et al. [26] proposed a proactive detection method to block the spreading of
IoT botnet by automatically scanning the vulnerable device and isolating them from
the network. The proposed method with work on access router level. It has two
parts: scanning and isolation. IoT devices are scanned for open ports or services,
and authentication check. Once a vulnerable device is identified, change the firewall
rules so communication with vulnerable IoT devices is blocked. The user will be
initiated via email so he can deal with vulnerability.
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Erquiaga et al. [27] discussed how to find the most relevant n/w traffic characteristics
used for botnet recognition. N/w traffic attribute can be classified in twoways. First is
computational resources needed to extract those attributes. Further, it can be classified
as low level (i.e., from raw data i.e., IP header) and high level (traffic data). Second
is the source of data, i.e., Packet, flow, and payload. The author mentioned protocol
and port are not useful attributes for detecting botnet. Bpp (bytes per packet) is short
as bots and botmaster sends short messages. Flow per hour, Packets per flow, flow
per address are important. The payload also has important attributes channel name,
joins, private message, etc.

Mining-Based Detection Techniques

McDermotti et al. [28] provide a solution to the problem of detecting and making
consumers situationally aware when their IoT devices are infected and form part
of a botnet. The author used Deep Bidirectional Long –Short-Term Memory based
Recurrent Neural Network (BLSTM-RNN), in conjunction with Word Embedding.
It converts string data found in captured packets, into a format usable by the BLSTM-
RNN. The model was tested on Mirai botnet malware and could detect four attack
vectors of Mirai botnet with high accuracy. The proposed system does not work on
prevention approaches.

Nomm and Bahsi [29] proposed high accuracy unsupervised learning model. Model
reduced feature set size, which enables to decrease the required computational
resources. The proposed model is common for all devices. One class, i.e., benign
traffic is used to train the anomaly-based detection model. Two different data sets
were used. One dataset is balanced (having the same amount of normal and com-
promised) and another is unbalanced (were more compromised and less normal).
As the main feature, Host-IP, HOST-MAC&IP, Channel, Network Jitter and Socket
were chosen and subfeatures were also limited for each category. The local outlier
factor (LOF), one class SVM and isolation forest (IF) methods were applied. As
generating normal traffic may not be possible for some of the IoT devices so it gives
a low detection rate. Proposed method work at detection level.

Chawathe [30] proposed a method based on monitoring the network activity of IoT
devices. The proposed method does not require any special access to the devices
and adapts well to the addition of new devices. The author worked on the recently
released dataset. The first evaluation is done on an existing dataset with all available
attributes (115 for the chosen dataset) and the author finds a method to select appro-
priate attribute by using OneR classifier, tree-based J48, and information gain. The
author again evaluated the given dataset with selective attributes and found the same
accuracy. It does not discuss about prevention strategy.
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Bahsi et al. [31] mentioned that minimizing the required features for classification
is highly needed for overcoming scalability and computation resource problem in
IoT environments. The author applied feature selection to minimize the number of
features required in detecting the IoT bots and provides interpretable results with
a multi-class classifier based on the shallow method decision tree. Deep learning
method may give very accurate result but need high computation power and results
are not easily interpretable. The author used a cross-validation technique for selecting
features and trained decision tree classifier. The author does not prefer device-based
classifier as it will not scale when the network grows. The output of decision tree
classifier is easily interpretable and acts as input for the signature-based intrusion
detection system.

Prokofiev et al. [32] developed a model of logistic regression which allows esti-
mating the probability that a device initiating a connection is running a bot. The
provided model is applicable for detection of botnets, which are propagated through
brute force attack using the TELNET and/or SSH protocols. Logistic regression is
a statistical model used to estimate the probability of an event based on values of a
set of variables—predictors. To create the logistic regression model, the following
parameters were selected as predictors: destination port, open-source ports, number
of requests, even number of requests, mean interval between requests, requests on
other ports. Mean size of packets, delta for packet size and, mean entropy of packets.
Detection is at propagation level (botmaster identified the vulnerable device or gain
access). The proposed system was only simulated not implemented.

Meidan et al. [33]. proposed a method based on deep autoencoders to detect anoma-
lous network traffic generated from compromised IoT devices. The author evaluated
this method on 9 commercial IoT devices, which were infected withMirai and Bash-
lite, most widely known IoT-based botnet. IoT devices have baseline behavior and
diversion in this behavior helps to detect the anomaly. So the author suggested finding
the predictability of IoT devices can be quantified, finding the relationship between
static and dynamic features of IoT devices, and ranking them is an open issue.

Sun et al. [34]. used a machine learning based method. Attackers in the same botnet
can be put into one cluster. To find this, temporal aspect is taken into consideration
and Multivariate Hawkes process, and Graph-based clustering approach is used. 10
honeypots were deployed worldwide and data is collected from it. Data collected for
1 year. If attackers perform attacks in an asynchronous manner, then the proposed
system will not able to give the same result.

Mining-based techniques are getting more popular due to machine learning tech-
niques. Table 7 gives summary of all mining based detection techniques.
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Table 7 Summary of mining based detection techniques

Literature Machine learning
technique

Provides
detection/prevention

Remark

McDermotti et al.
[28]

Deep neural network Detection Tested only on four
attack vectors of
Mirai botnet

Sven et al. [29] Dimension reduction Detection Separate model for
each device
outperforms than the
common model.
Generating normal
traffic for some IoT
device is difficult

Sudarshan et al. [30] Rule-based and
tree-based classifier

Detection Simple classification
technique with
smaller dataset gives
higher accuracy

Bahsi et al. [31] Deep learning,
cross-validation for
feature selection

Detection Focus is on reducing
the features need to
detect the malware.
Deep learning
requires high
computation power

Prokofiev et al. [32] Logistic regression Detection It detects the botnet
which is propagated
through brute force
attack using the
TELNET and/or
SSH protocols. The
proposed system is
only simulated

Meidan et al. [33] Deep learning
autoencoder

Detection Each IoT device has
limited functionality.
So it is easy to
predict the behavior
of IoT device

Sun et al. [34] Graph-based
clustering

Detection Assumes attack
occurs in a
synchronous manner
only



IoT Botnet: The Largest Threat to the IoT Network 153

6 Discussion and Analysis of Different Detection
Techniques

Based on the study of existing techniques, the anatomy of botnet detection techniques
is given in Fig. 2.

The network-based detection technique is more preferable than host-based tech-
niques. The success rate of detecting a bot in the network-based the approach is
more than host-based in a traditional network. In IoT network also, the network-
based technique would be preferred considering the resource-constrained nature and
the volume of the IoT devices. Signature-based is the simplest method to implement.
Readymade tools are available based on the signature-based method. The success
rate of the signature-based method is depends upon the malware database. If the mal-
ware database is covering all the existing malware signature and updated frequently
then the signature-based method gives 100% accuracy. In DNS based method major
concern is to detect the location of the CnC server and then detach it from the IoT
network. IP flux, domain flux techniques make it difficult to locate the CnC. This
approach works well with centralized architecture only. Anomaly-based helps to
detect known and unknown malware. In honeypot data collection is the first phase
of the system and analysis of the collected data is part of the second phase. So, the
honeypot is a good option for detection but cannot be used for prevention mecha-
nism. Mining-based methods using machine learning are becoming more popular.
Analyzing traffic and applying classification/clustering algorithm on that to detect
the malicious activity helps to detect the bot. The approach works well in centralized
and decentralized architecture. Existing methods work well on detection mecha-
nism only not focus on prevention mechanism. Table 8 gives comparison between
network-based botnet detection techniques.

Botnet Detection techniques

Nework Based

Active Monitoring Passive Monitoring

Signature Based

-Analyze  traffic
-Optimized 
stoarage of 
signature  
- Exploit  specific 
protocol. 

DNS Based

- Analyze 
hourly DNS 
fingureprint. 

Anamoly Based

-Analyze device 
behaviour 
-Analyze network 
behaviour 
-Analyze user 
behaviour 

Mining Based

Machine learning 
techniques to analyze
- Device  behviour
- Network traffic

Host- Based

Fig. 2 An anatomy of IoT botnet detection techniques
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Table 8 Comparison among network-based detection techniques

Network based

Signature based Anomaly based DNS based Mining based

Basic methodol-
ogy/principal

Compares
signature with
malware dataset.
If match found
in the dataset it
will block

Find flaws in the
network like
high amount of
network latency,
sudden increase
in network
traffic, presence
of data traffic on
unusual ports

Locate C&C
server and
isolate it

Sufficient
amount of data
is obtained from
the network log
file and analysis
is carried out

Pros Easy to
implement.
Simple
approach

Works well with
smaller IoT
network

Easy to
implement

Accuracy and
efficiency is
high

Cons Efficiency
depends upon
the malware
dataset. Not able
to detect when
bot master
update and
change the
signature

Need to store
baseline
behavior of the
user, network
and, devices

IP flux, domain
flux technique
decreases the
efficiency of
DNS based
detection
technique

Some technique
needs high
computation
resource

Architecture
support

Suitable for
centralized and
decentralized
botnet
architecture

Suitable for
centralized and
decentralized
botnet
architecture

Supports only
centralized
architecture

Suitable for
centralized and
decentralized
botnet
architecture

Detects
known/unknown
malware

Only known Both Both Both

Detect
encrypted bots?

Yes Yes Yes Yes

Use of tools Yes. Snort and
Ntop

Yes, Botsniffer No No

Mode of
working

Passive
monitoring

Passive
monitoring

Passive
monitoring

Passive
monitoring

7 Open Research: Need for Prevention Mechanism to Deal
with IoT Botnet

Gartner report quoted that the no. of IoT devices will reach 21 billion by 2020. IoT
devices are inadequate with a built-in security feature. Recent attacks reveal that the
IoT device vulnerability can be captured easily so can be easily exploited. Mirai
botnet was the famous attack take place in 2016 where IoT camera and routers were
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converted into the bot. Mirai used a simple technique to hack the IoT device. It used
62 possible username–password combination and performed a brute force attack to
gain access to the IoT device.

Literature study highlights existing methods, which provides a solution to deal
with the traditional botnet. These solutions had not considered the nature of the
IoT devices. Few researchers worked on the IoT botnet but could provide solution
only at the detection level [35, 36]. To handle the IoT botnet efficiently a long term
strategic solution is required. Providing a solution for preventing the formation of
a bot is a much more efficient solution than detection. The solution should work
on centralized and decentralized architecture. Each detection technique considered
a particular aspect while providing a solution. To gain a high level of success rate
and provide a solution for prevention, different detection techniques can be merged
with necessary modification. Considering the life cycle of IoT botnet, prevention
mechanism should not allow the IoT device to enter into stage 2, i.e., communication
with Command and Control Server.

8 Conclusion

Undoubtedly, all the security-related issues in the IoT need to be handled efficiently
to make IoT vision as a reality. IoT-based application should provide trust, security,
and privacy features on a priority basis. Out of all the potential attacks on the IoT
system, IoT botnet is gaining more popularity. IoT botnet spread fast considering the
IoT network as well as creates more impact as compared to other attacks. This survey
has covered all the details of IoT botnet from definition to detection techniques. It
has been observed that IoT botnet requires a different mechanism to deal with it.
Prevention mechanism can be considered as the long-term best solution. Out of the
existing techniques, network-based techniques are more efficient. Developing a new
hybrid approach based on the network-based botnet detection technique to specially
deal with IoT botnet would help to secure the IoT network from IoT botnet attack.

References

1. D. Singh, G. Tripathi, A.J. Jara, A survey of internet-of-things: future vision, architecture, chal-
lenges and services, in Proceedings of IEEEWorld Forum Internet Things (2014), pp. 287–292

2. L. Atzori, A. Iera, G. Morabito, The internet of things: a survey. Comput. Netw. 54, 2787–2805
(2010)

3. S.A. Kumar, T. Vealey, H. Srivastava, Security in internet of things: challenges, solutions and
future directions, in 49th Hawaii International Conference on System Sciences (2016)

4. M. Binti, M. Noor, W.H. Hassan, Current research on the internet of things (IoT) security: a
survey. Comput. Netw. 148, 283–294 (2019)

5. L. Atzori, A. Iera, G. Morabito, The internet of things: a survey. Comput. Netw. 54(15),
2787–2805 (2010)



156 S. Dange and M. Chatterjee

6. J.Deogirikar,A.Vidhate, Security attacks in IoT: a survey, inProceedings of IEEE International
Conference on I-SMAC (IoT in Social, Mobile, Analytics and Cloud) (2017), pp. 33–37

7. S. Benzarti, B. Triki, O. Korbaa, A survey on attacks in internet of things, in Proceedings of
IEEE International Conference on Engineering & MIS, Tunisia (2017)

8. R. Khan, S.U. Khan, R. Zaheer, S. Khan, Future internet: the internet of things architecture,
possible applications andkey challenges, inProceedings of IEEE10th InternationalConference
on Frontiers of Information Technology (2012), pp. 257–260

9. O. Vermesan, P. Friess, A. Furness, in The Internet of Things 2012 (New Horizons, 2012).
[Online]Available http://www.internet-of-things-research.eu/pdf/IERC_Cluster_Book_2014_
Ch.3_SRIA_WEB.pdf

10. E. Fernandes, A. Rahmati, K. Eykholt, A. Prakash, Internet of things security research: a rehash
of old ideas or new intellectual challenges? J. Syst. Attacks Deference J. (Co-published by the
IEEE Computer and Reliability Societies) (2017)

11. S.S.C. Silva, R.M.P. Silva, R.C.G. Pinto, R.M. Salles, Botnets: a survey. Comput. Netw. 57,
378–403 (2013)

12. N. Mims, in The Botnet Problem (Elsevier, 2017)
13. K. Sha,W.Wei, T.A. Yang, Z.Wang,W. Shi, On security challenges and open issues in internet

of things. Futur. Gener. Comput. Syst. (Elsevier, 2018)
14. Botnet Evolution Infographics, CYRN Cyber Threat Report (2017)
15. N. Hachem, Y.B. Mustapha, G.G. Granadillo, H. Debar, Botnets: lifecycle and taxonomy, in

IEEE (2011)
16. A.R. Sfar, E. Natalizio, Y. Challal, Z. Chtourou, A roadmap for security challenges in the

internet of things. Digit. Commun. Netw. (Elsevier, 2018)
17. D.E. Kouicem, A. Bouabdallah, H. Lakhlef, Internet of things security: a top-down survey.

Comput. Netw. J. (Elsevier, 2018)
18. C. Kolias, G. Kambourakis, A. Stavrou, J. Voas, in DDoS in the IoT: Mirai and Other Botnets

(CyberTrust by IEEE Computer Society, 2017)
19. N. Goodman, A survey of advances in Botnet technologies, arxiv (2017)
20. S. Behal, A. Singh, K. Kumar, Signature based botnet detection and prevention, in IEEE (2010)
21. M.F.B. Abbas, T. Srikanthan, in Low-Complexity Signature-Based Malware Detection for IoT

Devices (Springer, 2017)
22. P.P. Ioulianou, V.G. Vassilakis, I.D. Moscholios, M.D. Logothetis, A signature-based intrusion

detection system for internet of things (2018)
23. M. Singh, M. Singh, S. Kaur, in Detecting Bot-Infected Machine Using DNS Fingerprinting

(Elsevier’s Digital Investigation, 2019)
24. C.-M. Chen, H.-C. Lin, Detecting botnet by anomalous traffic. Inf. Secur. Appl. (Elsevier,

2014)
25. S.M. Sajjad, M. Yousaf, UCAM: usage, communication and access monitoring based detection

system for IoT botnets, in IEEE Conference (2018)
26. C. Dietz, R.L. Castro, J. Steinberger, C. Wilczak, M. Antzek, A. Spreotto, A. Pras, IoT-botnet

detection and isolation by access routers (2017)
27. M.J. Erquiaga, C. Catania, C.G.Garino,An analysis of network traffic characteristics for Botnet

detection, in CICAC (2015)
28. C.D. McDermotti, A.V. Petrovski, F. Majdani, Towards situational awareness of botnet activity

in the internet of things, in International Conference on Cyber Situational Awareness, Data
Analytics and Assessment (Cyber SA), IEEE, UK (2018)

29. S. Nomm, H. Bahsi, Unsupervised anomaly based botnet detection in IoT networks, in Inter-
national Conference on Machine Learning and Applications, IEEE (2017), pp. 1048–1052

30. S.S. Chawathe, Monitoring IoT networks for botnet activity, in IEEE Conference (2018)
31. H. Bahsi, S. Nomm, F.B. La Torre, Dimensionality reduction for machine learning based IoT

botnet detection, in International Conference on Control, Automation, Robotics and Vision
(ICARCV), IEEE, Singapore (2018), pp. 1857–1862

32. A.O. Prokofiev, Y.S. Smirnova, V.A. Surov, A method to detect internet of things botnets, in
IEEE Conference (2018)

http://www.internet-of-things-research.eu/pdf/IERC_Cluster_Book_2014_Ch.3_SRIA_WEB.pdf


IoT Botnet: The Largest Threat to the IoT Network 157

33. Y. Meidan, M. Bohadana, Y. Mathov, Y. Mirsky, D. Breitenbacher, A. Shabtai, Y. Elovi, N-
BaIoT: network-based detection of IoTBotnet attacks using deep autoencoders. IEEEPervasive
Comput. 13(9) (2018)

34. P. Sun, J. Li, M. Zakirul, L. Wang, B. Li, Modelling and clustering attackers activities in IoT
through machine learning techniques. Inf. Sci. J. (Elsevier, 2018)

35. E. Bertino, N. Islam, inBotnets and Internet of Things Security (CyberTrust by IEEEComputer
Society, 2017)

36. Y. Ji, L. Yao, S. Liu, H. Yao, Q. Ye, R.Wang, The study on the botnet and its prevention policies
in the internet of things, in IEEE Conference (2018)



Building a Trustworthy Ethical
Approach to Cloud Computing

Ankita Sharma and Hema Banati

Abstract Cloud computing has gained wide acceptance by business enterprises all
over the globe. With the advancement in the popularity of cloud computing, research
is being directed to study the effect of various aspects affecting it. One of the most
important issues that impact cloud computing is the human perception of it. The
inclination of users, across the globe, towards cloud computing is affected by the
amount of trust they repose in the services and the perceived level of ethics being
observed in maintaining these services. This paper studies the impact of ethics and
trust on Cloud computing and its subsequent effect on e-commerce. A model is
proposed to incorporate trust and ethics for an improved e-commerce environment
(ETCM), Ethics Trust Cloud model. Further a survey is conducted to deduce the
benefits of cloud computing on e-commerce where the respondent provides opinion
about the prominent factors which contribute towards building of trust in the service
provider and the possible relationship between observance of ethical practices and
trust-building. The data is collected by a specific questionnaire, which is designed
to understand the user’s perception about these concepts and their possible influence
on cloud computing environment. Findings of the survey and subsequent analysis
reveal a positive correlation and regression between trust and ethics.

Keywords Cloud · Ecommerce · Trust · Ethics · Regression

1 Introduction

Cloud computing and e-business are two trendy expressions these days, the promi-
nence can be credited basically to the factor of cost adequacy. Cloud computing helps
in sparing association cost of IT foundation. It helps in use of the system assets in
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a cost-proficient and powerful way and diminishes the misfortunes of the associa-
tion, assuming any, brought about by disappointment of the PC hardware like loss of
information and so forth. Cloud computing empowers clients to utilize the product
and equipment, without fretting over foundation subtleties and empowering center
around the center administrations and assets required [1].

Cloud applications are crucial to the core of business operations of the consumers,
The SLA (Service-level agreement) between providers and consumers [2] provides
the much needed assurance to an organization. Cloud computing provides Trust and
Security, mobility and the prospects of global expansion to an e-commerce envi-
ronment. Investments get tailored to the needs of E-commerce and the associated
benefits of scalability make this a very viable option for an e-commerce environ-
ment Hayes [3] discusses the trend of moving software applications on the cloud
and the related trust privacy, security, and reliability challenges. Nowadays number
of commercial organizations are getting inclined to use the e-commerce services
and products. In May of 2011, the first public Cloud service platform was built
in Hangzhou. This platform is called West Lake Cloud Computing Public Service
Platform which aims to serve Chinese e-commerce industry. Five enterprises from
Beijing, Shanghai and Hangzhou are the first clients of this platform [4]. Other soft-
ware companies such as Ufida [5], Kingdee [6] and eAbax [7], have promoted their
whole journey e-commerce and built service platforms in China. Companies have
started using cloud computing for business innovation, i.e., to take the first place
between the competitors. Cloud computing is also a way for companies to incorpo-
rate applications for mobile technology. Cloud computing plays an important role
offering infrastructure needed for new applications and it also provides a way for
organizations to incorporate the mobile applications with the system that already
exists [8].

From the research conducted by IBM in 2014, we can observe that cloud comput-
ing is helping the organizations to grow.A research conducted by IBMandEconomist
Intelligent reveals that 67% of the companies that have dedicated a fixed amount of
revenue generation for integration with cloud computing, cloud computing is helping
their business to grow [8].

1.1 Benefits for Cloud Providers

Cloud computing provides incentives to the e-commerce organizations [4]

1.1.1 Make Money

This is one of the major reasons for organizations to make use of Cloud computing.
In research conducted by Greenberg et al. [9] it was observed that by converting
everything into a monthly charge helps the cloud providers to make profits.
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1.1.2 Hold the Existing Investment

The cloud providersmustmake use of the existing infrastructure to enable companies
to generate revenues. For example, Amazon andGoogle extended their private clouds
and made its use public.

1.1.3 Constructing a Franchise

A large group of enterprises has begun to use cloud computing for their business, so
if franchises are established the vendors will be motivated to provide Cloud to others
as well.

1.1.4 Building Customer Relationship

The companies build customer relationship with the help of their services which
includes Cloud services.

1.1.5 Become a Platform

Nowadays, the organizations are providing cloud services to become a platform. The
infrastructure provider of Facebook plug-in application is a Cloud provider called
Joyent [10]. These providers include IBM, Google, Amazon, NetSuite, Rackspace,
Soft layer, telemarket, etc.

1.2 Benefits for Cloud Consumers

Here, Cloud consumers refer to companies and organizations that adopt Cloud Com-
puting. Armbrust et al. gave reasons to explain why these organizations want to move
to the cloud [11].

1.2.1 Pay as Use

Small-scale organizations do not need to invest in the initial IT infrastructure. They
can simply pay as they use.
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1.2.2 Reduce Operation Cost

In utility computing there is the use of virtual machine instead of physical machine,
therefore the work of hardware operation is shifted from cloud consumers to cloud
providers. There are additional benefits for cloud consumers for instance, start-ups
can skip the hardware procurement and capital expenditure phase.

According to the Management expert, Peter Drucker “management is the respon-
sibility for execution”. [12]. The implication of hiswordswas that as amanager you’ll
be judged on at least one thing on the extent to which you accomplish your unit’s
goals. Therefore, every organization follows a technique to enhance the performance
of the business.

1.3 Benefits to the End Users

The end users of Cloud service are the most important ones. They are very much
like the enterprises and organizations and they require easy to use interfaces with
reliability, timely delivery etc. [13].

The online marketplace is thriving, and e-commerce battle lines are being drawn
between popular names such as Amazon and Alibaba [14]. Amazon is the current
leader d among e-commerce transactions these days. There is another dominant
e-commerce company Alibaba with a market share of more than 80% in China.

Amazon is involved in B2C direct sales (business to consumer) via Amazon
Web Services (AWS), and a platform for retailers to sell to buyers [15]. Alibaba,
on the other hand, is basically a B2B (business to business) platform, which helps
in facilitation of the sale of goods and services between businesses. However, the
AlibabaGroup comprises of affiliates such asTaobaoMarketplace, aC2C (consumer-
to-consumer) platform which is similar to eBay, and Taobao Mall (or Tmall), a B2C
platform similar to Amazon.

The 2015 market share had Alibaba leading with 80% of the Chinese online
marketplace, while Amazon had 60 percent of the US online sales [15]

The Base Layer (IaaS) of E-Commerce Cloud is shared by the infrastructure
resources which connect the various service provider’s huge system and pools them
together to provide services.Cloud computing allows to access data resource in secure
and scalableway and allows to share the hardware resource andmake use of hardware
layer to run in the most likely way. The virtualization technology can be used to
separate the physical hardware from the operating system. The Platform Layer
(PaaS) of E-Commerce Cloud includes the task which earlier had been difficult to
complete but now with the help of powerful hardware it is possible to complete it
now: task of data storage carried out by platform layer, computation and software
development, task of computation of original mass storage can be achieved, business
intelligence processing possible and so on. Now choosing devices by the users and
based on complexity of dealing with content the number of devices depends [16].
Also, authentication of both the user and services is considered as a specific issue
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in trust and security of Cloud computing [17]. The Application Layer (SaaS) of
E-Commerce Cloud provides the application software or services and use the e-
commerce system to pay for getting the benefit of lower cost and removewastage and
make able to use more resources which help to run the business activities smoothly
[18]. Cost is determined on demand-access.

This paper studies the relationship between cloud computing and e-commerce.
The focus of the work is to assess the impact of ethics and trust on cloud computing.
The paper proposes a distinct method to measure the practices being observed in
the cloud environment. A model to integrate the trust and ethics factor in the cloud
environment; is also proposed. The organization of the paper is as follows: The
following section (Sect. 2) proposes a model to incorporate trust and ethics for an e-
commerce organization using cloud computing and Sect. 3 describes the instrument
used to assess the user’s perception of trust and ethics in the cloud-based scenario,
and a detailed analysis of the user feedback is also done in this section. Section 5
concludes the paper.

2 Cloud Computing Model Incorporating Ethics and Trust
on E-commerce (ETCM)

Based on the study conducted and the correlation between Ethics and Trust a need
was felt to incorporate them in a strategic management process (Fig. 1).

Figure 2 represents the strategic management process that is generally followed
by any organization to improve the performance of the business.

Fig. 1 An interpretation of how various services of cloud computing can be utilized in an
e-commerce platform
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Fig. 2 Strategic management process [12]

Fig. 3 Strategic management process for cloud computing

Figure 3 represents themanagement process following cloud computing including
trust and ethics as the basic factors to run the business and industry. Cloud computing
now has become an essential part of E-commerce as it deals with all the information
stored online and how it can be accessed and shared. There are many benefits to the
E-commerce industry with the help of which cloud computing is considered being
essential, cost is taken to be themost important.Due to increasing number of suppliers
of cloud services and attractiveness of investing in cloud computing it seems to be a
matter of time before cloud computing takes over entire E-commercemarket. Further
with the analysis of the questionnaire, we concluded that cloud computing is being
increasingly used in the industry and more than 50% respondents have been using
cloud for more than 3 years.

Also, more than 80% of the respondents have agreed that we can trust the cloud
provider to store our sensitive, personal and financial data. Ethically more than 80%
of the respondents agree that the cloud providers are securing the data following
certain protocols and audits.

An organization normally conducts an audit procedure to build the code of ethics
to make their businesses run in an ethical manner leading to the development of trust.

2.1 Organizational Ethics Practices

An organization follows the code of conduct to run the business ethically. It explains
that an organization should work with integrity and transparency in everything we
do in accordance with our unique culture and values. Values are also influenced by
the principle of trusteeship. Trusteeship also includes the cooperate commitment to
utilizing the natural resources in a sustainable way and improve the communities in
which we live and work.
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2.2 Regular Ethical Audits to Verify the Ethical Practices

2.2.1 Begin with a Strong Foundation

An ethical audit is a comparison between actual employee behavior and the guidance
for the employee behavior mentioned in policies and procedures for comparison.

2.2.2 Develop Metrics

Ethical audits might not just be black and white as financial or operational audits,
but instead, they can run smoothly when ethics measures are in place.

2.2.3 Create a Cross-Functional Team of Members

Amix of professionals helps to make ethical audits more effective. Including an HR
professional with an ethics and compliance manager along with the internal auditor
and legal managers.

2.2.4 Keeping an Eye on Other Issues as Well

If the organization keeps an eye on issues as well it benefits the organization in other
aspects as well, i.e., ethical issues in sales area may have some revenue recognition
implication from a financial reporting perspective.

2.2.5 Responding Consistently and Strong Communication

Acomplete record of the ethical violation should be traced, and an effective procedure
must be followed to run the code of ethics.

Together all of these have a positive impact on E-commerce business and industry
[19].

3 To Deduce Impact of Cloud Computing
to the E-commerce Sector

A survey was conducted to understand the opinions IT professionals have about
ethics and trust in cloud computing. To determine the sample for the study, purposive
sampling was used. Purposive sampling is a non-probability sampling technique
which is used when the sample is chosen based on the researcher’s judgment. This
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sampling technique is also known as judgment or selective sampling. In this study,
only those respondents were chosen who are working in an IT field and have working
knowledge of cloud. Total 150 professionals were addressed and invited to fill the
survey.

The primary study was conducted by using the questionnaire technique. A ques-
tionnaire with structured questions was developed to analyze the opinions of IT
professionals who are working on cloud computing. The questionnaire was mainly
divided into 3 parts. The first part was related to the demographic information of
the respondents. Second part was mainly related to trust. Respondents were asked
to answer the questions at nominal scale (yes/no). The questions in third part of the
questionnaire were related to ethics in cloud computing and benefits of cloud com-
puting to e-commerce industry. These questions belong to ordinal scale. Respondents
are asked to give their responses on 5-point scale ranging from strongly disagree to
strongly agree.

Our basic objectives of the questionnaire are

1. Which service of the cloud is being used?
2. Determination of factors for trust building in Cloud?
3. How secure is the cloud provider?
4. How are ethics and trust in Cloud related?
5. Impact of ethics and trust on Cloud computing for E-commerce.

3.1 Analysis of the Data Collected

The data analysis is done with the help of statistical software SPSS 20.0. To test the
reliability of our instrument of data collection, i.e., questionnaire, Cronbach Alpha
test is used. Cronbach Alpha test of reliability describes how much consistency is
present in the responses to the questionnaire [Cronbach alpha is a measure that is
used to access the reliability or internal consistency of a set of scale or test item]. A
value greater than 0.7 considered to be good. In our responses, value of Cronbach
alpha is 0.842 which shows a good consistency of responses (Table 1).

The detailed analysis of the questionnaire is donewith the help of frequency tables
and bar diagrams. The first part of questionnaire is related to demographic profile
of the respondents. It includes questions like their designation, in which industry
they are working, how much experience they have, etc. The analysis is shown in
following tables and diagrams. The objectives mentioned above are analyzed with
the questionnaire below.

Table 1 Reliability statistics Cronbach’s alpha N of Items

0.842 18
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PART A
Q1. Years of experience (Table 2).

Table 2 Years of experience

Cumulative 
Percent

1 to 4 years 32.7 32.7

5 to 9 years

10 or more

41.3

26.0

74

100.0

Total 100.0

33% 

41% 

26% 

1 to 4 years 5 to 9 years 10 or more

Years Percent

Q2.Which of the followingbest describes sector (industry) of your organization?
(Table 3)

Table 3 Working organization

Industry Percentage Cumula ve 
percentage 

Consulting 0.7 0.7
Financial 
Service

22.0 22.7

Gaming 18.7 41.4
Healthcare 14.6 56.0
Software 44.0 100.0

Total 100.0

1% 

22% 

19% 

14% 

44% 

Consul ng Financial Services

Gaming Healthcare

So ware

PART B
Q1. What sort of Cloud Service have you used? (Table 4)
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Table 4 The Cloud service

Service Percent Cumulative
 Percent

IaaS 3.3 3.3
PaaS 18.0 21.3

PaaS, IaaS 4.0 25.3
SaaS 43.3 68.7

SaaS, IaaS 4.0 72.7
SaaS, PaaS 12.0 84.7
SaaS, PaaS, 

IaaS
15.3 100.0

Total 100.0

3.3 

18 

4 

43.3 

4 12 

0 

IaaS PaaS

PaaS, IaaS SaaS

SaaS, IaaS SaaS, PaaS

SaaS, PaaS, IaaS

Q2. Since how long you have been using Cloud Computing? (Table 5)

Table 5 Duration of using cloud computing

Percent Cumulative 
Percent

6
months

2.7 2.7

7
months

.7 3.4

1 year
1.5 year

22
5.3

25.4
30.7

2 years 16.7 47.4
2.5 years 1.3 48.7
3 years 8 56.7
4 years 14.7 71.4
4.5 year .7 72.1
5 years 19.4 91.5
6 years 2.7 94.2

6.5 years .7 94.9
7 years 3.3 98.2

7.5 years .7 98.9
8 years 1.3 100.0
Total 100.0

2.7 0.7 

22 

5.3 

16.7 

1.3 

8 

14.7 
0.7 

19.4 

2.7 0.7 
3.3 0.7 1.3 

6 months 7 months 1 year

1.5 year 2 years 2.5 years

3 years 4 years 4.5 year

5 years  6 years 6.5 years

7 years 7.5 years 8 years
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Q3 (i). Do you feel the way/place the data is sorted is of relevance to you?

Disagree—D
Neutral—N
Agree—A
Strongly agree—SA (Table 6).

Table 6 Questionnaire analysis

Percent
Cumulative 

Percent

D 25.3 25.3

N 4.7 30.0

A 65.3 95.3

SA 4.7 100.0

Total 100.0

25.3 

4.7 
65.3 

4.7 

Disagree Neutral

Agree Strongly Agree

It is evident from the above table and graph that majority of respondents agree that
the place/way the data is sorted is of relevance to them. One-fourth of respondents
disagree to this statement.
(ii). Do you feel there is a need for jurisdiction corresponding to your data in
consistency of privacy and security aspects provided by the provider? (Table 7)

Table 7 Questionnaire analysis

Frequency Percent
Cumulative 

Percent

D 7 4.7 4.7

N 10 6.7 11.3

A 114 76.0 87.3

SA 19 12.7 100.0

Total 150 100.0

4.7 
6.7 

76 

1.2 

Disgree Neutral
Agree Strongly Agree
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(iii). Has the provider provided storage as and when required? (Table 8)

Table 8 Questionnaire analysis

Frequency Percent Cumulative 
Percent

D 17 11.3 11.3
N 10 6.7 18.0
A 93 62.0 80.0

SA 30 20.0 100.0
Total 150 100.0

11.3 
6.7 

62 

20 

Disagree Neutral

Agree Strongly Agree

(v). Do you have the assurance by the cloud provider that in case of an unfortu-
nate instance it breaks down or gets acquired by other company then your data
will still be available? (Table 9)

Table 9 Questionnaire analysis

Percent
Cumulative 

Percent
D 3.3 3.3
N 6.7 10.0
A 74.7 84.7

SA 15.3 100.0
Total 100.0

3.3 

6.7 

74.7 

15.3 

Disagree Neutral

Agree Strongly Agree

(vi). Do you feel the need of adequate external audits and security certifications
to confirm cloud providers credibility? (Table 10)
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Table 10 Questionnaire analysis

Frequency Percent
Cumulative 

Percent

D 6 4.0 4.0

N 8 5.3 9.3

A 83 55.3 64.7

SA 53 35.3 100.0

Tota

l 

150 100.

0 

4 
5.3 

55.3 

35.3 

Disagree
Neutral
Agree
Strongly Agree

Part C
Q1 (i). Does the cloud provider provide an adequate mechanism to back your
data? (Table 11)

Table 11 Questionnaire analysis

Percent
Cumulative 

Percent

D 2.7 2.7

N 1.3 4.0

A 72.7 76.7

SA 23.3 100.0

Total 100.0

2.7 1.3 

72.7 

23.3 

Disagree Neutral

Agree Strongly Agree

(ii). Is there a recovery mechanism for getting my backup? (Table 12)
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Table 12 Questionnaire analysis

Percent
Cumulative 

Percent
D 2.0 2.0
A 78.0 80.0

SA 20.0 100.0
Total 100.0

2 

78 

20 

Diasgree Agree Strongly Agree

(iii). Does the Cloud provider hire people who are ethically trustworthy for
managing and securing my data? (Table 13)

Table 13 Questionnaire analysis

Frequency Percent Cumulative 
Percent

D 2 1.3 1.3

N 22 14.7 16.0

A 101 67.3 83.3

SA 25 16.7 100.0

Total 150 100.0

1.3 

14.7 

67.3 

16.7 

Disagree Neutral Agree Strongly Agree

(iv).DoesCloudproviders alsohave amoral duty tobehonestwith the customers
regarding security policies and system architecture? (Table 14)
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Table 14 Questionnaire analysis

Frequency Percent Cumulative
Percent

N 5 3.3 3.3

A 103 68.7 72.0

SA 42 28.0 100.0

Total 150 100.0

3.3 

68.7 

28 

Neutral Agree Strongly Agree

(v). The word of mouth can create and influential impact on the consumers
(Referees) (Table 15)

Table 15 Questionnaire analysis

Percent Cumulative 
Percent

N 5.3 5.3

A 70.7 76.0

SA 24.0 100.0

Total 100.0

5.3 

70.7 

24 

Neutral Agree Strongly Agree

(vi). The Cloud provider should be certified (Most cryptographic protocols for
secure electronic transactions require the presence of trusted third party such
as bank or certificate authority (CA)) (Table 16)
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Table 16 Questionnaire analysis

Frequency Percent
Cumulative 

Percent

N 2 1.3 1.3

A 61 40.7 42.0

SA 87 58.0 100.0

Total 150 100.0

1.3 

40.7 

58 

Neutral Agree Strongly Agree

3.2 Establishing Relationship Between Ethics and Trust
in Cloud

User trust on the cloud on cloud services is governed by the experience of user in
the field of work and average trust computed as a product of years of experience (N)
and average of Cloud computing we considered two factors:

a. Years of experience—N
b. Average of Trust—AT.

Trust is calculated as a product of Years of experience and Average of trust
N * AT = TRUST.
From our questionnaire we have found out following data below in Table 17, it is

not the complete data we are showing here few values from it (Table 18).
For estimating ethics, we consider:

a. Designation of the respondent—P1
b. Industry to which the respondent belongs—P2 (Table 19).

To calculate ethics based on

ETHICS = (P1 + P2/2) ∗ AE

where AE is average of ethics computed from Table 17 ethic column values. Further
to this correlation between Trust (X) and Ethics(Y) was calculated using Spearman’s
coefficient.

As per the Spearman Rank formula

(R) = 1 − 6
∑

d2

n3 − n
(R) = 1 − (6 ∗ 10)/(64−4)

(R) = +1
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Table 17 Trust and ethics value computed based on questionnaire

Trust Ethics Trust Ethics Trust Ethics Trust Ethics

3.667 4 4 4.43 4 4 3.5 4.29

4 4.71 4 4.43 4.667 4.43 4.333 4.29

4 4 4.333 4.29 4.333 5 4.167 3.86

3.333 4.29 3.5 4.29 3.5 4 3.333 4.14

4 4.71 4.167 4.29 4 4 4.333 4.43

4 4 3.833 4 3.833 4 3 4.29

4 4 3.167 3.43 3.5 4 4 4

3.167 3.43 3.333 4.29 4 4 3.667 4.14

3.333 4.29 3 3.86 4.333 4.43 4 4

3 3.86 4.5 5 4 4.14 4 4

4.5 5 4.5 5 3.667 4.14 4.667 4.43

4.5 5 4.5 4.86 4 4 4.167 4

4.5 4.86 4.667 4.57 4 4 3 4.43

4.667 4.57 5 5 3.667 4.29 3.667 4

5 5 4.167 3.86 4 4.29 4 4.43

4.333 5 3.333 4.14 4.333 4.14 4.333 4.29

4.167 4 4.333 4.43 4.333 3.86 3.5 4.29

3 4.43 3 4.29 3.5 3.57 3.667 4.29

3.667 4 4 4 3.5 3.57 4 4.29

4 4.43 3.667 4.14 3.333 4.14 4.333 4.14

4.333 4.29 4 4 4.333 4.43 4.333 3.86

3.5 4.29 4 4 3 4.29 3.5 3.57

4.333 4.29 4.667 4.43 4 4 3.5 3.57

4.167 3.86 4.5 5 3.667 4.14

3.333 4.14 4.5 5 4 4

4.333 4.43 4.5 4.86 4 4

3 4.29 4.667 4.57 4.667 4.43

Table 18 Normalized values of the experience factor

Years of experience Value assigned

1–4 years 0.5

5–9 years 0.75

10 years above 1.0
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Table 19 Normalized values
for the designation of the
respondent

Designation Value assigned

Associate staff 0.25

Senior associate staff 0.5

Team leaders 0.75

Managers 1.0

A perfect positive correlation is +1 and a perfect negative correlation is −1
(Fig. 4).

It was observed that there lies a positive correlation between ethics and trust due to
which the ethical behaviorwould lead to the development of trust on that organization
thus boosting the commodity value of the organization.

To Find out a functional relationship between Trust and ethics we will use simple
Linear Regression model. It is assumed that the two variables, trust (x) and ethics
(y), are linearly related. Hence, we try to find a linear function that predicts the
response value(y) as accurately as possible as a function of the feature or independent
variable(x). Let us again use our dataset fromTable 20 belowwhichwe have collected
from different users from our questionnaire and we are a value of ethics as y for every
trust value as x (Tables 21 and 22).

Now, our next task is to find a regression line which fits best in above values when
we the scatter plot so that we can predict the response for any new feature values.
The equation of regression line is represented as:

h(xi ) = β0 + β1xl̇

Fig. 4 Values of correlation

Table 20 Normalized values of the industry to which the respondent belongs

Industry Value assigned

Software 1.00

Financial 0.75

Health care 0.60

Education 0.50

Gaming 0.30

Manufacturing 0.20

Others 0.10
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Table 21 Ranking order of trust and ethics (sample values)

Trust (X) Ethics (Y) Rank (X) Rank (Y) D d2

1.80 3.00 3 2 1 1

2.00 3.53 2 1 1 1

3.00 2.50 1 3 −2 4

2.00 1.93 2 4 −2 4

Table 22 Values of Ethics and Trust calculated from the questionnaire

Trust Ethics Trust Ethics Trust Ethics Trust Ethics

3.667 4 4 4.43 4 4 3.5 4.29

4 4.71 4 4.43 4.667 4.43 4.333 4.29

4 4 4.333 4.29 4.333 5 4.167 3.86

3.333 4.29 3.5 4.29 3.5 4 3.333 4.14

4 4.71 4.167 4.29 4 4 4.333 4.43

4 4 3.833 4 3.833 4 3 4.29

4 4 3.167 3.43 3.5 4 4 4

3.167 3.43 3.333 4.29 4 4 3.667 4.14

3.333 4.29 3 3.86 4.333 4.43 4 4

3 3.86 4.5 5 4 4.14 4 4

4.5 5 4.5 5 3.667 4.14 4.667 4.43

4.5 5 4.5 4.86 4 4 4.167 4

4.5 4.86 4.667 4.57 4 4 3 4.43

4.667 4.57 5 5 3.667 4.29 3.667 4

5 5 4.167 3.86 4 4.29 4 4.43

4.333 5 3.333 4.14 4.333 4.14 4.333 4.29

4.167 4 4.333 4.43 4.333 3.86 3.5 4.29

3 4.43 3 4.29 3.5 3.57 3.667 4.29

3.667 4 4 4 3.5 3.57 4 4.29

4 4.43 3.667 4.14 3.333 4.14 4.333 4.14

4.333 4.29 4 4 4.333 4.43 4.333 3.86

3.5 4.29 4 4 3 4.29 3.5 3.57

4.333 4.29 4.667 4.43 4 4 3.5 3.57

4.167 3.86 4.5 5 3.667 4.14

3.333 4.14 4.5 5 4 4

4.333 4.43 4.5 4.86 4 4

3 4.29 4.667 4.57 4.667 4.43

4 4 5 5 4.5 5

3.667 4.14 4.333 5 4.5 5

(continued)
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Table 22 (continued)

Trust Ethics Trust Ethics Trust Ethics Trust Ethics

4 4 4.167 4 4.5 4.86

4 4 3 4.43 3.5 3.57

4.667 4.43 3.667 4 3.667 4.29

4.333 5 4 4.43 4 4.29

3.5 4 4.333 4.29 4.333 4.14

Here, h(xi ) represents the predicted response value for ith observation. β0 and β1

are regression coefficients and represent y-intercept and slope of regression line,
respectively. Next Step is to find out and estimate values of Coefficients B0 and B1

using least square technique:
Consider yi = β0 + β1xi + εi
Now yi = h(xi ) + εi
And εi = yi − h(xi )

Here εi is residual error and our aim is to minimize the residual error.
Square error or cost function is defined as J (β0, β1) = 1

2N

∑n
i=1 ε2i

where β1 = SSxy
SSxx

and β0=ȳ−β1 x̄

where SSxy = ∑n
i=1(x − xi )(y − yi ) and SSxx = ∑n

i=1 x
2 − n(x̄)2

The relative values of Trust and Ethics was computed using Python and plotted as
in Fig. 5 Output is coming out to be a straight line which indicates Trust and Ethics
relationship is linear.

Fig. 5 Regression between ethics and trust
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3.3 Impact of Cloud Computing to Ecommerce Industry

The last section of the questionnaire above asked the respondents to rate the benefits
of cloud computing a scale of 1–5 (5 strong positive impact and 1 means strong
negative impact).

Descriptive statistics

Minimum Maximum Mean Std. Deviation

1. Trust 3 5 4.49 0.576

2. Speed 3 5 4.26 0.607

3. Scalability 3 5 4.27 0.694

4. Cost 2 5 4.80 0.449

5. Interoperability 2 5 4.32 0.659

Valid N (list wise)

From the above table it can be concluded that the most beneficial factor is cost
with mean of 4.80 and low standard deviation of 0.449. Another important benefit
is trust (mean = 4.49, SD = 0.576) followed by interoperability (mean = 4.32, SD
= 0.659). High mean denotes that maximum respondents have chosen this factor
as most beneficial and low standard deviation explains that there are low variations
between the opinion of respondents. In other words, there is more consistency in the
opinion of respondents.

4 Future Work

In any case, despite the limitations, as secured above, there are sure prospects which
will aid the way toward structure trust in the cloud and which will shape the future
extent of the work. The accompanying focuses are fundamental for prospects for
creating trust in the cloud.

• Considering the above dataset, we can shape bunches for associations and discover
the best one out of all.

• We can consider the effect of ethics and trust together on the web-based business
associations utilizing the methods for clustering.



180 A. Sharma and H. Banati

5 Conclusion

The paper examined the relationship between cloud computing and e-commerce. A
model was developed to incorporate trust and ethics for an improved e-commerce
environment, ETCM (Ethics trust cloud model). The new emerging technology of
cloud computing is creating a new ecosystem service which will combine all the
e-commerce services and facilitate the new service models. The survey conducted
deduced the benefits of cloud computing on ecommerce and the findings of the survey
and subsequent analysis lastly concluded that there lied a true positive correlation
and regression between trust and ethics. A distinct method which provided a metric
for ethical practices was proposed in the cloud environment. The work done thus
proves a way to increase the quality and reliability of its work and services in cloud
computing environment. The integration and collaboration of cloud computing open
a new path for small and medium businesses and e-commerce can reach new heights.
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Weighted Frequent Itemset Mining Using
OWA on Uncertain Transactional
Database

Samar Wazir, M. M. Sufyan Beg and Tanvir Ahmad

Abstract The technology of data mining has a broad scope in banking, manufactur-
ing, medical science, and business decision-making. In these applications, the most
commonly used term is Frequent Itemset Mining Algorithms which is one of the
vital parts of Association Rule Mining. The evolutionary improvement in FIM is
Weighted Frequent Itemset Mining, and these algorithms can be executed on Cer-
tain/Probabilistic Uncertain databases for calculating important frequent itemsets,
having weight and expected support equal to or greater than user-specified minimum
weight or minimum probability, respectively. The weight for an itemset is calcu-
lated by taking an average of weights of all items in the itemset. In this case, if the
weights of one or two items are very high compared to others than the average can
be decided by only higher weights and ignore low values. In this research paper,
OWA operator is used in place of the traditional mean for calculating the weight of
an itemset. A new algorithm is developed in this research and executed on example
database. The results show that the generated itemsets are less in the count but hold
more importance.

Keywords Certain/uncertain databases · Frequent items · Weighted mean ·
Expected support · OWA

1 Introduction

The dependency of a human being on technology is increasing day by day. Therefore,
hardware/software used by different personal released amassive amount of data. This
data is beneficial for future decision-making and refining this data according to the
subject of use is known as data mining process. The data generated by the resources
of the same category had some attributes in common and are linked to each other.
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Table 1 Uncertain Database
(UD)

TID Items

1 A: 0.3, B: 0.6, D: 1.0

2 B: 0.7, F: 0.7

3 B: 0.9, C: 0.3, E: 1.0, F: 0.3

4 E: 1.0, F: 0.2

5 A: 0.5, C: 0.9, D: 0.7

6 A: 0.3, B: 0.6, C: 0.9, F: 0.6

7 A: 0.4, C: 0.9, D: 0.3, E: 1.0

8 C: 0.6, E: 0.4

9 A: 0.5, D: 0.7, F: 1.0

10 A: 0.7, B: 0.3, C: 0.8, E: 0.6

Finding out the data of the same class belongs to theAssociation RuleMining (ARM)
field of data mining. In a database, if some items occurred frequently imply that the
items have some importance, therefore we need to extract such kind of items and
this process known as Frequent Itemset Mining (FIM).

Data generated by different resources may be of various types, e.g. structured,
unstructured, numeric, and alphanumeric, text, binary, etc. All kinds of data belong
to either certain or uncertain category of databases and known as Certain Transac-
tional Database (CD) or Uncertain Transactional Database (UD) here each row in
the database can be said as a transaction. In CD, presence of an item in a row is
definite on the other hand in UD the presence of an item in a row is probabilistic,
e.g., in Table 1 there are 30% chances that item A is present in TID1 (Transaction
ID). In UD each item is connected with its chances of existence, and this is called
Existential Probability of item, e.g., in TID2, the Existential Probability of F is 0.7.

In transactional database, some items occurred frequently but are not important,
and some occur rarely but are very important, e.g., if we take the example of Market
Basket Data in which the profit of selling a toffee is 10 cents and selling a perfume
is 100 dollars and on an average day sale of a toffee is 100 unit and perfume is 1
unit. In this case, perfume is more important than toffee. The importance of an item
is decided by its weight and mining such items called Weighted Frequent Itemset
Mining (WFIM). In Table 2, the items with their weights have demonstrated.

In WFIM, the weight of an itemset can be calculated by taking the average of
weights of each item in the itemset, e.g., in Table 2, the weight of itemset ADF is 0.4
and CEF is 0.2. In itemset ADF the weight of items A and F is very small compare to
D. In such a case, if we have some items in the database with very high weights (due
to noise or error) then other items will be ignored while calculating the average. In

Table 2 Items weights

Items A B C D E F

Weight 0.1 0.8 0.2 1.0 0.3 0.1
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this paper, the average is replaced by OWA, and a new algorithm has been proposed
as Weighted Frequent Itemset Mining using OWA (WFIMOWA) which consider
weights of all items in the itemset.

Paper is organised as follows: in Sect. 2 literature review related to research work
has been presented. In Sect. 3 problem of calculatingWFIM using average and OWA
has been given. Section 4 consists of the proposed algorithm and its explanation. In
Sect. 5, the problem of calculating WFIM using OWA has been demonstrated by
using an example. In Sect. 6, the result of WFIM using average and OWA has been
compared.

2 Related Works

The increasing demand for data analysis and data analytics leads toward the devel-
opment of new strategies of FIM. The journey of FIM starts when Agrawal et al. [1]
manifested an algorithm for FIMonCD in 1994 named asApriori. This algorithm fol-
lows the sequential pattern of execution and consist of candidate generation-joining-
pruning stages. When the size of itemsets increased, Apriori stuck in the problem of
exponential candidate generation. Later, FPGrowth [2] and ECLAT [3] developed.
The problem with CD is that imprecise, inaccurate and unstructured information
cannot be stored in the CD. As a result, UD was introduced and the first algorithm
for calculating frequent items on the uncertain database was developed by Chui [4, 5]
as UApriori in 2007. UApriori also encountered two problems, first in case of lower
minimum support the challenge of exponential candidate generation arises and sec-
ond due to the multiplication of probabilities while calculating expected support,
UApriori is unable to calculate long size frequent items. An alternative for UApriori
was developed by Aggarwal as UHmine [6]. Later UFGrowth [7] and UECLAT [8]
developed and introduced a new approach for mining FI by a tree-based and vertical
mining approach, respectively.

At the end of twentieth-centurymining of data become very popular and one of the
most research-focused areas, consequently different algorithm has been developed
by refining the older techniques. In fact, the only support of an itemset is not just the
parameter for deciding that itemset is frequent or not but their confidence, correlation
analysis, and weight also considered. The importance of an item is determined by
the weight of that item in the database. On the basis of weight calculation, different
algorithms have been developed for performing weighted frequent itemset mining,
e.g. WAR [9], WARM [10], WFIM [11] and MWS [12] and for uncertain database
U-WFI [13], HEWI-UApriori [14], WD-FIM [19].
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3 Problem Statement and Solution

In this section, first, the calculation of OWA is explained then the problem of calcu-
lating WFIM using OWA is defined.

Consider the UD given in Table 1 and weights of items given in Table 2. Let |D| is
the size of UD in which D = {Tr1, Tr2, …, Trm} consist of n no. of transactions and
Tri is used to denote ith transaction. Let X = {x1, x2, …, xm} are the total number
of items and W (X) = {w(x1), w(x2), …, w(xm)} are their corresponding weights in
weight Table 2. Pxij is used to denote the existential probability of jth item in the ith
transaction of X itemset.

3.1 Calculation of Weight of an Itemset(X) Using Average

The weight of an itemset X can be calculated as

W (X )avg =
∑m

i=1 w(xi)

m
(1)

Here, m is the itemset size.
For example, in Table 2 W(ABC) can be calculated as

W(ABC) = w(A) + w(B) + w(c)

3
= 1.1/3 = 0.3667

3.2 Calculation of Weight of an Itemset X Using OWA
[15–18]

The weight of itemset X using OWA can be calculated as

W (X )OWA =
m∑

i=1

wiyi (2)

Here, yi is the ith largest value in x1, x2, …, xm and wi can be calculated as

wi = Q

(
i

m

)

− Q

(
i − 1

m

)

, i = 1, . . . ,mwithQ(0) = 0

Here Q is called relative quantifier and can be calculated from
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Table 3 Weights calculation for m = 2

i 0 1 2

i/m 0 0.5 1

Q 0 (0.5−0.3)
(0.8−0.3) 1

0 0.4 1

W NR 0.4 0.6

Table 4 Weights calculation for m = 3

i 0 1 2 3

i/m 0 0.33 0.66 1

Q 0 0.03
0.5

0.36
0.5 1

0 0.06 0.72 1

W NR 0.06 0.66 0.28

Q(r) =
⎧
⎨

⎩

0 if r < a
r−a
b−a if a ≤ r ≥ b
1 if r > b

a and b are the relative linguistic fuzzy quantifier and in this paper a = 0.3 and b =
0.8 considered.

E.g. for m = 2 and m = 3, wi can be calculated as in Tables 3 and 4.
Now, W (ABC)OWA can be calculated as

Here, A = 0.1, B = 0.8 and C = 0.2. Therefore, yi = 0.8, 0.2, 0.1 and for m = 3.
wi = 0.06, 0.66, 0.28 (as from Table 3).
So,

W (ABC)OWA =
m∑

i=1

wiyi = 0.8 × 0.06 + 0.2 × 0.66 + 0.1 × 0.28 = 0.208

3.3 Calculation of Expected Support [4, 5]

The expected support for an itemset X can be determined as

ES(X ) =
|D|∑

i=1

|m|∏

j=1

Pxij (X ) (3)

E.g., ES(ABC) can be calculated as
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ES(ABC) = T1(P(ABC)) + T2(P(ABC)) + · · · + T10(P(ABC))

= 0.162 + 0.168 = 0.33

3.4 Expected Weighted Support Using Average

Expected Weighted Support for an itemset X is the multiplication of itemset weight
and its expected support. Therefore, from Eq. 1 and Eq. 3 EWS(X )avg can be calcu-
lated as

EWS(X )avg = W (X )avg × ES(X ) =
∑m

i=1 w(xi)

m
× ES(X )

EWS(ABC)avg = 0.3667 × 0.33 = 0.121

3.5 Weighted Frequent Itemset Using Average

An itemset (X) is said to be weighted frequent if its expected weighted support using
average is greater than or equal to user-specified minimum weighted support (mws).
Let mws = 0.1. Then from Sect. 3.4

EWS(ABC)avg = 0.121 ≥ 0.1(mws)

So, ABC is a Weighted Frequent Itemset in this case where the average is used
for weight calculation.

3.6 Expected Weighted Support Using OWA

Expected Weighted Support using OWA for an itemset X is the multiplication of
itemset ordered weighted average (W (X)OWA) and its expected support. Therefore,
from Eq. 2 and Eq. 3 EWS(X )OWA can be calculated as

EWS(X )OWA = W (X )OWA × ES(X )

EWS(ABC)OWA = 0.208 × 0.33 = 0.068
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3.7 Weighted Frequent Itemset Using OWA

An itemset (X) is said to be weighted frequent using OWA if its expected weighted
support using OWA is greater than or equal to user-specified minimum weighted
support (mws). Let mws = 0.1. Then from Sect. 3.6

EWS(ABC)OWA = 0.068 ≤ 0.1(mws)

So, ABC is a not Weighted Frequent Itemset in this case where OWA is used for
weight calculation.

4 WFIMOWA Algorithm

In the proposed algorithm, for new candidate generation, joining and pruning
UApriori-like pattern is used.

In the above algorithm, UD (uncertain database), WT (weight table), and mws
(minimumweighted support) are given as input. In line-2, the existential probabilities
of an item in all transactions are added and compared with mws. If it is greater than
mws, then the item is added to the L1 set. The process is repeated for all distinct
items. In line-4 function, OWA takes k as criteria m and WT in input and return
W (X )OWA. In line-5 UApriori-gen function is used to join all size k − 1 items and
perform pruning of candidates. Finally, size-k weighted frequent items using OWA
is added to Lk set in line-6.
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5 Example

Consider the database given in Table 1 and their weights provided in Table 2. Let
mws given by the user is 0.1 then size-1, size-2, size-3 WFIM can be calculated as
(Tables 5, 6 and 7).

Table 5 Size-1 WFIM

C1 ES W EWS L1

A 2.7 0.1 0.27 A

B 3.1 0.8 2.48 B

C 4.4 0.2 0.88 C

D 2.7 1.0 2.7 D

E 4 0.3 1.2 E

F 2.8 0.1 0.28 F

Table 6 Size-2 WFIM using average and OWA

AVG OWA

C2 ES Wavg EWSavg L2 ES WOWA EWSOWA L2

AB 0.57 0.45 0.2565 AB 0.57 0.38 0.2166 AB

AC 1.64 0.15 0.246 AC 1.64 0.14 0.2296 AC

AD 1.12 0.55 0.616 AD 1.12 0.46 0.5152 AD

AE 0.82 0.2 0.164 AE 0.82 0.18 0.1476 AE

AF 0.68 0.1 0.068 0.68 0.1 0.068

BC 1.05 0.5 0.525 BC 1.05 0.44 0.462 BC

BD 0.6 0.9 0.54 BD 0.6 0.88 0.528 BD

BE 1.08 0.55 0.594 BE 1.08 0.5 0.54 BE

BF 1.12 0.45 0.504 BF 1.12 0.38 0.4256 BF

CD 0.9 0.6 0.54 CD 0.9 0.52 0.468 CD

CE 1.92 0.25 0.48 CE 1.92 0.24 0.4608 CE

CF 0.63 0.15 0.0945 0.63 0.14 0.0882

DE 0.3 0.65 0.195 DE 0.3 0.58 0.174 DE

DF 0.7 0.55 0.385 DF 0.7 0.46 0.322 DF

EF 0.5 0.2 0.1 EF 0.5 0.18 0.09
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6 Result Analysis

In the analysis of FIM techniques, some parameters are considered, e.g., execution
time taken by the algorithms and quality of generated frequent items. In the proposed
algorithm, the value of EWS(X )OWA is always less than the value of EWS(X )avg . So
the number of candidates who qualifymws is always less in WFIMOWA. Therefore,
the algorithm generates less number of candidates and faster in execution. Another
parameter to be considered is, how important the generated frequent itemsets are.
The importance of candidates can be checked by the following example.

Let’s consider itemset ACD, which is frequent in EWS(X )avg but not in
EWS(X )OWA. In itemset ACD the weight of D(1.0) is very high compared to A(0.1)
and C(0.2), therefore, while calculating the average, A and C is almost ignored. D
is high individually but when D is combined with A and C to form ACD itemset
then the impact of A, C should also be considered. In other cases, ACE is frequent in
both methods. Therefore, it can be said that the items generated by EWS(X )avg are
important but the items generated by EWS(X )OWA are more important than average.

7 Conclusion and Future Directions

FIM is an essential technique to refine the business process, and various algorithms of
FIMare available for producing results according to the user requirement. Sometimes
number of frequent items are required irrespective of time and sometimes results are
required in minimum time. In another case, sometimes the main focus is on the
quality or importance of generated itemsets. The proposed algorithm generates more
important itemsets in comparatively less time. The algorithm can be further extended
by checking confidence and correlation between items to increase the quality of
generated frequent items.
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Design of Customer Information
Management System

Rohini Narayan and Gitanjali Mehta

Abstract The Customer InformationManagement (CIM) needs to handle, maintain
and store the customer data. To facilitate this objective, the need for an application
that takes the customer and the item details from the external source files and store
the same in the Data Warehouse (DW) is required. It is an ETL system developed
to create the mapping to load the target from the source files after applying crite-
ria as required by the administrator and will also provide the overall features and
functionalities required to store and maintain customer data. The data stored in the
DW is transformed (cleaned and integrated), thus it is credible and can be used for
business insights. This serves as an important component for BI (Business Intelli-
gence) which will help in transforming raw/operational data into some meaningful
information. The Fact_Inventory which is developed provides us the historical data
in a summarized form which can be used for managerial, strategic and analytical
decisions by the Analysts team and the end users. It acts as a vast storehouse for the
already operated data and can be referred to as an ‘Informational System’.

Keywords Information management · Data warehouse · Business intelligence

1 Introduction

1.1 Overall Description

The aim of the work is to create a Data Warehouse for Customer Information Man-
agement using ETL (Extract, Transform, and Load) where we can store all the major
customer details regarding Customer ID, Average cost, Total count of sales, etc.
on monthly basis. A data warehouse is constructed by integrating data from multi-
ple heterogeneous sources (Flat files, dBs, mainframes, etc.) that support analytical
reporting, structured and/or ad hoc queries, and decision-making. It is not loaded
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Fig. 1 DW system

Fig. 2 Approach of DW

every time new data is added to the database and is accessed by the end users only
when information is needed (Fig. 1) [1–3].

It gives us the summarized data for our customers and corresponding item sales
which can be helpful for sample survey. It is a relational database that is designed for
query and analysis. It usually contains historical data derived from transaction data
and other sources. Before being stored in the data warehouse, the data undergoes
transformation and cleansing to be used in the standard format. While operational
data is organized by specific processes or tasks and ismaintained by separate systems,
warehoused data is organized by subject area and is populated frommany operational
systems (Fig. 2) [4, 5].

1.2 Purpose

The Data Warehouse constructed will help us to meet strategic requirements for
customer information regarding customer behavior towards sales, item preferences,
etc. It is a blend of technologies and components which allows the strategic use of
data. Moreover, the nonvolatile nature of DW enables the previous data to be retained
even when new data is added to it; thus allowing us to study patterns over historic
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Fig. 3 Data visualization through DW

data and make the necessary predictions [6–8]. The strategic data contained in CIM
Fact_Inventory helps the business with the following needs:

• Understand Customer Behaviour
• Analyze Trends and Relationships
• Analyze Problems Of Sales
• Discover Business Opportunities For Individual Items
• Plan for the Future

The data collected from various sources and stored in various databases cannot
be visualized directly. The data first needs to be integrated and then processed before
visualization takes place. The CIM serves this purpose by providing us with the
Data Warehouse System which provides an excellent approach for transforming the
vast amounts of data into reliable information that can support the decision-making
process (Fig. 3) [9].

1.3 Motivations and Scope

The motivation behind this work is the concept of Data Warehousing, where we
collect the data from dissimilar sources and then clear it; organize it to be supported
by BI. It allows business users to quickly access critical data from varied sources all
in one place.

Normally data collected from various sources and stored in various databases
cannot be visualized directly. This calls for the need to create a Fact_Inventory
which is the Data Warehouse for our Customer Information Management (CIM). It
contains the summarized data for our customers and items on an aggregate basis.

The scope of our ETL process is limited to data load and data access. Data is
in the read-only format and is periodically refreshed. It is stored as snapshots, each
representing a period of time. This helps to analyze historical data and understand
what and when happened. Thus, our focus is not on the ongoing operations, rather it
is on the modeling and analysis of data for decision-making (Fig. 4).
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Fig. 4 Transactional data
storage

There is no such issue in the existing system. It is just having a limited scope
where tasks regarding managerial decisions, strategic analysis, etc. cannot be done.
Also data collected from various sources like flat files, servers, dBs, mainframes, etc.
don’t prove to be beneficial for the visualization purpose. This calls for the need of
integration where the establishment of a common unit of measure for all similar data
from the dissimilar database takes place after which the necessary data load can be
done.

This paper presents the ETL process for building a Data Warehouse that keeps
the summarized data of customer sales. The emphasis is on the development of a
centralized data access (Fact_Inventory) for generating various reports to forecast the
items’ sales corresponding to individual customers based on their monthly purchase
count, average cost, etc.

2 Proposed Model

2.1 System Environment

It gives us the layout of DWunder construction.We get an overall idea about the flow
of data from the sources to the targets. The various tables involved in the process are
discussed here (Table 1).

Table 1 CIM system environment

Table name Load type Table description

Customer Type 2 dimension Contains all the information of the
customer

Item Type 2 dimension Contains information about the item

Date Reference table Contains information regarding the date

Customer_item Bridge table Contains the data which is related to the
customer and the item

Fact_inventory Fact table Contains the final transformed data
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• The dimension tables involve the concept of SCD (Slowly Changing Dimension).
In CIM we have implemented the SCD-Type 2 where all history of dimension
changes is kept in the database. We capture attribute change by adding a new row
with a new surrogate key to the dimension table. Both the prior and new rows
contain as attributes the natural key (or other durable identifiers). Here the differ-
ence in the End Date of the updated record helps us in identifying the necessary
changes and using the latest information for analytical purpose.

• Date Table is used as the Reference Table where the date_id can be used for
monthly data storage in the Fact_Inventory.

• The Customer_Item table acts as the Bridge Table which acts as an intermediate
between the Dimension and the Fact. It contains the keys of the corresponding
dimension tables and is used to resolve many-to-many relationships between a
fact and a dimension.

• The concept of surrogate keys has also been utilized for the sequential assignment
of records during the dimension load. This proves to be extremely useful for
analytical purpose. Since surrogate keys are system-generated, it is impossible for
the system to create and store a duplicate value. It improves the performance of
the Fact table as most of its attribute types are foreign keys.

• The CIM works on the Star Schema where Fact Table (holding the foreign keys
column that allows joins with dimension tables, and the measures columns con-
taining the data that is being analyzed) sits at the center with the dimension tables
at its corners.

2.2 System Architecture

The Customer InformationManagement consists of developing an ETL process with
the Fact table as the central repository of data where the aggregate information for
customer purchases can be utilized for decision-making purpose. The various phases
through which data passes before finally being stored in the Fact table are Staging,
Dimension/Bridge, etc. This is depicted through the architecture diagrams as under:

High-Level Architecture Diagram (Fig. 5)
Here theflowof data is shownon anoverall level fromsources (Dim_Cust,Dim_Item,
and Cust_Item) to the target, i.e.; Data Warehouse via the Staging Area. In the first
half, data is truncated and loaded into the Staging Area while in the second half, it
undergoes necessary transformation before being loaded into the target. During the
‘Truncate and Load’ the unwanted data will go to the Bad Files and only the useful
data will be passed on to the Staging Area. In case of ‘Transform and Load’, the
staged data passes through router, joiner, expressions, etc., before being loaded in
the dimension tables. In the end, the transformed data passes through the aggregator
function before being finally stored into the Data Warehouse where it is utilized for
generating the reports and making decisions for analytical purpose.
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Fig. 5 High-level architecture diagram

Low-Level Architecture Diagram (Fig. 6)
The flow of data is shown schematically from the Source Files (Customer and Item)
and Cust_Item (Bridge Table) which truncate and load the data into the Staging
Area. This acts as the intermediate storage area for data which sits between the
Source and the Target. At this level, we perform cleansing, scrubbing, etc. The data
then undergoes necessary transformations after which it is loaded into the respective

Fig. 6 Low-level architecture diagram
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Fig. 7 E-R diagram

dimension tables. From here the data either passes to the Fact_Inventory after which
the report is generated by the analyst team or is rejected into the Bad Files for
reprocessing.

Entity-Relationship Diagram (Fig. 7)
The E-R Diagram shows 5 different entities, i.e.; Dim_Customer, Dim_Item, Cus-
tomer_Item, Fact_Inventory, and Dim_Date. The entities are related through the Join
Relationship where the Bridge Table loads the data from the respective dimension
tables based on the values of the keys. The data is then loaded into the Fact_Inventory
which is also mapped with the Dim_Date to generate reports of the customers based
on the monthly purchase which can be referred later for decision-making.

Use-Case Diagram
See Fig. 8.

2.3 Methodology, Tools, and Techniques

Here, we apply the Agile Software Development Life Cycle (SDLC)Model to imple-
ment our project. The development of CIMFact_Inventory is facilitated with the help
of Oracle dB for queries processing and Informatica Power Center Tool for the ETL
process (Fig. 9).

Oracle 11g Express Edition
It is a multi-model database management system produced and marketed by Oracle
Corporation. It is a database commonly used for running online transaction process-
ing (OLTP), data warehousing (DW) and mixed (OLTP & DW) database workloads
(Fig. 10).
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Fig. 8 Use-case diagram

Fig. 9 Agile software
development cycle

Informatica Power center client 10.1
It is a graphical user Interface used to build and manage PowerCenter objects like
source, target, Mapplets, Mapping, and transformations. It has a set of tools that are
used to design ETL applications called “Mapping” (Fig. 11).
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Fig. 10 Layout of Oracle SQL developer window

Fig. 11 Layout of Informatica power center designer
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Functional Requirements

Customer information management

Functional requirements-1 (Stage Load) • Capture data from the customer and item
source files

• Load them into the landing zone, i.e., staging
area

• Apply cleansing, scrubbing, etc. to remove
the duplicated data, non-formatted data, etc.

Functional requirements-2 (Dimension Load) • Load the staged data into the Dim_Customer
and Dim_Item

• All the necessary transformations take place
at this level

Functional requirements-3 (Fact Load) • Populate the Fact_Inventory with the
summarized data of the customers and their
corresponding sales on a monthly basis

• Acts as the DW for decision-making purpose

3 Implementation

File To Stage Load

• The Extract part of ETL process takes place here where we collect data from
various sources and load them in the Staging area.

• Src_Customer and Src_Item are the flat files from which the necessary data of the
customers and items are collected, respectively, for our CIM.

• The Data Staging Area sits between the data sources and data targets.
• It prepares the crucial data before loading it into the dimensions.
• Tasks like cleansing, scrubbing, truncate, etc., to remove the unwanted data take
place at this phase.

• Thus, data is converted to the standardized format in the Stg_Customer and
Stg_Item.

• This proves to be significant as it is used to quickly extract data from the sources,
minimizing the impact of the sources (Figs. 12, 13 and Table 2).

Fig. 12 Mapping from Src_Customer to Stg_Customer (m_load_stg_customer)
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Fig. 13 Mapping from Src_Item to Stg_Item (m_load_stg_item)

Stage to Dimension Load

• This plays a vital role in the ETL process. The second and most crucial phase of
data transformation takes place here.

• Data Type conversion, Joiners, Expressions, etc. are performed to avoid any data
type mismatch.

• Business Rules are applied during the Dimension load.
• Also parent–child relationships are maintained.
• Special care is taken of date format which needs to be changed to a standardized
format.

• The concept of SCD (Slowly Changing Dimension) is applied here on the dimen-
sion tables. In CIM we have implemented the SCD-Type 2 where all history of
dimension changes is kept in the database. We capture attribute change by adding
a new row with a new surrogate key to the dimension table. Both the prior and
new rows contain as attributes the natural key. Here the difference in the End Date
of the updated record helps us in identifying the necessary changes and using the
latest information for analytical purpose.

• Also, we make use of Surrogate Keys which is generated by making use of
Sequence Generator to avoid any confusion and duplicate values.

• CIM works on ‘Star Schema’ where the fact table sits in the center with the
dimensions on its corners (Figs. 14, 15, 16 and Table 3).

Dimension to Fact Load

• The transformed data collected in the Dim_Customer and Dim_Item are then sent
to the Fact_Inventory for the final load.

• The integrated data is loaded into the presentation area of the data warehouse.
• Loading is basically the process of loading the data in the data warehouse so that it
can be used for the analytical purpose. Indexing should be there in the DW before
the arrival of data for better query performance.

• The Fact_Inventory in the CIM consists of the aggregate data of the customers
which give us the summarized details of the sales on a monthly basis.

• A fact table stores quantitative information for analysis and is often denormalized.
• The Customer_Item table acts as the Bridge Table which acts as an intermediate
between the Dimension and the Fact. It contains the keys of the corresponding
dimension tables and is used to resolve many-to-many relationships between a
fact and a dimension.
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Fig. 14 Mapping from Stg_Customer to Dim_Customer (m_load_dim_customer)

Fig. 15 Iconized Mapping from Stg_Customer to Dim_Customer (m_load_dim_customer)

• System-generated surrogate keys are used which avoid duplicate values and
improve the performance of Fact table as most of its attribute types are foreign
keys.

• The data stored in the DW can act as a source for decision-making (Figs. 17, 18
and Table 4).



208 R. Narayan and G. Mehta

Fig. 16 Mapping from Stg_Item to Dim_Item (m_load_dim_item)

4 Results and Discussions

Sample Result (Figs. 19 and 20)

• In CIM, we are mainly concerned with the creation of a Fact_Inventory (DW)
which contains the summarized data of the Customers and their corresponding
sales/purchases of items.

• SCD-Type 2 becomes essential as we have to retain the history of all records so
that we can easily make out the time period of the changes. Also, crucial data are
maintained in the Customer and the Item dimensions which should not be lost.

• Upon completing with the creation of Fact_Inventory the stored data need not
be changed on a frequent basis. It is added regularly, but loaded data are rarely
changed directly.

Test Cases
We apply Unit Testing on our Customer Information Management (CIM). Testing is
done on every level to ensure that the correct data in the standard format passes to
the next level.
Unit Testing For Source to Stage Load
See Table 5.
Unit Testing For Stage to Dimension Load
See Table 6.
Unit Testing for Dimension to Fact Load
See Table 7.
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Fig. 17 Iconized mapping from dimensions to fact (m_load_fact_inventory)

Fig. 18 Mapping from dimensions to fact (m_load_fact_inventory)

5 Conclusion

Customer Information Management (CIM) provides us with the ETL process to
construct a Data Warehouse, a central repository for storing the summarized data of
customers’ sales, which can be utilized by the Data Analysts or the end users for
making strategic decisions. The conventional dBs are merely used only for operating
on the current data. However, by developing a DW we can store all the historic data
and use them in forecasting the future business plans by studying the various patterns
in customer behavior. The CIM Fact_Inventory serves this purpose by storing the
aggregate values. It holds the foreign keys column that allows joins with dimension
tables and the measures columns containing the data that is being analyzed. Thus,
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Fig. 19 Sample output after SCD2

Fig. 20 Workflow and sessions log window for Dim_Customer

our purpose of developing an information system in the form of Data Warehouse is
fulfilled.
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Modeling Machine Learning Agent
for Interaction Conversational System
Using Max Entropy Approach in Natural
Language Processing

Anil Kumar Negi and Syed Imtiyaz Hassan

Abstract There are several service-orientedmodels,where services are deployed for
the user. The user chooses any one of them. During the operational life cycle of these
services, there are several issues that occur. User wants an interface for complaint.
This paper uses the sentence boundary detection, NER, document categorization,
and sentiment extraction methodologies. The natural language processing generates
the training model which is a statistical representation of current system knowledge.
When a user enters the input then training model extracts the value of a different
parameter, these parameters used by call centermodel for better understanding of user
input. Themachine learningmodel used to generate a logical response.When the time
exceeds the size of sample, data should be increased and the model understanding
also more and more accurate. The accuracy of the model depends on the size of
the sample training data. When training data size increases the statistical model for
the call center is updated. When the user interacts with the call center agent then
call center agent to extract the value of all parameters based on the current statistical
model which is based on the sample training data. The paper uses different parameter
such as NER, Document category, and sentiment for making a better user interaction.
The probability of correct response is increase n time if n parameters are used for
response generation. Call center module to take help from sentence detection, NER,
document categorization and sentiment training model for extraction the value of
the parameter. These parameter value helpful for extracting the NLP Text meaning.
The response correctness also increases whenever anyone parameter is extracted
correctly. The maximum entropy approach is used for making statistical modeling.
The training data are taken from the heterogeneous source.
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1 Introduction

Huge call center load on the human agent in call center.try to introduce anNLP-based
call center agent who automatically initiates a conversation with the user. We should
understand his problem and give him, either a solution or generate a ticket for him.
This approach is very important for call center environment because 24 h human
involvement with the same alertness and efficiency is not possible. It is observed
there are some hours when the human agent is either not available for the user or he
has difficulties to take a huge load period of working hours. There is repetitive work
nature if we increase the no. of human agents to take the load during the peakworking
period then the call center service cost will be increased which makes our service
infrastructure infeasible. Our call center overcomes this problem when we develop a
machine learning NLP-based call center agent for it. This talks with the user just like
a human being. The main challenge is learning. How our agent understands the user
input. The learning to Chabot about our environment is a very crucial step. How can
use the Apache open NLP Engine for information extraction and Datum box Frame-
work for sentiment extraction from user input? Both Apache Open NLP information
extraction and Datum box sentiment extraction used to develop a Chabot agent? the
objective is developing an agent which is near to human being understanding. The
accuracy of parameter extraction depends on the current knowledge of the parame-
ter. If less knowledge then error-prone response so identify the multiple parameters
and implement the ways for extraction of them which increase the efficiency of call
center agent.

Chatbot which provides email service for the end user. The user-facing login issue
in an email.

User says: I am unable to login in an email.

Entities = {email, login} (1)

Category = {emaillogin} (2)

Sentiment = {negative} (3)

Parameters_list1= {sentence boundary, ner(named entity recognition), dc(document
categorization)}

Parameter_list2 = {sen}

If p(ner= {‘email’,‘login’})|| p(dc={‘emaillogin’}) and p(negative_sentiment) then

Call center agent generate the response;

Ok, you have login issue in email, are you agree yes/no.

This approach is used to make a more robust call center agent because if agent
succeeds to extract any one parameter, then machine learning agent user interaction
becomes successful.
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1.1 Maximum Entropy Overview

In a service model which deliver the services like email, network, VPN, etc. There is
a call center interface required where user come and interact with machine learning
chatbot for registering his complaint.

Response:

R = {

Ok, you have login issue in Email (r1),

Ok, you have new account issue in Email (r2),

Ok, you have forgotten the username or password issue in Email (r3),

Ok, you have relay issue in Email (r4)

}

The user input translated into the corresponding response of email. The conversion
depends on the context such as login, new account, forgot username or password,
Relay Issue, etc. The probability distribution of email for different context or issues
is

P(email, login)+ p(email, new account issue)

+ p(email, forgot username or password issue)+ p(email, relay issue) = 1
(1)

The initial probability distribution for email complain module is:

P(email, login) = 1/4

p(email, new account issue) = 1/4

p(email, forgot username or password issue) = 1/4

p(email,relay issue) = 1/4

The expert sample data is observed and found that 60% time the email complaining
about login and forget username or password then as per expert sample data the
probability will be re-assigned:

P(email, login)+ p(email, forgot username or password issue) = 6/10 (2)

From (1) and (2)

(email, new account issue)+ p(email, forgot username or password issue)= 1−6/10
= 4/10

So each has the following probability:
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P(email, login) = 6/20 = 3/10

p(email, new account issue) = 6/20 = 3/10

p(email, forgot username or password issue) = 4/20 = 1/5

p(email, relay issue) = 4/20 = 1/5

we are trying to find out the most suitable model which satisfy both constraint (1)
and (2).

1.2 Modeling of Maximum Entropy

For the email example just considered, the process generates a response for user
input regarding email problem into ri which is a member of R.

The response is influenced by some contextual information as

Context= {login, new account issue, forgot username or password issue, relay issue}

The main task is to construct a model which stochastic model that accurately repre-
sents the behavior of the random process such a model is a method of estimating the
conditional probability, given a context x, the process generates the response y.

p(y|x): the probability of y in the model when the context is x.

P(y|x): entire conditional probability distribution provided by the model.

p(y|x) is just a member of P. P is the set of all conditional probability.

1.3 Training Data Set

To study the process, we observe the behavior of a random process for some time.

Collecting a large set of sample data (x1, y1), (x2, y2) …………………..(xn, yn) in
this examplewe take a set of sample data for email complain have context information
login in each sample. We consider a case where the training sample data generated
by a human expert which represent a number of contexts containing email and asked
for a good translation each.

Summarize the Training sample data in term of empirical probability distribution p_

Defined by,

p_(x,y) = 1/N * (Number of Time (x,y) occur in the Sample)

The (x,y) is occurring in all the sample, not in all or few samples [1].
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1.4 NER (Named Entity Recognition)

This is also knownasEntity IdentificationorEntityExtractionorEntityChunking [2].
This is basically used to extract the Entities such as a person, location, organization,
domain, subdomain, etc. from the given information such as

I am unable to login in an Email.

The highlighted part of the sentence is an entity. NERused to extract this information.

There are different areas where the NER has used such as NER Module is used in
AzureMachine Learning Studio for extraction of person, organization, and locations.
NER is an important area of Machine Learning and NLP (Natural Language Pro-
cessing). This is used to find out the answer several real-world problems: If anyone
dealing with tweet then finds out the tweet has the name of the person.

Does tweet has the name of the location.

Does tweet has the organization.

Other social media data or other information has any entity or not.

Three kinds of Entities are identified by a NERModule. These entities are person,
organization, or location [3]. Another area where NER is used is text razor which
extracts different entities from several sources of data such as Wikipedia, DBpedia,
wiki data etc. These entities saved in a database which is useful to create a dictio-
nary of millions of Entities. Peoples, organization or location are identified by the
statistical tagging. We also build a deep contextual understanding of entities in our
document. We update the knowledge about entities in our module to update the score
of each entity in our document [4].

The information extraction is an area of NLP; NER is also a part of informa-
tion Extraction technique. This is a predefined concept which is basically used for
information extraction. NER is a component of IE in natural language processing.
This is basically used to find out the names, person, and location from a piece of
information. Manually marking of entities is a very time-consuming process. The
recent research is focused on the empirical model, which is built by the training of a
supervised model. In near future, this model is used to extract the entities from the
given information. I am dealing with the information extraction in call center envi-
ronment so make a supervised training model using call center domain information.
This call center NER Model is used to extract all domain, subdomain, name, loca-
tion, etc. from the information which is very helpful for generating the appropriate
conversational response.

We use supervised learning for it. Label the entities in the information and give
this information to our training model generator which generate the NER Training
model generator [5]. The focus area of NLP applications is web mining, sentiment
analysis, machine translation. This is very important in machine learning, semantic
analysis, and information extraction. In social media such as Twitter or Facebook,
this becomes an important model for information extraction [6].
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1.5 Sentence Detection Model

Asentence is a group of thewordwhich has somemeaningful sense. There are several
NLP Operations which has been performed on a sentence such as part-of-speech
(POS) tagging, machine translation, etc. [7]. Sentence is a terminated by Period
(.) sign but there it may differ from a different environment. If we are taking any
special case for sentence detection then we create a custom training model, which
understands my environmental sentence definition. The sentence information has
extracted from user input by consulting with custom training model. The Apache
Open NLP provides several sentence detection APIs. We create a text file which
has huge no. of a sentence. The training model is a statistical model which learn
by provided data set about the sentence boundaries. When the user enters the text
then extract the sentence boundary as per supervised learning. Mandarin question
sentence detection is a new topic in the field of NLP. It has twofold importance. First,
the computer and human dialogue systemwhere they both understand each other and
response back and second are the systems of punctuation processing. This type of
system required the system knowledge and the queries regarding this environment
which is helpful for the system to establish the dialogue between the computer and
human being [8]. When we are dealing with Automatically Processing of documents
such as summarization, translation, etc., of the Sentence.

Detection is the procedure which is used for that purpose so correctly Identifying
the Sentence boundary is an important task in NLP. We can use two approaches to
find out either it is a sentence or not. First the fixed rules and second is a Machine
Learning Approach to find out it. The first approach will use the fixed rules of
Language, it detects the boundary by finding the punctuation and what is the context
in which it is used. Then it approaches the Regular Expression Module to make a
decision, either as per Language rules, it is a sentence or not [9]. This is a very
important approach which is used to find out the sentence boundaries in different
languages and also find out the relevant sentences from multilingual languages and
summaries those sentences and question-answering. There are so many approaches
proposed for establishing the sentence relevancy. Word matching and thesaurus are
the approaches which have been adopted for those sentences when two sentences
touch the same topic. This is basically focused on the relevancy of sentences in the
multilingual Languages [10]. Sentence is an essential and very important block of
Natural Language Processing. Syntax parsing, tokenization, chunking, etc. depends
on the correct sentence boundary detection. Generally, a sentence is ended with a
period (.) but used for abbreviation also, this approach has failed in case of the
following:

1. I am living at U.S. where I have been staying since March 2014.

This is an error-prone approach but the output Quality of system is high. The error
possibility generally 5–10%.

Rule-based Approach: This approach is also implemented in Apache open NLP.
Which have to implement the language rules for detecting the Sentence Boundaries.
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The sentence is given to the REModel which split the text into sentences as per rules
[11].

Wecan alsouse supervised learning.This approach required ahuge set of trainingdata
which is used for learning purpose. A machine learning training model is generated
for detecting the correct boundary of the sentence.

The sentence boundary detection in the text which is generated due to spontaneous
speech is very difficult. The available information is segmented, always this is not
problematic to find out the sentence boundaries but in some cases, it becomes a
panic issue in Natural Language Processing. Sentence boundary is an unscripted
speech which is labeled in a sentence either manually or automatically. Suppose
there are five speakers who are speaking a text, the speech is unscripted. How the
sentence boundaries are detected [12].

1.6 POS Tagging

This is a very basic problem which tags each word by its grammatical context in the
document. It assigns each word a proper morphosyntactic tag to each word in the
context the word appears. This is very useful for text to speech system, preprocessing
steps for syntactic parsing and corpus linguistics, etc. [13].

I am Suresh Sharma

The pos tagging is:

I_ am_ Suresh sharma_NN

This tagging assigns to each word as per the Penn Treebank corpus.

The POS tagging is very important in the information retrieval, text to speech
and automatic translation, etc., the supervised learning for POS Tagging is very
time-consuming and expensive approach. This approach is based on the manual
tagging of words. This approach getting the high quality of output with respect to
unsupervised learning. There are many words in the Arabic language which have
ambiguous meaning. This problem is solved by creating a statistical model for our
environment. This situationwill consultwith this statisticalmodel to take the decision
regarding POS Tagging of ambiguous words. If the tagging process is better then the
output quality is also high. The idea is tokenized theArabic languagewords andmake
the POS Tagging for those words using a conditional random field approach. This
approach gets knowledge from the field and create a model based on that knowledge
and tag the words as per that knowledge [14].

Molecular biology also uses the POS Tagging approach to find out the tagging for
words. This system which is used for its purpose, there are three approaches used:
molecular-biology names detector based on rules, handler of an unknown word, and
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a tagger based on Hidden Markov model which is used to tag the corpus with the
grammatical and molecular biology tags.

There is a large no of molecular biology data are freely available on the internet
for research purpose [15].

The approach for the Arabic language, which uses the Hidden Markov Model has
introduced by Selçuk Köprü. This paper explores different parameters to improve
the baseline system which is used for the Arabic pos tagging. This approach uses the
real-life application for tagging and it gets approximate 95.57% accuracy. The pos
tagger is widely used in many real-life applications such as Machine Translation,
etc. The accuracy of POS tagger has affected the quality and efficiency of the overall
system. This is basically used to label the words with POS Tag and other linguistic
information. The sentence is tokenized before tagging the word. This research has
used approaches for tagging: Rule-based tagging and stochastic tagging. The rule-
based approach process a set of rules for pos tagging but the stochastic tagging
approach calculate the probability of words pos tagging in a huge data set. Here we
analysis different aspect of Arabic POS Tagging and represent it in an HMM [16].

2 Literature Review

The System Required a Machine Learning Call Center Agent. The Literature
Reviewed to find out the Different Parameters and Dimension for modeling The
Sample Training Data and Extracting The Information and sentiment introduced
in 2000, which tells us the POS Tagging using Machine Learning. [11] introduced
in 2014 the Tokenization and POS Tagging using the morphological analyzer. [12]
introduced in 2011 which find out a solution for POS Tagging in molecular Biology
Scientific Abstract using morphological and contextual statistical information. [13]
was introduced in 2000 for POSTagging using theMachine LearningApproach. [14]
was introduce in—For improving the Tokenization and POS Tagging in Arabic. [15]
was introduced in 2004 for POS Tagging in molecular Biology Scientific Abstract
using Morphological and Contextual Statistical Information. [16] was to introduce
an efficient POS Tagging approach for Arabic in 2011. [17] introduced a newmethod
of virus detection which is based on the maximum entropy approach.

2.1 Problem Statement

In the Service-oriented Systemwheremany service components are deployed. Those
components are ready for use. There are several problems occur in day-to-day oper-
ations. The user either want an interface where can register his problem or contact
for help. In the traditional approach, we establish a call center and a human agent sit
there. User calls there and interacts with him for taking help regarding his service
model.
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The Research describes how we deploy a machine Learning agent, here introduce
the steps for extracting the information for getting the semantics of data. The POS
Tagging and entities are extracted from the user data to get the data semantic.

The main challenges for developing an English based interacting system are

1. How can understand the user input?
2. What can information extract for better understanding?
3. Same problem described by several users in a different manner.
4. We are generally talking about an entity but which?
5. How can extract the entities?
6. Entity Meaning depends on the context.
7. How my model extracts the entity meaning in different context.
8. The POS Tagging for my service environment.
9. How find out the sentence boundaries in different service environment?
10. Proper class identification using the maximum entropy approach.
11. Which tool can be used for implementation?
12. How can analysis the semantic of data?
13. There are several challenges in making a machine learning model. The model

takes the user input and generate most appropriate response.

The other challenges are

1. Analyze the Accuracy of User input.
2. How can the user understand his boundary in that system?
3. If the user crosses his limit then how to handle it.

These challenges have been overcome by making a better understanding of the
environment where the agent will be deployed.

Each environment has some entities and process. The research process under-
stands the involved entities and processes. The user involvement in the environment
for getting the service regarding those entities. The user gets the services or makes
an inquiry regarding those entities.

The Research Process considers an environment and analyzes the sample data for
extracting the knowledge and develop a call center agent development template.

The environment has deployed several services such as Email, Network, VPN,
etc. There are the following steps to overcome these problems of the Environment.:

Understand the environment. Consider all the entities involved in this environ-
ment. The research paper describes, how can extract the entities from user input?
Analyze the collected data for this environment. A deep study is required about
entities, sentence, and semantics about the service model. The data has classified so
that the appropriate path of conversation will be identified. How can we define the
Conversation Boundaries of our system? How can the conversation handle if the user
going out of track?
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3 Proposed Solution

The proposed solution is focused on the path to translate the user input into the appro-
priate response. The Research paper described the Implementation of Model using
the Apache Open NLP. The Apache open NLP has several APIs. The Conversation
is initiated on the basis of the following queries:

User talking about which service? Identify the Service.

Service Related to which Entity? Identify the Entity.

Identify sources to collect the previous sample data for Training Purpose and the
Training data and our requirement for making a logical conversational session so
that conversion reached some logical endpoint. Suppose we are considering a model
which replace a call center human agent in an environment where system providing
services for email, VPN, cloud, etc. The sample data which have the knowledge
about sentence boundaries and entities are save into a text file. This text file has the
labeling of sentence boundaries and entities. The text file is given to the Apache
Open NLP APIs which generate the training model for making a decision regarding
to extract the sentence or entities from the user input. The other dimensions which
have been explored by us are document classifier etc. All the data of call center is put
here with category and document. Such as if user-facing the Emaillogin issue then

Category = Email login

Issue is: login

The text file which given to the document categorization model has:

Category sentence

Emaillogin I have email login issue.

When the user talks with our agent it detect the category of document. This catego-
rization helps the agent for making a logical dialogue between agent and user.

3.1 Sentence Detection Model Implementation

Steps:

The implementation is based on the Apache open NLP API. It provides the API to
construct a stochastic model for a set of sample data [18].

Steps to create a sentence detection model for a set of sample data:

There are two methods:
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Method 1:

Step 1: Download the sentence detection model from Apache open NLP sentence
detection model.

Step 2: Enter a dialogue with the sentence detection model such as

User says: I have email. I have login issue in email.

Output:

Sentence 1: I have an email.

Sentence 2: I have a login issue in email.

Method 2:

Step 1: Collect all the call center sample data.

Step 2: This data saved in a text file, one sentence per line in sentence.txt. Which
have data as

I have an email. I have login issue in email.

Step 3: This file given to the training APIs of Apache open NLP.

Step 4: The generated Training model is saved in a file named “en-sent_custom.bin”.

Step 5: Now

User says: I have email. I have login issue in email.

Output:

Sentence 1: I have an email. I have login issue in email.

This output is based on our custom training model.

3.2 POS Tagger Model Implementation Steps

The Implementation for POS tagging use the Apache Open Natural Language Pro-
cessing API’s, the steps which used for its implementation is described below [18].

Step 1: Download the POS Tagger Training model.

Step 2: Take the user input and give to the sentence detection model. Each sentence
pass in the tokenization model which split the sentence into the tokens.

User says: I have login issue. I have an email account.

User input pass to sentence detection model which give the following output.
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Output:

Sentence 1: I have a login issue.
Sentence 2: I have an email account.

The sentence passes to the tokenization model and gets the tokens.

Step 3: each token pass to the POS Tagger model for labeling each word as per Penn
Treebank. This POS Tagging saved into a table for a further environmental study of
word context in the system environment.

Tokens: {‘I’,‘have’,‘login’,‘issue’}

These token pass to the POS Tagger model which labeled these tokens by Penn
Treebank.

3.3 NER (Named Entity Recognition) Model Implementation

The Named Entity is extracted from user input using the Apache Open Natural
Language Processing API. The implementation steps are described below. If we use
the existingmodel for NERExtraction then the output is not as per our environmental
requirement such as

I have an email issue.

The email is an entity, but if give user input to Apache Open NLPAPI’s with existing
training model then it fails to extract the email entity so we collect our training data
set from the expert system. Create a custom training model for NER. This custom
model used to extract the entities [18].

Step 1: Collect the sample data from the call center.

Step 2: Analyze the data and labeled the entities in the data.

I am unable to login in an email.

Entity labeling:

I am unable to <START:context> login <END> in <START:area> email <END>.

Step 3: The entity labeled data saved in a text file [19].

Step 4: The text file pass to the Apache Open NLP APIs to generate an entity extrac-
tion model.

Step 5: When the user enters the input then this model extracts the entity values for
our system parameters.
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3.4 Document Categorization Implementation

The documents are categorization as per the area of problem and context. The docu-
ments categorization will be done using the Apache open NLP API. The sample data
have been collected from the expert system. This sample data are given to Apache
open NLP APIs which generate the document categorization model [18].

Document categorization is a requirement based approach so this has not a pre-
trained model. We collect the data from the call center. Each sentence labeled with
the category. When the user established a dialogue with the agent. The agent takes
the input and consults with the document training model. This training model gives
the document category. This category guide our agent for response generation.

Generate the Document Generation training model:

The system generates the training model using Apache open NLP document catego-
rization APIs.

Steps for document categorization:

Step 1: Collect the sample data.

Step 2: Save the data in a text file: document-categorization.txt

Step 3: Pass the text file to the Apache open NLP APIs.

3.5 Sentiment Analyzer

The sentiment of user input will be extracted using the datum box machine learn-
ing framework API. There is three types of user sentiment are extracted such as
“positive”, “negative”, and “neutral” [20].

Steps for sentiment Analyzer;

The Datum box framework used for sentiment analysis;

Step 1: Write a program which is used for sentiment Analyzer.

Step 2: The sentence send to the sentiment analyzermodel which return the sentiment
of a sentence like “positive”, “negative” or “neutral”.

Step3: if a sentence has entities andnegative sentiment. This sentence has the problem
and area of a user problem.
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3.6 Call Center Agent Implementation

This algorithm is implemented in Java, which uses the above model for sentence
detection, Named Entity Extraction, and document categorization using Apache
Open NLP [18] and sentiment analyzer using datum box api [20].

Algorithm:

Step 1: Write a Program which accepts the user input.

Step 2: User input passed to the sentence detector module which returns an array of
sentences.

Step 3: these sentences tokenized to find out the POS Tagging for the user input. This
tagging is saved into a database for analysis each word tagging context in our call
center environment.

Step 4: Each Sentence passes through a NER Program model. This model extracts
the entities and the value of the parameter to establishing a meaningful conversation
with the user.

Step 5: If the same sentence has a domain, subdomain, and problem. This means,
this subdomain of the domain has the extracted problem.

Step 6: The input also passed through Document categorization module.

Example: emaillogin I am unable to login in email.

If category==“emaillogin” and domain=“email” and subdomain=“login” and prob-
lem=“unable” and sentiment=“negative” then

Response: Ok, you have the problemwith login in an email. Are you generate a ticket
for your problem, yes or no?

4 Result and Discussion

The paper describes the way to develop a call center agent which extracts different
parameters to find out the sentiment, meaning of user input, which assists our agent to
generate the most appropriate response and gives a human being interaction feeling
when call center agent respond back. Description of results when the user interacts
with the machine learning model:

Sentence detection Results:

User input: I have email. I am login problem.

Output:
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I have an email.

I am login problem.

Now generate a custom training model.

User input: email is not working.

Entities: nothing.

Now put the sentence with label entities in text file like

<START: domain> Email <END> is not working. The custom training model is
generated for entity identification.

User input: email is not working.

Entities: email (Tables 1 and 2).

Training sample data: one sentence in one line.

I have an email. I am login problem (both sentence this written in a single line).

Save in a text file and generate the statistical training model. Now call center agent
behavior.

Show the existing model responses and custom model with training sample with the
response (Tables 3 and 4):

POS Tagger:

Use the apache existing pos tagger training model for pos tagging in user input. The
word and its corresponding tagging saved in a database for further analyzing the
entity context.

Table 1 Entity extraction with the existing model

User input Existing model response

I am unable to login in Email Nothing

My email login is not running Nothing

Table 2 Entity extraction with custom model

User input Custom model Training sample data for
custom model

I am unable to login in Email Area : email [probability =
0.4584272427134401]

I am unable to login in
<START:area> Email
<END>

My email login is not running Area : email [probability =
0.4626091318397202]
context : login [probability =
0.45004963469780435]

My <START:area> email
<END> <START:context>
login <END> is not running
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Table 3 Sentence detection with the existing model

User input Existing model response

I have login issue. Unable to login Sentance1 I have login issue

Sentance2 Unable to login

I am unable to login. I have a broadband
connection

Sentance1 I am unable to login

Sentance2 I have a broadband connection

Table 4 Sentence detection with custom model

User input Custom model Training sample data for
custom model

I have login issue.
Unable to login

Sentance1 I have login issue.
Unable to login

I have login issue.
Unable to login

I am unable to login. I
have an broadband
connection

Sentance2 I am unable to login. I
have an broadband
connection

I am unable to login. I
have an broadband
connection

Document Classifier:

The classifier is a custom requirement based model. We save the sentence in a text
file with the category. When the user enters the input then this model returns the
category such as Document classifier training model generator take a text file which
has sentences such as

Category: Emaillogin

Sentence: I am unable to login in an email.

User says: I am unable to login in an email.

The sentence in the training model:

Emaillogin I am unable to login in an email [19] (Table 5).

Sentiment Analyzer:

Thismodel is implemented usingdatumboxAPI’s.User sentence split into sentences.
Each sentence sends to the sentiment analyzer. If the sentiment is negative means
user have some service-related problem [20].

Table 5 Category classifier
model

User input Existing model
response

Training sample
data for custom
model

I am unable to
login in email

Emaillogin Emaillogin I am
unable to login in
email
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User input: I am unable to login in an email.

Sentiment: negative.

5 Conclusion

There are many fields in computer science, where automation is not possible until
and unless the model is not understanding the human being language. The process
decision is based on the meaning of user interaction. That’s why we are not able
to develop a machine model which interacts with a human being and understand
his requirement, make a response as per that. The NLP provides the capability to
a machine to extract the communication meaning. This meaning used to take the
appropriate decision for generating the best possible response which fulfil the user
requirement. There are several methodologies as NER, POS Tagging, and sentiment
analysis used to get the correctmeaning from the human interaction. This information
extraction mechanism used to categories the user requirement and attach them with
the existing category using themaximum entropy approach. Each category has a kind
of response for users. What are the categories? how the particular category behave?
and what is the outcome of a particular category is based on the previous knowledge
and our existing model, is trained for those using the supervised training or trained
the model using different information extraction algorithms.

6 Future Work

This is a field where there is a great diversity of user interaction. The challenge
is to capture this diversity, to get the quality output so that interaction between
the user and machine learning agent reach at the most possible logical end. Is there
anynewparameterwhich explored to improve the output and improve the information
extraction methodologies to get better extraction results?
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Analysis of Energy Consumption
in Dynamic Mobile Ad Hoc Networks

Indrani Das, Rabindra Nath Shaw and Sanjoy Das

Abstract Energy is a very crucial parameter in Mobile Ad Hoc Networks since
mobile nodes are operated with this scarce resource. If nodes battery is drained, then
ongoing transmission in the network is disrupted and discontinued. Mobile nodes
can communicate with each other directly or multi-hop fashion. A mobile node
uses battery power while working in various modes, i.e., transmitting, receiving,
idle, and sleep. Routing protocols, MAC layer, and other network layers exchanges
various control packets for executing their task. Overall, performance of the network
indirectly depends on the battery power. So, wisely utilizing battery of individual
nodes may significantly increase the network performance and lifetime. We have
studied the energy utilization of individual node in the network.We have usedAODV
routing protocol for the analysis of individual node energy utilization in different
mode of their operation. Finally, we observed that in receiving mode nodes average
energy consumption is higher as compared to transmit mode operation.

Keywords Mobile nodes · AODV · Energy · Battery power · Lifetime ·MANET

1 Introduction

The energy of mobile nodes is conserved in Mobile Ad hoc Networks (MANETs)
with the help of energy models. This is a self-configured and spontaneously formed
the network. Mobile nodes in this network do not follow any fixed infrastructure.
Mobile nodes are very frequently joined and leave the network and create a void
in the network. Mobile nodes are operated through battery power, and this is a
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very scarce resource in this network. There is no mechanism for instant recharge or
sometimes batteries are non-rechargeable in nature [1]. Mobile nodes are moving in
the network randomly or follow a certain pattern depends on mobility model. They
can communicate with each other directly if nodes are fall in each other transmission
range and indirectly when they do not fall in each other direct transmission range.
In this case they formed a multi-hop communication pattern, where data packets are
traversed from the source node to destination through intermediate nodes. To achieve
seamless connectivity in this network depends on their direction, speed ofmovements
of nodes. In case, single node fails from the ongoing communication, thenwhole path
is broken and route discovery process initiate. This process consumes huge amount
of battery power and causes significant delay in the network [2].

In this paper, we have used AODV routing protocol for analyzing the power
consumption by individual nodes in various activities, so that overall network life
can be analyzed. The result analysis done with the help of variable node density
shows that with increasing simulation time power consumption of mobile nodes in
different activities are also increases. We have shown the power consumption of
individual nodes during data transmit and receive mode.

The paper is organized as; the literature review is discussed in Sect. 2. In Sect. 3,
briefly discussed methodology and experimental analysis. We have concluded the
paper with future work in Sect. 4.

2 Literature Review

There are so many research works in present days focusing on better utilization of
energy of mobile node, performance analysis of various routing protocols, a classi-
fication of energy-aware routing protocols, etc., are discussed in this section.

In [3], the authors proposed a cost metric while selecting a path this metric include
residual battery and traffic load at a node. Overall, the impact of varying CBR in
the term of average energy consumption is analyzed in this paper for varying CBR
applications. In this paper [4], a trust-based adaptive stable and energy-aware routing
protocol is proposed. In this protocol, the route discovery process finds a stable and
energy-aware path between source and destination node. This route ensures a stable,
reliable and more energy-aware path. This protocol gives better results as compared
to other routing protocol in the term of average end-to-end delay and packet delivery
ratio.

In [5] authors analyzed DSR, AODV, and OLSR routing protocols for energy effi-
ciency for MANET. This work used AODV, DSR and OLSR routing protocols for
the analyze energy consumption. Simulation result observation shows AODV con-
sumed more energy from beginning to end of the simulation. As compare to DSR
and OLSR, AODV consumes higher energy in the dense network scenario. There
is always a trade-off while choosing routing protocols for MANET, wisely choos-
ing will suddenly improve overall network performance as well as network lifetime.
In [6], analysis the energy consumption by the different process of AODV routing
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protocol. At the time of route discovery process node energy is not considered, due
to this packet drop occur, and this leads to link failure in the network. Therefore
system reinitiates RREQ message from the source node, leads to more energy con-
sumption. In this paper, authors proposed a modified AODV protocol which does not
consider the link failure problem and refrain itself from rebroadcasting of the mes-
sage again. The simulation result shows there is a significant improvement in energy
consumption. In [7], the issue of battery power utilization is addressed. The energy
consumption mobile nodes should be minimized to increase the network lifetime.
The authors proposedMinimum Power Consumption Routing (MPCR) protocol and
compared with other well-known power routing protocol Minimum Battery Cost
Routing (MBCR) and Minimum Total Transmission Power Routing (MTPR). The
results show that MPCR outperforms than MTPR.

In [8], evaluating the energy efficiency of DSR, DSDV and AODV routing pro-
tocols, including application, network and MAC layer operations and mobile node
operation mode such as idle, transmit, sleep and receive. The results show that a
substantial amount of energy is consumed at MAC layer [8].

In the ad hoc network [2], if a single node fails due to exhausted energy level of the
battery, then ongoing communication breaks due to the path break. Due to this, reini-
tiate the path discovery process activate and leads to unnecessary power consumption
and higher delay in delivery of data. Overall network performance is degraded. This
problem is addressed in [2] and proposed an Energy-Efficient AODV protocol (EE-
AODV). This algorithm comprises of energy survival and energy-saving phase. The
algorithm is capable of selecting shortest path and maintains the reliability of the
network.

To discover routes between source and destination node should be energy effi-
cient as well as uninterrupted communication support is always desirable. This paper
[9] investigates DSR, DSDV and AODV routing protocols for energy efficiency for
healthcare environments. The result analysis shows thatDSR is better energy efficient
hasmaximum remaining energy than other routing protocols. The nodemobility [10]
inMANET causes frequent link failure and create void in the network leads to packet
loss and disrupted ongoing communication. Thiswork [10] addressed the energy con-
sumption issues of routing protocols. The DSDV, DSR and AODV routing protocols
are included for the analysis The results show that DSDV consumes the minimum
energy, increase network lifetime. There are many [X10] energy-saving method-
ologies existing for analyzing energy consumption, which is included transmission
power, reception power, etc.,. In [11], the authors calculate the energy utilization of
node due to flow in MANET. The transmission and reception of the packets costs
is analyzed who is belong to a flow. In MANET, collision is very common and this
occurs due to the concurrent flows. To predict the collision additional energy is spent
by individual nodes and accurate measurement of this.

In MANET [12], network connectivity is maintained with the multi-hop wireless
ad hoc network, where nodes communicate to each other in this manner. Nodes
participate in ongoing transmission required additional energy while routing the
messages. In this paper, the effect of the following areas namely internetworking
between a multi-hop network, and the Internet and the energy utilization. The energy



238 I. Das et al.

considered as a function of number of gateways andnodemobility pattern is discussed
[12]. The experimental result shows that due to the increase number of gateways
significantly improves energy utilization of nodes in dynamic network scenarios.
This also helps in prevent network partition occurs due to the exhausted battery of
mobile nodes.

In the paper, [1] author uses the Markov chain for modeling nodes battery dis-
charge and energy consumption in ad hoc network is analyzed. The major goal of the
paper is to reduce the energy consumptionwith the help of selective start or shutdown
of components in the network. In [13] authors surveyed and classifies the existing
energy-aware routing protocols as transmission power control and load distribution
and sleep/power-down mode approach for MANETs. These algorithms minimize
energy required to transmit and receive packets. Also, nodes are spent energy while
in idle mode and only listening ongoing communication. The main purpose of this
survey, facilitate researchers with all kind advantages and disadvantages of existing
protocols and helps in design a more energy-efficient routing mechanism. In [14]
authors included a model for evaluating the energy consumption behavior of mobile
nodes inMANET. Energy-aware performance analysis of DSR, DSR-np, and AODV
routing protocols are done.

3 Methodology and Experimental Analysis

The major aim of our present work is to analyze the battery power consumption of
an individual node in the network. To closely monitor transmit and receive modes
of operation of mobile nodes we have used AODV routing protocol. Mobile nodes
can communicate with each other directly or multi-hop fashion. They are operated in
different modes like transmit, receive, idle and sleep mode. For every packet receive
or transmit nodes are spent a certain amount of energy. Our analysis focus on nodes
performance while working in transmits and receives mode, and howmuch energy is
consumed and left. A dynamic network scenario is considered her.We have varied the
simulation time to analyze and validate the energy consumption by AODV routing
protocol. The simulation parameters used in our analysis is given in Table 1.

3.1 Energy Consumption in Transmit Mode

In Fig. 1, we have shown the energy consumption of individual nodes for the sim-
ulation time 500 s during transmit mode. The minimum energy consumed by node
10 is 0.0117 due to less number of data packets send and less participate in sending
other control packets as well. Energy consumption is maximum by node 3 is 0.03162
because this particular node transmits a large number of data and control packets.
Energy consumption is varying for individual nodes throughout the simulation time.
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Table 1 Simulation
parameters

Parameter Values

Simulation time 500,1000 and 2000 s

Number of nodes 20

Network area 1500 × 1500

Number of channels 1

Path-loss MODEL Two ray

Antenna model Omnidirectional

Radio type 802.11b

Data rate 2 Mbps

Packet reception model PHY802.11b

Routing protocol AODV

Energy model Mica-motes

Mobility model Random waypoint

Pause time 1 s

Min. speed 0 mps

Max. speed 10 mps

Fig. 1 Energy consumption (simulation time 500 s.)

In Fig. 2, we have shown energy consumption of individual nodes for the simula-
tion time 1000 s during transmitmode. Theminimum energy consumed by node 17 is
0.025 maximum by node 3 is 0.04841. Energy consumption is varying for individual
nodes throughout the simulation time.

In Fig. 3, we have shown energy consumption of individual nodes for the simu-
lation time 2000 s during transmit mode. The minimum energy consumed by node
10 is 0.05313 maximum by node 3 is 0.08439. Energy consumption is varying for
individual nodes throughout the simulation time.

Mobile nodes working in transmit mode, energy consumption is higher for sim-
ulation time 2000 s. Energy is consumption is 54% higher than simulation time
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Fig. 2 Energy consumption (simulation time 1000 s.)

Fig. 3 Energy consumption (simulation time 2000 s.)

1000 s as compared to simulation time 500 s. Also, in simulation time 2000 s con-
sumed approximate 50% higher energy, as compared to energy consumption during
simulation time 1000 s.

3.2 Energy Consumption in Receive Mode

In the Fig. 4, we have shown the energy consumption of mobile nodes when working
in receive mode. We have varied the simulation time for proper analysis. The result
clearly shows that with increasing simulation time consumption on energy is also
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Fig. 4 Energy consumption (receive mode) with varying simulation time

increased. Energy consumption is increased average approximately 56% when sim-
ulation time increased from 500 to 1000 s and approximately 48% when simulation
time increased from 1000 to 2000 s.

3.3 Cumulative Energy Consumption

In Fig. 5, the comparison of energy consumption both in transmit and receivemode is
shown. Different simulation time is considered in analyzing battery power consump-
tion. From Fig. 5, it is clear that during receive mode nodes utilizes their maximum
energy. During simulation time 500 s overall nodes consumed 54% higher energy as

Fig. 5 Total Energy Consumed in (mWh) in receive and Transmit
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compared to mode work in transmit mode. Further, during simulation time 1000 and
2000 s nodes are consumed nearly 57 and 55% higher energy in receiving mode as
compared to transmit node.

4 Conclusion

In MANET, mobile nodes are operated with so many constraints like limited battery
power, dynamic network scenario, limited bandwidth, etc. Our study is to analyze
battery power consumption by various network activities i.e. receiving messages,
sending messages, sending control and other messages etc. Through simulation we
have observed that battery power gradually decreases with increasing simulation
time. Mobile nodes are operated in transmit, receive, sleep and idle mode. Energy is
dissipated while working in different modes. This study helps in analyzing the life-
time of the overall network. We have shown the individual node energy consump-
tion based on nodes activities. Our result analysis also shows that during receive
mode nodes are consumed higher energy as compared to transmit mode of opera-
tion. Longer simulation time more energy consumption. So, mobile nodes operate
for long time period definitely exhausted their battery power and create disrupted
communication in the network.

References

1. M. Heni, A. Bouallegue, R. Bouallegue, Energy consumption model in ad hoc mobile network
2. V.N. Palav, S.R. Bhosale, Energy consumption in MANETs using energy efficient AODV

protocol. Int. J. Adv. Res. Comput. Eng. Technol. (IJARCET) 3(4), 1463–1468 (2014)
3. S. Kabbur et al., Impact of CBR traffic on energy consumption in MANET, in IOP Conference

Series: Materials Science and Engineering (2017)
4. S. Sarkar, R. Datta, An adaptive protocol for stable and energy-aware routing in MANETs.

IETE Tech. Rev. 34(4), 353–365 (2017)
5. M.T. Sultan, S.M. Zaki, Evaluation of energy consumption of reactive and proactive routing

protocols in MANET. Int. J. Comput. Netw. Commun. (IJCNC) 9(2), 29–38 (2017)
6. A. Tiwari, I. Kaur, Performance evaluaron of energy efficient forMANET using AODV routing

protocol, in 2017 3rd International Conference on Computational Intelligence & Communi-
cation Technology (CICT), Ghaziabad ( 2017), pp. 1–5

7. R. Prasad, P. Shivashankar, Improvement of battery lifetime of mobility devices using efficient
routing algorithm. Asian J. Eng. Technol. Appl. 1(1), 13–20 (2017)

8. H. Xiao, D.M. Ibrahim, B. Christianson, Energy consumption in mobile ad hoc networks, in
2014 IEEE Wireless Communications and Networking Conference (WCNC), Istanbul (2014),
pp. 2599–2604

9. S. Abid, I. Shafi, S. Abid, Energy efficient routing in mobile ad-hoc networks for healthcare
environments. IJCSI Int. J. Comput. Sci. Issues 10(1), 497–505 (2013)

10. A. Kumar et al., Performance evaluation of energy consumption in MANET. Int. J. Comput.
Appl. (0975–8887) 42(2), 7–11 (2012)



Analysis of Energy Consumption in Dynamic Mobile Ad Hoc Networks 243

11. G. Allard, P. Minet, D.Q. Nguyen, N. Shrestha, Evaluation of the energy consumption in
MANET, in Ad-Hoc, Mobile, and Wireless Networks. ADHOC-NOW 2006, ed. by T. Kunz,
S.S. Ravi. Lecture Notes in Computer Science, vol. 4104 (Springer, Berlin, Heidelberg)

12. S.S. Rao, K.C.K. Reddy, Energy consumption model in MANET for mobile ad hoc networks.
Int. J. Res. Advent Technol., Special Issue, RAECE-2K19, pp. 51–57

13. C. Yu, B. Lee, H. Yong Youn, Energy efficient routing protocols for mobile ad hoc networks.
Wirel. Commun. Mob. Comput. 3, 959–973 (2003)

14. L.M. Feeney, An energy consumption model for performance analysis of routing protocols for
mobile ad hoc networks. Mob. Netw. Appl. 6, 239–249 (2001)



Improved ITCA Method to Mitigate
Network-Layer Attack in MANET

Nilesh R. Marathe and Subhash K. Shinde

Abstract MANET iswell known for its inherent feature of on-demand ad hoc estab-
lishment of network. ThismakesMANETa suitable option formany applications like
Disaster management, military applications, etc. But the mutual dependency among
the nodes make the MANET vulnerable for many attacks. Researchers had proposed
many solutions to make the routing in MANET secure, ITCA is one of the proposed
examples which tries to identify malicious activity and isolate infected nodes from
network through multiple dimensions. The Improved ITCA proposed in this paper
tries to make attack detection system real time and trust calculation adaptive to the
application-specific parameters. This will reduce the burden over source node, which
has been used by most of ACK-based solution for attack identification and isolation,
in turn tries to reduce the number of control packet required that optimize the over-
head and make the attack detection and isolation process more simple and faster. The
Improved ITCA introduces a lightweight real-time option for secured ACK-based
approach, whereas adaptive application-specific trust calculation parameters make
the system more robust or work efficiently even when percentage of malicious node
in the network is high.

Keywords MANET security · Ad-hoc security · Secure AODV · Black hole
attack · Trust · ACK-based system

1 Introduction

The self-organized, on-demand, infrastructure-less implementationof networkmakes
the MANET most useful for ad hoc applications. Many emergency services or
military-based application finds the MANET a very useful solution. The mutually
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dependent nodes inMANETcatches the attacker attention to exploitmanyvulnerabil-
ities and attacks. The infected malicious nodes are injected in the route establishment
to ruin the routing process and reduce the performance of system . While focusing
on ad hoc on-demand reactive routing option, AODV is most popular. THE RREQ,
RREP and RERR are the three major control packets used in AODV for route estab-
lishment. The attacker use mutual dependent nodes structure of MANET to threaten
routing process by exploiting the route establishment by advertising spurious RREQ
and REEP. In such scenario, making the route establishment process more robust and
data transmission more reliable is the major challenge for researchers. The solution
proposed many researchers can be bifurcated as IDS (ACK-based solutions) and
node reliability checkers (Trust based solutions).

EAACK [1], AACK [2, 3], TWOACK [4] are some of the examples of the ACK-
based IDS solutions. These systemsmake source node overburden by putting respon-
sibility of attack detection and malicious nodes isolation over it. It also delays the
process exact infected node isolation and lose lot of packets which reduce the per-
formance of the system. At the same time, it works with the belief that their tracking
system gets genuine response from nodes which are all honest. So verification of
nodes which act as a monitor for attack detection has to be incorporated in the pro-
posed IDS which demands to have an additional dimension in support of the existing
IDS solution to make it more efficient.

The published ITCA [5] method tries to support routing process from multiple
dimensions as IDS and Trust to mitigate network-layer attacks but still utilizes the
source node for attack detection. The proposed improved ITCA tries to make attack
detection process real timewhere every intermediate node involved in route is respon-
sible for attack detection and make the trust system adaptable to the application-
specific parameters. The new improved ITCA is elaborated in detail in this paper in
the following sections.

The paper is organized as Sect. 2 gives related work, Problem definition and Pro-
posed improved ITCA are given in Sects. 3 and 4 followed by Sect. 5 conclude the
paper.

2 Literature Survey

TheEAACK [1] proposed byShakshuki et al. is an IntrusionDetectionSystem (IDS).
It uses three modes, namely, ACK, S-ACK, and MRA. It will detect the malicious
link having two nodes declared as malicious using MRA report. So detection of
exact node is challenge than link which may have one legitimate node declared as
malicious.

Adaptive ACK (AACK) [2, 3] improvement over TWOACK successfully able to
reduce the overhead but again fail to reach exactmalicious node reach up tomalicious
link.

The TWOACK [4] scheme asks the every two-hop node in forward direction
toward destination and asks to send acknowledgment to the previous two-hop node
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in reverse direction in a group of three consecutive nodes. When any of the Two Hop
ACK is not received, it declares the group as malicious which will mark legitimate
nodes also malicious and affect on availability of nodes for data routing.

Patil has proposed Improved EAACK [6] scheme where it proposes the special
mode to find exactmalicious node. The last node in pathwhich transfers files success-
fully considered as trusted node and asks to give feedback using as NACK to source
node which then forwards special packet to next suspicious node if not responded
then declared as malicious. The system requires more control packet also it delays
the node detection which tends to more packet loss and overload the source node.

Swapnil has proposed the generic request reply based mechanism [7, 8], which
tracks the suspicious node based on reply of forwarded packet status given by each
node in response source node probing to each node and then the node which has
suspicious node in its vicinity ping the node with fake RREQ if responded then
declare as malicious. The attack detection is not real time so it does delayed detection
and also considers all nodes are legitimate and block malicious node.

The ITCA [5] proposed amultidimensional approach tomitigate the network layer
attacks. It improves the efficiency of routing process by supporting IDS and Trust-
based scheme. But puts a lot of burden on source node also the trust calculation may
be multi-attribute based so that additional factors can be considered in measuring the
node reliability.

Ullah [9] has enlisted different issues with trust schemes proposed for MANET
security. Themajor advantage of Trustmanagement schemes is it canwork in absence
of centralized controller for handling internal attacks on routing and forwarding pro-
cess. It recommends to have trust calculation based on direct and indirect information
as well as has to consider the Direct and Indirect trust calculation for concluding the
trust on any node. Thus, our proposed system incorporates the suggestions and pro-
vides the multi-attribute based trust model.

Cai has proposed an evolutionary self-cooperative trust (ESCT) [10] where every
node does the self-detection for direct neighbours as benign or malicious and cal-
culate trust for it. Then it initiates the cooperative detection and asks to share other
node experience to decide the node as malicious or genuine. For that, it needs to
broadcast hello messages periodically and maintain the a matrix of opinions which
will be overhead for mobile nodes so for lightweight applications it will be definitely
overhead in terms of traffic get generated, memory and also energy.

Ghonge proposed a reputation-based and trust-based module for detection of
selfish nodes in MANET [11]. The proposed algorithm consists of multiple modules
to select secured path for routing. It has neighbour monitoring module to observe
the behaviour of the neighbours then path ranker to rank the path according to the
positive or poor occasions. Involving much more attributes for path ranking might
help to improve the efficiency of the algorithm. It considers the RREQ and RREP
for concluding behaviour of the node which will be much single dimension that will
be the limitation of the proposed algorithm.
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Cross-layer approach collect the data from MAC and Network layer and tries to
attempt black hole attack [12]. If it results in the identification of some suspicious
activity then it initiates the malicious node detection process. The proposed method
broadcasts the fake request from source node to track and segregate the malicious
nodes. The broadcasting of fake request from source node may create a lot of traffic
rather if broadcasts for one hop only by specific nodewhich has the suspicious node in
his vicinity will control the broadcast traffic. Rather than collecting information then
detecting the attempt of black hole attack better to detect it run time and corrective
action can be taken immediately to improve the ongoing transaction delivery.

Nachammai [13] had proposed a method, which combines the Cooperative Bait
detection approach with RREQ and RREP based reverse tracing technique. The
concept of Fake RREQ is also incorporated in this mechanism but by tracing the
attack in a reverse way. This is again not real-time detection so once the transaction
gets hampered then it initiates the detection process, it is the major limitation of this
method.

3 Problem Definition

The main aim of the proposed system is to improve the multidimensional ITCA [5]
approach in terms of ACK and Trust-based solutions to reduce control packets over-
head and make it more efficient. It deals with some of issues as

– Make the attack detection system real time by involving each intermediate node
in the route as monitoring node so that source node is bit relaxed.

– Real-time approach increases the speed of attack detection with less control packet
required and avoid bottleneck at source node.

– Involve more attributes in trust calculation that can be re-configured according to
application used.

4 Proposed Framework, Improved ITCA

The consolidated multidimensional multi-attribute-based approach is key behind the
proposed methods elaborated in this paper. The ITCA [5] put the burden on source
node to track the malicious activity and detect the intentionally misbehaving nodes.
This will be time consuming and uses additional control packets that increases the
overhead. Rather if able to detect malicious activity at real timewith each nodewhich
observe this misbehaviour of neighbour immediately initiates the malicious node
detection process which will improve the efficiency of existing method ITCA [5].
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4.1 Improved Attack Detection and Malicious Node Isolation

Attack detection phase
In the existing ACK based methods like ITCA [5] EAACK [1], AACK [2, 3],
TWOACK [4] source node probe for the packet forwarding status to each node
in the route towards destination node as shown in Fig. 1.

As given in Fig. 1, source node A pings the node B, C and D which take part in
the route to reply packet forwarding status. The received reply from intermediate
nodes will be measured for declaring the attempt of attack. The nodes which reply
forwarding status as zero and the previous node of that node will be broadcast as
suspicious nodes. In EAACK [1] source node will trace the exact malicious node
whereas in Request Reply method proposed by Swapnil [8] any node which has
suspicious node in his vicinity initiates the exact malicious node isolation process by
initiating the fake request packet. But in both cases the node which tries to track the
exact malicious node may itself be also malicious, this has been taken care ITCA [5]
by allowing only forwarders to initiate the isolation process, explain in detail in
article published ITCA [5].

The ITCA can be improved by enabling each node participated in the route to
track the previous hop node behaviour based on the delay in packet delivery as shown
in Fig. 2.

Fig. 1 Attack detection in ACK based methods

Fig. 2 Attack detection phase improved ITCA
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After route discovery when a node forwards the RREP it expects the data to be
received within DataTimer duration from the previous hop node. The DataTimer can
be calculated using Eq.1 as given below

DataTimer =
{
2 ∗ RTT , Intial value

2 ∗
∑n

k=0(RTT )

n for all future transactions
(1)

So whenever packet delivery is delayed and the waiting time goes above average
that is the indication of presence of malicious node in the considered route which is
responsible for delay or loss of packet as shown in Fig. 2. This will force to initiate
the malicious node isolation phase.

Each node in the route keeps track of how many packets forwarded form source
to destination. When any one of the node involved in the route does not receive data
packet it can initiate the malicious node detection and isolation process. So rather
than depending on the source node to keep track, every node on the path is responsible
for tracking the attack.

Algorithm 1 elaborates the attack detection technique discussed. Attack detection

Result: Attack Detection System
initialization;
while Data_Transmission do

Intiate route discovery process;
Select the node with role as “forwarder” or “Recommender” to be part of route.;
if DataTimerexpires then

If node finds currently established or requested route inactive
Consider the node as suspicious node and initiate the node detection and isolation
process.;

end
end

Algorithm 1: Algorithmic steps for attack detection

phase has to be supported by systemwhich concludes the exact malicious nodes from
the list of suspicious nodes, it is performed by the isolation function explained in
next A.
Malicious node detection and isolation Phase
This process of the exact culprit identification is initiated by the intermediate nodes
in the route which senses the misbehaviour by previous nodes. So such intermediate
node forwards the fake request packet towards the suspicious node if it gets reply
then it declares that replied node as inherent malicious node and blacklist it to get
isolated from the network route. Flowchart for the same is shown in Fig. 3.

This explains in detail the first dimension of the improved ITCA that is ACK
based approach but more smartly designed malicious nodes may not respond to fake
request so they may not get tracked by only one dimension, it has to be supported
by Trust based approach a another pillar of the Improved ITCA explained in next
section.
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Fig. 3 Flow chart for
malicious node detection
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4.2 Node Reliability:Trust Value (trustValN)

Trust value is amajor of reliability of nodeswhich help to track dynamic behaviour of
malicious nodes. The trust calculations are possible to make simpler by considering a
single attribute but it can be made more stronger by incorporating more attributes for
direct trust calculation as given in Eq.2. The node has categories as Recommender,
Forwarder and User. The every node has given chance to showcase its reputation by
defining it by default as forwarder that is the trust value equal to 0.4 which updates
dynamically as given by Eq.2.

trustV alN =

⎧⎪⎨
⎪⎩
0.4, By default

trustV alN + 0.04, If IITCATrust ≥ 0.7

trustV alN − 0.08, otherwise

(2)

where IITCATrust given by Eq.3

IITCATrust = β ∗ (Sval) + α ∗ (Deliverytimeratio) (3)

Where, β + α = 1 are the weights assigned to the attributes Sval(4) and
Deliverytimeratio(5).

Satisfaction Value:- Sval

Sval =
n∑

k=0

(Wk)ak (4)

Wk is the weight assigned to attribute ak . These attributes are generalized as packet
size, number of packets forwarded successfully, etc., based on measures defined for
a specific application.

Delivery time ratio:- Deliverytimeratio

Deliverytimeratio = DeliverAct
DeliveryExp

(5)

It is the ratio of the ensured delivery time versus actual delivery time of the product.

5 Conclusion

On-demand establishment of networks is the key requirement of many ad hoc based
applications likeMilitary based, Disaster management, etc. The new upgrowing field
MANET is the best example of mutually dependent node network but it becomes
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major vulnerability for many attacks. So the researchers are trying to make the
MANET routing robust and secure. The proposed Improved ITCAmethod is the one
step taken tomake routing secure frommultiple dimensions tomitigate network layer
attacks. Since ITCA is implemented successfully usingQualnet the fewmodifications
in existing system suggested in this paper will improve the efficiency by reducing
overhead. Here the Improved ITCA tries to boost the speed of attack detection and
include the application specific attributes in trust calculation to broader the scope
and make system more generalized.
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Employing Machine Learning Models to
Solve Uniform Random 3-SAT

Aditya Atkari , Nishant Dhargalkar and Hemali Angne

Abstract We have employed a chosen set of machine learning models to solve the
3-CNF-SAT problem. Through f1-scores, we obtain how these algorithms perform
at solving the problem as a classification task. The implication of this endeavour is
exciting given the property of the NP-complete class problems being polynomial-
time reducible to each other.

Keywords NP-completeness · SAT · 3-CNF-SAT · Machine learning ·
Classification · SATZilla features · TensorFlow

1 Introduction

We seek to employ machine learning models to solve the 3-CNF-SAT problem, a
version of the satisfiability problem, and deduce how these models perform based on
the metric of f1-scores. The dataset used is the uniform random 3-SAT dataset from
the SATLIB repository. This uniformity refers to the fact that the variables in each of
the instances are distributed evenly in all of the instances of a dataset. This results in
the mean of variables participating in clauses to be the same for each instance. The
features used are a subset of SATZilla features used in [1]. These are features sets
derived from variable–clause bipartite graphs, variable–variable graphs and the ratio
of occurrences of positive literals to the negative literals of a variable throughout an
instance.

A linear classifier, dense neural network classifier, decision tree classifier, ran-
dom forest and naive Bayes models were trained on this dataset. The testing results
show that the models on this dataset, with the selection of said features, perform
underwhelmingly. Amongst them the random forest classifier gives the best f1-score
followed by the decision tree classifier.
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The Satisfiability problem, a representative of theNP-Complete class, is important
from both theoretical and practical perspectives. This problem occurs in a variety of
domains including hardware verification, security protocol analysis, theorem prov-
ing, scheduling problems, routing, planning, artificial intelligence as well as digital
circuit design. This paper looks to machine learning to find effective ways to solve
NP-complete problems by having the satisfiability problem be a representative of
the class. Endeavouring further to better the performance of these models to solve
SAT will have profound implications on numerous fields where an extension of the
problem does very much exist.

2 NP

Decision problems can be classified as P and NP, P problems are deterministic
polynomial-time problems, whereas NP problems are nondeterministic polynomial
time problems. Decision problems are assigned complexity classes (such as NP)
based on the fastest known algorithms. Therefore, decision problems may change
classes if faster algorithms are discovered.

It is easy to see that the complexity class P (all problems solvable, determinis-
tically, in polynomial time) is contained in NP (problems where solutions can be
verified in polynomial time), because if a problem is solvable in polynomial time
then a solution is also verifiable in polynomial time by simply solving the problem.
But NP contains many more problems, the hardest of which are called NP-complete
problems. An algorithm solving such a problem in polynomial time is also able to
solve any other NP-complete problem in polynomial time.

If there is a polynomial-time algorithm for even one of them, then there is a
polynomial-time algorithm for all the problems in NP-complete. Because of this,
and because dedicated research has failed to find a polynomial algorithm for any
NP-complete problem, once a problem has been proven to be NP-complete this is
widely regarded as a sign that a polynomial algorithm for this problem is unlikely
to exist. However, in practical uses, instead of spending computational resources
looking for an optimal solution, a good enough (but potentially suboptimal) solution
may often be found in polynomial time. Also, the real-life applications of some
problems are easier than their theoretical equivalents.

All NP-complete problems are reducible to each other i.e if a polynomial time
solution were to be found for one NP-complete problem then we’d have found a
polynomial time solution to all NP-complete problems. The reductions are all of
polynomial time. This is also known as polynomial-time reducibility.
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3 SAT Problem

We have defined the notion of an NP-complete problem, but up to this point, we have
not actually proved that any problem is NP-complete. Once we prove that at least
one problem is NP-complete, we can use polynomial-time reducibility as a tool to
prove other problems to be NP-complete. Thus, we now focus on demonstrating the
existence of an NP-complete problem: the circuit-satisfiability problem.

The aimof the circuit-satisfiability problem is to reduce a sub-circuitwhich always
gives unsatisfiable results. This would help a practitioner to replace the sub-circuit
by an off signal. Determining such sub-circuits can be tough hence, circuits are
reduced to formulae to further analyze them. The circuit-satisfiability problem is
hence reduced to formula-satisfiability.

This problem has the historical honour of being the first problem ever shown to
be NP-complete. We formulate the (formula) satisfiability problem in terms of the
language SAT as follows: An instance of SAT is a Boolean formula composed of

n Boolean variables: x1, x2, …, xn;
m boolean connectives: any Boolean function with one or two inputs and one

output such as∩(AND),∪(OR),∼ (NOT ),→ (implication),↔ (if and only if);
and parentheses. (Without loss of generality, we assume that there are no redundant
parentheses, that is, a formula contains at most one pair of parentheses per Boolean
connective.)

Equations in SAT can be of any form and require us to consider multiple cases to
handle these forms. The language of these equations can be reduced so as to prevent
us from considering too many cases for the equations but still maintaining the NP-
complete status of the problem. The problem derived after language restriction is
3-CNF-SAT. 3-CNF-SAT has 3 literals per clause, in Conjunctive Normal Form
(that is, conjunction of fundamental disjunctions) and is a satisfiability problem.

A Boolean or propositional Formula can be represented as an AND of ORs.
Example:(
x1 ∪ x2

) ∩ (
x2 ∪ x1

)

Where:
x1, x2, x2, x1 are all literals
c1 :

(
x1 ∪ x2

)
, c2 :

(
x2 ∪ x1

)
are both clauses

A formula is satisfiable if there exists a satisfying assignment.
Boolean expression in 3SAT form:
Expression containing 2 clauses, each clause containing 3 literals:
(x1 ∪ x2 ∪ x3) ∩ (x4 ∪ x5 ∪ x6)
(x1 ∪ x2 ∪ x3) ∩ (

x1 ∪ x5 ∪ x2
)

Expression containing 3 clauses each clause containing 3 literals:
(x1 ∪ x2 ∪ x3) ∩ (x4 ∪ x5 ∪ x6) ∩ (x7 ∪ x8 ∪ x9)
(x1 ∪ x2 ∪ x3) ∩ (

x4 ∪ x5 ∪ x6
) ∩ (

x1 ∪ x5 ∪ x3
)
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4 Dataset and Features

4.1 Features

Various considerations were made while selecting the features. For instance, the
presence of a literal in an equation whose conjugate doesn’t appear in the equation
increases the chance of the equation being satisfiable. This is because this literal can
be assigned a true value (true if its a positive literal and false if its a negative literal)
andwe can be assured that all clauses it occurs in will be true. Additional features that
influence the satisfiability of the equation were studied [1] and then implemented to
increase the accuracy of the prediction. In totality 23 features, inclusive of the class
label, were considered.

Generic features The generic features were number of variables in the instance,
number of variables in the instance, ratio of number of clauses in an instance to the
number of variables in an instance, and class label according to whether the instance
is satisfiable or not.

Variable–clause bipartite graph A set of features were related to the variable-
clause bipartite graph. In this graph variables and clauses in an instance are visualized
as nodes and an edge occurs between a variable and a clause each time a variable
occurs in that clause. These features are mean of the degree of clause nodes, variation
coefficient of degree of clause nodes, minimum of degree of clause nodes, maximum
of degree of clause nodes, entropy of degree of clause nodes, mean of degree of
variable nodes, variation coefficient of degree of variable nodes, minimum of degree
of variable nodes, maximum of degree of variable nodes, and entropy of degree of
variable nodes.

Variable–variable graph The next set of features were related to the variable-
variable graph, wherein all variables in an instance are visualized as nodes and an
edge occurs between variables if they occur together in a clause of the instance at
least once. These features are mean of degree of variable nodes, variation coefficient
of degree of variable nodes, minimum of degree of variable nodes, and maximum of
degree of variable nodes.

Ratio of number of positive to negative literals The next set of features relates
to the ratio of number of positive literal to the number of negative literals for every
variable in an instance. These features are mean of ratio, variation coefficient of ratio,
minimum ratio, maximum ratio, and entropy of ratio.

4.2 Dataset

Feature extraction will be done from the uniform random 3-SAT dataset from the
SATLIB repository. This dataset includes labelled files of instances with different
number of variables and clauses in the .cnf format. Altogether this constitutes to a
total of 6400 instances as described in Table 1.
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Table 1 Uniform random 3-SAT dataset constituents

Dataset Number of instances

uf20-91 1000 instances, all satisfiable

uf50-218/uuf50-218 1000 instances, all sat/unsat

uf75-325/uuf75-325 100 instances, all sat/unsat

uf100-430/uuf100-430 1000 instance, all sat/unsat

uf125-538/uuf125-538 100 instances, all sat/unsat

uf150-645/uuf150-645 100 instances, all sat/unsat

uf175-753/uuf175-753 100 instances, all sat/unsat

uf200-860/uuf200-860 100 instances, all sat/unsat

uf225-960/uuf225-960 100 instances, all sat/unsat

uf250-1065/uuf250-1065 100 instances, all sat/unsat

In uniform random 3-SAT, uniformity refers to the fact that the variables in each
of the instances are distributed evenly in all of the instances of a dataset, for the same
number of clauses and variables. This results in the mean of variables participating
in clauses to be the same for each instance. So the mean of degree of variable nodes
in the variable-clause bipartite graph comes out to the same of all instances in the
satisfiable as well as unsatisfiable collective. This also implies that this feature then
becomes useless for the classification task. Due to the nature of the dataset chosen,
a few other features can also be dropped without the performance of the models for
prediction being affected.

5 Training and Testing

There are a variety of machine learning algorithms that are available for the pur-
pose of classification. Those that are picked for this system are the linear classifier,
dense neural network classifier, decision tree, random forest classifier,Gaussian naive
Bayes, Bernoulli naive Bayes and multinomial naive Bayes. The linear classifier is
the most basic machine learning classification model. It uses sigmoid function as its
cost function. The linear classifier uses a linear combination of features to differenti-
ate the classes. This restriction makes difficult for it to form an appropriate decision
boundary. Hence, to implement a model that makes use of polynomial features we
have selected the dense neural network classifier. The activation function which is
used in this model is ReLu. Another non-linear classifier that we used is the decision
tree. The decision tree has a problem of high variance, overfitting, because of which
it doesn’t perform well on instances it has never seen before during training. This
drawback is overcome by using the random forest model. The random forest outputs
a class based on the value of several decision trees, with considering random subsets
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Fig. 1 Average loss for the linear classier as number of steps of training increase

Fig. 2 Average loss for the dense neural network as number of steps of training increase

of the feature set for each tree, which prevents it from overfitting. The last model
which we used is the naive Bayes classifier.

The naive Bayes classifier is based on Bayes theorem of probability and assumes
that all the features are independent of each other. We have implemented this model
just for comparison. The SATZilla features which used are dependent on each other,
the naive Bayes model, therefore, is not expected to perform efficiently.

Figures 1 and 2 show the tensorboard visualization of the training set for the
given dataset. The models which were visualized are the linear classifier and the
dense neural network. The linear classifier is trained for 1500 steps starting with an
average loss that lies between 0.00 and 2.00. As the training process progresses the
average loss goes on increasing reaching the global maximum at the 1500 steps. On
the other hand, the dense neural network’s maximum loss occurs when the training
process begins and goes on decreasing as the process is advanced reaching a global
minimum at 10,000 steps.
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6 Implementation

The cnf files from the datasets were sieved and put into a Python list. Each list
containing a list of instances, which included a list of clauses within each instance.
A clause was described by its three constituent literals as integers. A positive integer
corresponding to a variable and a negative corresponding to its conjugate. These lists
were then used to extract features to be stored in the feature dictionary. Each set of
features was calculated as discussed before.

These feature dictionaries were concatenated and put into pandas dataframes to
be modelled using the chosen machine learning models. A 0.33 split was made to the
dataset to produce the test and training sets using scikit-learn. The linear classifier and
dense neural network classifier was implemented using TensorFlow. The decision
tree, random forest with 30 estimators and naive Bayes models; Gaussian, Bernoulli
and multinomial were implemented using scikit-learn. The training of the linear
classifier and dense neural network were visualized using TensorBoard. The f1-
scores for the satisfiable, unsatisfiable classes and their weighted average from the
testing were recorded. The scores were plotted using matplotlib.pyplot to produce
bar graphs and line graphs.

7 Quantifying Results

To quantify the results obtained f1-score was used. Accuracy, when used, isn’t
entirely reflective of the performance of the algorithms. Whereas, precision and
recall, whose harmonic mean give f1-score are. This is especially relevant to the
data to be modelled in this system, since the flip in even a single bit can render into
changing the class that an equation belongs to. If a test set has, say, 100 instances off
of which 85 are satisfiable and if the trained model predicts the entire set to be satis-
fiable, it’ll still produce an accuracy of 0.85 which represents a decent performance
from the model but this, in actuality, isn’t the case.

Precision, recall and f1-score are given for each class label and then a weighted
average, according to support, of each of these class values is found. Considering
the confusion matrix, precision and recall are defined in terms of true positives, false
positives, true negatives and false negatives. Precision is the ratio of true positives
to the sum of true positives and true negatives for a class. Recall is the ratio of true
positives to the sum of true positives and false negatives of a class.

8 Discussion and Inference

The f1-scores show that the random tree classifier performs the best on both the
classes, SAT and UNSAT, from amongst the models employed. This is followed by
the decision tree and the dense neural network classifier. The values of weighted
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Table 2 Models chosen with corresponding f1-scores

Model Weighted average of f1-scores

Linear classifier 0.56

Dense neural network 0.59

Decision tree 0.62

Random forest 0.66

Gaussian naive Bayes 0.55

Bernoulli naive Bayes 0.44

Multinomial naive Bayes 0.59

Fig. 3 The f1-scores for each model with respect to the SAT class, UNSAT class, and weighted
average of these f1-scores

average of f1-scores are enlisted in Table 2 and visualised in Fig. 3 with an addition
of f1-scores for each class.

In Fig. 3, LC stands for Linear Classifier, DNN for dense neural network, DT for
decision tree, RFC for random forest classifier, GNB for gaussian naive Bayes, BNB
for Bernoulli naive Bayes, MNB for multinomial naive bayes.

Figure 4 shows the performance of eachof themodels as a line graph as the number
of variables in the instances of the test set increases. This performance is expressed as
a ratio of correctly predicted instances to the total number of test set instances for each
every variable. All the models perform well on the 20 variables, 91 clauses dataset
since it contained only satisfiable instances.During training, only satisfiable instances
were which created an inherent bias and had the models predict the satisfiable class
for all test instances. The random forest classifier gives an accuracy of above 0.50
throughout as the number of variables increase.
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Fig. 4 Fraction of predictions made correctly by each model as number of variables and clauses
in the instances increase

The naiveBayesmodels need an independent set of features that equally contribute
to the classification task. Both these conditions were not true in case of the features
chosen for this system. Having said that, multinomial naive Bayes performed better
than the other two naive Bayes models.

The models performed does not perform better and this could be owing to several
factors, including the choice of feature set, the choice of the feature set with respect
to the dataset chosen, the choice of hyperparameters for the models or the choice of
models itself.

9 Future Scope

In the future, we would want to employ more machine learning models along with
other techniques (Graph Neural Network [2], randomized algorithm approach) to
further our work in finding the best algorithm for solving the 3-CNF-SAT problem.
It must be noted that there are many different variations of a 3-CNF-SAT equation
and each can give optimum results with different algorithms and hyperparameters.

Further we would work to expand the datasets used and inherently the set of
features used in relevant models. This could mean that we would have to come up
with our own datasets.

Comparing models on the basis of parameters of time and space complexities
in addition to f1-scores of prediction would help us better evaluate and compare
the models used. Additionally, comparing these machine learning models with the
traditionally used approximate algorithmswould provide uswith a better comparison
of performance of the various machine learning models.
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Finally, just being able to determine if equations are satisfiable or not provides
us with a lot of valuable information. Being able to find a satisfiable assignment for
these satisfiable equations is also an NP-complete problem in itself. Being able to
solve this problem of finding an assignment provides us with a definitive solution to
a satisfiability problem.
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A Design and an Implementation
of Forecast Sentence Extractor

Benyatip Srichareon, Suparerk Manitpornsut and Prapas Pongdamrong

Abstract Strategic planning is a practical approach for researchers to conduct the
STEEP analysis. One of the most promising approaches for strategic planning is
the Foresight Framework. In the very first steps of Foresight Framework, however,
the environmental scanning is involved. This process is time-consumed since a very
large amount of data must be explored. To alleviate the time in such a process, this
study proposes a design and an implementation of the forecast sentence extractor by
using natural language processing and machine learning algorithm. The proposed
algorithm digests a long article and then provides a short list of forecast sentences.
Three feature selection approaches are tested. From the experimental studies, the
accuracy of the proposed algorithm is up to 85.10%.

Keywords Foresight Framework ·Machine learning · Classification · Natural
language processing

1 Introduction

Business data analytics has been widely adopted in enterprises, serving as a tool for
production planning, sale monitoring, marketing campaign monitoring, employee
performance measuring, customer loyalty program planning, etc.

Traditional business data analytics is mostly based on the “internal data”—data
within the organization, e.g., data in spreadsheets and databases. Enterprise tools,
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such as customer relationship management system (CRM), enterprise resource plan-
ning (ERP), and business intelligence system (BI), can exceptionally cope with this
kind of data.

Nonetheless, online social networks, e.g., Facebook, Twitter, and Instagram, have
been extensively embraced for both personal usage and enterprise communication.
Many organizations welcome this new approach of communication between them-
selves and their customers. As a result, social listening becomes a great tool for
enterprise to listen to the voices of customers. This process includes the interpre-
tation of customers’ questions and comments, the trends of number of “Shares”
and “Likes”, the age range of fan page visitors, etc. These data can be considered
as “external” data—data generated by others. While the majority of internal data
are structured, most of external data are unstructured—no predefined data model
or structure. Natural language processing (NLP), therefore, is usually exercised to
extract specific meaning from such data, e.g., sentiment and entities.

By continuously using both internal and external data in business data analytics,
enterprise can answer the questions, e.g., “What happened in the last quarter?” or
“What is happening today?”.

Based on merely historical data, however, the aforementioned approach failed to
answer the “long term” question, e.g., “What will happen in the next five years?”.

To answer such kind of questions, the strategic planning methodology could be
utilized. Foresight Framework [1] is one among the potential approaches for strategic
planning. As shown in Fig. 1, there are three major phases in Foresight Framework:
Inputs, Foresight Work, and Outputs.

Conventional approach in input phase is Delphi method [2], which is the polling
of experts’ opinions over several rounds to generate consensus about particular topics
or issues.

Fig. 1 Steps in Foresight
Framework
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There are three steps in the Foresight Work phase: analysis, interpretation, and
prospection. Data from the input phase are the analyzed by using clustering analysis,
pattern analysis, and trend analysis.

During the interpretation process, trends are used in STEEP Analysis (Social,
Technological, Economic, Environmental and Political Analysis) to delineate driving
forces of events of interest, for example, culture differences, alpha generation, big
data, global recession, global warming, and political intervention [3].

After interpreting the driving forces, the scenarios are developed in the prospec-
tion process. Scenarios can be categorized into possible, plausible, probable, and
preferable scenarios [4].

Finally, in the output phase, strategic plans are generated to accommodate the
scenarios. To adjust the plan, all these three phases may be repeated. Note that,
traditionally, all phases are done manually by strategic planners.

Presently, Delphi method is almost inapplicable due to too few experts in the same
vicinity, high operation cost (e.g., experts traveling cost, organizing cost), its time-
consumed characteristic, etc. We can overcome these problems to a certain extent
by automatically gathering related articles from experts over the world through the
Internet by using a web crawler. However, a new problem arises, too many articles to
be explored by strategic planners. To alleviate this problem, we propose the Forecast
Sentence Extractor, a tool that can extract “forecast” sentences from a long article.
Forecast sentences can help strategic planners to decide if such an article is related
to their issue of interest. The examples of forecast sentences are as follows:

The shining beacon in this despotic dashboard situation is Renault-Nissan-Mitsubishis recent
announcement that it will hand over its center stack infotainment system to Android starting
in 2021. [5]

The global IoT in healthcare market size is projected to reach USD 534.3 billion by 2025
expanding at a CAGR 19.9% over the forecast period, according to a new report by Grand
View Research, Inc. [6]

In the next section, the related works are discussed, i.e., natural language process-
ing and machine learning APIs. The proposed system is explained in Sect. 3. The
experimental studies and discussion are given in Sect. 4. Finally, the conclusion and
future works are presented in Sect. 5.

2 Related Works

2.1 Natural Language Processing

Fundamental operations of natural language processing (NLP) include tokenization,
part of speech tagging, name entity recognition, semantic analysis, and sentiment
analysis.
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In recent years, NLP has gained great interest due to social networks and demands
in text processing. There are many NLP tools in both proprietary and open-source
APIs, e.g., Stanford NLP [7], NLTK [8], Microsoft LUIS [9], and Intellexer [10].

Since the number of articles in input phase of Foresight Framework is extremely
high, manually classifying these articles by strategic planners takes time and is inef-
ficient. NLP together with machine learning algorithm can enhance this process by
classifying sentences in the articles if they are forecast sentences. By looking at the
forecast sentences, strategic planners can decide if the articles are of their interests
or if they should peruse the full articles.

Due to its open-source license, reproducible research results, and well-written
examples, Stanford NLP is utilized in the implementation of the proposed system.
More details of Stanford NLP APIs are explained in the later section.

2.2 Machine Learning APIs

Currently, machine learning (ML) is one of the very hot topics in computer science.
It has been integrated into a lot of applications, for example, keyword extraction by
using text clustering technique, user comment classification by using text classifica-
tion algorithm, and item recommendation in online store.

There are several machine learning APIs available for academic usage and for
commercial integration, e.g., Weka [11], RapidMiner [12], Azure Machine Learning
Services [13], Google Cloud AutoML [14], Apache Mahout [15], and Apache Spark
[16].

In this research paper, Apache Mahout is integrated into the proposed system.
Not only does it offers standard implementation of machine learning algorithms, it
is also very flexible to run either as the standalone application or as the distributed
application on Hadoop cluster [17]. In the next section, detail of the implementation
is explained.

3 Proposed System

Since the complete systemof Foresight Framework is very complicated, the proposed
system is only one part in input phase with the following assumptions:

– Articles are already collected from trusted sources and only their contents are
saved as text format in the file system. Other tags, e.g., HTML tags are removed.
These articles are the inputs of the proposed system.

– The proposed system extracts each article into sentences and then classifies them
if they are forecast sentences. The output from the proposed system, therefore, is
a list of forecast sentences.
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As discussed previously, Stanford NLP and Apache Mahout are used as the NLP
andML APIs. However, the abstract factory design pattern is applied to loosely cou-
ple ForecastSentenceExtractor from the underlined NLP and ML APIs.
As shown in Fig. 2, ExtractorFactory, CoreNLP and CoreML are interfaces,
while StanfordCoreNLP and Mahout-CoreML are our wrapper classes for
Stanford NLP and Apache Mahout APIs, respectively. The concrete implementation
of ExtractorFactory is SMEx-tractorFactory. With this design, NLP
engine and ML APIs can be effortlessly changed in the future.

There are two key methods in ForecastSen-tenceExtractor class: getForecastSen-
tences and isForecastSentence. The pseudocode of getForecastSentences is given in
Fig. 3.

Article is analyzed and parsed into sentences by parser and an object
from CoreNLP. Then, each sentence is tested against isForecastSentence
function. Strategy design pattern (not included in Fig. 2) is implemented for
isForecastSentence function to support three different feature selections and
allow different learningAlgorithm to be implemented.

ForecastSentence
Extractor

-isForecastSentence
+getForecastSentences

ExtractorFactory

+createCoreNLP
+createCoreML

CoreNLP

+parse
+getToken
+getNER
+getPOS

CoreML

+setAlgorithm
+train
+classify

StanfordCoreNLP

+parse
+getToken
+getNER
+getPOS

MahoutCoreML

+setAlgorithm
+train
+classify

SMExtractorFactory

+createCoreNLP
+createCoreML

Fig. 2 Class diagram of the ForecastSentenceExtractor

Function getForecastSentences(A : Article)
Sentence [] sentences = parser.parse(A)
Foreach(s : Sentence in sentences)
If s.isForecastSentence(), then
candidateList.add(s)

EndIf
End

Return candidateList

Fig. 3 Pseudocode for getForecastSentences
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PoS Only is the first feature selection approach of isForecastSentence,
listed as pseudocode in Fig. 4. Only word with the following PoS tags are injected
into data vector v: MD, VB, VBD, VBG, VBP, and VBZ. These tags are the labels
for various forms of verbs and modals. For the full list of PoS tags, please visit
the Penn Treebank Project [18]. Data vector v is the random-access sparse vector
and learningAlgorithm is the classification algorithm from CoreML that can
classify data vector v into categories according to the training data model. In this
case, there are only two categories: Forecast and Nonforecast.

During the training data preparation, we notice that many of forecast sentences
express expected year. We, therefore, add the year (if any) into data vector v as
shown in Fig. 5. By using named entity recognition (getNER) in CoreNLP, year
can be extracted from the sentence and checked if it is the future, not in the past.
This feature selection is named as PoS and Year.

The last approach of feature selection is Keyword and Year. In Fig. 6, all “key-
words” in a sentence are taken into account as the context to build the data vector v.
In addition, year (if any) is treated as the bias. The keywords are any words not in
the Stop Word List. Sample words in Stop Word List are as follows:

Function isForecastSentence (s : Sentence)
Token [] tokens ← getToken()
Foreach(t : Token in tokens)
pos ← getPoS()
If isVerb(pos), then

encoder.addToVector(t.Text, v)
EndIf

End
p = learningAlgorithm.classify(v)

Return p
End

Fig. 4 isForecastSentence: PoS Only

Function isForecastSentence (s : Sentence)
Token [] tokens ← getToken()
Foreach(t : Token in tokens)
pos ← getPoS()
year ← getNER()
If isVerb(pos) or isFuture(year), then

encoder.addToVector(t.Text, v)
EndIf

End
p = learningAlgorithm.classify(v)

Return p
End

Fig. 5 isForecastSentence: PoS and Year
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Function isForecastSentence (s : Sentence)
Token [] tokens ← getToken()
Foreach(t : Token in tokens)
If (isKeyword(t)), then
encoder.addToVector(t.Text, v)

EndIf
pos ← getPoS()
year ← getNER()
If isVerb(pos) or isFuture(year), then

bias.addToVector(t. Text, v)
EndIf

End
p = learningAlgorithm.classify(v)

Return p
End

Fig. 6 isForecastSentence: Keyword and Year

– Article: a, an, the.
– Preposition: e.g., in, on, under.
– Pronoun: e.g., he, she, they.
– Some Words: e.g., only, too, very, how, why, both, some, etc.
– Special Characters: e.g., full stop, tab, space, exclamation mark, question mark,
etc.

4 Experimental Studies

4.1 Classification Parameters

Online logistic regression algorithm from Apache Mahout APIs is assigned to the
learningAlgorithm object. As discussed previously, strategy design pattern is
utilized to allow other algorithms to be used in the future. In our experimental studies,
parameters are set as shown in Table 1.

Table 1 Parameters in
logistics regression

Parameter Value

Alpha 1.0

Decay exponent 0.9

Step offset 10,000

Lambda 3.0 × 10−5

Learning rate 20
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Table 2 Features selection Feature selection Accuracy

PoS only 73.72%

PoS and Year 79.44%

Keyword and Year 85.10%

4.2 Training and Testing Data

A thousand of Forecast and Nonforecast sentences (500 each) are collected from
various trusted sources, e.g., Harvard Business Review [19], Shaping Tomorrow
[20], World Economic Forum [21], Thai Productivity Institute [22], etc. Fivefold
cross validation technique is applied, thus eighty percent of all those sentences being
used as the training data and the rest as testing data.

4.3 Experimental Results

As explained in the previous section, there are three feature selection approaches
PoS Only, PoS and Year, and Keyword and Year.

In Table 2, the experimental results among these feature selection approaches are
compared. Comparing between PoS Only and PoS and Year, the accuracy of the
classification can be improved approximately 6% when Year as the bias is applied.
Moreover, in Keyword and Year, the accuracy can be further improved to 85.10%
when the Keyword is applied to build data vector v as well as the PoS and Year are
used as the bias. A recall for forecast sentences is also tested. The results are 86%,
87%, and 97% from PoS Only, PoS and Year, and Keyword and Year, respectively.

5 Conclusion and Future Works

The forecast sentences extraction, as a part of environmental scanning of the Fore-
sight Framework, is proposed. The logistic regression with three feature selection
approaches is applied as the machine learning algorithm.With the Keyword and Year
feature and logistic regression algorithm, 85.10% accuracy can be achieved.

However, in the advent of artificial intelligence age, there are plenty of classifi-
cation algorithms, e.g., decision tree, Bayesian and its derivatives, random forest,
etc. Additionally, there are various APIs available in the market. Among those exist-
ing APIs, Apache Spark, and TensorFlow are the most promising candidates. We,
therefore, will explore these two engines in our future works.

Furthermore, this research is only a part of the input phase inForesight Framework.
More advanced mechanisms are required to fulfill the requirement of ForesightWork
and outputs phases. That is the direction of our future research.
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Low Complexity Antenna Selection
Scheme for Spatially Correlated Multiple
Antenna Cognitive Radios

Sonali Chouhan and Tinamoni Taye

Abstract In the spectrum sharing cognitive radio networks, spectrum sensing using
multi-antenna can improve sensing performance by exploiting spatial diversity. But
because of multipath fading, the spatial correlation arises which depends on the
antenna spacing and angle of arrival. This spatial correlation degrades the sensing
performance significantly. In this paper, a low complexity antenna selection scheme
has been proposed to reduce the effect of spatial correlation and enhance the system
sensing performance. In the proposed scheme, all possible less correlated antenna
combinations are identified. The total sensing sub-slots are divided by the antenna
combinations considered for sensing. In one sensing sub-slot one combination is
being used. The theoretical results are verified with the simulations. The simulation
results show that the proposed scheme outperforms conventional antenna selection
schemes and detection probability approaches unity.

Keywords Cognitive radio · Antenna selection · Spectrum sensing · Spatial
correlation

1 Introduction

Increasing demands for radio spectrum and continuous additions of new standards
in wireless communication introduces spectrum scarcity problems. To solve this
problem Cognitive radio (CR) technology emerges as a promising technology which
allows the coexistence of licensed users and unlicensed users by sharing the avail-
able spectrum in an opportunistic manner. It promises an efficient utilization of the
available radio spectrum. In this coexistence, priority is given to licensed users. To
guarantee the priority to the licensed user (primary users (PUs)) and to avoid inter-
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ference, unlicensed users (secondary users (SUs)) must be able to sense the spectrum
hole efficiently as well as maintain their transmission reliably [1].

In this scenario, the most important function of the CR is spectrum sensing. In
practice, the presence of fading and shadowing adversely affect the sensing per-
formance [2]. To improve the sensing performance, multiple antennas are used to
capitalize on the spatial diversity [3] In the multi-antenna scheme, all the anten-
nas are used for simultaneous sensing and it improves the system performance, but
spatial correlation due to antenna spacing degrades the system performance of the
energy detector [1]. Spectrum sensing for multi-antenna cognitive radio using the
generalized likelihood ratio test [4] outperforms the standard energy detector, but it
is too complex to implement. Antenna selection can be implemented either at the SU
transmitter or at the receiver. The authors in [5] implemented the antenna selection
at the transmitter and proposed to select one out of N antennas. Antenna correlation
was not taken into account. The multiple transmit antenna selection is considered in
[6, 7]. For optimal antenna selection, a full-scale search was conducted over all the
possible combinations in [6]. This increases implementation complexity. The work
does not consider the spatial correlation among the selected antennas. To accom-
plish the task of spectrum sensing, antenna selection at the receiver is needed. To
improve the system performance of a multi-antenna system, receiver antenna selec-
tion based spectrum sensing is proposed in [8]. The author proposed an antenna
selection scheme where certain number of selected set of antennas are being used for
sensing in a fixed time period. It shows some improvement, but it does not exploit
all possible antenna combinations to reduce the spatial correlation effect. A single
receiver antenna is selected in [9, 10].

In this paper, we propose a multiple antenna selection scheme which takes into
account the effect of spatial correlation and improves the spectrum sensing perfor-
mance by simultaneous sensing. In such a scheme the RF-chains required at the
receiver are less than the receiver antennas, hence reduces the receiver complex-
ity. In the proposed scheme, the maximum possible combinations of less correlated
antennas are identified. Time diversity is also considered. The main contributions of
this paper are

– The proposed work exploits all the possible RF combinations of antenna based on
the distance effect on spatial correlation.

– The proposal exploits the temporal diversity to improve the multi-antenna CR’s
sensing performance.

– The proposed scheme is a low complexity solution.

The paper organization is as follows. The system model is presented in Sect. 2,
performance analysis is discussed in Sect. 3, Simulation results and analysis of the
proposed schemes are described in Sects. 4 and 5 concludes the paper.
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2 System Model

Consider a CR system in which licensed PU coexists with the unlicensed SU sharing
the same radio spectrum. SU tries to access the radio spectrum opportunistically by
sensing PU in the interested radio spectrum. The absence or presence of PU can be
formulated by using the binary hypothesis test as

H0 : ym(n) = um(n) (1)

and
H1 : ym(n) = √

γhms(n) + um(n) (2)

respectively, where ym(n) is the nth (n = 1, 2, …, l) discrete received-signal sample
at SU receiver antenna m, m = 1, 2, …, M . M is the number of receiver antenna at
the SU. s(n) is the transmitted primary signal which is an i.i.d. random process with
zero mean and σ2

s variance, i.e., CN (0, σ2
s ) and um(n)∼ CN (0, σ2

u) is the nth noise
sample in the sensing time. s(n) and um(n) are assumed to be independent over time
and correlated over distance and um(n) is independent of s(n). γ is the expected SNR
at each receive antenna.

The channel coefficient hm ∼ CN (0, 1) is considered to be different for each
antenna but they are spatially correlated. Channel vector h, having entries of hm , is
given as

h = √
Rxu (3)

whereRx = E[hhH] is M × M correlation matrix and u is the noise vector of length
M and CN (0, 1). The correlation matrix is Toeplitz symmetric matrix whose entries
Ri j are given as

Ri j =
{
1 i f i = j
ρ i f i �= j

(4)

where spatial correlation coefficient ρ is in the range of 0 ≤ ρ ≤ 1.
In the proposed antenna selection scheme, M number of antennas are employed at

the sensing node and L RF-chains are available for sensing purpose, where M ≥ L .
Out of MCL possible combinations, adjacent antenna combinations are not consid-
ered because of the distance effect on spatial correlation, i.e., except the highest
correlated combinations, all other combinations are considered for sensing. Now,
instead of choosing one best combination, we use all chosen combinations. This way
we reduce the computational complexity of the antenna selection. All chosen com-
binations C are not being used for simultaneous sensing, but the total sensing time
T is divided into the C sensing sub-slots Ts , Ts = T

C . Every antenna combination
senses the channel in the Ts sub-slot. Antenna used in one sensing sub-slot may be
used in another sub-slot. The illustration of the proposed antenna selection scheme
is given in Fig. 1.
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Fig. 1 Antenna selection scheme

After completing the sensing of all antennas, sensing information is being gleaned
from different time slots by using weight factor gm and with energy-detector signal
detection is being processed. The energy-detector test statistic is

T (y) =
C∑

m1=1

g2m1(

L∑

m=1

Tm(y)) (5)

where gm1 is the weight factor and is given by

gm1 = 1√
C
.

For the mth antenna the energy-detector test statistics is

Tm(y) = 1

N1

N1∑

n=1

|yn(n)|2 (6)

where N1 is the number of samples in one sensing sub-slot and is given by N1 = N
C .
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3 Performance Analysis

The proposed scheme’s performance is derived in terms of probability of detection
Pd and probability of false alarm Pf . For a large N, by using central limit theorem,
the PDF of T (y) under both hypotheses is derived. For M antennas, L RF-chains,
and C antenna combinations with a chosen threshold (ε), the detection probability,
and false alarm probability is

Pf (ε) = Q

((
ε − σ2

u

σ2
u

) √
N1C

)
(7)

and

Pd(ε) = Q

⎛

⎜⎜
⎝

((
ε
σ2
u

− 1
C

∑C
m1=1

(∣∣hm1

∣∣2γ + 1
)) √

N1C
)

√
1 + 1

C

(∣∣hm1

∣∣4γ2 + 2
∣∣hm1

∣∣2γ
)

⎞

⎟⎟
⎠ , (8)

respectively. The probability of missed detection Pm can be calculated by Pm =
1 − Pd . For a given Pf , the detection threshold ε can be calculated as

ε

σ2
u

− 1 =
(
Q−1(Pf )√

N1C

)
. (9)

For a target detection probability (P̄d ) and false alarm probability (P̄ f ) we can
express the Pf and Pd , respectively, as

Pf = Q

⎛

⎜⎜
⎝

√(
1 + 1

C

(∣∣hm1

∣∣4γ2 + 2
∣∣hm1

∣∣2γ
))

Q−1
(
P̄d

)

+
√( N1

C

) C∑

m1

∣∣hm1

∣∣2γ

⎞

⎟⎟
⎠ (10)

and

Pd = Q

⎛

⎜⎜⎜⎜
⎝

(

Q−1(P̄ f ) −
√

N1
C

C∑

m1=1

(∣∣hm1

∣∣2γ
))

√
1 + 1

C

(∣∣hm1

∣∣4γ2 + 2
∣∣hm1

∣∣2γ
)

⎞

⎟⎟⎟⎟
⎠
. (11)
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4 Simulation Results and Discussion

In this section, we evaluate the sensing performance of the proposed scheme with the
following parameters. For the presented results, sensing time considered is T = 1ms.
CR employs M = 4 antennas and L = 2 RF-chains for sensing. Out of M antennas,
L antenna combinations are being used for simultaneous sensing in one sensing sub-
slot. For this case, as per the proposed antenna selection scheme, C = 3 sub-sensing
slots are there. We consider the fast varying channel and hence the information in
one sensing sub-slot is not correlated with another sensing sub-slot. The SNR of the
primary signal is set to be −10 dB. The collected sensing information is combined
by using (5). The channel coefficients are derived by using the spatial correlation
matrix given in (3). For the near most antennas, spatial correlation is considered as
ρ1 = 0.9 and for the farthest antennas, it is considered as ρ2 = 0.3. The probability
of detection is set at Pf = 0.1 and threshold is calculated by (9).
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Fig. 2 Sensing performance of CR with SNR = −10 dB, ρ1 = 0.9, ρ2 = 0.3
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4.1 Probability of Detection

The plot of probability of detection versus sensing time, shown in Fig. 2, for the pro-
posed antenna selection strategy with C = 3 and compare it with the conventional
one pair of antenna selection (C = 1) and pairs of antenna without repeating anten-
nas in sensing sub-slots (C = 2). It is evident that the proposed scheme with C = 3
outperforms C = 2 and C = 1 without increasing receiver complexity. The proba-
bility of detection reaches close to unity of the proposed scheme. The Monte Carlo
simulation results are very well in accordance with the theoretical results obtained
by the analysis presented in the Sect. 3.

In Fig. 3, sensing performance with correlation coefficients ρ2 = 0.6 and ρ2 =
0.3 is shown. It is seen that with less correlation the sensing performance further
improves.
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Fig. 3 Sensing performance of CR with SNR = −10 dB, ρ1 = 0.6, ρ2 = 0.3
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Fig. 4 Sensing performance of CR with respect to SNR

4.2 Effect of SNR on Sensing Performance

The sensing performance in terms of probability of missed detection Pm with respect
to various SNR values is shown in the Fig. 4. The proposed solution with C = 3
outperforms the other two schemes with C = 2 and C = 1. It is seen that the perfor-
mance improves as SNR increases.

5 Conclusions

We proposed an antenna selection scheme to reduce the effect of spatial antenna
correlation on the detection performance of secondary users. The proposed scheme
exploits temporal diversity as well as spatial diversity and by suitable selection of
antennas with the consideration of distance factor on spatial correlation, performance
improvement has been shown. It is seen that the proposed scheme with maximum
possible antenna combinations outperforms the existing antenna selection schemes.
The simulation results are also verified by the theoretical analysis. The performance
improvement achieved in this work does not increase the receiver complexity.
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Fair Comparative Analysis
of Opportunistic Routing Protocols:
An Empirical Study

Jay Gandhi and Zunnun Narmawala

Abstract Fair comparative analysis of opportunistic routing protocols plays a vital
role in selecting a suitable routing protocol for various applications of opportunistic
networks. In this paper, we have analyzed the performance of the routing protocols,
namely, EPIDEMIC, Spray and Wait, PROPHET, First Contact, Direct Delivery,
MaxProp, WaveRouter, and LifeRouter. The ONE simulator is used for this empir-
ical study. This study measures the performance of protocols based on Delivery
Probability, Overhead Ratio, and Average Latency with different mobility models
as well as real-world mobility traces. The simulation results surprisingly show that
Spray and Wait outperform all the other protocols in almost all scenarios. Further,
CAHM mobility model is able to mimic real-world mobility closely resembling
real-world mobility traces of different network densities.

Keywords Opportunistic networks · Delay tolerant networks · ONE simulator ·
Routing protocols · Real-world mobility traces · Synthetic mobility models

1 Introduction

Opportunistic Networks have evolved from Mobile Ad hoc Networks (MANET) in
which contemporaneous path between two nodes is not always available [1–3]. Due
to this and rapid changes in topologies as a result of mobility of nodes, opportunistic
networks use store-carry-forward mechanism. The main objective of routing pro-
tocols in these networks is maximizing the message delivery and minimizing the
message latency with minimum network overhead [4].

There are mainly two categories of routing protocols: Flooding-based and
Forwarding-based [5]. Flooding-based protocols forward a message to “sufficient”
number of nodes and hope that the destination node will receive it. Forwarding-based
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protocols take message forwarding decisions based on the network information col-
lected from other nodes which are coming in contact. In this paper, we study four
flooding-based (EPIDEMIC [6], Spray and Wait [7], First Contact [8], and Direct
Delivery [8]) and four forwarding-based (PROPHET—Probabilistic Routing Proto-
col Using History of Encounters and Transitivity [9], MaxProp [10], WaveRouter
[3], and LifeRouter [3]) routing protocols by simulating them with mobility models
and real-world mobility traces, namely, CAHM (Community Aware Heterogeneous
Human Mobility Model) [11], Map-based movement [8], Infocom05 [12], Info-
com06 [12], Reality [13], Cambridge [12], and Sassy [14] in ONE simulator [8].

1.1 Opportunistic Routing Protocols

EPIDEMIC routing is flooding-based routing approach [6]. Each node transmits
messages to all nodes which come in contact. Spray and Wait algorithm limits this
flooding by restricting the maximum number of allowable copies (L) for each mes-
sage [7]. The PROPHET is probability-based routing algorithm. Each node uses a
delivery probability metric to decide whether to forward a message to another node.
In the First Contact routing algorithm, a node delivers the message to another node
it encounters first and this continues till the message reaches to the destination. In
the Direct Delivery approach, the sender node does not forward the message to any
other node but delivers the message directly to the destination node if they encounter
each other. MaxProp is based on prioritizing the packet transmission schedule and
packet drop schedule. Like Prophet, MaxProp also checks if the nodes are likely to
meet with the destination node. It uses Dijkstra’s algorithm to calculate node to node
path using meeting probability. MaxProp removes the delivered message from the
network [10]. In WaveRouter, each node receives a message, forwards and stores it
for a particular time interval then deletes it. After deleting, the node does not accept
that message for a while. All the nodes act in this way to move the message in waves
through the grid [3]. LifeRouter is based on the custom Game of Life Simulator [3].
It determines the position of neighbor nodes using radio range. The router uses a
parameter, namely, nmcount that defines the pair n, m. The message is replicated to
the new node or not is based on a value of n and m with number of connected nodes:
k [3].

The performance of opportunistic routing protocol can be examined by Delivery
Probability, Average Delivery Latency, Overhead Ratio, Buffer Utilization, etc. [8].
These performance results are dependent on various network parameters like Traffic
Load, Transmission Range, Node Contact Pattern, Node Density, and many more.
Our study on the comparison of the opportunistic routing protocols mainly focuses
on Traffic Load (message interval) and Node Contact Pattern. Traffic Load is the
amount of traffic generated in the network. If the message interval is less, it means
that the traffic load is more. Number of contacts per second is an average number of
contacts between nodes in one second. This study also shows how individual protocol
performed on different movement models and real-world traces. The study does a
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fair comparison of routing protocols to help researchers and network designers in
selecting and developing appropriate routing protocol for their opportunistic network
scenario.

2 Simulation Setup and Description

2.1 ONE Simulator

For the empirical evaluation, we use the Opportunistic Network Environment (ONE)
simulator. It is a java-based tool which has simulation capabilities for the opportunis-
tic network. This framework is capable of generating mobility patterns, simulate
real-world traces, routing messages between devices, the graphical user interface to
visualize node movement, and reporting of evaluation metrics [8].

2.2 Mobility Models and Real-World Traces

In this paper, we use seven mobility scenarios referred to as CAHM, Map-based
Movement, Infocom05, Infocom06, Reality, Cambridge, and Sassy dataset. In which
CAHM and Map-based Movement are mobility models whereas the other five are
real-world traces. Infocom05, Infocom06, and Cambridge are collected by Haggle
project, Reality dataset is from the MIT Reality Mining Project and Sassy is from St
Andrews University.

• CAHM: Community Aware Heterogeneous Human Mobility (CAHM) model
formsoverlapping community structure andmoves nodes basedonhumanmobility
characteristics derived from real-world mobility traces and human social behavior
[11].

• Map-based Movement: In this mobility model, node movement is decided based
on a predefined real map. It consists of three movement models, namely, Random
Map-based Movement, Routed Map-based Movement, and Shortest Path Map-
based Movement [8].

• Infocom05: It is a real-worldmobility trace generated from Infocom student work-
shop. Bluetooth devices were distributed among 50 students who were attending
it. Students carried them (imote) in the Infocom 2005 conference for 4 days. The
neighborhood scan was done by imote every 2 min [12].

• Infocom06: It is similar to Infocom05 except on a larger scale. The Bluetooth
device was carried by 80 students for 5 days in the Infocom 2006 conference. The
conference area spanned on three floors, and 34 participants were divided into four
groups based on their academic affiliation [12].

• Reality: It is an experiment performed at MIT in which 100 smartphones were
given to students and staff for 9months. These devices were Bluetooth enabled and
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performed device discovery every 5 minutes. This study collected approximately
5,00,000 h of data on the users’ communication, location, and devices usage [13].

• Cambridge: In this experiment, two types of contacts were collected, namely,
internal and external. Imotes were distributed among 70 students and researchers.
Imote recording contact of another imote is known as internal contact and imote
recording Bluetooth contact with another external device is known as external
contact. The experiment was conducted for 11 days to collect information [12].

• Sassy: In this experiment, T-mote deviceswere distributed among27 staffmembers
of St. Andrews University. The experiment was conducted for 79 days in which
staff members carried the device whenever possible. T-mote can detect the device
within a range of ~10 m. The device encounter events are stored and uploaded to
a central database via base stations [14].

2.3 Simulation Parameters

The Table 1 shows simulation parameters used for the simulations done in the ONE
simulator.

3 Simulation Results

This section shows the simulation results of opportunistic routing protocols, namely,
Direct Delivery, First Contact, EPIDEMIC, PROPHET, Spray and Wait, MaxProp,
WaveRouter, and LifeRouter with different mobility models and real-world mobility
traces described in Sect. 2. For performancemeasure, Delivery Probability, Overhead
Ratio, and Average Latency metrics are used.

For simulation, we have used Opportunistic Network Environment Simulator
(ONE) simulator. The simulation parameters used in the experiments are described
in Table 1. Protocol specific parameters for PROPHET and Spray and Wait are
as follows: For PROPHET, the values of Pini, β, and γ are 0.75, 0.95, and 0.98,
respectively. In Spray and Wait, increasing number of message copies increase the
delivery probability but also the overhead. We have kept number of copies at 8, as
beyond this value, the protocol’s performance improvement is not significant. In
LifeRouter, the change in value of n, m plays significant role in performance. In our
simulation, the value of n, m is varied between 0 and 5 based on different mobility
scenarios.

To have fair comparison, all network parameters are kept same for all scenarios.
Particular care has been taken in choosingCAHMandMap-basedMovementmodels’
parameters to keep average number of node contacts per second with these models is
same as Infocom06 traces and is comparable with average number of node contacts
per second in Infocom05. ForReality andSassy, number of contacts per secondvalues
are quite low because of low node densities due to larger area. Further, for CAHMand
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Table 1 Simulation parameter settings

Simulation time 86,400 s

Interface Bluetooth

No. of nodes Mobility Models-100
Infocom05-41, Infocom06-98, Reality-97
Cambridge-54, Sassy-27

Transmit speed 250 KB/s (2Mbps)

Buffer size 100 MB

Message TTL 300 min

Message size 50 KB–1 MB

Message interval 5, 20, 35, 50, 65 s

Warm-up time 1000 s

Avg. number of contacts per second Reality traces: 0.37 contacts/s
All other scenarios: ~1 contact/s

Map-based Movement models, average of 10 simulation runs with different random
seeds is taken for all performance measures.

Figure 1 shows that EPIDEMIC, PROPHET, Spray and Wait, and MaxProp have
better delivery probability as compared to other single-copy routing protocols. For
Reality traces, the delivery probability is low due to very low average number of node
contacts. Further, EPIDEMIC performs worst with Reality traces. Due to random
flooding, buffers’ of nodes which come in contact with each other frequently get full
andmessages are dropped before they can be delivered to harder-to-reach destination

Fig. 1 Delivery probability versus routing protocols
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nodes. WaveRouter and LifeRouter have also better performance compared to Direct
Delivery and First Contact router in terms of delivery probability.MaxProp and Spray
and Wait are preferred choice to achieve better delivery probability. Overhead ratio
is defined as ratio of total number of messages relayed by all nodes to other nodes
which are not destinations and total number of messages successfully delivered to
destinations.

As shown in Fig. 2, overhead ratios of EPIDEMIC, WaveRouter, and LifeRouter
are quite high in comparison to other protocols as expected. Further, overhead ratio of
protocols is quite high in Reality and Sassy traces scenario as compared to other sce-
narios because of very less number of successfully delivered messages as compared
to other scenarios due to very low node density. Also, overhead ratio of PROPHET
is quite high as compared to Spray and Wait and MaxProp in all scenarios even
though their delivery probabilities are comparable in different scenarios. So, it is
evident that Spray and Wait and MaxProp should be the protocols of choice out of
all the protocols compared in this paper. The conclusion is contrary to the widely
held notion that PROPHET should work better because of its calculation of delivery
probability metric.

Average latency is defined as the average time taken by all the messages to reach
from their respective sources to their respective destinations. It is evident from Fig. 3
that average latency of all the protocols is comparable in all the scenarios except
Reality and Sassy traces scenario because of its lower node density. The Direct
Delivery and the First Contact protocol have very high average latency compared to
other routing protocols. The simulation result also concludes that the protocols like
PROPHET, Spray and Wait, and MaxProp which have better delivery probability
also have lower average latency compared to WaveRouter and LifeRouter too.

Fig. 2 Overhead ratio versus routing protocols
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Fig. 3 Average latency versus routing protocols

Figure 4 shows the comparison of routing protocols with different mobility sce-
narios. The comparison is based on Delivery Probability. From the result, it is clear
that CAHM andMap-basedMovement models are able to generate mobility patterns
closely resembling real-world traces having same average number of node contacts
per second.

Fig. 4 Delivery probability versus mobility scenarios
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Fig. 5 Delivery probability versus mobility scenarios

For all the above results, average number of node contacts in CAHM was kept
same as Infocom06 traces by setting cell size as 82 in CAHM. It is denoted as CAHM
(Infocom06) in Fig. 5. To verify that CAHM can generate mobility patterns closely
resembling networks of different densities, we have done simulations with average
number of node contacts per second same as Reality traces by setting cell size as 160
inCAHM. It is denoted asCAHM(Reality).We have also comparedCAHMwith one
more real trace, namely, Cambridge. It is denoted as CAHM (Cambridge) in Fig. 5.
For this comparison, cell size in CAHM is 110. Figure 5 shows the comparison of
CAHMwith Infocom06, and Reality and Cambridge traces. It is clear from the figure
that delivery probabilities of different routing protocols with CAHM (Infocom06)
and Infocom06 traces are very similar. Similarly, delivery probabilities of different
routing protocols with CAHM (Reality) and Reality traces and CAHM (Cambridge)
and Cambridge are also similar. So, it can be concluded that CAHM is able to mimic
mobility closely resembling real-worldmobility traces of different network densities.

4 Conclusion and Future Directions

In this paper,we studied the performance of opportunistic routing algorithms, namely,
First Contact, Direct Delivery, EPIDEMIC, Spray and Wait, PROPHET, MaxProp,
WaveRouter, and LifeRouter. The performance of protocols is measured with dif-
ferent mobility models and real-world traces. This study allows us to derive the
following conclusions:

• EPIDEMIC performs worst in very low network density.
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• WaveRouter and LifeRouter have significant performance improvement than EPI-
DEMIC.

• Overhead ratio of all protocols in very low network density is quite high as com-
pared to dense networks.

• Overhead ratio of PROPHET is quite high as compared to Spray and Wait and
MaxProp even though their delivery probabilities are comparable. So, Spray and
Wait and MaxProp should be preferred over PROPHET.

• CAHM is able to mimic mobility closely resembling real-world mobility traces of
different network densities.

In the future, we plan to extend this work with additional mobility models and
opportunistic routing protocols with different performance affecting parameters like
random seeds, message TTL, message size, and buffer size. We are planning to
use machine learning algorithms to understand the mobility patterns of nodes, to
identify important nodes in networks like Hub and Gateway and to find probability
of transferring messages between two nodes.
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Distributed Optimal Power Allocation
Using Game Theory in Underlay
Cognitive Radios

Bhukya Venkatesh, Nadella Bala Sai Krishna and Sonali Chouhan

Abstract In underlay cognitive radio networks (CRNs), primary licensed user and
secondary unlicensed users use the same spectrum simultaneously by adjusting trans-
mit power of secondary user. Such CRN consists of many secondary base stations
(sec-BSs), primary base stations (prim-BSs), secondary user terminals (sec-UTs),
and primary user terminals (prim-UTs). In this case, the major concern is to limit
the interference at each prim-UT. This concern becomes a constraint for the sec-BSs
in assigning transmit powers. In this paper, we develop the complication of power
allocation to the sec-BSs as a concave game where there is no cooperation and
communication between sec-BSs. The sec-BSs are considered to be players and the
interference constraints are imposed by the prim-UTs. Unlike using the traditional
Nash Equilibrium for equilibrium selection, we use the Normalized Nash Equilib-
rium, which is found by solving the necessary KKT conditions and checking the
existence of the Lagrangian multipliers. The problem is further improvised by con-
sidering the battery leakage. The simulation results demonstrate the optimal power
allocation for the sec-BSs taking the battery leakage into account.

Keywords Cognitive radio · Power allocation · Game theory · Normalized Nash
equilibrium · Optimization

1 Introduction

In cognitive radio networks (CRNs), due to spectrum scarcity, the spectrum allocated
to licensed user is being shared by the unlicensed user. Licensed users consist of
a primary base station (prim-BS) and primary user terminals (prim-UTs), whereas
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unlicensed users consist of multiple secondary base stations (sec-BSs) and secondary
user terminals (sec-UTs). In the underlaymode of CRNs, prim-BS, prim-UT, sec-BS,
and sec-UTs simultaneously use the spectrum by adjusting the power of sec-BS in a
manner that interference to prim-UT is within a predefined limit [1]. The interference
caused to the prim-UT depends on multiple factors, e.g., number of sec-BS, transmit
power of each sec-BS, signal strength received at the prim-UT from the prim-BS,
and channel conditions. Therefore, power allocation for each sec-BS is a challenging
task keeping the interference of prim-UT below a threshold.

To allocate optimal power to sec-BSs there are centralized schemes, in which a
central entity decides power for each sec-BS based on the collected channel condition
between sec-UTs and prim-UT and transmitted power from prim-BS [2, 3]. The cen-
tralized schemes can provide an optimal solution, but it requires global information.
Scalability is another issue with such schemes. As the number of sec-BS-src-UT pair
grows, the data processing becomes complex and time-consuming. The CRNs are
very dynamic in nature. Secondary usersmay come and go as per the user’s needs. By
the time a solution is obtained by the central entity, the network may be reconfigured.
To address the scalability issues in underlay CRNs, distributed algorithms are found
to be more useful. In this, the challenge is to find a near-optimal power allocation
for sec-BSs without collecting channel and power statistics of other sec-UTs and
prim-UTs.

In general, in a cognitive radio network, the surrounding radio elements keeps
altering due to the mobility of users, interference issues, and the broadcast issues
of the channels. Distributed approaches for power control are scalable with user
growth [4], but the challenge is to obtain a near-optimal solution without having
global information. In addition, frequent changes in CRN poses a further challenge
of fast converging solution. Game theory is a composition of powerful mathematical
models that investigate the strategic outcomes of multiple users. Many problems in
wireless communications can be solved using various game theoretic approaches
[5]. In game theory, The power allocation problem is modeled as a game where the
sec-BSs are the players and every player would try to maximize its utility function
with certain interference constraints from the prim-UTs [6, 7].

In this paper, we consider a scenario with numerous sec-BSs and different prim-
UTs. Every sec-UT is served by only one sec-BS. The solution concept and problem
formulation is based on a noncooperative coupled constraint game that tends to
optimize the target variables (power) by checking for the existence of Lagrangian
multipliers. A distributed algorithm has been proposed for the noncooperative power
allocation scheme. Optimal power allocation for battery operated secondary users
are important to improve their lifetime. In addition, in reality, batteries themselves
are affected by multiple factors, including temperature, charging–discharging rates,
and leakage. We consider a case of a realistic CRNs where the sec-UTs operate with
an imperfect battery having some battery leakage. In such scenarios, the optimal
transmit power must be chosen to prevent the battery from losing its energy such
that network life improves. The proposed solution very well adapts to the dynamic
nature of the CRN.
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The paper organization is as follows. The network scenario considered in thiswork
is discussed in Sect. 2. The distributed algorithm is discussed in Sect. 3. Numerical
results the proposed algorithm are described in Sect. 4 and conclusions are listed in
Sect. 5.

2 System Model

We consider a cognitive radio system comprisingM prim-UTs and K sec-BSs. Every
sec-UT is served by a solitary sec-BS while one prim-BS serves many prim-UTs as
the inclusion region of prim-BS is substantial and the inclusion zone of sec-BS is
little. The main supposition made by us in regard to the conveyance of sec-BSs is
that every sec-UT is arranged near its master sec-BS and sec-BSs don’t cause any
interference at nearby sec-UTs (Fig. 1).

Let’s define some vectors and notations for formulating the problem.

• pow = (p1, p2, p3, . . . , pk) where k is the number of sec-BSs.
• g = (g1, g2, g3, . . . , gk) where gi is the channel gain between sec-BS i and served
sec-UT i .

• gm = (g1m, g
2
m, g

3
m, . . . , g

k
m) where gim is the channel gain between sec-BS i and

prim-UT m with m = 1, . . . ,M .
• g f = (g

f
1 , g

f
2 , g

f
3 , . . . , g

f
k ) where g

f
i is the channel gain between sec-BS i and

sec-UT f where i �= f .

As our framework is distributed, we don’t have the channel gain between sec-BSs and
prim-UTs. This gain vector can be evaluated effectively by sending a pilot signal from
prim-UT and detecting the sent pilot signal. To keep the QoS of prim-UTs high, the

Secondary BS

Secondary UT

Primary BS

Primary UT

Fig. 1 Block diagram of the network scenario. The range of sec-BSs is represented by the smaller
circles and the range of the prim-BS is represented by the larger circle
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most essential limitation is that the aggregate interference caused by sec-BSs ought
not surpass the threshold interference level.

Interference or the price paid by sec-BSs at prim-UT m is

Im = powT gm (1)

where m = 1, 2, . . . ,M .
In an interference channel, the output signal vector y is

y = gx + w (2)

where x is the input signal, g is the channel gain matrix and w is the noise vector.
The signal to interference and noise ratio is defined as

SI N R = Pkg(k, k)
∑n

i �=k Pig(i, k) + σ2
(3)

where g(i, k) is the channel gain from user i to sec-BS k.
∑n

i �=k Pig(i, k) is the
interference caused by other sec-BSs to the sec-BS k. Thus, in our scenario, SINR
at a sec-UT f is

SI N R f = pow f g f

powT
− f g f + σ2

(4)

where powT
− f is the power vector assigned to sec-UTs excluding the f th user ter-

minal. This is a general model where the g f is not negligible. In our scenario, the
g f is negligible since the number of secondary networks we deal with is small, and
these networks have a smaller coverage area. Thus, SINR reduces to

SI N R = pow f g f

σ2
. (5)

Now let’s enforce the threshold interference constraint. Thus, form=1, 2, . . . ,M ,
the constraint is

powT gm ≤ IT . (6)

3 Problem Formulation and Solution Concept

To optimize secondary user power such that it does not violate the prim-UT’s inter-
ference limits, the power allocation game must be formulated first.

Game =
{
K,β, {u f (p)} f ∈K

}
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where the elements of the game are

1. Set of players: K = {
1, 2, . . . , K

}
.

2. The set containing the strategies: β = {p | p ∈ (0, pmax)} and pT ∗ gm ≤ IT
where m = 1, 2, . . . ,M .

3. Set of utilities: The functions u f (p)where they are concave nondecreasing func-
tions are defined as U f

(
γ f (p)

) = U f
( pow f g f

σ2+powT− f g
f

)
.

3.1 Existence of Nash Equilibrium (NE)

In a strategic game, where the players choose deterministic strategies, the game{
K,β, {u f (p)} f ∈K}

}
has a NE, if for all f ∈ K, the strategy set β for all players is

non-empty compact subset of S (Euclidean space) and the continuity and concavity
of the utility set is satisfied on β.

3.2 Uniqueness of Nash Equilibrium

The gamewill have a uniqueNEonly in some special cases.When the payoff function
of every player in the game satisfies strictly convex property and the feasible region
should also satisfy the convex property, then there will be a unique NE.

3.3 Potential Game

A game
{
K,β, {u f (p)} f ∈K

}
to be a potential game, if there exists a function

F : β → R which satisfies any one of the two folowing conditions

(1) F(x j , x− j ) = u j (x j , x− j ) − u j (x ′
j , x− j ) for any j ∈ K, x ∈ β, and x j ∈ K j .

(2) sgn(F(x j , x− j )) = sgn(u j (x j , x− j ) − u j (x ′
j , x− j )) for any j ∈ K, x ∈ β, and

x j ∈ K j , where sgn(.) is the signum function.

If such a function exists it is called a potential function. If the potential function
F satisfies the first or second condition then the game can be categorized as an exact
potential game or an ordinary potential game, respectively. These two conditions
imply that each individual player’s advantage is subject to the next part player’s
enthusiasm for the gathering. If all players in a potential game take optimal choices
or better strategies one after another in a series then it will end up with NE (which
maximizes the value of the potential function F) infinite steps.
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3.4 Normalized Nash Equilibrium

Consider a game
{
K,β, {u f (p)} f ∈K

}
, where the elements of the game are

1. Set of players: K = {
1, 2, 3, 4, . . . , K

}
.

2. The set containing the strategies: β = {
p | p ∈ (0, pmax)

}
and pT ∗ gm ≤ IT for

m = 1, 2, . . . ,M .
3. Set of utilities: The functions u f (p), where they are concave nondecreasing

functions, are defined as follows.

We need to choose to transmit power of each of the K sec-BSs in a game G so
that it will improve the utilization or overall payoff of the sec-BSs, i.e., we need
to apply a good power allocation policy for efficient utilization. If we consider the
power allocation vector pow∗ as NE then it should satisfy the following conditions

For every k ∈ K and powk such that

(pow∗
1, . . . , pow

∗
k−1, pow

∗
k , pow

∗
k+1, . . . , pow

∗
K ) ∈ β

U f

( pow∗
f g f

pow∗T
− f g

f + σ2

)
≥ U f

( pow f g f

pow∗T
− f g

f + σ2

)

By observing that each U f

(
pow∗

f g f

pow∗T− f g
f +σ2

)
is continuous in RK+ and the strategy set β

is closed, convex, and bounded, we can use sufficient Karush-Kuhn-Tucker (KKT)
conditions.

If pow∗ is a NE in β then there exist K vectors λk = (λk
1,λ

k
2, . . . ,λ

k
M) with

λk ≥ 0 such that pow* satisfies the following equation for k = 1, 2, . . . , K and
m = 1, 2, . . . ,M

λk
m(pow

T gm − IT ) = 0.

We now formulate a distributed algorithm based on NNE for the power allocation
scheme [8]. The cost of interference due to player k at prim-UTm is analogous to the
Lagrangian multiplier [9] λk

m . Hence, in an NNE the primary users need not select
different costs for the players. As an initial step, every λk

m is chosen randomly. As
the iterations proceed, we update power and lambda.

Algorithm 1 Distributed Power Allocation
Choose initial cost λk

m randomly, due to player k at prim-UT m.
Update:
1. Power set for every sec-BS k is given by
powi

k=argmax(potential f unction)-powk*λmT *gk .
2. The cost set by prim-UT m is λi+1

m =(λi
m+∂(hk*powi

k -IT )).
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4 Numerical Results

In this section we obtain the simulation results with the following parameters. Ini-
tially, power values for each sec-BS will be allocated between 0 and 1 mW. The
maximum transmission power for each sec-BS is 1 mW and the maximum interfer-
ence level for each prim-UT is 1mW. The minimum SNR for each sec-UT is 1dB.
We have allocated channel gain between sec-BS and prim-UT between 0 and 1. We
have simulated for K sec-BSs and M prim-UTs by first considering without and then
with battery leakage.

4.1 Without Battery Leakage

Figure2 shows the transmission power values of secondary users vs iteration number
for K = 5 and M = 3. Initially, sec-BSs got random power values for transmission
between 0 and 1 mW and after four iterations there is no change in power values
of each secondary user. This implies we have attained an equilibrium state where
the overall utility of secondary users is maximized and hence power values are
converging. Power values have converged after four iterations.

In Fig. 3, for K = 10 and M = 5, power values have converged after three iter-
ations. This shows that our algorithm is fast converging and suitable for dynamic
CRNs.

Fig. 2 Transmission power values for five sec-BSs and three prim-UTs
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Fig. 3 Transmission power values for 10 sec-BSs and five prim-UTs

4.2 With Battery Leakage

Providing optimal power management is a challenge, particularly, for secondary
users equipped with a battery that provides limited energy. Also, we consider the
battery leakage while allocating the power to sec-BS.

Initial energy for sec-BSs are given as 1000mJ. The battery leakage value for sec-
BS k(k = 1, 2, . . . , K ) have been allocated k mJ/s. Each sec-BS has been allocated
transmit power between 0 and 1 mW initially, in a manner that sec-BS having higher
battery leakage gets allocated lesser power and vice versa, in order to increase the
life of the network.

Figure4 shows the transmission power values of SUs vs iterations for K = 10
and M = 5. The power values have converged after three iterations and later User10
became inactive and again power values have been allocated accordingly. In the

Fig. 4 Transmission power values for 10 sec-BSs and five prim-UTs with battery leakage
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Fig. 5 Transmission power values for 15 sec-BSs and eight prim-UTs with battery leakage

figure, User10 has become inactive after 100 iterations because User10 is having
battery leakage 10 mJ/s and later User nine becomes inactive and so on. Average
lifetime has been increased.When a less number of users are remaining, the algorithm
adjusts the power and more power is given to the remaining users. This shows the
utility of the proposed solution in a dynamic CRN.

Figure5 shows the transmission power values of sec-BS versus iterations for
K = 15 and M = 8, with battery leakage. User15 has become inactive after 60
iterations because User15 is having the highest battery leakage of 15 mJ/s and later
User14 becomes inactive and so on. Our algorithm converges fast in this case as well
and allocates power in a manner that average network lifetime increases.

5 Conclusions

We have presented a noncooperative game theoretic solution to the power allocation
problem in the CRN. It is found that the power allocation satisfies Normalized Nash
equilibrium and also fast converging solution. While allocating the power, sec-UT’s
interference limit was taken into account. The method was applied to battery limited
CRNs while taking battery leakage into account. This is a near practical scenario.
The proposed algorithm works well and provides power allocation so that average
network life is increased. For CRN with changing number of sec-BSs, algorithm
dynamically adjusts the power allocation while maintaining the interference to the
prim-UT within a prescribed limit. This maximizes the secondary user’s throughput
by allocating the maximum possible power.
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Relay Selection-Based Physical-Layer
Security Enhancement in Cooperative
Wireless Network

Shamganth Kumarapandian and Martin James Sibley

Abstract Broadcast nature during the data propagation and wireless transmission
from the source to destination node can be easily overheard by the unauthorised users
due to security issues. It cause interception and is highly vulnerable to eavesdropping
effect. In this paper, a hybrid algorithm is proposed to overcome the limitations in
physical-layer security and achieve optimal local solution. Cooperative-based relay
selection approach is proposed to enhance the network range and durability in wire-
less communication and double threshold-based relay selection scheme to improve
the spectral efficiency and overall quality of the communication system. Further-
more, the hybrid evaluation algorithm enhances the performance parameters such
as signal strength and channel capacity; also it minimises the number of nodes. The
proposed relay selection scheme is compared with direct transmission, P-AFbORS,
P-DFbORS schemes and it is observed that better results are achieved from the pro-
posed multi-relay selection scheme as compared to other the existing relay selection
schemes.

Keywords Cooperative wireless communications · Threshold-based relay
selection · Hybrid evaluation algorithm · Physical-layer security

1 Introduction

Physical-layer security has proven to be an effective alternative for secure data trans-
mission, and it can be achieved by modifying the capacity of the main link channel,
i.e. from source to destination higher than wiretap link, i.e. from source to the eaves-
dropper [1]. During this process, there is a chance of security issues, if the rate of
secrecy capacity falls to zero. This is generally observed due to fading effect and
several works have been reported in the literature to enhance the rate of secrecy
capacity such as the multiple numbers of antennas and cooperative relays [2, 3]. The
physical-layer security techniques deployed with various diversities are as follows.
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Fig. 1 MIMO system with a single source node and destination [4]

1.1 MIMO Diversity

Figure 1 shows theMultiple-Input Multiple-Output communication (MIMO) system
alongwith the eavesdropper effect. The notation X, Yd andYe in Fig. 1 represents the
antennas at the source node, destination node and the eavesdropper. It is observed that
MIMO structure can be exploited through eavesdropper effect to enhance the wiretap
channel capacity amongst source to destination. Thus, improper design can increase
the rate of fraud in wireless transmission. Initially, the destination node accesses the
data from the main channel matrix Hx followed by decoding process through space-
time with the estimation of Ĥx which leads to capture diversity gain from the main
channel. Further, the eavesdropper node can also calculate thewiretap channelmatrix
Hwc and diversity through corresponding space-time decoding algorithm. Hence, the
traditional MIMO process is not found to be effective against the eavesdropping
effect.

1.2 Diversity Through Multiuser

Figure 2 shows the system model of multiuser diversity communication system for
enhancing the physical-layer security. The base station serves multiple mobile users.
The communication amongst the receiver node and the transmitter node is achieved
through Time Division Multiple Access (TDMA) technique and Orthogonal Fre-
quency Division Multiple Access (OFDMA) technique. In traditional systems, the
user with high throughput is considered to access the OFDM subcarrier to achieve
maximum transmission capacity. This process relies on the knowledge of the key
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Fig. 2 Diversity in multiuser wireless networks [5]

channel information. But there exists a limitation of deep fading and propagation
loss, if the user is farthest from the base station.

1.3 Cooperative Diversity System

Figure 3 shows the system model of the single source–destination cooperative diver-
sity system alongwith the eavesdropper effect. The relaysA1, A2,…,An are deployed
between source and destination to assist and enhance the rate of signal transmission.
The signal transmitted from the source node is forwarded by N-relays to the destina-
tion node. In general, relaying protocols used at the relays are Amplify-and-Forward
(AF) and Decode-and-Forward (DF). The signal is broadcasted by the source node
to the relay node and the retransmission of signal from relay node to the destina-
tion. Individual transmission is vulnerable to the eavesdropping attack and additional
care should be taken during the design of transmission. Cooperative beamforming is
used to increase the number of relays and enhance channel capacity. From the above-
mentioned study on cooperative diversity system, it is observed that the eavesdropper
effect can be reduced by increasing the strength of the received signal at the desti-
nation node and by choosing best relay selection algorithms.

Source

A1

A2

An

Des�na�on

E
Eavesdropper

Fig. 3 Single source and destination cooperative diversity system [6]
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2 Prior Related Research

There is a lot of research interests shown in relay selection techniques along with
physical-layer security are ascertained to enhance the performance of the system.
The existing research is as follows.

Physical-Layer Security (PHY) plays an active role in providing security and its
application on cooperative relaying is used to enhance the network range and durabil-
ity. The relay nodes exploit the properties of the physical layer in wireless channels
and provide assistance to secure transmission from the source node to the destination.
Further, optimal sequential deployment is analysed, and a new measurement-based
optimal technique for the dual-hop wireless relay network is developed by Ghosh
et al. [7]. The author has inducedmulti-connectivity approach in the individual system
by providing effective communication amongst individual node and the neighbour-
ing node. Markov decision process is considered to evaluate the problem related to
cost objective, routing and placement, and numerical exploratory approach is used to
evaluate the developed design. It is ascertained from the study that average outage per
relay for the value c = 1 and c = 0.1, gives a high end-to-end outage and for c = 10,
provides less and practical end-to-end outage. The experimental analysis also shows
approximately equal values to the ratio of per setup cost to the simulated per setup
cost. Furthermore, a shadow fadingmodel on the basis of themeasurement technique
for the application of vehicle-to-vehicle simulation network is proposed by Abbas
et al. [8]. The propagation channel for the application of vehicle-to-vehicle network
has key importance during designing and has a direct impact on the performance of
Vehicular Ad Hoc Networks (VANETs). The author has developed the model on the
basis of real-time scenario in the urban areas and the highways. Measurement data
considered for the research is divided into three categories namely Obstructed Line-
Of-Sight (OLOS), Line-Of-Sight (LOS) and the online sight arise due to buildings,
and an approach has been developed in incorporating the LOS/OLOS model into the
VANET-based simulators. From the study, it is observed that if the distance amongst
the two nodes is 300–400 m, there is a 60% no packet loss amongst successful nodes
and for the distance range of 400m under LOS/OLOSmodel, better packet reception
ratio along with high interference is achieved.

Likewise, relay selection technique for cooperative relays on the basis of perfor-
mance analysis for finite energy storage wireless transmission is developed by Liu
et al. [9]. The interruption of data arises due to the relay selection and an effective
timing structure to enable the relay selection alongwith the channel state information,
and the power status of the relay is considered for the analysis. The author has devel-
oped the finite-state Markov model to analyse the evolution of power consumption
in batteries and derived the resultant probability. Simulation analysis is considered
for evaluation and results show that bigger size battery with high capacity is found to
be a beneficial infinite energy storage of EH relays. Furthermore, scrutiny shows that
two factors are responsible for variable performance and they are a set of potential
relays and selection of overhead for RS information collection. The solution can be
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achieved through threshold-based relay selection approach by minimising the num-
ber of competing relays and channel estimation overhead. Swain [10] has studied
the effects of IEEE 802.16j MMRWiMAX network architecture along with its com-
putational complexity and signal processing operation. Threshold-based max–min
relay selection technique along with harmonics parameter is considered to improve
the performance of a conventional amplify–forward process and the decode–forward
process for the assistance of multi-relay selection in IEEE 802.16j MMR WiMAX
network. Further, several standard diversity combinational techniques such as selec-
tion combination and maximal ratio combination are considered for signal transmis-
sion and reception. The results obtained from the study show that threshold-based
harmonic mean SNR relay selection technique provides better performance results
in terms of SER compared to other existing relay selection techniques. Further-
more, improved channel capacity is achieved compared to the individual harmonic
mean algorithm. In our earlier work, a novel selection scheme comprising a twofold
threshold technique in the cooperative network is proposed by S.Kumarapandian
[11]. The combinational approach of Dual-Threshold MRC (DT-MRC) along with
differential AFmodulation is developed, and the analysis is done in terms of existing
path estimators and active branches for a reduction in power consumption. Statisti-
cal characterization is considered to evaluate the proposed relay selection scheme.
Initial functional parameters such as cumulative distribution function, probability
distribution and moment-generating function are derived for the combinational SNR
of developed relay selection scheme. From the study, it is observed that there is a
reduction in the average channel estimation with an increase in the normalised SNR
value.

A novel adaptive relay selection is developed to analyse the variations in the con-
ditions of the channel and to enhance the PER value and the relaying probability
rate [12]. The author has done several studies on the impact of node density, size
of the data packet, coherence time, path distance amongst source and destination
and spatial reusability. The developed protocol is analysed using cooperative relay
communication in the wireless medium. The experimental analysis is done in terms
of several parameters such as channel coherence time, a density of the node and size
of the data packet. The results obtained from the study provides improved perfor-
mance in terms of throughput and reliability. By considering security aspects during
the transmission of data, a novel cooperative beam-forming technique comprising
physical-layer security and partial relay selection is developed by Qian et al. [13].
The author has considered source–destination pair and number of decode–forward
relays along with the effect of the eavesdropper and two relay strategies namely
linear-complexity relay ordering and exponential complexity exhaustive search for
the analysis. The study on the performance analysis shows that the developed scheme
provides high secrecy capacity compared to existing search schemes. An enhanced
relay selection scheme comprising Proposed Source–Relay Selection (PSRS) along
with physical-layer security is implemented by Shim et al. [14]. The author has
investigated the privacy performance of the opportunistic scheduling in multi-relay
cooperative modelling which ascertains the improvement in physical-layer security.
The combined approach is comprising Maximal Ratio Combing (MRC) along with
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Selection Combining (SC) to analyse the effect of the eavesdropper and the results
obtained are calculated in terms of SecrecyOutageProbability (SOP). From the study,
it is observed that the developed technique achieves higher SOP rate compared to
PSRS.

From the aforementioned study, it is observed that still there exist limitations in
terms of security and optimal solution. The high secrecy can be achieved with a
minimal number of relays and efficient relay selection techniques. In this research,
an optimal dual-threshold-based relay selection technique is considered along with
optimal relay assignment to evaluate eavesdropper effect.

3 Proposed Methodology

3.1 Double Threshold-Based Relay Selection Scheme

The main idea of the proposed relay selection scheme is to minimize the channel
estimation and reduce power consumption by selecting an optimal node. The pro-
posed scheme is designed in such away to enhance the lifetime of the relay node. The
limitation arises due to the single threshold relay selection scheme; [15] is considered
during the analysis and it is minimised by proposing a double threshold relay selec-
tion scheme. Also, combining the threshold-based relay selection with the optimal
relay selection scheme enhances the physical-layer security. The mode of operation
of the proposed scheme is shown below:

Step 1: Initially, the value of ‘n’ which defines node number is set to zero and the
threshold SNR value �c is set to zero.
Step 2: The direct transmission of the source to destination node takes place in this
step. The threshold SNR at the destination is set to �sd.
Step 3: Initially, the relay node is selected. The data from the source node is received
by the relay node, and later the data is forwarded by the relay to the destination. The
threshold SNR value is set for the relay and the same is considered for transmission
which is given by �s,rn.
If the number of relay is equal to the last relay node, the process is terminated, and
the last relay node is selected as an optimal node.
Step 4: The minimum predefined threshold SNR (�iT) is fixed, and the same is tested
with the SNR at the relay value. If the SNR at the relay exceeds the predefined
threshold value, that relay node is selected as an optimal relay. If it fails, then the
next relay is selected, and the process continues until it reaches the final relay.
Step 5: In the next stage, the maximum value of threshold SNR with respect to
relay node (α1) and the maximum of predefined SNR with respect to relay node and
destination node, and the source node to destination node (α2) is calculated.
Step 6: If the selected relay exceeds the output threshold, that relay is selected as an
optimal relay. If it does not exceed, then the process continues.
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In this model, two threshold values namely input threshold and output threshold
are considered for analysis. The input threshold is considered to evaluate the quality
of the selected relay and the output threshold for evaluating the overall quality of the
communication system. The spectral efficiency is enhanced since the relays above
the input threshold is in the listening mode and the remaining relays will be in silent
mode.

3.2 Optimal Relay Selection Schemes

The optimal relay selection scheme is considered to enhance the physical-layer secu-
rity of the communication system through AF and DF relaying protocols. Further
optimal relay selection schemes such as P-AFbORS and P-DFbORS [16] are defined
for the evaluation purpose. The detailed description of the proposed schemes are as
follows.

3.2.1 Amplify-and-Forward Scheme (AF)

In this study, theAF relaying protocol is used. The relay node retransmits an amplified
version of the data to the destination [12]. Through this process, the optimal relay
node is selected for effective transmission. The total amount of transmission power
amongst the source and the relay is limited to value ‘P’ to provide fair comparison
with direct data transmission. Furthermore, the equal power allocation is used to
calculate the transmitted power amongst source and the relay which is given by p/2.
The received signal at the relay qi is calculated on the basis of assumption that the
source node transfer signal S with the power p/2 is given by

qi=

√
p

2
hsiS + ti (1)

where

hsi Fading coefficient observed from source to qi.
ti AWGN at qi.

3.2.2 P-AFbORS

The P-AFbORS protocol is used in this research to select the optimal relay and
to enhance the capacity of AF relaying transmission [16]. Optimal relay selection
criteria on the basis of AF relaying

OR = argmaxi∈S C
AF
i (2)
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where S denotes the multiple relay set.
The above equation comprises of both wiretap links and the main links. Further-

more, distributive or centralised relay selection scheme is implemented from the
proposed criteria for optimal relay selection. P-AFbORS also considers main links
and the wiretap links and the equation is given by [16]

OR = arg maxi∈S
1 + |HSI |2|HID|2P

2(|HSI |2+|HID|2)σ 2
N

1 + |HSI |2|HIE |2P
2(|HSI |2+|HIE |2)σ 2

N

(3)

where S defines the set of ‘M’ relays. From Eq. 3, it is observed that main links
CSI |HSI |2 and |HID|2 and wiretap link CSI |HIE |2 are considered for the evaluation.
Transmit power ‘P’ is initially defined as the known parameter. The noise variance
σ 2
N is given by

σ 2
N = kTB (4)

where

T -Absolute room temperature (290 K)
k -Boltzmann constant, i.e. 1.38 * 10−23 J/s
B -System bandwidth.

3.2.3 Decode-and-Forward Scheme (DF)

In decode-and-forward relaying scheme, the received data obtained from the source
node is decoded at the initial stage followed by re-encoding and transmission of
the signal to the destination. Subsequently, the multiple number of relays accepts the
transmitted signal obtained from the source node and an attempt is made on decoding
at the same. The optimal relay node is considered for re-encoding and transmission
of decoded signal. The two-hop DF transmission provides failure results, if there is
an existence of failure amongst any one of the source–relay or the relay–destination
path. Let Ri be the optimal relay considered for calculating the DF transmission
capacity amongst the source to destination and it is given by [16],

CDF
sid = min(Csi,Cid ) (5)

where

Csi Channel capacity from source to Ri

Cid Channel capacity from Ri to destination.

The relay which enhances the DF relaying capacity is considered as an optimal
relay and equation for calculating the criteria for optimal relay is given by
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Optimal Relay = argmax i⊆R C
DF
i (6)

From the above equation, it is observed that both wiretap and main link parame-
ters are considered to calculate the optimal relay. The probability of interception of
P-DFbORS scheme is calculated by using the concept of intercept event given by

PPDFbORS
intercept = P

(
maxi∈R CDF

i 0
)

(7)

3.2.4 VMWMC Formulation

In this study, weighted bipartite graph for the cooperative wireless network is
designed to analyse and formulate the problem of joint optimization and to clearly
describe the correlation amongst the pair of transmission and relay nodes. A virtual
relay node has been developed for representing the direct and cooperative transmis-
sion in a uniform conceptual way. Further, the problem has been analysed regarding
variations in themaximumweight matchingwhere the weight parameters are defined
regarding power value function to meet the power constraints (VMWMC). The
VMWMC is observed as a non-convex problem in which the complexity increases
with an increase in the number of relays [17]. In this paper, an optimal solution for
the VMWMC problem was calculated through an exhaustive search of exponen-
tial complexity O(am) where ‘a’ defines the transmission pairs and ‘m’ represents a
number of relay nodes.

3.2.5 Hybrid Evaluation Algorithm (HEA)

In this work, a hybrid evaluation algorithm is developed for optimal relay selection.
The proposed algorithm is effective in solving the problems related to the condi-
tion namely ‘single problem has multiple solutions’. This algorithm comprises the
number of steps namely mutation and crossover to address the complexity issues.
Crossover selection is defined as a technique of combining the genetic information
of two individuals so that the coding can be appropriately selected. Several optimal
cooperative communication parameters comprising signal strength, channel capacity
and the number of nodes can be minimised through the proposed algorithm to reduce
the cost amongst the nodes. The crossover method is used for optimal path selection
andmutation operator is used to calculate the capacity amongst the path of the source
to the relay node and to the destination node. During the data transmission, when the
receiver accepts the packet of data, the request is forwarded to evaluation algorithm
to compute the number of paths amongst source to destination and the selection of
optimal data transfer path.



314 S. Kumarapandian and M. J. Sibley

Furthermore, a probabilistic adaptive-based crossover and mutation is considered
to overcome the limitation of getting the optimal local solution. The fitness evaluation
is calculated in terms of time efficiency and accuracy, and elite solutions are computed
through exact fitness.

4 Performance Evaluation and Simulation Results

The experimental analysis is conducted by initially considering two to eight relays.
The iteration number is directly proportional to the number of relays, and it increases
with increase in the relay count. The cooperative wireless network is designed with
the number of nodes distributed in a sectional area of 500 m × 300 m. The tolerance
level is set to 0.00000001 for obtaining precise simulation results. Total of 100 relays
with three grids and a receiver is considered. Two test cases are discussed in which
one consists of a random topology of the source node, destination and relay node
deployed randomly in an area defined by the ad hoc network. The second comprises
tree topology inwhich entire source node is communicatedwith the single destination
or sink node. It is described as a relay cellular network. The simulation parameters
of the proposed technique are as follows (Table 1).

Figure 4 provides the details regarding the techniques considered in the proposed
relay selection scheme. Multiple numbers of nodes are found for the selection of
optimal relay in multi-hop relay selection. The black points in the figure represent
the relay node except the source node (node 1) and the destination node (node num-
ber 100) and the points with red colour represents optimal relays path from source
to destination node. Amplify-and-forward technique is considered for the above
analysis. Furthermore, the asymptotic intercept probability analysis is considered
to enhance physical-layer security in multiuser cooperative networks. Asymptotic
analysis is derived to improve the secrecy performance and to calculate the secrecy
performance in terms of high Main-to-Eavesdropper Ratio (MER).

Figure 5 represents the rate of probability of interest over Main-to-Eavesdropper
Ratio (MER). From the graph, it is observed that techniques such as P-AFbORS
and P-DFbORS are better compared to direct transmission in terms of intercept

Table 1 Simulation
parameters

S. no Parameters Values

1 Area 500 m × 300 m

2 Number of nodes 100

3 Grid 3

4 Receiver 1

5 Tolerance 0.00000001
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Fig. 6 Proposed performance analysis of Hybrid evaluation algorithm

probability and eavesdropping attack. Figure 6 compares the proposed scheme with
the traditional Amplify and Forward based MRC scheme

Figure 7 provides the details regarding the number of messages versus node ID
in terms of bar graph.

Figure 8 provides the details regarding the network capacity obtained from the
hybrid evaluation algorithm. The network capacity defines the capability of the net-
work link to transfer data from one node to another in a network. It is observed that
through the proposed hybrid model, the network link capacity is increasing gradually
with increase in the number of iterations.

Figure 9 provides the throughput graph obtained from the proposed evaluation
algorithm. It is defined as the ratio of time taken by the receiver to accept the total
amount of data from the source to the last data packet reaching the destination. The
equation for the same is given by
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X = C

T
(8)

where

X Throughput
C Total number of request realised by the communication system
T Total time for examination of the communication system.

The accuracy is calculated in terms of network throughput and it is observed that
the proposed algorithm has strong variation in the throughput which showcases loss
of packet or packet drop. Further, it is shown that the throughput gradually increases
with increase in number of iterations.
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5 Conclusion

In this research, a cooperative-based relay selection technique is proposed to enhance
the rate of data transfer in a network, durability and physical-layer security in a wire-
less communication system. A novel double threshold-based relay selection tech-
nique is developed for the selection of optimal relay and to amplify and forward the
data from the source node to the destination. The issues such as joint optimization
constraint, power allocation and relay assignment are designed using VMWMC,
and it is analysed in terms of asymptotic intercept probability analysis, network
throughput and network capacity improvements through proposed novel HEA. Opti-
mal relaying schemes namely P-AFbORS and P-DFbORS are applied to increase the
physical-layer security against eavesdropping attack and it is inferred that the pro-
posed multi-relay selection technique provides better results and throughput and it is
directly proportional to the increase in a number of relays. This research is limited to
one-way Cooperative wireless networks, and in future, the same can be implemented
for full-duplex cooperative wireless networks.
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Analysis of Performance of FSO Link
During the Months of Monsoon in Delhi,
India

Sanmukh Kaur, Syed Zafar Ali Raza, Jaideep Khanna and Anuranjana

Abstract The FSO communication links use an open free space for transmission
and thus must be designed to withstand the atmospheric challenges which affect the
capacity of the system. Rain is one of the foreign elements which can deteriorate
the performance of the link and cause huge effect on the reception of the signal. In
this paper, we present a comprehensive survey of attenuation due to rain conditions
in FSO link in the months of monsoon in Delhi region. The rain attenuation used
for simulation of the system has been calculated by using Marshal and Palmer rain
distribution model for four specific months of the rainfall, i.e., June to September.
Q-factor of the received signal has been analyzed by varying the transmission wave-
length, data rate, and range of the FSO system. The simulation results show that
for error-free transmission of data during the months of rainfall, the transmission
signal wavelength in the longer wavelength region at a wavelength around 1550 nm
is recommended to be used for a maximum data rate of 2.5 Gb/s with a transmission
range of 4 km.
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1 Introduction

Delhi is the capital of India, with a huge population of 11 million in 2011 standing
after Mumbai. With an area of 1484 km2, it has seen a rapid growth up to 26 million
in 2016 [1]. There is a relentless increase in demand for bandwidth in metro cities.
So here we see a huge requirement of telecom technologies. One of the best solutions
that came into being was the use of optic fiber in offices, homes, and even restaurants
and malls. But still we are facing huge problems while installing and maintaining the
cables. Use of radio frequency (RF) technology does offer a longer communication
range but again RF based network requires a great capital investment to acquire
spectrum license [2, 3]. As a result of increasing data and internet supply, congestion
occurs that raises a need to switch from RF technology to free space optical (FSO)
technology [4, 5].

FSO refers to free space optical communication technology that uses light prop-
agating in free space to wirelessly transmit data for telecommunication. The light is
generated in the form of a narrow beam, by a laser source for long-distance or by LED
for short-distance transmission and is propagated through a channel which is air or
vacuum in the wavelength window of 750–1600 nm [6]. It is one of the most viable
alternatives as it gives an optimal solution in terms of bandwidth scalability, speed of
installation, reinstallation, portability, license-free spectrum, and cost-effectiveness.
The extremely narrow bandwidth of the transmission and absence of fresnel zones,
side lobes or back lobes, makes the interception hard and thus keeps the transmission
secure [7, 8].

FSO uses an open free space for transmission that is prone to its own type of dis-
turbances. The networks must be designed to withstand the atmospheric challenges
which affect the capacity of the system. With the mentioned advantages, the main
challenges of this type of communication system remain as attenuation or distortion
of the signal under poor weather conditions [9].

Presence of foreign elements like rain, fog, and haze or any physical obstruction
candeteriorate theperformanceof the link andcan cause ahuge effect on the reception
of the signal. The diameter of waterdrops is larger and hence the chances of data loss
and attenuation tend to increase during themonths of rainfall. In this paper, the impact
of rain on FSO communication link has been studied using Marshal and Palmer rain
attenuationmodel.We have collected the rainfall data for the years 2012–2016 during
themonths ofmonsoon, i.e., June–September in Delhi region and analyzed the extent
up to which the performance of the link may be affected considering different values
of wavelengths, data rates, transmission ranges, and modulation formats.

2 System Layout

The proposed FSO systemhas been simulated for performance characterization using
optisystem-15. Optisystem-15 is an innovative optical simulation package used for
designing, testing, and optimization of virtually any type of optical system in the
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Fig. 1 System model analyzing the effect of rain attenuation

physical layer of spectrum of optical networks. Its use canminimize the time required
and decreases the overall cost related to the design of an optical system. The FSO
system basic design model is shown in Fig. 1. In FSO system, the transceivers used
for communication at both ends should be in line of sight for successful transmis-
sion of signal. In the proposed design, the communication link has three different
sections including Transmitter, propagation channel, andReceiver. The different sub-
systems are non-return-to-zero (NRZ) pulse generator, continuous wave (CW) laser,
amplitude modulator, FSO transmission link, demodulator, and bit error rate (BER)
analyzer. The NRZ pulse generator generates NRZ pulses coded by an input digital
data signal. The CW laser generates a light output at a wavelength of 1550 nm. The
modulated light output signal from amplitude modulator is applied to the FSO chan-
nel consisting of telescopes at both the ends. The pin photo detector is an integral part
of the receiver and performs the regeneration of an electrical signal corresponding to
original bit sequence transmitted. BER analyzer has been used to evaluate the BER
and Q-factor of the received optical signal at the other end.

3 Degradation of Performance of FSO Link Due to Effect
of Rain

As per the dimensions of the raindrop, there are many distribution designs which
may determine the Rain attenuation model [10]. We have analyzed using the most
commonly used rain distributionmodel which is marshal and palmer rain attenuation
model. Marshal and Palmer’s distribution model prescribes their Laws and facts to
estimate the specific rain attenuation using an empirical formula [11]. The specific
attenuation formula for rain effect analysis is given as:
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Table 1 Rainfall data of Delhi Region for months June–September

Year Rain (mm) Rain (mm)
June–SeptemberJune July August September

2012 7 113.4 222.6 65.8 408.8

2013 110.9 189.3 177.9 58.4 536.5

2014 27.1 111.1 80.0 71.2 289.4

2015 58.9 268.8 244.7 26.1 598.5

2016 59.7 312.0 103.1 48.0 522.8

2017 103.8 109.7 117.0 112.1 442.6

Table 2 Specific attenuation
per year based on average
rain rate (mm/h)

Year Rain (mm)
June–September

Rain rate
(mm/h)

Attenuation
(dB/km)

2012 408.8 0.1396 0.1055

2013 536.5 0.1832 0.1253

2014 289.4 0.0988 0.0849

2015 598.5 0.2044 0.1342

2016 522.8 0.1785 0.1233

2017 442.6 0.1512 0.1110

Average attenuation = 0.11 dB/km

γ (dB/km) = kRα (1)

where k and α are constants whose values depend uponwavelength, temperature, and
raindrop size distribution and R is the rain rate in (mm/h). For spherical raindrops
and operation at a wavelength of 1550 nm, k and α are given as 1.076 and 0.66,
respectively [11].

As the statistics given by the meteorological department is monthwise in mm,
average rain per year during the months of monsoon has been computed as depicted
in Table 1. It has been further converted to the average rain rate, i.e., Rain/hour
(mm/h) per year for the months of rainfall. The specific attenuation in dB/km per
year has been calculated thereafter based on average rain rate as shown in Table 2.

4 Simulation Results

This section includes the observation of results and their discussion using simulation
software Optisystem-15. The proposed FSO system has been optimized for improv-
ing the overall performance of the link in a region where rain attenuation affects the
effectiveness of the link during themonths ofmonsoon. The data rate andwavelength
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Table 3 Default parameters Parameter Value

Data rate 10 Gbps

Optical Tx power 3 dBm

Wavelength 1550 nm

Modulation format NRZ

Transmitter aperture diameter 0.05 m

Receiver aperture diameter 0.2 m

Range 2 km

used for analysis have been fixed at 10 Gb/s and 1550 nm, respectively. The other
default parameters of the system are listed in Table 3.

We have analyzed the performance of the link by collecting the rainfall
data for the years 2012–2017 during the months of monsoon, i.e., June–Septem-
ber in Delhi region [12]. For the calculated value of attenuation as shown in Table 2,
Q-factor and received signal power have been analyzed first with respect to trans-
mission wavelength and range for the years 2012–2016. The performance of the
FSO system is further measured for different data rates and modulation formats
considering average attenuation 0.11 dB/km during months of rainfall.

The graph in Fig. 2 shows the inverse relationship between Q-factor and range
for years 2012–2016. The transmission range has been varied from zero to 4 km.
The lowest value of Q-factor has been observed for the year 2015 with the highest
attenuation of 0.13 dB/km.

In Fig. 3, Q-factor has been estimated for a wavelength range of 700–1600 nm
covering three transmission windows of optical propagation during months of mon-
soon for the years 2012–2016. It has been observed that the higher value of Q-factor

Fig. 2 Q-factor versus transmission range during the months of rainfall for the years 2012–2016
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Fig. 3 Q-factor versus wavelength during the months of rainfall for the years 2012–2016

has been obtained for the first transmission window, i.e., 700–800 nm and almost
similar values have been observed for the other two at 1330 and 1550 nm, respec-
tively. FSO links operate around the wavelengths of 850 and 1550 nm. 1550 nm
(about 200 THz) is a preferred choice because of eye safety [13].

For the calculated values of attenuations per year (Table 2), the received signal
powers have also been observed with respect to transmission range from 0 to 2 km.

Fig. 4 Received signal power versus transmission range during the months of rainfall for the years
2012–2016
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It can be observed in the graphs that received optical power has an inverse relation
with respect to transmission range (Fig. 4).

The Plots of Figs. 5 and 6 have been obtained by considering the calculated
value of average attenuation of 0.11 dB/km. Figure 5 depicts the plot of Q-factor of
the received signal as a function of transmission range for varying data rates under
average rain conditions. Here the Q-factor has been measured for a sequence of data
rates ranging from 1 to 2.5 Gbit/s.

Fig. 5 Q-factor versus transmission range for different data rates

Fig. 6 Q-factor versus transmission range for different modulation formats
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It can be observed from thefigure that the quality of the received signal deteriorates
with the increase in the data rate. An acceptable quality of the received signal has
been obtained at a maximum transmission data rate of 2.5 Gbit/s up to transmission
range of 4 km.

It is important to evaluate the performance of the link considering different mod-
ulation formats. We have considered five types of modulation schemes and observed
the quality of the received signal as a function of deployment distance up to 4 km. It
can be observed from the Fig. 6 that non-return-to-zero (NRZ) modulation scheme
performs better than the phase shift keying (PSK) up to a link distance of 2.4 km.
As the transmission distance is further increased, PSK performs better than the other
modulation schemes.

5 Conclusion

In this paper, the impact of rain on FSO communication system has been studied
using Marshal and Palmer rain distribution model. We have collected the rainfall
data for the years 2012–2016 during the months of monsoon, i.e., June–September
in Delhi region. Q-factor of the received signal has been analyzed by varying the
transmission wavelength, data rate, and range of the FSO system. The simulation
results show that for error-free transmission of data during the months of rainfall,
the transmission signal wavelength in the longer wavelength region at a wavelength
of 1550 nm is recommended to be used for a maximum transmission data rate of
2.5 Gb/s with a transmission range up to 4 km.
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Pectoral Muscle and Breast Density
Segmentation Using Modified Region
Growing and K-Means Clustering
Algorithm

Jyoti Dabass

Abstract Breast Cancer is the most habitually detected neoplasm amid women in
India and it is one of the principal reasons for cancer decreases in females. In order
to visualize the breast cancer, radiologists prefer to use mammogram. It consists of
many artifacts, which negatively influences the detection of breast cancer. Presence of
pectoral muscles makes abnormality detection a cumbersome task. The recognition
of glandular tissue in mammograms is imperative in evaluating asymmetry between
left and right breasts and in guesstimating the radiation risk connectedwith screening.
Thus, the proposed technique focuses on breast part extraction, muscle part removal,
enhancement ofmammogram, and segmentation ofmammogram images into regions
conforming to different densities. The anticipated method has been verified onMini-
MIASdatabasemammogram imageswith ground truth offeredby expert radiologists.
The results show that the proposed technique is efficient in removing pectoralmuscles
and segmenting different mammographic densities.

Keywords Breast cancer · Image segmentation · K-means clustering ·
Mammograms ·Mini-MIAS database · Pectoral muscles region growing

1 Introduction

Breast cancer is the utmost persistently analyzed tumor in the immense mass of the
countries (154 of 185) incorporated in GLOBOCON 2018 and is also the primary
reason of cancer demise in over 100 countries (15%). Wide-reaching, there are about
2.1million recently diagnosedwomen breastmalignancy cases in 2018, bookkeeping
for almost one in fourmelanoma cases among female. In terms of death, breast cancer
rates demonstrate less inconsistencywith the utmostmortality anticipated inMelane-
sia, where Fiji has uppermost mortality rates worldwide [1]. It is also projected that
by 2025, there will be 19.3 million new cancer cases [2, 3]. Furthermore, in devel-
oping countries like India, the mortality rate is high owing to patients’ unawareness
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to the ailment symptoms, intense population, and looking for therapeutic discussion
either when it’s extremely critical or too late. Also, early detection and diagnosis of
a breast tumor are difficult in rural areas due to less medical experts and special-
ists which augment the mortality rate. To condense the transience frequency and to
boost the cure chances, medical support systems using medical data and information
technology can be a great solution as it can assist in early detection of abnormalities
by impersonating the doctor’s reasoning and concluding symptoms. The accuracy
and efficiency of the medical support system are increased by providing the exact
region of interest. Extracting region of interest is a challenging task in preprocessing
because the presence of pectoral muscles influences the detection of abnormality.

Also, breast tissue density (amount of glandular and fibrous tissue that looks on
a woman’s mammogram) disturbs the radiologist’s aptitude to spot breast cancer.
A cancerous lump can display up as white on a mammogram. Calcifications which
may sometimes be connected with breast cancer or DCIS (ductal carcinoma in situ)
also seem white on a mammogram. If the patient’s breast tissue is dense, it may be
like attempting to treasure a snowball in the blizzard. High tissue density can make it
tougher to see certain vicissitudes on a mammogram that might eventually be cancer.

The BIRADS classification system is one of the most commonly used systems for
breast density classification and it is extensively acknowledged in peril management
and eminence assertion in mammography by the American college of radiology.
BIRAD is classified into different stages. BIRAD I and BIRAD II are beginning of
benign phases as breast cysts and breast Lipomas. BIRAD III designates probable
benign stage and BIRAD IV characterizes skeptical anomaly and directing to malig-
nant stages. The BIRAD classification demonstrates the prefigure of an upsurge in
breast density in each phase in the MIAS database. The database has three classes
of breast density: fatty, fatty glandular, and dense glandular and is established on
BIRAD classification.

In order to assist the radiologists in early and accurate identification of breast
cancer, the proposed method focused on breast part extraction, muscle part removal,
enhancement of mammogram, and segmentation of mammogram into distinct den-
sities. The layout of the paper is as trails. Section 1 presents the topic followed by the
propositioned technique in Sect. 2. Section 3 delivers the outcomes and discussion
while Sect. 4 ends the topic.

2 Related Work

2.1 Image Segmentation

The image segmentation step involves identifying a region of interest which could
be done automatically, semiautomatically, or manually. Although manual segmen-
tation is accurate, it is more tedious and subjective [4]. Automatic segmentation is
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Table 1 Techniques for pectoral muscle segmentation

S. no Author and year Techniques used

1 Pavan et al. 2018 [12] Hough transform for edge detection and active contour for
segmenting pectoral muscles

2 Shinde, Rao 2019 [13] Region growing, thresholding, and k-means clustering

3 Yin et al. 2019 [14] Iterative threshold, rough and fitting contour

4 Shen et al. 2018 [15] Genetic process, morphological medley algorithm, and
polynomial curve fitting

objective but error-prone especially when imaging artifacts and noise are encoun-
tered. Some of the commonly used automated segmentation techniques include
active contour-based [5], level set-based [6], and region- and graph-based meth-
ods [7–9]. No segmentation standard currently exists. More recently, deep-learning
schemes such as convolutional neural networks have been exercised for segmentation
[10, 11].

2.2 Pectoral Muscle Segment

Pectoral muscle (PM) is a high-density tissue, with the same imaging features as fibro
glandular tissues, which figures its impulsive exposure a thought-provoking job [12].
So, it is essential to segment the pectoral muscles for early and accurate detection of
breast cancer. Table 1 reviews the techniques used for segmenting pectoral muscles.

2.3 Breast Density Segmentation

Breast cancer typically happens in the fibro glandular part of breast tissue which
appears bright on mammograms and is designated as breast density. The breast
density share comprises ducts, lobular elements, and fibrous connective tissue of
the breast. Breast density is a significant aspect in the elucidation of mammograms.
The share of fatty and fibro glandular tissue of the breast region is assessed by the
radiologists in the analysis ofmammographic images. The upshot is idiosyncratic and
fluctuates from one radiologist to another [16]. Therefore, it is imperative to segment
the breast density. Table 2 reviews the breast density segmentation techniques.
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Table 2 Techniques for breast density segmentation

S. no Author and year Techniques used

1 Mohamed et al. 2018 [17] Convolutional neural network (CNN)-based model

2 Salman, Ali 2019 [18] Region growing, median filter, and k-means clustering

3 Kallenberg et al. 2016 [19] Deep convolutional network, sparse autoencoder

4 Oliver et al. 2015 [20] Supervised pixel-based classification and exploiting
textural and morphological features

5 Pavan et al. 2016 [21] Fuzzy c-means clustering

3 Proposed Technique

The proposed technique involves four stages namely removal of background, sup-
pression of pectoral muscle, image enhancement, and segmentation of the image into
different breast densities. These stages are discussed below in detail. For implement-
ing the proposed technique, publicly available mini-MIAS database is used. In this,
the original MIAS Database (digitized at 50-micron pixel edge) has been abridged
to 200-micron pixel edge and pared/expanded so that every image is 1024 × 1024
pixels.

3.1 Removal of Background

For extracting breast profile by removing background, mammogram image is bina-
rized with threshold value 0.1. The proposed technique is able to work well for
threshold value up to 0.7. After binarizing, connected components are organized
in descending order for extracting breast profile or the largest blob with pectoral
muscles.

3.2 Suppression of Pectoral Muscle

The second stage was used to reduce the pectoral muscle partly by expending an
improved region growing method. The seeded region growing is one of the image
segmentation approaches, it works in two behaviors based on selected pixel loca-
tional value and other is an assortment of seed point. The seed point may be selected
manually or adaptively. In the proposed method, seed point is nominated automati-
cally by considering the orientation of the mammography. This approach regulates
the neighboring pixels of the seed point and scrutinizeswhether the next pixels should
be added to the region or not. The process is recapitulated till the complete region of
interest is extracted.
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3.3 Image Enhancement

The third stage is to enhance the quality of the image using two-stage adaptive
histogram equalization techniques. The segmented image is enhanced and then pro-
vided to k-means clustering for segmentation based on breast density. The result
of k-means clustering is a mammogram fragmented into areas of dissimilar den-
sity/texture. The cataloging is completed in a supervised training manner, bestowing
to the expert radiologist’s ground truth.

3.4 K-Means Clustering

The fourth stage is k-means clustering which practices iterative modification to pro-
vide an ultimate outcome. The algorithm inputs are the number of cluster k and the
dataset. The dataset is an assortment of features for each data points. The algorithm
twitches with original guesstimates for the k centroids which can be either arbitrarily
produced or erratically nominated from the dataset. The process then recapitulates
between two stages.

• Data assignment step: Each centroid outlines one of the clusters. In the step, each
data point is dispensed to its nearest centroid based on the squared Euclidean
distance.

• Centroid update step: In this step, the centroids are totaled. This is finished by
captivating the mean of all data points dispensed to that centroid’s cluster. The
algorithm reiterates between steps one and two until a stopping criterion is met.

• Choosing k: To treasure the number of clusters in the data, the user is required to
run the k-means clustering process for a range of k values and relate the outcomes.

3.4.1 Algorithm Steps for Image Segmentation Using K-Mean
Clustering

• Let I be an input image,ML be a member label. i = 1 toM, j = 1 to N , Di jk be
distance between ith row, jth column, and kth cluster centroid, T be the maximum
number of iteration, CS be cluster centers k = 1 to k, and D be matrix distance
between input image I and cluster centroids. MLi j be label of ith row and jth
column pixel of the input image.

• Set T = 50, eps = 1e − 5, set nc = 4, CS = random_ini tiali ze
• While t < T and cms > eps then D = find_distance(I, CS),
ML = cluster_labelling(D), CS = update_cluster_centroid(ML), cmx =
max(abs(pCS − CS), t = t + 1, pCS = CS.end. While nc = no of the cluster
and pCS be previous iteration cluster centroids.
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4 Results and Discussions

The proposed technique is experimented on 322 mammogram images of the mini-
MIAS database that covers all types of images such as fatty, glandular, and dense
(Fig. 1).

The background artifacts are removed by binarization with threshold 0.1 and all
the connected components are organized into largest to smallest in size to extract the
largest blob. Then the blob is multiplied with the original image to get the original
breast profile. The region growing method practiced lessening the pectoral muscle
part. The proposed method helps to select the seed point automatically to remove
the pectoral muscles using an adapted region growing method. The conventional
assortment of seed point is modified grounded on the alignment of the image. The
mini-MIAS dataset consists of either left-oriented or right-oriented images [22].
Hence, the seed point is either left topmost or right topmost first nonzero pixel. The

        (a) Original image                   (b) binary image with                      (c) after deleting the 
background [22] threshold value 0.1  

(d) Pectoral muscles removed         (e) Enhanced image                          (f) segmented image

Fig. 1 Mammogram images obtained after pectoral muscle removal, enhancement, and
segmentation
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Table 3 Automatic region
segmentation accuracy results

Segmentation accuracy Dense Fatty Breast edge

98.75 95.8% 94.8%

orientation of the image is found by dividing the image into half and counting the
nonzero pixels; if left-oriented, left part consist of more pixels, else right part con-
sists of more pixels. The goal of the anticipated segmentation process is to see if
k-means clustering could disperse different densities (as described by Wolfe for the
dissimilar density patterns) in the breast (adipose, glandular, etc.) according to what
the radiologist professed as diverse density region while viewing a mammogram.
The segmentation fallouts validate functionally conceivable breast density segmen-
tation. According to radiologist valuation, the segmentation outcomes into sections
with the breast edge, purely adipose tissue, adipose tissue with some ostensible erec-
tions (curvilinear structures or strands of fibrous tissue), comparatively dense tissue
with some outward structure that may also embrace more see-through areas (fibrotic
stromal tissue, glandular tissue), dense tissue with seeming texture structure (not
homogeneous), and highly dense tissue (homogeneous). Table 3 gives the automatic
areas segmentation accuracy outcomes for a three-category classification.

The results exhibit a robust resemblance between sundry textures and the radiol-
ogists’ discernment of the various density areas in the breast. In the segmentation
images ensuing from the presented algorithm, it can be discerned that darker the color,
the lower the consequent density of the classified texture. The images are gauged
quantitatively and qualitatively (where the radiologist’s segmentation/classification
is accessible). The algorithm was appraised on 322 normal mammogram images
taken from a mini-MIAS database. For the qualitative assessment of the segmen-
tation, a highly proficient breast screening radiologist was requested to scale the
segmentation in one of the four groupings: very satisfactory, satisfactory, good, or
poor. 310 images out of 322 images were graded as very satisfactory, 8 were assayed
as satisfactory, and 4 as good.

5 Conclusion

We have imparted a technique for fragmenting the breast into regions of numerous
density after removing pectoral muscles using modified region growing and enhanc-
ing the contrast using two-stage adaptive histogram equalization technique. The
proposed technique is found efficient in removing pectoral muscles and segmenting
breast images according to the density. The outcomes of the system show familiar
concord to radiologist’s dissection and texture density explanation. The presented
approach incapacitates intricacies due to image procurement and breast inconsis-
tency accomplishing a good exemplification of texture and density in the breast thus,
delivering an excellent menace for density jeopardy evaluation, disproportionateness
exposure, and pairing.
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