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Preface

The Third International Conference on Advanced Informatics for Computing Research
(ICAICR 2019) targeted state-of-the-art as well as emerging topics pertaining to
advanced informatics for computing research and its implementation for engineering
applications. The objective of this international conference is to provide opportunities
for researchers, academics, industry professionals, and students to interact and
exchange ideas, experience, and expertise in the current trends and strategies in
information and communication technologies. Moreover, participants were informed
about current and emerging technological developments in the field of advanced
informatics and its applications, which were thoroughly explored and discussed.

ICAICR 2019 was held during June 15–16 in Shimla, India in association with
Namibia University of Science and Technology and technically sponsored by the CSI
Jaipur Chapter, MRK Institute of Engineering and Technology, Haryana, India, and
Leafra Research Pvt. Ltd., Haryana, India.

We are very thankful to our valuable authors for their contribution and our
Technical Program Committee for their immense support and motivation for making
the first edition of ICAICR 2019 a success. We are also grateful to our keynote
speakers for sharing their precious work and enlightening the delegates of the con-
ference. We express our sincere gratitude to our publication partner, Springer, for
believing in us.

June 2019 Ashish Kumar Luhach
Dharm Singh Jat

Kamarul Bin Ghazali Hawari
Xiao-Zhi Gao
Pawan Lingras
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Energy Harvesting System from Household
Waste Heat Employing Thermoelectric

Generator

Meenakshi Sood, Vibhor Kashyap, and Shruti Jain(&)

Department of Electronics and Communication Engineering,
Jaypee University of Information Technology, Solan, Himachal Pradesh, India

jain.shruti15@gmail.com

Abstract. With the increase in global warming and the depletion of the
renewable sources of energy, the urge to shift towards alternate and green
sources of energy has elevated. Extensive research in the field of greener sources
of energy has led to the advancement of thermoelectric generators (TEG) to
convert the household waste heat into electrical energy thereby shifting our
concerns from conventional to exceptional ways. About 70% of the total energy
generated by an internal combustion engine (ICE) cannot be converted into
mechanical energy but disperse into the atmosphere as waste heat. To reduce
CO2 emission and reduction in energy consumption is becoming an important
issue nowadays. Most of the waste heat is dispersed by automobiles, industries,
and chullas. More than 67% of rural household in India still cook their meals
using wood burning heat devices known as biomass stove or Chula. These
Chullas produce a large amount of heat to cook the meal which is exhausted in
the environment. The idea is to use the waste heat from household and convert it
into the voltage that can be used in various forms leading to a clean environment
and reducing carbon footprint in households.

Keywords: Thermoelectric generator � Energy harvesting � Seebeck effect �
Chulla (biomass stove) � Maximum Power Point Tracking (MPPT)

1 Introduction

The use of Chula (biomass stove) [1] is mostly used in the rural areas of developing
nations. In the rural areas of developing nation biomass energy used is 90% of total
rural supplies. For cooking and heating, the energy needed in rural houses is done
through biomass combustion. For this different type of Chula are being used in rural
parts. The open fire stove has very low efficiency which results in an inefficient use of
the fuel wood. In order to reduce the air pollutants which are damaging health and
global warming condition it is necessary to improve efficiency of the Chula. Mud based
single mouth Chula, single mouth rectangular based Chula, and triple mouth Chula etc.
are used depending upon the regional conditions. The characteristic of solid biomass is
also an important factor in determining the efficiency. To characterize solid biomass
fuel proximity analysis and ultimate analysis is determined. The proximity analysis
determines the content of ash, volatile matter, moisture, and fixed carbon of fuel. The
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ultimate analysis determines elemental composition of solid fuel. Therefore, to save the
fuel wood and rural areas from respiratory infection there is a necessity to replace the
traditional methods with new one.

Thermoelectric generators (TEGs) are the one of the best option to utilize waste
heat from Chula to convert it in to electricity. To maintain the thermal gradient at the
junctions high, thermal conductivity should be low [2, 3]. These type of thermoelectric
module attached with the stove are investigated so that power can be generated from
the waste heat for the zones where electricity supply is unreliable [4]. This generated
electricity can be used for glowing a LED light or charging a mobile.

The novelty of the work lies in the useful utilization of the waste heat from
industries, automobiles & household and converts it into voltage that can be used in
various forms leading to clean environment and reducing carbon footprint in
households.

This paper is structured as: Sect. 2 discusses the literature review in detail and
Sect. 3 explains the proposed methodology. Design structure with results and discus-
sions is detailed in Sect. 4 followed by conclusion and future work.

2 Literature Review

In this section, various methods proposed by different authors have been discussed. The
optimal method will be used by analyzing different papers.

Hoque et al. [1] proposed a portable triple mouth Chula. In this hearth, height,
diameter of Chulas is compared in terms of heat use efficiency (HUE) over single
mouth rectangular and triangular mouth. The triple mouth Chula has consumed less
fuel on the basis of results. Iron drum encased triangular Chula will save the time for
cooking as it is most efficient and can be produced commercially. Prashantha and
Wango [4] proposed Smart power generation from waste heat by TEG. Heat source
which is needed for this conversion is less when contrast to conventional method. This
work can be used for many applications in urban and rural areas where power avail-
ability is minimum. Camro et al. [5] proposed thermoelectric micro convertor for
energy harvesting system. Thin films of bismuth telluride (Bi2Te3) and antimony tel-
luride (Sb2Te3) used in thermoelectric micro convertor for energy saving system for
fabrication. The main aim for this thermoelectric micro convertor is to provide power
consumption of microwatt to few milli Watts (mW) in Electroencephalography
(EEG) module made by an electrode processing electronics. Champier et al. [6] pro-
posed thermoelectric power generation from biomass cook stove. In this paper the
performance of energy conversion of Bi2Te3 module has been concluded. The heat
exchanger design was also taken in to consideration. Zhang et al. [7] implemented TEG
in automotive area which is used with parallel configuration due to its advantage of
providing high efficiency than series-connected system. Yang et al. [8] proposed
Energy harvesting TEG manufacturing using the complementary metal oxide semi-
conductor (CMOS) process. The power of the TEG can be increased by increasing the
temperature difference and by changing the thermoelectric material with good Seebeck
coefficient. Jibhkate et al. [9] proposed the overview of thermoelectric power gener-
ation technologies with solar. In recent times energy demand is tremendously
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increased. One of the better ways to battle this crisis is maximum utilization of freely
available natural energy sources like solar energy. Solar heating systems and Photo
voltaic systems are common even in rural areas. Different TEG systems based on
conventional heat source are studied and using terrestrial solar irradiance is discussed.
Liu et al. [10] proposed thermoelectric waste heat recovery for automotive. In this
paper three types of fin structure (dimple fin, wave fin and plane fin) were analyzed and
tested. Out of the three structure, dimple fin structure has the lowest temperature
difference and highest surface temperature.

Mal et al. [11] proposed the design, development and performance evaluation of
TEG integrated forced draft biomass cook stove. In this paper waste heat energy is used
for generation of electricity with the help of TEG and power of 5 W is produced. The
experiments were done on the cook stove by water boiling test. The 6.1 kg of water is
boiled in 30 min. Mishra et al. [12] proposed vibration energy harvesting using drum
harvester where ID of steel rings is varied. Kutt and Lehtonen [13] proposed auto-
motive waste heat harvesting for electricity generation using thermoelectric system.
Most of the vehicles use the principle of ICE. We know the share of energy used by the
primary fuel to kinetic energy is very less. The majority of the fuel is wasted and its
heat is dissipated in atmosphere.

Gao et al. [14] proposed development of stove powered TEG. It uses the waste heat
of the stove and converts it into electricity using TEG. The air which is being generated
by fan is pushed in to the chamber by optimizing the air to fuel ratio. It also reduces
harmful emission and improves the efficiency of combustion. It also helps the user to
provide them light and charging a mobile. Kataria et al. [15] proposed utilization of
exhaust heat from automotive using thermopile. In this paper the waste heat from the
exhaust of the bike is utilized. Three type of thermocouples namely T, J, K were used
which convert heat energy to electrical energy. Mishra et al. [16] proposed perfor-
mance analysis of piezoelectric drum transducer as shoe based energy harvesters. Two
different arrangement of drum transducer are stack and individual are designed with
shoes and were tested. The shoe harvester was tested using three different type of
circuit and a regulated voltage of 3.6 V was obtained by walking 4–5 steps using
energy harvesting IC LTC 3588.

Zhang et al. [17] proposed the match of output power and conversion efficiency of
TEG technology for vehicle exhaust waste heat. Theoretical analysis was done by
calculating conversion efficiency and output power. Factor influencing the output
power and efficiency are output load resistance ratio, thermal power generation,
structural parameter and parameter of thermoelectric material. Sornek et al. [18] pro-
posed the development of a TEG dedicated to stove-fireplaces with heat accumulation
system. Wang et al. [19] proposed wearable TEG for harvesting heat on curved human
wrist. Due to large thermal resistance between the skin and TEG, there is a need in
improvement in the performance of wearable TEG. The TEG and bottom thermal
interface layer (TIL) are fit together using rectangular grids and body fitted co-ordinates
transformation. The proposed model is calculated using the finite volume method
(FVM). For numerical modeling, the body fitted coordinate BFC transformation and
inverse transformation method are used with the thermal interface layer. The effect of
thickness, thermal conductivity and radii of curvature of the surfaces are examined both
numerically and experimentally.
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Xie et al. [20] proposed a MPPT controller for TEG. The MPPT module consist of
voltage sensor, current sensor a microcontroller and a single-ended primary-inductor
(SEPIC) convertor which keep the operating point of TEG tracking the maximum
power point. The TEG was heated to generate electricity and store that accumulated
energy in super capacitor. Sultana et al. [21] proposed a pyro-electric generator as a
self-powered temperature sensor for sustainable thermal energy harvesting from waste
heat and human body heat. The temperature is converted in to electrical energy through
pyro-electric effect. The water vapors are drive by the pyro-electric generator. The
wasted water vapors from industries and from daily resources are useful in harvesting
energy. This pyro-electric generator is also used for detecting human body heat and to
monitor the respiratory process.

3 Proposed Methodology

Based on the exhaustive literature review we have come up with a module for the
research work as depicted in Fig. 1.

Design of Chulas: There are different types of Chulas which are used in rural areas
having different hearth diameter, hearth height and efficiency. Based on these dimen-
sions the Chulas are designed for the villages. Three types of Chula model studied in
the different papers are single mouth, series type triple mouth and triangular triple
mouth. The highest HUE was obtained from triangular triple Mouth Chula at hearth
diameter and hearth height of 20 cm and 26 cm respectively as compared with hearth
diameter of 15 cm, and height of 20 cm, 23 cm and 29 cm respectively.

TEGs: The thermoelectric effect was first discovered by Seebeck in 1822. It is a
phenomenon in which temperature difference between two dissimilar conductors or
semiconductors produce a voltage difference. The voltage (V) is directly proportional
to the temperature gradient and Seebeck constant (a) expressed in Eq. (1):

Design 
of 

Chula

TEG

and 

Heat sink

Energy 
harvesting 

system

Load

MPPT 
algorithm

Fig. 1. General flow diagram of existing methodology
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V ¼ arT ð1Þ

Let R be the internal resistance of TEG, then current flowing through load resistance RL

is shown in Eq. (2).

I ¼ V
RþRLð Þ ð2Þ

By substituting the voltage value from Eq. (1) in Eq. (2), we get Eq. (3)

I ¼ arT
RþRLð Þ ð3Þ

The power flow in the load is given by the equation:

PL ¼ I2RL ð4Þ

After substituting the value of I from Eqs. (3) to (4), we get Eq. (5)

Power;PL ¼ arT
RþRL

� �2

RL ð5Þ

The power will be maximum when R ¼ RL. So maximum power is given by:

PMAX ¼ arTð Þ2
4R

ð6Þ

where ða2=RÞ is called Figure of merit.
Bismuth telluride and lead telluride are most commonly thermoelectric materials

have a ZT value between 0.8 and 1. Other compound TEG’s are bismuth sulphide, Zinc
antimonite, germanium telluride, tin telluride, indium arsenide etc. In order to be
competitive, the figure of merit should be higher than 1. While selecting efficient TEG a
number of other factors like mechanical properties must be considered and the coef-
ficient of thermal expansion of n and p type material should match reasonably.

The efficiency of TEG power is defined as the ratio of power developed across load
resistance, RL to the heat flow Q from the source is given by Eq. (7)

Efficiency ¼ Power developed; PL

Heat flow; Q

� �
ð7Þ

Efficiency ¼ I2RL

Q
ð8Þ
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Efficiency ¼
arT
RþRL

� �2

Q

0
B@

1
CARL ð9Þ

Heat Sink: Copper is the metal which conduct maximum heat with thermal conduc-
tivity of 223 but for efficient use aluminum alloys are most common sink material
which are used for absorbing heat and it is cost effective than copper. Copper is used
where high level of thermal conductivity is needed. The different type of heat sinks are
pin type fin heat sink, flower fins heat sink, flower extended fins heat sink and vertical
fins heat sink. The flower heat sink with fan pump out maximum heat as compared to
other heat sinks and also retain the open circuit voltage for longer period of time.

Energy Harvesting System: There are different types of DC-DC convertor consisting
of Boost, Buck, non-inverting buck boost, Buck-boost, SEPIC, Cuk. Buck converter
provides smaller output voltage in comparison with input voltage while Boost con-
verter provides vice versa. The boost conversion ratio in Buck, boost, non-inverting
version buck-boost and buck-boost provides unipolar dc output voltages. The SEPIC
and Cuk converters have their switching MOSFET source terminals connected to
ground.

Maximum Power Point Tracking (MPPT): TEG directly converts heat into electricity
for power supplying sensors and other portable electronic devices. MPPT is modified
perturb & observe algorithm which was design for analyzing the output characteristic
of TEG module. The MPPT module consists of voltage sensor, current sensor a
microcontroller and SEPIC convertor which keep the operating point of TEG tracking
the maximum power.

4 Results and Discussions

The most common TEG are made up of bismuth telluride but recently PbTe/TAGS
single crystal thermoelectric power module are new class of extremely high efficient
TEG module having high efficiency up to 12% in a small package. The fuel used in
biomass Chula can be briquettes which are dried biomass 8–12% moisture content can
be used for briquetting by applying pressure because these are less harmful and have
good efficiency while burning. Copper which conducts best heat but aluminum alloys
which are cost efficient are most commonly used sink material. The thermal insulator
used can be fiberglass wool, fire brick, polystyrene, polyurethane. The TEG module
should be placed at back side or underneath of the Chula to obtain maximum heat from
the Chula. The temperature of the surface of Chula is in range of 150–300 °C. The high
temperature bismuth telluride thermoelectric module has high ZT value, good stability,
simple design, good contact properties, non-toxicity and low cost.
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To maximize power from TEG the difference between the temperatures of both
sides should be maximum without increasing the upper temperature limit while the cold
side temperature of TEG is minimum to obtain minimum power. The cold sink dis-
sipates large amount of heat and should remain at low temperature. The cold side is
partly necessary as because it shows the large temperature difference which govern the
power output to maximum. To make the thermal resistance between module and heat
sink minimum, a good flat surface; thermal grease with high temperature and uniform
clamping pressure is required.

The MPPT is needed to continuously track the maximum power point. The max-
imum power of TEG module can be obtained when the module load resistance matches
the internal resistance. To keep the module at maximum power the voltage must be
increased or decreased to detect the situation of module and make appropriate changes
in power distribution. The DC-DC converter is used for regulating the voltage and an
energy harvesting circuit is needed so as to store energy and to avoid the dissipation of
output energy.

The proposed design for this research work involves the principle of using waste
heat coming out from house hold for generating and storing energy as shown in Fig. 2.
With increase in the global warming and the depletion of the renewable sources of
energy, the urge to shift towards alternate and green sources of energy has elevated
[22]. Extensive research in the field of greener sources of energy has led to the
advancement of TEG to convert the waste heat into electrical energy there by shifting
our concerns from conventional to exceptional ways. Owing to the electromechanical
properties of thermoelectric module we are highly ambitious that the project proposal
will lead to the development of energy harvester prototypes using waste heat that could
be used as portable generators.

Via.Metal plate

Booster circuit

LoadThermo 
electric 

generator

Fig. 2. Proposed methodology for conversion of waste heat
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A remarkable potential for harvesting the energy lies in the heat obtained from
households wasted during daily chores for providing a minimum amount of energy
required for medical electronic devices, lighting and other basic needs. Waste heat
obtained from household chulhas has been utilized to generate energy with the help of
thermoelectric energy system, coupled with suitable heat sink, interfaced with DC-DC
converter, and booster circuits. A thermoelectric generator integrated biomass cook
stove, helps in generating energy that can be utilized for electricity generation shown in
Fig. 3. By design modification of various key parameters & component values, the
performance of energy harvesting system has been enhanced. The theoretical results
shows good agreement with the simulation results obtained using LTSPICE [23]. By
using DC-DC converter, and booster circuits along with chulhas we are able to generate
5 V that is sufficient enough to charge a battery.

5 Conclusion and Future Work

Owing to the electromechanical properties of thermoelectric module we are highly
ambitious that the paper will lead to the development of energy harvester prototypes
using waste heat that could be used as portable generators. Utilizing the amount of heat
which generally can’t be used in power generation does play significant role in energy
conservation system. TEG can be a suitable energy source, especially in situations
where other power sources cannot operate. We can use this type of power for gener-
ation of power by utilizing the heat from Traditional Indian Cooking Furnace chulas
predominantly used in the villages. The waste heat from any source can be utilised to
develop such modules for practical applications. The expected outcome of this work is
to encourage eco-friendly and environmentally sustainable local households.

Fig. 3. Proposed design structure for recovering energy from household waste heat
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Abstract. In this paper, a design ofMicrostrip PatchAntennawith E-shaped slots
has been investigated for multiband applications. Proposed antenna operates for
eight distinct frequencies and useful for S, C, X and Ku Band applications. Pro-
posed antenna resonates at frequencies 3.63 GHz, 4.76 GHz, 7.11 GHz,
7.77 GHz, 8.23 GHz, 9.08 GHz, 9.74 GHz and 13.12 GHz with corresponding
reflection coefficient –17.08 dB, –17.47 dB, –16.47 dB, –23.17 dB, –14.61 dB,
–10.5 dB, –23.66 dB and –19.89 dB. This design is predominantly concentrated
on generation of multiple frequencies which results in improved bandwidth and
better characteristics in juxtaposition to the conventional Microstrip Patch
Antenna, due towhich a single antennamay be useful for multi functions. Antenna
is designed and simulated by using Ansoft HFSS v13 simulator; exhibits the
impedance bandwidth (S11 � –10 dB) and VSWR � 2, almost omnidirec-
tional gain at frequency 3.63 GHz. Designed antenna is useful for the wireless
communication such as WiMAX (3.3 GHz–3.7 GHz), X-band satellite applica-
tions (7.1 GHz–7.76 GHz) and point-to-point high speedwireless communication
(5.93 GHz–8.5 GHz).

Keywords: MPA � Reflection coefficent � VSWR � Gain � WiMAX

1 Introduction

In the present communication era, the demand of compact size antennas is increasing
exponentially because of their wideband and multiband characteristics [1], due to
which various researchers have been attracted towards the research in microstrip
antenna due to its ease of fabrication, less weight, low profile, low cost and conformal
shape [2, 3]. Modern communication systems support the distinct wireless applications
and can be operated for different frequency bands. So, it vitally exhibit the need of
multiband/wideband antennas [4, 5]. With the advancement in wireless technologies,
the need of multiband/wideband antennas is greatly in demand. There is a requirement
of single antenna which can lonely function for distinct applications like data-text,
audio, video or multimedia streaming [6]. In the field of wireless communication, to
escalate the data rate, Federal Communication Commission (FCC) has released the
unlicensed radio communication band (3.1 GHz–10.6 GHz) [7] which is useful for
Wireless Personal Area Networks (WPAN) [8]. The bandwidth of antenna should be
more than 1.5 GHz, to efficiently run the Ultra Wideband (UWB) operations [9].
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Antennas designed for UWB band can be useful to function for distinct applications
like WLAN, WiMAX, X-band (Satellite and RADAR communication), ISM band,
Point-to-Point high speed wireless communication and Ku band [10, 11]. In the current
time, extensive research has been carried out by the researchers in this direction.
Various techniques have been employed and suggested by the renowned researchers to
attain the multiband/wideband characteristics which includes Defected Ground Struc-
ture (DGS), monopole patch, partial ground plane, microstrip patch with different types
of slots etc. The shape of the slots used in the microstrip patch may be elliptical,
circular, L-shape, C-shape, E-shape etc. [6–8, 12–14]. To attain the multiband char-
acteristics without changing the size of antenna is a big challenge for the researchers
and they demonstrated their research as; Mishra et al. [2] discussed the microstrip patch
antenna for wireless application with bandwidth of 4.13% and 8.82% at corresponding
frequencies 2.45 GHz and 5.125 GHz respectively; Ray [16] elaborated the L-shaped
slotted patch antenna with the wideband of 4.7 GHz and Chitra [17] anticipated a
double L-slotted microstrip patch antenna for broadband applications such as WLAN
and WiMAX. Zaka [15] explained about the Triple band MPA which resonates at three
different frequency bands having resonance frequencies at 4.4 GHz, 6.2 GHz and
8.5 GHz. Sharma [17] has revealed the slotted microstrip patch antenna which works
for two frequencies 1.42 GHz and 2.65 GHz, he also explained that conventional
microstrip patch antenna works only on one resonant frequency so converting that into
a multiband patch antenna, slots can be employed into the structure of patch.

In this paper, a design of MPA with E-shaped slots has been proposed for multi-
band applications. The multiband characteristics of antenna have been attained by
etching the E-shaped slots in the patch of conventional type MPA. Proposed antenna
depicts the multiband characteristics and capable of covering different wireless appli-
cations such as WiMAX, X-band, ISM band and Ku band.

2 Antenna Design

Fig. 1. Geometry of proposed antenna
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The design and schematic configuration of the patch of proposed monopole antenna is
depicted in Fig. 1. Proposed antenna is designed using low cost FR4 (glass epoxy)
substrate with dielectric constant ðerÞ 4.4 and thickness (h) 1.6 mm. The initial
geometry of antenna composed of a rectangular patch as shown in Fig. 1, and the
dimensions of patch like WP and LP are calculated by using the Eqs. (1) to (4) [20].
Where fr (4 GHz) is the resonant frequency, c (3 � 108 m/s) is the velocity of light and
h (1.6 mm) is the thickness of substrate.

Width (WP) of rectangular patch is calculated as 50 mm by using the equation as
given below:

WP ¼ c

2fr
ffiffiffiffiffiffiffiffi

er þ 1
2

q ð1Þ

The effective dielectric constant of the substrate is computed by using equation as
given below; where WP is the width of the patch. The value of ereff for the proposed
monopole antenna comes to be 3.284.

ereff ¼ er þ 1
2

þ er � 1
2

� �

1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 12h=WP

p 1\ereff\er ð2Þ

Extended incremental length (ΔL) of the proposed monopole antenna is calculated
as 0.69 mm by using Eq. (3) as shown below. Now the total length (LP) of the patch is
computed as 17 mm by using the relation as given below in Eq. (4), where 1=

ffiffiffiffiffi

lo
p

eo is
the speed of light in free space.

DL ¼ h � 0:412
ðereff þ 0:3Þ WP

h þ 0:264
� �

ðereff � 0:258Þ WP
h þ 0:8

� �

2

4

3

5 ð3Þ

LP ¼ 1
2fr

ffiffiffiffiffi

lo
p

eo
ffiffiffiffi

er
p � 2DL ð4Þ

Width (LP) of rectangular patch is calculated as 40 mm. To improve the perfor-
mance parameters such as reflection coefficient, VSWR and E-shaped slots have been
introduced in the patch as shown in Fig. 1, and its size 1/3rd of 10 mm, further, next
slot is again 1/3rd of the obtained slot (Table 1).

Table 1. Dimensions of final geometry of proposed antenna

Antenna design parameters Dimensions

L (Ground Length) 60 mm
W(Ground Width) 70 mm
LP (Patch Length) 40 mm
WP (Patch Width) 50 mm
LF (Feed Length) 13.9 mm
WF (Feed Width) 1.6 mm
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3 Result and Discussions

The simulations of the antennas are carried out by using high frequency structure
simulator (HFSS) V.13 based on finite element method (FEM). In this section, various
parameters have been investigated which influence the performance of the designed
antenna. Frequency response and the impedance characteristics depend upon the
radiating patch of the design. The different parameters such as reflection coefficient,
VSWR and gain of proposed antenna has been observed and analyzed.

3.1 Reflection Coefficient and VSWR

The reflection coefficient is the ratio of reflected power with respect to the transmitted
power. The acceptable value of reflection coefficient is always less than –10 dB for the
efficient working of antenna. The reflection coefficient v/s frequency curve has been
reported in Fig. 2.

It can be anticipated from the Fig. 2 that proposed antenna operates for eight distinct
frequencies. The eight distinct frequencies are 3.63 GHz, 4.76 GHz, 7.11 GHz,
7.77 GHz, 8.23 GHz, 9.08 GHz, 9.74 GHz and 13.12 GHz with corresponding reflec-
tion coefficient –17.08 dB, –17.47 dB, –16.47 dB, –23.17 dB, –14.62 dB, –10.5 dB,
–23.66 dB and –19.89 dB. The proposed antenna exhibits the minimum reflection
coefficient –23.66 dB at resonant frequency 9.74 GHz.

VSWR plays paramount role to characterise the matching property of transmitting
antenna. It depicts the impedance mismatch between the feeding system and antenna.
Higher VSWR means higher mismatch. The relation between VSWR and reflection
coefficient is as [21]:

VSWR ¼ 1þ Cj j
1� Cj j ð5Þ

Where ‘C’ is reflection coefficient.

Fig. 2. S11 characteristics of proposed MPA with E-shaped Slots
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The ideal value of VSWR is unity and practical acceptable value is � 2.
VSWR versus Frequency characteristics of proposed antenna has been reported in

Fig. 3, it is clear from the Fig. 3 that VSWR of proposed antenna at resonating fre-
quencies is 1.33, 1.31, 1.35,1.15, 1.46, 1.85, 1.14 and 1.24 which is below 2.

3.2 Gain

Gain is the most vital parameter of Antenna and defined as “the ratio of the intensity, in
a specific direction, to the radiation intensity that would be attained if the power
acknowledged by the antenna which was radiated isotropically. The 3D plot of pro-
posed at distinct resonating frequencies is illustrated in f in Fig. 4(a) to (h). It can be
visualized from these figures that gain value of the gain is 7.54 dB, –0.47 dB, 1.99 dB,
0.4 dB, 2.97 dB, 5.79 dB, 6.7 dB and 1.76 dB at respective frequencies 3.63 GHz,
4.76 GHz, 7.11 GHz, 7.77 GHz, 8.23 GHz, 9.08 GHz, 9.74 GHz and 13.12 GHz. The
gain is almost omnidirectional at 3.63 GHz, and the maximum value of the gain
observed is 7.54 dB, whereas, minimum value is –0.47 dB at 4.76 GHz, it can be
contemplated from the aforementioned discussion that gain is acceptable at most of the
resonating frequencies and proposed antenna can be used for the practical applications
of S, C, X and Ka-band applications, these applications may include WLAN, WiMAX,
point-to-point high speed communications, ISM band, Satellite and Radar applications
etc.

Fig. 3. VSWR characteristics of proposed MPA with E-shaped Slots
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Fig. 4. (a) 3D Polar Plot at 3.63 GHz (b) 3D Polar Plot at 4.67 GHz (c) 3D Polar Plot at
7.11 GHz (d) 3D Polar Plot at 7.77 GHz (e) 3D Polar Plot at 7.11 GHz (f) 3D Polar Plot at
7.77 GHz (g) 3D Polar Plot at 9.74 GHz (h) 3D Polar Plot at 13.12 GHz
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For more lucidity, obtained results of proposed antenna in terms of Reflection
Coefficient, VSWR and Gain have been delineated in the Table 2.

For validating the proposed MPA with E-shaped slots, its comparison has been
made with other existing antennas and reported in the Table 3.

It is apparent from the Table 3 that proposed antenna is better in comparison to the
other existing antennas as it is compact in size and resonate at eight distinct frequencies
and also exhibits maximum gain 7.54 dB gain. Though antennas mentioned in refer-
ences [8] and [28] compact in size in comparison to proposed antenna but reference [8]

Table 2. Reflection Coefficient, VSWR and Gain of proposed antenna at respective frequencies

Frequency (GHz) Reflection coefficient (dB) VSWR Gain (dB)

3.63 –17.08 1.33 7.54
4.76 –17.47 1.31 –0.47
7.11 –16.47 1.35 1.99
7.77 –23.17 1.15 0.40
8.23 –14.62 1.46 2.97
9.08 –10.5 1.85 5.79
9.74 –23.66 1.14 6.70
13.12 –19.89 1.24 1.76

Table 3. Comparison of proposed antenna with other published work

References Size
(mm*mm)

Operating
frequency
(GHz)

Reflection coefficient
(GHz)

Gain (dB)

[8] 45*38.92 3.43, 4.51,
6.49, 7.93 and
8.2

–11.05, –10.5, –11.57,
–14.9 and –18.59

3.43, –7.85,
5.51, 6.84, 5.39,
2.14 and –3.33

[23] 800*88.9 0.52, 1.74,
3.51, 6.95

–16, –18, –17, –15 and
–10

–

[24] 85*75 2.6, 4.2, 6.2,
8.1 and 9.7

–19.8, –16.5, –15.1
–28.9 and –25.3

3.61

[25] 75*75 3 and 4.3 –21.5 and –22.5 4.5 and 5.4
[26] 52*49 0.87, 1.25, 1.6,

1.83 and 2.37
–10.88, –11.25, –11.7,
–23.13 and –15.56

–

[27] 40*50 2.53 and 3.5 –29.3 and –18 –

[28] 37*32 3.6 and 6.1 –13 and –33 3.8 and 2.1
Proposed
work

40*50 3.63, 4.76,
7.11, 7.77,
8.23, 9.08,
9.74, 13.12

–17.08, –17.47, –16.47,
–23.17, –14.62, –10.5,
–23.66 and –19.89

7.54, –0.47,
1.99, 0.4, 2.97,
5.79, 6.7 and
1.76

Design of Microstrip Patch Antenna Using E-Shaped Slots 19



depicts maximum gain 6.84 dB and operates on only at five unique frequencies,
whereas, reference [28] adorns maximum gain 3.43 and resonates at two frequencies
only. It can be anticipated from the aforesaid discussion that propose MPA with E-slot
is better among all the antennas mentioned in this manuscript.

3.3 Conclusion

Proposed MPA with E-shaped slots operates at distinct eight frequencies (3.63 GHz,
3.63 GHz, 4.76 GHz, 7.11 GHz, 7.77 GHz, 8.23 GHz, 9.08 GHz, 9.74 GHz and
13.12 GHz) and exhibits the maximum gain 7.54 dB (almost omnidirectional) at fre-
quency and minimum reflection coefficient –23.66 dB at frequency 7.77 GHz.
Designed antenna illustrates the acceptable value of reflection coefficient (� –10 dB)
and VSWR (� 2) at all the resonating frequencies along with adequate value of gain.
Designed antenna reports good performance over S-band, C-band, X-band and Ka
Band and can be effectively used for WiMAX (3.3 GHz–3.7 GHz), X-band satellite
applications (7.1 GHz–7.76 GHz) and point to point high speed wireless communi-
cation (5.93 GHz–8.5 GHz). Proposed antenna is also juxtaposed with existing
antennas and has been observed better among all other antennas in terms of antenna
performance parameters and compact size.
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Abstract. This paper described the design of staircase shaped circular slot
fractal antenna array at each edge of the microstrip patch antenna. The design
operates in C-band (4–8 GHz) and X-band (8–12 GHz). The proposed antenna
designed is operated at 5 GHz for automotive radar applications. Miniaturized,
high performance and low cost antennas are required parameters for this
application. The particular designs are focused on current scenario of multi
frequency which give better results in increase bandwidth and reduction in size
of the antenna and have better performance when compared with conventional
microstrip antenna. The antenna is designed on basis of Roger RT/duroid
5870™ material with dielectric constant €r = 2.2, thickness 1.6 mm, and a
50 ohm SMA connector is to use for feed the antenna. Hence obtain the return
loss –52.9 dB at 8.09 GHz and exhibits the gain 9.25 dB at 9.54 GHz and 1.3
VSWR respectively and can be used for wireless applicable to fixed Wi- MAX,
Mobile Wi-MAX, fixed CPE, WLAN access point and RADAR applications
including single polarisation, continuous wave pulsed, air traffic control and
dual polarization. At the end, proposed antenna design is compared with the
existing antennas.

Keywords: MPA � Different antennas � Feeding techniques � Return loss �
Gain and VSWR

1 Introduction

The growth of wireless communication systems plays a vital role in present days.
Researchers have to put maximum efforts in designing the antenna with light weight,
broad bandwidth, smaller dimension and low in cost than old ones, due to which various
renowned researchers got attracted and initiated the research towards distinct shapes of
microstrip antenna and fractal antenna. A microstrip patch antenna (MPA) comprises of
radiator made by metallic patch on an electrical thin di- electric substrate with the
ground of metallic material such as copper, gold. An Antenna with Micro strip consists a
very thin metallic strip which is placed on a ground plane with a dielectric material in
between [1, 2]. By the process of photo-etching, the radiating element and feed lines are
placed across the di-electric material. Generally, the patch is preferred in the form of
square/circular or rectangular shape for analysis and fabrication. In this manuscript, a
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Staircase Shaped design of microstrip patch antenna with fractal shape circular slots has
been designed for wireless applications.

In one of the design, the circular shapeswithmicrostrip feed line techniques are etched
from the patch to improve the Gain of antenna. It has been perceived that the reflection
coefficient and gain are enhanced by empolying the distinct feeding techniques. In the
microstrip feed line, the designed antenna can be resonate at four unique frequency range
of (1.76–9.56) GHz hence giving the return loss of –52.9 dB and exhibits the gain of
9.25 dB respectively. Proposed antenna is recommended to be useful in S, C andXbands.
The performance parameters likeReturn loss and gain for different feeding cut are adhered
and explained in thiswork.This antenna canbe used forwireless applications likewireless
broadband transceiver which is applicable to fixed Wi-MAX, GSM, CDMA, fixed CPE,
FemtoBTS, 802.16e,mobileWi-MAX, 4GLTEsystem,Bluetooth, transmitter design for
802.16, Femto BTS, WLAN 802.11 (5.31–6.32) [3–5].

Present Papers deal with microstrip patch antenna for future communication. It
consists of one side radiating patch of a dielectric substrate and at other side ground plane
is attached. The main radiator part is of rectangular patch shape and made up of copper.
The advantages of this type antenna are planar, small in size, simple type of structure, low
cost and easy fabricated, etc. thus attractive for wireless applications. In the result,
comparison between different feeding techniques has been provided and further studies
shown that the wireless applications are of no use without proper designing of antenna.
So, antenna is the hot cake of the market which attracts researchers to carry the research to
design a compact sized, low profile, economical and wide bandwidth Optimized antenna.
The conventional antennas are not capable to satisfy these needs, only themicrostrip patch
antenna fulfills these aforementioned requirements.

2 Literature Survey

Comprehensive research has been carried out by the researchers to enrich the param-
eters of a MPA. This leads to carry the research on different feeding techniques of
antenna. Based on the study by the scientists/researchers, challenges faced by them,
problem identification is marked as:

Wu et al. [19], a novel for designed a circularly, wide bandwidth, square shape ring
patch antenna for RFID has been developed. The antenna used with different dimen-
sions at length, breadth & height (100*100*22.9 mm3). The combination of Wilkinson
power divider and a patch-antenna structure, a measured 3 dB axial-ratio bandwidth at
140 MHz (16.47%), a peak gain 6.8 dBi (approx.) and an impedance bandwidth at
136 MHz (15.81%) are being obtained. The resonanting bands of the antenna are
appropriate for different countries such as China (840–846 MHz), Europe (865–
868 MHz) and the United States (902–928 MHz) UHF - RFID applications. Dashti and
Neshati [20] explained the hybrid antenna for parameter input impedance with
equivalent-circuit model, which consists of a Half-Mode-Substrate-Integrated-
Waveguide (HMSIW) resonator and a microstrip patch. Further, a circuit accurate
model was derived using Transmission Line (TL) model and lumped-element.
The results reports the circuit based modeling and juxtaposed with those obtained using
full-wave simulation.
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3 Antenna Design

An antenna is designed for wireless application means the dimension of antenna
couldn’t be bulky. In this regard, the objective is to design a small sized wide band
micro strip patch antenna, design idea was taken from broadband antennas with feed
line technique [6]. This is a type of microstrip line feeding technique, in which the
width of conducting strip is kept small in juxtaposition to the patch and has the
advantage that the feed can provide a planar structure. The structure of proposed patch
antenna has been depicted in Fig. 1, which is used with di-electric constant 4.4 and loss
tangent of 0.02 [7–9]. The total volume of discussed antenna is about (40 � 40 � 1.6)
mm3 and it resonates for various frequencies discussed further. The dimensions of
MPA is displayed in Table 1 for more lucidity:

Three iterations of staircase rectangle patch shaped antenna are described in this
section. The shape of discussed antenna is designed by assuming the length as 40 mm
and width as 40 mm in 0th iteration.

Table 1. Proposed Staircase shaped patch antenna’s dimensions

S.no Parameters Values (mm)

1. Patch length (L) 40
2. Patch Width (W) 30
3. Feed Width (FW) 2.5
4. Feed Length (FL) 5
5. Ground length (GL) 50
6. Ground width (GW) 50
7. Height (H) 1.6

Fig. 1. 0th iteration of staircase slot antenna
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The 1st iteration of staircase antenna is designed by taking the geometry and
extracting the patch of base geometry (1st iteration). The structure of 1st iteration of
antenna is limned in Fig. 2

The 2nd iteration of antenna has been resulted from the 1st iteration by assuming it
as base geometry, where, 19 circular slots has been etched from the sides of rectangular
staircase slot. The radius of these extracted circle slots is 1 in previous geometry. The
designed antenna of 2nd iteration has been simulated and delineated in Fig. 3.

Fig. 2. Proposed staircase slot antenna- 1st iteration

Fig. 3. Proposed circular slot antenna- 2nd iteration
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4 Results and Discussions

The proposed antenna designs have been developed and simulate by software HFSS
V13 (High Frequency Structure Simulator Software) version 13. The various param-
eters like return loss, VSWR, gain and radiation pattern has been measured and
analyzed.

4.1 Reflection Coefficient and VSWR

The return loss or reflection coefficient is defined as the ratio of reflected power with
respect to transmitted power. The rate of acceptable value of reflection coefficient/return
loss is � –10 dB for the efficient working of antenna. The curve between return loss and
frequency curve for 0th, 1st and 2nd iteration of circular slot antenna has been shown in
Figs. 4, 5 and 6 respectively.

Fig. 4. S11 vs. Frequency (Return Loss) of 0th iteration Rectangular staircase antenna

Fig. 5. S11 vs. Frequency (Return Loss) of 1st iteration Rectangular Staircase Antenna
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VSWR is stands for Voltage Standing Wave Ratio and define as no impedance
mismatching between feeding system and radiating antenna. If the value of VSWR is
high it means matching is not done properly (higher the mismatch). The value of
VSWR is less than 2 is acceptable and it counted as no dimension quantity. The curve
between VSWR and frequency of 0th, 1st & 2nd iteration of proposed antenna is shown
in Figs. 7, 8 and 9 respectively. Further the comparisons of simulated results are shown
in Table 2.

Fig. 6. S11 vs. Frequency (Return Loss) of 2nd iteration Rectangular Staircase Antenna

Fig. 7. Comparison of VSWR and frequency curve of 0th iteration of our antenna
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4.2 Gain

Gain is meaning the ratio of radiated power in a particular direction to the power
radiated by an isotropic antenna. The 3D plot of 0th, 1st and 2nd iteration of gain has
been shown in Figs. 10, 11 and 12 respectively. This demonstrates that at resonating
frequency of 9.36 GHz, 9.45 GHz and 9.54 GHz The gain of the antenna comes out to
be 8.19 dB, 9.71 dB and 9.25 dB.

The proposed antenna is compared with earlier worker antennas design in order to
validate the result of proposed work in this manuscript and shown in the Table 3.

It can be observed from the Table 3 that proposed antenna is better among all the
antennas in terms of performance parameters as well as compact size. Though size of
reference [11] is less than proposed antenna but it exhibits gain which is lesser than
proposed antenna. Reference [14] and [15] anticipate more number of frequency bands
in juxtaposition to proposed antenna but proposed antenna embellishes better return
loss and gain. So, it can be claimed that proposed antenna is efficient among all the
aforementioned existing antennas.

Fig. 8. Comparison of VSWR and frequency of 1st iteration of our antenna

Fig. 9. Comparison of VSWR and frequency of 2nd iteration of our antenna
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Fig. 10. 3D Polar Plot of 0th iteration of Gain

Fig. 11. 3D Polar Plot of 1st iteration of Gain
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Fig. 12. 3D Polar Plot of 2nd iteration of Gain

Table 2. Comparison of simulated results of 0th, 1st and 2nd iteration of Staircase Slot MPA

Iteration Resonant
Frequency
(GHz)

ReTurn loss
(dB)

VSWR Gain (dB) Bands

0th

iteration
4.72, 5.36,
6.81, 7.00,
8.63, 9.36

–11.16, –9.65,
–16.60, –14.82,
–16.18, –12.07

2.0, 1.37, 0.87,
1.72, 0.31, 1.66,
and 1.29

3.80, 3.6,
5.03, 8.79,
5.90, 8.19

S, C, X

1st

iteration
8.00, 8.36,
9.45

–22.09, –25.97,
–23.35

2.0, 1.37, 0.87,
1.72, 0.31, 1.66,
and 1.29

8.1, 8.7,
9.7

C, X

2nd

iteration
5.81, 8.09,
8.3, 9.54

–11.86, –52.92,
–20.77, –23.48

1.54, 1.26, 1.17,
2.68, 1.17, 2.45,
2.14 and 1.71

6.00, 7.39,
8.90, 9.25

C, X
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5 Conclusion

In this paper, a design of staircase circular slot antenna of fractal shape with microstrip
line feed for multiband applications have been implemented. The proposed antenna
design showed the better result over the S- band (2.67–2.87 GHz), WiMAX (4.5–
4.6 GHz and 5.2–5.5 GHz), C-band (6.95–7.4 GHz) and X-band (8.6–8.65 GHz)
applications. The discussed antenna produces the acceptable value of gain and returns
loss for various frequency bands and can be efficiently use in future applications of
wireless communication. In current scenario, wireless broadband transceiver is appli-
cable to mobile Wi-MAX, fixed Wi-MAX, RADAR applications including continuous
wave pulsed, single polarisation, dual polarization and air traffic control. On compar-
ison, proposed antenna with existing antennas found that proposed antenna is compact
in size and reveals the better antenna performance parameters.
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Abstract. Nowadays, the size of the semiconductor memories are becoming
large due to high demand in different applications, like mobile, camera etc. For
the sake of business, the semiconductor memories must have some special
features like less power consumption, higher accessing speed and fault tolerant.
The reconfigurable nature of a memory circuit can bypass the faulty bank or
faulty location at runtime. This is still very challenging to simulate this fault
tolerant memories, because faults are not always inborn property of memory
cell. Faults are introduced into memory by some memory endurance operations
or by effect of some cosmic ray. It could not predict whenever the fault occurs.
This paper introduces a dynamic fault injection technique, that injects temporary
faults into memory. The injection procedure selects a random location of
memory cell and declares that location as faulty. Now a designer can use it to
test the fault tolerant mechanism. Hence it reduces the simulation problem of
fault tolerant memory.

Keywords: Non-volatile memory � Fault injection � Fault tolerance � FPGA

1 Introduction

Usually semiconductors are used to manufacture a memory cell using VLSI technol-
ogy. During fabrication the array of NAND flash memory cells are fabricated in a
wafer. Nowadays high level of memory cells is designed to achieve more storage [1].
This can be designed in multi-level [1], triple level [2], quadruple-level [3] cell rather
than single level cell. Single level cell promises for high speed and others promises for
providing high storage capacity. Though they are used in different purposes according
to their performance, they must meet up a common expectation of the user, i.e. reli-
ability. This is achieved by fault tolerance mechanism of the memory cell.
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High performance of computation can be achieved by high processing speed.
Hence high speed processor can work properly if they get data rapidly as per needed.
So memory must be designed in such a way that they can provide data consistently and
overcome the Von-Neumann bottleneck phenomena [4–6]. Memory failure is the
largest enemy of high speed processing. Fault can be introduced into memory have
many aspects. It may manufacturing defect, or a memory cell may be damaged during
operation (read, write or erase). This is known as memory endurance [7]. The saved
data may damage by acting of cosmic rays. It incorporates fault in memory, known as
soft error. It corrupts only the saved data rather than memory cell damage [8].

A memory with fault tolerance provision can be designed using FPGA [4]. Such
memories are reconfigurable in nature and can go around its faulty portion (single
memory location or a memory bank) and provide high throughput [4, 9, 10]. A system
cannot work properly if it fails to fetch data. It is very difficult to find out the faulty
nature of a complex memory. Though static fault (stuck-at-fault) is easy to detect rather
than dynamic fault, the development cost for a good fault tolerant system is much
higher [7, 11]. Whenever designers want to test the degree of fault tolerance, they need
a faulty memory. But most of the memories are not faulty inborn. Naturally, fault
incorporates in memories by one of the above mentioned techniques. So it is an another
difficulty for the designers.

The only solution of this problem is to incorporate error artificially by fault
injection technique. There are various kinds of fault injection mechanism is available.
Hardware-implemented technique is uncontrolled and effects on system. Most of
memory is occupied by software-implemented technique [12, 13]. The proposed
technique can inject temporary fault into a single location of memory which reduces the
effort of the designers.

If the high order address buses are used to select the memory bank, then it is known
as high order interleaved memory [5]. In this paper the proposed fault injection tech-
nique deals with high order interleaved memory. An enable pin is used to control the
system by activating fault injection system. A random number generator helps to locate
a memory location arbitrarily, where the system incorporates temporary fault. When-
ever the enable pin gets active high, the positive edge of the signal triggers the random
number generator and it generates random value for memory location. Thus designer
can handle with several faulty locations. A low order interleaved memory can also be
used for implementing this method. It requires a minor change in circuit to detect the
different locations in the low order interleaved memory because, the consecutive
memories are present in the different memory banks [5].

The remaining part of this paper is prepared as follows: next section consists of the
description of architecture of proposed method. Discussion about simulation results is
covered in third section along with examples of result. After that we represent the
design implementation using simulation software. Finally, in conclusion section of this
paper discussion is about future aspects.
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2 Fault Injection Architecture

The detailed architecture of proposed fault injection technique is discussed in this
section. For achieving the high throughput, memory interleaving technique is used. The
data busses and address busses are associated with the memory chip. All the control
signals are used to access the read/write memory. An external decoder is used to
decode the address lines and selects a particular memory location. The block diagram
for proposed fault injection method is shown in Fig. 1. In this model a 16 byte memory
is used, which is divided into four memory banks in high order interleaved fashion.
Each addressable unit contains one byte of data. The four bit address bus is decoded
externally to select a particular memory location. To incorporate fault into memory a
fault injection system is used. A random value generator is used to generate four bit
faulty address. The enable_injector pin is used to enable both of random value gen-
erator and fault injection system. Thus the fault injection system injects the fault into
the memory location, generated by the random value generator, by enabling the pin.

When the enable_injector pin is disabled, the fault injector does not inject any fault
into the memory, so it can provide actual content of that memory location (shown in
Fig. 2) and acts as a non-faulty read/write memory. All addressable units are accessed
by the data bus of the system. In Fig. 2 the data are shown as the contents of
addressable unit are arbitrary. This is a particular case which is taken for testing the
proposed technology.

The proposed fault injection system can incorporate the fault at the memory
location generated by the random value generator. That yields a temporary high
impedance value ‘ZZZZZZZZ’ for the particular memory location. Figure 3 illustrates
the faulty memory situation.

Fig. 1. Fault injection model.
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By disabling the enable_injector pin, the actual content of memory location is
regained. The purpose of random value generator is to generate different values in
different time when the enable_injector pin trigger and the injector injects fault in the
generated location. That helps to simulate the fault tolerant memory for different
aspects.

3 Simulation Results for Fault Injection System

This section is talking about the simulation results of the proposed model. The results
are generated by simulation of the proposed model using ISE simulator (Xilinx 8.2i).
The fault is injected when enable_injector (en_i) is enabled. In every positive edge of
the clock pulse (cp), ‘memout’ shows the content of memory blocks in sequential
manner. Figure 4 illustrates that, initially when the en_i is disabled (from 100 ns to

Fig. 2. Fault injection model (enable_injector is disabled).

Fig. 3. Fault injection model (enable_injector is enabled).
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1100 ns), the memout shows the memory contains no error. After that, when en_i is
enabled, it triggers fault injection system as well as the random value generator.
According to the Fig. 4 the random value generator generates the value ‘1001’. Thus
the content of that location becomes faulty. The output shows 8’hzz rather than its
original memory content (at time 1300 ns).

At 2300 ns when en_i is disabled, the memory content of the above faulty location
(1001) is retrieved (shown in Fig. 5).

Fig. 4. Simulation result (en_i enable at 1100 ns) [Xilinx ISE8.2i simulator].

Fig. 5. Simulation result (en_i disable at 2100 ns) [Xilinx ISE8.2i simulator].

Fig. 6. Simulation result (en_i enable at 3100 ns) [Xilinx ISE8.2i simulator].
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Figure 6 shows that, when the en_i is again enabled, the random value generator
generates an another value (0101) and that location is then made faulty. It is an another
example of fault injection technique. As the principle of the proposed fault injection
technique, the location which is faulty in last time will be regained by disabling the
en_i pin. Figure 7 shows the same.

In this way, a designer can change the various random location for injecting the
faults by disabling and enabling the enable_injector pin. The memory retain the tem-
porary fault in a particular location until the enable_injector pin getting disabled.

3.1 Report Evaluation

In this Paper, the most of the simulation results are shown by implementing the fault
injection circuit associated with 16 byte read/write memory in ISE8.2i simulator.
Although a comparison study is done by implementing the proposed circuit associated
with different size of memories, i.e. 8 Byte, 32 Byte and 64 Byte. Table 1 shows the
device utilizations for different size of memories including number of Slices, number of
Slice Flip Flops, number of 4 input LUTs, number of bounded IOBs, number of
GCLKs and additional JTAG GATE count for IOBs, that is generated by the ISE 8.2i
simulator.

Fig. 7. Simulation result (en_i disable at 4100 ns) [Xilinx ISE8.2i simulator].

Table 1. Device utilization table for different size of memories.

Logic utilization 8 byte R/W
memory

16 byte R/W
memory

32 byte R/W
memory

64 byte R/W
memory

Number of slices 5 out of 2352 5 out of 2352 10 out of 2352 9 out of 2352
Number of slice flip flops 3 out of 4704 3 out of 4704 4 out of 4704 4 out of 4704
Number of 4 input LUTs 9 out of 4704 10 out of 4704 19 out of 4704 17 out of 4704
Number of bounded IOBs 17 out of 140 33 out of 140 34 out of 144 66 out of 144
Number of GCLKs 1 out of 4 1 out of 4 1 out of 4 1 out of 4
Additional JTAG GATE
count for IOBs

864 1632 1632 3168
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From the above table, the size of required hardware circuit is increased according to
the size of memory. The proposed fault injection mechanism can be used for any size of
memory. Only the range of the random value is changed according to the size of
memory, that is required for the random value generator. The fault may be injected in
any location that cannot be predicted by the designer. Thus helps the designer to
simulate the memory in random way. This is also less expensive because the hardware
is required according to the size of memory, not for the injector as well as random value
generator.

Time consumption summary (in nanosecond) associated with different size of
memory in different perspective including, Minimum period, Maximum output
required time and Maximum combinational path delay is shown in Fig. 8. This figure
shows that the required time is also associated with the various size of memory.
Maximizing the memory size consumed more time. The fluctuation of the bars in the
given chart (Fig. 8) is so flat, that indicates required time is not for the proposed
method.

4 Design Implementation Using Xilinx FPGA

Xilinx Spartan II FPGA (device: xc2s200-5pq208) is used to implement the design of
the proposed technique. The design requires 23% of bonded IOBs and 25% of GCLKs.
It also requires four 4 � 8 bit ROMs, a 4-bit subtractor, a 3-bit up counter, 16 8-bit
registers and 16 8-bit tri-state buffers. The cell usage includes 12 BELS, 3 Flip-
Flops/Latches, a Clock Buffer and 33 IO Buffers. The RTL schematic of the proposed
method is shown in Fig. 9, which can further be used for fabrication.
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Fig. 8. Timing summary for different size of memories.
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Fig. 9. RTL Schematic design of fault injection technique using Spartan II FPGA (xc2s200-
5pq208).

Fig. 10. Placement design of fault injection technique using Spartan II FPGA (xc2s200-
5pq208). (Color figure online)
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The placement design of the proposed dynamic fault injection technique is shown
in Fig. 10. In this figure the green shaded area indicates the utilization of hardware (like
LUTs, bonded IOBs etc.) by the proposed method. The details of logic utilization is
discussed in Table 1.

5 Conclusion

This paper introduces a dynamic fault injection method to inject temporary fault into
memory. The memory may be interleaved either in high order or low order way. Only
an enable pin is used to control the system. When the pin is enabled, a random number
generator generates the faulty location and the fault injection system injects fault at that
location. Thus, the designers get facility to simulate fault tolerant memory devices in
aspect of different locations. By disabling the enable key, the actual content of the
memory location is retrieved. The proposed dynamic fault injection system may able to
inject fault into any size of memory by changing the range of the random value
generator. A comparison study using different size of memories is also discussed in this
paper. The design of dynamic fault injection system can be easily implemented as well
as simulated using ISE 8.2i simulator. Incorporation of multiple location faults in a
memory device should be the future aspect of proposed method that can enhance the
design of fault tolerant memories.
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Abstract. This paper focuses on the usage of non-conventional techniques viz.
Bulk-driven (BD) and Bulk-driven-quasi-floating-gate (BDQFG) to design low-
voltage (LV) and low-power (LP) pre-amplifier for electroencephalogram
(EEG). Gate–Driven (GD) Three-Current-Mirror Operational Trans-conductance
Amplifier (OTA) is compared with BD-OTA and BDQFG-OTA. The efficient
gm/ID methodology is used to set the aspect ratios of the MOSFETs used in three
topologies which are structured in 0.18 µm CMOS technology node using
BSIM3V3 MOS Transistor Model from Cadence. The simulation results display
that the non-conventional techniques attain the gain of 39.62 dB (BD-OTA) and
39.33 dB (BDQFG-OTA) while reducing the power consumption by 45% in
comparison toGD-OTA. TheBD-OTAoperates at ±750 mVvoltage supply, and
power consumption is 314 nW while BDQFG-OTA works at ±1.1 V voltage
supply, and power consumption is 377 nW attaining the similar performance
parameters as GD-OTA.

Keywords: Operational Trans-conductance Amplifier � EEG � gm/ID method �
Bulk-driven � Gate-driven � BDQFG

1 Introduction

Electroencephalograph (EEG) is a standard neural bio-potential signal which is
recorded regularly in contemporary medical practice. This minuscule signal is acquired
using non-invasive electrodes (with jelly or active) which are in contact with the skin
on the skull. EEG has an average signal magnitude of 1 µV to 100 µV occupied in the
frequency band from a fraction of 1 Hz to approximately 100 Hz [1–3]. Enhanced
understanding of these signals aids the engineers in designing better prosthetics for the
specially-abled persons, with a purpose to improve patients’ quality of life without any
hindrance due to size, weight, wired power connection of these devices [2, 3]. The
extended applications of improved EEG acquisition could be in sporting, entertainment
(gaming), comfort monitoring, disease analysis, and so on.
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The advancement in NEMS/MEMS technology has made it possible to increase the
density of the electrodes for the better-quality acquisition of EEG [3]. Thus, a robust
analog front end is required to amplify and digitise these signals without corrupting the
signal due to the presence of circuit nonlinearities and electronic noise. Low power,
lesser area and low noise are the key characteristics required for an illustrative analog
front end (AFE) system shown in Fig. 1. E1 and E2 represent two parallel EEG elec-
trodes, followed by a neural amplifier (first stage), which plays a vital role in achieving
the required power and noise performance of the entire system. Consequently, the
differential amplification at this stage is achieved using Operational Trans-conductance
Amplifier (OTA), most frequently used analog circuit for neural amplifier design [1–3].

The design specifications of OTA are dictated by the EEG signal characteristics and
the electrical characteristics of the electrodes. The electrodes are modelled as a parallel
combination of resistors and capacitor with high impedance value of the order of mega
ohm [1, 3]. A low-frequency offset voltage signal which exists due to the artefacts
between the electrode and skin contact is added to the desired EEG signal. Therefore,
the desirable features of OTA are high input impedance, limited bandwidth, acceptable
gain, high common mode rejection ratio (CMRR), high power supply rejection ratio
(PSRR), minimum input referred noise and low Noise Efficiency factor (NEF) [4, 5].
This paper focuses on low voltage (LV) and low power (LP) design of Three-Current-
Mirror OTA while maintaining the trade-off between the characteristics as mentioned
above [4].

The researchers have deliberated LV-LP operation using both conventional [1–3, 6,
7, 9, 10, 14] and non-conventional techniques [4, 5, 9, 11–13, 15]. Reported con-
ventional techniques for power reduction are the reducing bias current [9], the oper-
ation of MOSFET in weak inversion [6, 7], improvement in design by adding current
stealing branches [8, 9, 14], rail-to-rail operation and so on. However, the non-
conventional techniques are focused on the reduction of the threshold voltage or even
the elimination of the same achieved by Floating gate (FG) approach [4, 11],
Bulk-driven (BD) MOSFETs [12, 13], Quasi-Floating-Gate (QFG) approach and Bulk-
driven-quasi-floating-gate (BDQFG) MOSFET [11–13, 15]. In this paper, the design of
OTA for a neural amplifier using Gate-driven (GD), Bulk-driven (BD) and BDQFG is
proposed to meet the design requirements mentioned in Table 1. The dimensions of
various MOSFETs were decided using gm/ID methodology which addressed the
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challenges in the construction of low power, small area and low noise three-current-
mirror OTA using GD, BD and BDQFG approach specific for the EEG recordings [6,
7]. All experimentations of the proposed designs were simulated using the 0.18 µm
technology node using BSIM3V3 MOS Transistor Model from Cadence® EDA tool.

The rest of the paper is organised as follows. Section 2 describes non-conventional
three-Current-Mirror OTA using GD, BD and BDQFG. Section 3 describes the design
methodology based on gm/ID characteristic. Section 4 discusses the results and com-
parison of the OTA design using three approaches for EEG recordings followed by the
conclusion in Sect. 5.

2 Non-conventional Techniques Based Three-Current-
Mirror OTA

The standard three-current-mirror OTA topology [1] is utilised to perform the EEG
signal amplification using gate-driven (GD) MOSFETs where the input is applied at the
gate of the differential pair (M1 & M2) (refer Table 2), and the bulk terminal is con-
nected to the positive supply for PMOS transistors. Table 2 gives the details of the
symbolic representation of GD MOSFET. In GD design, bulk terminal is not used as a
signal terminal whereas in Bulk-driven (BD) OTA, Vin* are applied to bulk terminals of
the input transistors [11] while Vbias ensures proper gate-source voltage (Table 2).

Under normal operating conditions, the drain current (ID) appears in GD devices
when the input voltage exceeds the threshold voltage value VT. However, the threshold
barrier is removed using BD devices [4, 11]; ID appears much before threshold voltage
and even the devices operate under zero, positive and negative Vin. This helps in LV,
LP operation of BD circuits. However, latch-up problems affect the overall perfor-
mance of BD configuration; relatively low supply voltage is applied to ensure reverse
bias condition for bulk-source PN junction diode. The relation between the trans-
conductance of GD and BD is mentioned in Table 2. It is evident that the trans-
conductance of BD technique is 20% to 40% of GD technique, which is useful for
amplification of EEG as lower trans-conductance leads to substantially smaller poles
and hence lower cutoff frequencies [12, 13].

Table 1. Specifications of Three-Current-Mirror OTA

Parameter Value

Technology 180 nm CMOS
Supply voltage � 1.8 V
Bandwidth 1 to 100 Hz
DC gain � 40 dB
Input range 0.2 V to 1.1 V
CMRR � 80 dB
PSRR � 70 dB
Closed loop gain 40 dB
Input impedance � 100 MΩ
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Table 2. Three-Current-Mirror OTA with GD, BD and BDQFG MOSFETs
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κ sub-threshold gate coupling coefficient (typical value 0.7)
UT thermal voltage 25.9mV
AM Mid-Band Gain
CL Load Capacitance
gm Trans-conductance of GD-MOSFET
gmBD Trans-conductance of BD-MOSFET
gmBDQFG Trans-conductance of BDQFG-MOSFET

W/L Aspect ratio
VT Threshold Voltage
vgs Gate-source voltage
CBC Total Bulk Channel Capacitance
CGC Total Gate Channel Capacitance
CQFG Input capacitance between QFG and Gate
Ctotal Total capacitance seen from BDQFG MOS
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The input pMOS differential pair of BD current-mirror OTA is replaced by M1a,
M1b, M2a, and M2b to compensate the decrease in transconductance value and to
achieve equivalent open-loop gain. The added advantages of using BD technique are
wider input-common-mode range and higher output swing which comes at the cost of
increased noise-level, difficult fabrication process and latch-up problems.

BDQFG technique eliminates the latch-up problem as it exploits the advantages of
QFG [11]. The quasi-mode gate terminal is obtained by using a diode connected
NMOS operating in the cut-off region, which acts like a large valued resistor [15]. This
pseudo-resistor ensures the reverse biasing condition for bulk source diode for ac
analysis and BD operation for dc analysis. This also improves the frequency response
of BDQFG OTA over GD-OTA.

It is evident from the equations given in Table 2, that the trans-conductance of
BDQFG technique is 70% to 100% of GD technique, which is useful for amplification
of EEG as lower trans-conductance leads to substantially smaller poles and hence lower
cut-off frequencies.

All three amplifiers are used to enhance EEG signals using a capacitive feedback
circuit shown in Fig. 2 [1]. It consists of MP1, MP2 diode connected Pseudo-resistors,
coupling capacitor (C1 = 20 pF), feedback capacitor (C2 = 200 fF) and load capacitor
(CL = 50 pF). The mid-band gain Am and bandwidth of the amplifier are given by (C2/
C1) and gm, OTA/Am*CL respectively.

3 Design Methodology: Gm/ID Characteristic

The amplifier topologies discussed in Sect. 2 are distinguished by various performance
parameters such as Open loop DC gain, Gain-Bandwidth-Product (GBP), input referred
noise, CMRR, PSRR etc. The aspect ratio of transistors and bias currents affect these
parameters [6]. Also, the simultaneous improvement of all the factors is not possible
due to the tradeoff between gain, power, noise and area. Gm/ID methodology equips the
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Fig. 2. Schematic of Capacitive coupled
EEG

Fig. 3. Simulated gm/ID Vs In plots
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designer to decide the transistor dimensions without doing tedious hand calculations
and discloses the region of operation [7]. Also, gm/ID characteristic and normalized
current In = ID/(W/L) are independent of transistor dimensions. The relation between
these two is the distinctive characteristic of NMOS or PMOS transistors for a particular
technology node [6, 7, 14]. The simulated plots (gm/ID vs In) for PMOS and NMOS
transistors with L = 0.18 µm and W = 2 µm are shown in Fig. 3. The values of gm and
ID are derived from the given specifications; the W/L ratios are determined by using
these plots.

The flow chart of gm/ID design methodology proposed for the OTAs is summarised
in Fig. 4. The procedure is focused on Low Power and Low voltage design. The value
of gm is obtained from the required Gain-Bandwidth Product (GBW), and the value of
ID is derived from power specifications and device operation in the sub-threshold
region helps to decide the W/L of the input differential pair. Other specifications like

Select higher values of gm/ID for input 
differential pair (M1, M2) 

Select lower values of gm/ID for current mirror and 
load MOSFETs

MOSFETs operate in weak inversion, improves 
power, gain, GBW, Noise

MOSFETs operate in strong inversion, improves 
gain, GBW, Noise, output swing

Calculate W from ID/(W/L) Vs. gm/ID plots for estimated values of Length for MOSFETs in the design
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Fig. 4. Design methodology based on gm/ID characteristic
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CMRR, Output swing helps to determine the aspect ratios of all other MOSFETs in the
design [14]. This approach is utilised to find the device dimensions for GD-OTA
mentioned in Table 3. Similarly, BD-OTA and BDQFG-OTA device dimensions are
estimated using the same methodology and aspects ratios are tweaked multiple times to
attain the desired results.

4 Results and Discussions

The proposed circuits have been simulated using the 0.18 µm technology node using
BSIM3V3 MOS Transistor Model from Cadence EDA tool. Figure 5 displays the DC
gain, Phase, Closed-loop gain, Input referred noise voltage plots obtained for all the
three configurations. It is evident from the DC gain plot that overall gain of BD-OTA is
39.62 dB and BDQFG-OTA is 39.33 dB, which is as per the desired specifications,
whereas DC gain of GD-OTA is 45.83 dB. Besides, the frequency response of bulk
driven topologies has improved in comparison to gate driven OTA.

Table 4 shows the numerical results and comparison among considered OTA
topologies in terms of the Bandwidth; Input referred noise, NEF, CMRR and power
consumption. A 20 µV, 20 Hz signal is applied at the input of the inverting end of the
amplifier to obtain these results. It can be stated that the design methodology using gm/ID
characteristic improves the OTAs performance in terms of gain, noise, bandwidth,
CMRR in comparison to existing designs. The transconductance of BD and BDQFG
transistors is lower than the GD transistors. Thus, sub-hertz lower cut-off frequency
appropriate for amplification of EEG signals is achieved using non-conventional
techniques.

It is noticeable that the BD and BDQFG OTAs offer high-performance LP LV
operation, where the power supply of ±0.75 V and ±1.1 V respectively achieve
desired values of parameters. The results show that the power consumption of BD and
BDQFG OTAs has reduced by 45% compared to GD OTA. However, due to noise
power tradeoff, the total input referred noise of bulk driven topologies has increased.
The increased value of input referred noise is due to the inverse relation with
transconductance and the effective transconductance of BD and BDQFG transistors is

Table 3. Operating points of GD-Three-Current-Mirror OTA MOSFETs

Device W/L (µm) Id (nA) gm/Id (S/A) Operating region

M1, M2 5.5/.27 37 27 Sub-threshold
M3, M4, M5, M6 0.45/18 37 15 Moderate
M7, M8 0.84/7.2 37 15 Moderate
M9, M10 0.4/.45 74 15 Moderate
McascN 1.23/.18 37 27 Sub-threshold
McascP 3.3/.18 37 27 Sub-threshold
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smaller than GD transistors. This increase in noise, however, does not affect the per-
formance of OTA and Noise Efficiency factor (NEF) remains in the permissible limits
for EEG amplification. The design modifications can be considered to improve the
noise efficiency of the non-conventional Bulk driven based techniques. The significant
reduction in power, hence, makes the non-conventional techniques suitable for neural
signal amplification.
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5 Conclusion

This paper presented a comparison among Gate driven and non-conventional low-
voltage low-power Bulk-driven and Bulk-driven-quasi-floating-gate Three-current-
mirror OTA topologies. The OTA design was focused on neural signal amplification,
particularly non-invasive EEG. The device dimensions for OTA MOSFETs were
obtained using gm/ID methodology, which links the traditional hand calculations and
contemporary circuit simulators. The OTAs were constructed utilising a 0.18 lm
technology node utilising BSIM3V3 MOS Transistor Model from Cadence.

The simulated results show that the OTAs fairly achieved the targeted values of
Gain, Phase, Noise, Bandwidth, CMRR and Power. In reference to LV LP condition,
the BD and BDQFG OTAs outperform the GD-OTA by reducing the power up to 45%.
Also, the bandwidth of bulk driven topologies is from a fraction of Hz to 700 Hz,
which is more suitable for enhanced amplification of EEG recordings. Therefore, the
non-conventional techniques are utilised successfully for neural signal amplification.
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Abstract. A rapid growth in technology had produced a massive amount of
data generated from data mining, social networks, space searching, network
analysis, and also scientific computing followed by the n number of a data
sequence. To scan all these data packets is a major task for CPU. To process this
large data and scan that data whether if it contain virus string. It is a big task for
CPU as it has to scan all packets without missing any packets. CPU scan all
these packets which is time consuming process and also suffer from load
imbalance and irregular memory access. The computing power of GPUs is used
for speed up large scale data for parallel computations.
In the proposed work system is going to make use of GPU to accelerate the

speed of scanning data packets using the multi-pattern match. System is going to
reduce the transfer time between CPU and GPU by using pin memory concept.
It is going to share common memory between CPU and GPU. It not only
speedup the execution but also return result to CPU in minimal time. It will
optimize excecution time and also reduce transfer time by 80%. It will handle
the performance issues, there are lightweight approximate sorting and data
transformation. It will make the system 10 time faster than existing. The opti-
mization techniques significantly improve the performance of the system by
making asynchronous call. CUDA is the software platform that supports GPUs
by Nvidia.

Keywords: Data transfer time optimization � GPU � Virus signature �
Pinned memory � CUDA

1 Introduction

In past few years, data generation both in the industry and in sciences are increasing
rapidly. Industry applications like web data analysis, data mining, and network anal-
ysis. Nowadays, the demand for GPU is increased in the field of high performance
computing. GPU is an electronic circuit used to improve the speed of the execution and
allows system to process the data fast. GPUs can either be integrated, that means they
are built into the CPU or motherboard, or they can be a separate part of computer
hardware. GPUs are easily available and its performance is faster than CPUs. The
GPUs have higher performance than the most powerful multicore CPUs. It contains
hundreds of cores that are suitable for parallel execution, using a respective instruction.
Many algorithms are implemented on the GPU and the results are much faster over the
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sequential execution of the same algorithm. Using asynchronous call for data transfer
can reduce some cost, but it can not reduce the actual cost of data transfer. Here system
introduce a new method to reduce system consumption by reducing the time required
for data transfer. The GPU kernel function call contains four steps: take input data from
user, copy data into pinned memory, GPU access data from pinned memory and
process it as well as send it back to pinned memory, CPU will access that pinned
memory and displayed result, and these four steps are called next to each other. In
system, firstly it analyse the data interdependency of each data transfer. GPU is
developed by NVIDIA. NVIDIA invented a programming model and platform for
parallel processing which is called CUDA. GPU is based on many core whose main
aim is to supervise the excecution of parallel application. The number of cores
increases with the new generation. The ratio of a difference between their speeds is very
much large. Cost-effective threading support allows the applications to handle a large
amount of parallelism than the available hardware execution. A graphics program or
CUDA program is written once and runs on a GPU with many numbers of processor
core CUDA enables GPUs to be programmed using a variation of C. This allows
algorithms to be built on any CUDA as many applications rely on a large dataset To
solve the problem of transfer time among CPU and GPU and tp process large amount
of data packets, the system introduces a packets refinement system using GPU that will
speed-up the functioning of a dataset using PMA algorithm and solve the problem of
transfer time between CPU and GPU by using pinned memory as a common memory.
It also make use of asynchronous call.

1.1 Objectives

• To detect virus string in respective data packet using GPU.
• To accelerate the data communication time from CPU to GPU and from GPU to

CPU by using pinned memory.
• It reduces data refining time and apprise the speed of computation using GPU

pinned memory.
• To take favour of GPU asynchronous call for input processing.

2 Literature Review

The researcher [1] introduced a pattern mining method which identify the sequence of
DNA in dimensions 2 and calculate similar pattern value by reducing time complexity
but the main challenge is of porting application.

Researcher [2] propose the mining method called GMiner which perform large
computing on small data as input and performance is scalable for GPU but gets slow
when large amount of is provided as input.

Traditional CPUs cannot handle the elevated work load due to limited capacities
and computing power. It process large graph by making use of tsp and analyses short
path for given set of graph on GPU and send back the result to CPU by making
asynchronous call [3].
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In this researcher [4] had introduced method to apprise exactness and computa-
tional power of GPU by introducing two algorithm mergeing and migration based on
Nvidia to compute uniform device architecture which is good to solve the clustering
problem.

In this reseacher is solving the timing required for dividing data into classes and
cluster. It apprises the speed and strong adaptability for large curve clustering. The
interaction between the observational assessment of algorithm behavior and the theory
based analysis of algorithm performance [5].

The researcher [6] has proposed an algorithm MST which has high good perfor-
mance on dense graph network. But achieves sequential computation time after pro-
viding high density graph on GPU. There several tests conduct show that, for randomly
constructed graphs, with vertex numbers variable.

Researcher had overfined the gaps based on GPU sorting algorithms in parallel
computation by using CUDA. [7].

The research proposed the lazy learning algorithms for reducing run times in a
significant way for kNN by using CUDA but the process demands of current
approaches limit this performance as the dataset size increases [8].

The researcher [9] introduces OCR a technique to recognise accuracy of devenagari
language using kNN algorithm and CUDA on GPU but lack in time of transfer from
CPU to GPU and GPU to CPU. In this system hierarchical memory organization
technique can be used which utilize three level memory layers.

The researcher [10] had used thread hierarchy and aquired hold on issue on scal-
abilty, cost, flexibility using CUDA architecture GPU on cloud.

Research [11] provides well dense user interface, it have many optimization
algorithms. This lead challenge to porting an application to manage data transfer In this
research [12] implemented the game using minmax algorithm for better performance
gts algorithm is used. But fail to reduce transfer time.

An researcher [13] has introduces a system based on cloud in which user who do
not have gpu graphics card on there machine can also take benefit of gpu on there
respective device without installing cudaon that device or machine.

The researcher [14] has introduce a system which convert the avi format of video to
mpeg format at cloud without loss of performance and it take very minimal time for
conversion using graphics processing unit.

In this research work [15] researcher has proposed algorithm on relational database
which consist excess data with the help of gpu as a co-processor and to improve overall
operation of cpu.

The researcher introduced the method for managing GPU memory as well as it
balance the load on CPU by managing the database and enhancing the speed of process
without irregular memory loss [16].

Reseacher has proposed tool GPregel [17], which optimizes the GPU details and
provide user a simple interface by provding multiple algorithm used for parallel
computing which ultimately reduces work for developer.

OCL allows to write GPU code in python syntax by making use of python open
libary OpenCl programs and kernel using Python syntax [18]. If someone don’t have
GPU then simply convert the code in opencl and compile using JIT runtime. It simply
remove the barrier of GPU in some cases.

Transfer Time Optimization Between CPU and GPU 57



3 Problem Definition

To emerge an automated system to optimize transfer time between CPU and GPU. To
provide simpler system without performance loss and expressibility reduction. To
process and transfer the data set from cpu to gpu without any irregular memory access.
To increase the performance of virus signature scanning using pinned memory. Also to
balance between programming simplicity and exploitation of performance.

4 System Overview

4.1 System Architecture

The intention of system is to optimize transfer time between CPU and GPU using
pinned memory as an common memory. It will take the virus signature data packets as
an input from user these data is stored in pinned memory. It will work asynchronously
by using asynchronous call. GPU access that pinned memory process the data packet in
minimal time store back that result in pinned memory. Whereas CPU access that result
and display it to user. In pinned memory memory is assigned and unassigned exactly at
once. The above process speedup the excecution eighty percent faster (Fig. 1).

4.2 Working

In this system CPU takes the input from the user which can be vector program, graph,
image processing or large packets of dataset. These data is stored in CPU memory, in
these the main task is to transferring data from cpu to gpu and again back from GPU to
CPU. In previous systems, execution time of data on gpu were solved but in proposed
system will going to resolve the problem of data transfer time optimization as well as

Fig. 1. System architecture
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execution time on gpu using pinned memory. In this pinned memory memory is
assigned and unassigned exactly once. In the first case, we presuppose that the assigned
memory is used to propagate data both to and from the GPU, and both propagation are
of the same size.

Existing system will takes the data packets as an input this is the first step after
taking this data packets they will be preprocessed and unique id will be assigned them
for each packet it will construct the DFA and match it with each virus string. All these
data is stored in pinned memory. CUDA kernel call will invoke the GPU. GPU will
fetch the data from pinned memory it will calculate the thread id. It will also process the
packets the packet with minimal time and set the bit for data packets. After processing
the data processed by GPU is stored back to pinned memory. CPU will fetch this
packets and will display the result to user (Fig. 2).

Fig. 2. System workflow
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4.3 Pattern Matching Algorithm

Let D be the large dataset.

1: Start
2: Read input data D.
3: Stored data in pinned memory.
4: GPU access the pinned memory.
5: cudmalloc() //To Specify the size input.
6: memcpy() //The communication time among CPU and GPU.
7: malloc() // To Determine the host memory for input on CPU and allot device

memory for GPU
8: CUDA()
9: Calculate number of thread for parallel processing.

10: Start computing or match the string on GPU.
11: Store result back in pin memory.
12: Print result
13: End

Algorithm appertain to class of string matching algorithm that can be able to finds a
elements of a finite set of strings with in an input text. It matches all patterns at a same
time. The algorithm determine a finite state machine appear like a digital tree with
essential links between the various internal nodes. These links allows fast transitions
between failed pattern matches to other branches of a tree that shares common prefix.
the search allows the automation to transit between pattern matches without the need
for backtracking.

5 Results and Discussion

In this comparison, the variation in total run time for CPU and GPU for number of data
packets and multiple number of patterns. It is observed that GPU is ten times faster than
CPU on average. It can process large number of data. Unoptimized DFA is dfa con-
structed on CPU while Compact DFA is dfa constructed on GPU with pinned memory.
The time has been optimized as time is varying when data packets processed on CPU
but when they are processed on GPU with pinned memory minimal time is required
and remains constant for all packets. Also size (in bytes) of DFA is decreasing on GPU
compare to that of CPU it shown in below graph (Fig. 3).

It can process large number of data. Here time is expressed in milliseconds. It also
minimize the searching time as well as unwanted space. After performing all the above
it is also solving the main problem of transferring data by using GPU pinned memory
concept. CPU and GPU both are sharing an common memory therefore the system
performace is increased two times faster than CPU. It also minimize the searching time
as well as unwanted space (Fig. 4).
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6 Conclusion

In this paper after studying of all paper it can be concluded that the proposed approach
for GPU can gives better results for any application as an input other than existing
system. It also solves the problem of scanning large data packets of CPU by sharing
common memory as well as asynchronous call. GPU helps in speeding up the exe-
cution of the system and send result back to CPU in minimal time. It not only reduces
the data transfer time but also gives better utilization of fine-grained parallelism of
GPUs. In proposed approach it have reduced turn around time almost eighty percent
using an pinned memory.

Fig. 3. Performance dimensions

Fig. 4. Comparison of performance

Transfer Time Optimization Between CPU and GPU 61



Acknowledgment. I would sincerely like to thank our Head of Department Prof. (Dr.) Amol
Potgantwar Computer Engineering, SITRC, Nashik for their guidance, encouragement and the
interest shown in this project by timely suggestions in this work. His expert suggestions and
scholarly feedback had greatly enhanced the effectiveness of this work.

References

1. Surendar, A., Shaik, S., Rani, N.U.R.: Micro sequence identifi-cation of DNA data using
pattern mining techniques. Mater. Today Proc. 5(1), 578–587 (2018)

2. Chon, K.-W., Hwang, S.-H., Kim, M.-S.: GMiner: a fast GPU-based frequent itemset mining
method for large-scale data. Inf. Sci. 439, 19–38 (2018)

3. Aher, S.N., Walunj, S.M.: Accelerate the execution of graph processing using GPU. In:
Satapathy, S.C., Joshi, A. (eds.) Information and Communication Technology for Intelligent
Systems. SIST, vol. 106, pp. 125–132. Springer, Singapore (2019). https://doi.org/10.1007/
978-981-13-1742-2_13

4. Fu, C., Wang, Z., Zhai, Y.: A CPU-GPU data transfer optimization approach based on code
migration and merging. In: 2017 16th International Symposium on Distributed Computing
and Applications to Business, Engineering and Science (DCABES), IEEE, pp. 23–26 (2017)

5. Ji, C., Xiong, Z., Fang, C., Hui, L., Zhang, K.: A GPU based parallel clustering method for
electric power big data. In: 2017 4th International Conference on Information Science and
Control Engineering (ICISCE), IEEE, pp. 29–33 (2017)

6. de Alencar Vasconcellos, J.F., Cáceres, E.N., Mongelli, H., Song, S.W.: A parallel algorithm
for minimum spanning tree on GPU. In: 2017 International Symposium on Computer
Architecture and High Performance Computing Workshops (SBAC-PADW), IEEE, pp. 67–
72 (2017)

7. Faujdar, N., Saraswat, S.: A roadmap of parallel sorting algorithms using GPU computing.
In: 2017 International Conference on Computing, Communication and Automation
(ICCCA), IEEE, pp. 736–741 (2017)

8. Gutiérrez, P.D., Lastra, M., Bacardit, J., Benítez, J.M., Herrera, F.: GPU-SME-kNN: scalable
and memory efficient kNN and lazy learning using GPUs. Inf. Sci. 373, 165–182 (2016)

9. Mayekar, M.M.N., Kuwelkar, M.S.: Implementation of machine learning algorithm for
character recognition on GPU. In: 2017 International Conference on Computing Method-
ologies and Communication (ICCMC), IEEE, pp. 470–474 (2017)

10. Pisal, T., Walunj, S.M., Shrimali, A., Gautam, O., Patil, L.: Acceleration of CUDA programs
for non-GPU users using cloud. In: 2015 International Conference on Green Computing and
Internet of Things (ICGCIoT), IEEE, pp. 365–370 (2015)

11. Nikam, A., Nara, A., Paliwal, D., Walunj, S.: Acceleration of drug discovery process on
GPU. In: 2015 International Conference on Green Computing and Internet of Things
(ICGCIoT), IEEE, pp. 77–81 (2015)

12. Mahale, K., Kanaskar, S., Kapadnis, P., Desale, M., Walunj, S.: Acceleration of game tree
search using GPGPU. In: 2015 International Conference on Green Computing and Internet
of Things (ICGCIoT), IEEE, pp. 550–553 (2015)

13. Walunj, S.M.: Accelerate execution of CUDA programs for non GPU users using GPU in
the cloud (2015)

14. Walunj, S.M., Talole, A., Taori, G., Kothawade, S.: Acceleration of video conversion on the
GPU based cloud (2015)

15. Walunj, S.M., Patta, R.A., Kurup, A.R., Bajad, H.S.: Augmenting speed of SQL database
operations using NVIDIA GPU (2015)

62 A. A. Dhake and S. M. Walunj

http://dx.doi.org/10.1007/978-981-13-1742-2_13
http://dx.doi.org/10.1007/978-981-13-1742-2_13


16. Patta, R.A., Kurup, A.R., Walunj, S.M.: Enhancing speed of SQL database operations using
GPU. In: 2015 International Conference on Pervasive Computing (ICPC), IEEE, pp. 1–4
(2015)

17. Lai, S., Lai, G., Shen, G., Jin, J., Lin, X.: GPregel: a GPU-based parallel graph processing
model. In: 2015 IEEE 17th International Conference on High Performance Computing and
Communications, 2015 IEEE 7th International Symposium on Cyberspace Safety and
Security, and 2015 IEEE 12th International Conference on Embedded Software and
Systems, IEEE, pp. 254–259 (2015)

18. Di Pierro, M.: OpenCL programming using python syntax (2013)

Transfer Time Optimization Between CPU and GPU 63



Impact of Dummy Logic Insertion on Xilinx
Family for Hardware Trojan Prevention

Navneet Kaur Brar, Anaahat Dhindsa(&), and Sunil Agrawal(&)

UIET, Panjab University, Chandigarh, India
navubrar1992@gmail.com, anaahat.dhindsa85@gmail.com,

s.agrawal@hotmail.com

Abstract. The vogue of globally manufacturing ICs is increasing rapidly due to
which the systems are vulnerable to pernicious Trojan. A promising technique is
needed to prevent systems from Trojan. The paper proposes a technique to
protect system, in which unused spaces are filled with some dummy logic i.e.,
(any logic that does not interrupt the functioning of main circuitry). The rival
could substitute the dummy logic with malicious Trojan. In order to thwart such
situation AES encryption of 128 bit length of modified design is done. The
proposed technique is implemented on Xilinx 10.1_ISE in family Automatic
Sparton3 and device XA3S50 and comparison with other families of Xilinx is
done. The modified design provides 100% protection from HT but not at the
cost of performance and power penalties. The proposed technique requires same
memory as needed by original circuit.

Keywords: Advance encryption standard � Built in self-authentication �
Dummy logic � Integrated circuits � Hardware Trojan � Xilinx ISE_10.1 too �
Xilinx families

1 Introduction

In present scenario, the discrete manufacturing of integrated circuits (IC) has become
the backbone of electronics industry. The entire fabrication and assembly by single
manufacturer is quite expensive and not everyone can incur such amount. Therefore,
the manufacturers outsource the IC parts form third party. The control of manufacturer
has reduced on IC security and reliability due to which the threat of Hardware Trojan is
emerging alarmingly. The third party can inculcate the malicious Trojan at any level of
abstraction, at gate level, circuit layout, logical synthesis, physical design, or RTL
(Resistor Transistor Logic) [1].

Hardware Trojan (HT) is an undesirable functionality intruded in circuitry to
deteriorate the system performance, corrupt or manipulate data, malfunctioning of
system, tamper the circuit design or Denial of Service (DOS). The adversary plants the
Trojan to lower the market value of rival company or to steal the confidential infor-
mation of other nations e.g., Regin Trojan had been inculcated for spying and infected
industrial control system in countries specifically Iran, India and Indonesia by some
developed nations [2]. HT has led to disasters all around the world, e.g., in 2007 Syrian
radar did not alert for an incoming air strike due to the malicious intruder in the system
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[3]. Gameover Zeus Trojan had stolen million dollars overseas and affected many
computers [4].

Hardware Trojan is triggered under extremely rare conditions that modify the
functionality of the system. Trojan can be functional or parametrical. The functional
Trojan changes the functionality say Denial of Service (DoS). The parametrical Trojan
degrade electrical parameters like deterioration of IC due to electro migration
(EM) which is influenced by physical defects and imperfections which increases cur-
rent density and elevated temperature [5]. The Trojan changes the electrical properties
of circuit, e.g. extra capacitance or inductance may be induced between circuit path to
change characteristics of ICs [6]. The entire classification of HT is elaborated in articles
[6–9]. The HT can be procreated efficiently using if-else or switch case statement [10].

The designers have inadequate authentication of system reliability as Trojan might
have been inserted at the time of fabrication. The companies cannot rely on produced
chips being error free. There must be a standard method for testimony of chips as
Trojan free. The researchers had experimented various techniques for the Trojan pre-
vention and detection e.g., Hazra et al. in 2019 used a technique based on machine
learning to analyze the repercussions on core system execution [13]. Zarrinchian et al.
in 2017 proposed a Latch Based Structure i.e. a self-reference and a high resolution
technique [9]. Salmani et al. presented a technique named COTD based on Control-
lability and Observability [11], Fern et al. in 2017 proposed a methodology in
unspecified functionality through solving satisfiability problem [12] to detect Hardware
Trojan. Khaleghi et al. in 2015 experimented with dummy logic [14]. Subramani et al.
in 2019 proposed a method to combt the menace of Forward Error Correction
(FEC) Trojan in wireless systems [15].

This paper proposed a prevention technique from HT. In this method, unused
spaces are filled with some dummy logic i.e., a modified BISA. Still the Trojan could
replace the dummy logic and as Trojan acquires no area and power the user will remain
unaware of Trojan insertion. Hence, to overcome such situation we encrypted the
system code by Advance Encryption standard (AES). The main contribution of our
paper is as follows:

• The technique does not require any golden model i.e., a 100% error free model for
reference.

• This methodology does not require any extra circuitry for operation.
• The modified design consumes same power as consumed by original circuitry.
• The modified design provides high throughput and security.
• The technique is applicable to all families of Xilinx say virtex, sparton, Q pro virtex

military/high reliability etc.

The proposed approaches gave a better perspective to hinder the Trojan insertion.
Although other researchers have already used the concept of dummy logic and
encryption yet combination of both the techniques to fill the gap has not been used
before. This technique will help the society to prevent their system from this malicious
Trojan.

The remainder of this paper is organizing as follows: Sect. 2 introduces to the
recent work done for prevention and detection of HT. Section 3 demonstrates the
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proposed scheme in the paper. Section 4 manifests the experimented results of the
scheme. Finally, the conclusion and future scope is in Sect. 5.

2 Recent Work

Many studies have been proposed for detection and prevention of Trojan since past
decade. However, the ancient techniques faced many limitations of path delay,
requirement of golden chip as a reference, false positives, process noise etc. The system
vulnerability to Trojan has had been exceeding alarmingly. In present scenario,
researchers have experimented many detection and prevention techniques to control the
menace.

Zarrinchian et al. in 2017 proposed a Latch Based Structure i.e. a self-reference and
a high resolution technique which utilizes in-circuit path delays as self reference [9].
The technique was capable of detecting even small Trojans with 90% probability.

Hassan Salmani et al. presented a method named COTD based on Controllability
and Observability determination in gate level net-list [11]. The researcher studied the
inter cluster distance of all gates. The gates with Trojan are easily extricated. The
technique required no golden model for reference and needed no test pattern generation
as other techniques.

Khaleghi et al. in 2015 [14] experimented with dummy logic to safeguard FPGA
against HT attack. The technique filled the unused resources with functional standard
cells so that vacant spaces cannot be misused by HT using BISA (Built In Self
Authentication) [16]. The method did not affected power and performance of original
circuit. Rithesh et al. proposed scan chain method that examined power analysis with
perpetual scan chains in ISCAS’89 benchmarks [17].

Zhang in 2016 [18] proposed a Practical Logic Obfuscation technique for Hardware
which overcomes the drawbacks of earlier prevalent Obfuscation techniques. The
technique resulted in low area, zero performance overhead and protected IP/IC from
counterfeiting. Tarek Ibn Zia et al. in 2015 [19] proposed a method using homomorphic
data isolation for HT protection. In homomorphism researcher had used partial and
Elgalmal Scheme [20] for cryptosystem. The method Saved power up to 20% where
number of cycles remains same.

Wu et al. presented a technique for the prevention and detection of Trojan i.e.,
TPAD [6]. In TPAD the hardware is reduced and physical space is effectively used to
lower the overall operating, cooling and maintaining cost. The menace of Trojan
insertion at synthesis and physical design level is solved by using CAD tool flow and
selective programmability. Wei et al. [21] proposed a methodology i.e., Self Consis-
tency for the Trojan detection. In this technique, circuit is divided into sub segments
and power is analyzed. Any deviation in the consistency of sub segment form others
the Trojan is considered. Seyed Mohammad Hossein Shekarin et al. [22] gave a
solution to problem of delay in fingerprinting by using retiming. The researchers
believed that long path is less prone for Trojan insertion. However, later this statement
put researchers in dilemma, due to large deviation in readings for long path. Then
author minimized the clock period by moving delay elements like F/F (Flip Flop) etc.
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Zhang et al. in 2015 proposed a VeriTrust technique to detect Trojan at the design
stage [28]. The difference between existing Trojan detection techniques and VeriTrust
was that the technique was unresponsive to style of implementation of Hardware
Trojan. Jin et al. presented a Path delay fingerprinting detection technique by mea-
suring the delay parameter as a fingerprint of Trojan existence [29]. In this way, small
Trojans could also be detected.

The analysis has been focused on covering recent Trojan detection and prevention
techniques. In this literature survey, a concise overview for the detection and pre-
vention techniques has been provided. The prevention and detection techniques from
HT have become a poignant part for the security of ICs. The researchers have given
ample solutions to protect the systems from Trojan.

3 Proposed Methodology

In this section, the entire methodology to protect the system using Dummy logic and
AES encryption is discussed in detail. The adversary can insert the malicious Trojan at
any level of abstraction at unused resources. The proposed technique focuses on
physical design to prevent from Trojan that occupies negligible area and power due to
which the presence of Trojan is known after its triggering.

Therefore, the unused resources or spaces ought to be filled with some dummy
logic so that no space is left for Trojan insertion. However, the powerful Trojan can
replace the non-functional dummy logic. To avert such a situation AES encryption is
done. The proposed technique is implemented on Xilinx Automatic Sparton3 device
XA3S50, Package VQG100 and speed −4 in Xilinx 10.1 ISE. This methodology is
explained in following steps and in flowchart Fig. 1.

Synthesis
Proposed technique 

Design stepsData Setup

Floor planning

Placement

Clock Tree Synthesis

Routing 

Placement of 
dummy logic

Finishing

Encryption of 
modified design

Identification of 
unused resources

Fig. 1. Insertion of dummy logic in physical design.
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The flowchart below explains the proposed methodology at each step. The pre-
processing unused space, cell geometry information is retrieved after floor planning.
The unused resources are identified after routing. Then the dummy logic is then placed
at synthesis step. At the finishing step Encryption of modified design is done.

Step I. Pre-processing: Initially the user should be familiar with the standard infor-
mation of the system that includes geometric information, unused area and pins. The
geometric information is obtained from name.fnf file (Floorplanner Netlist File). The
fnf file is retrieved from Xilinx process window in floor plan design under implement
design in Translate. The unused pins information is extracted by name.ncd (native
circuit description). The ncd file is extracted through the Xilinx process window in
View/Edit Routed Design (FPGA Editor) under Generate Post-Place & Route Static
Timing. The dummy logic is placed according to the available free space. The output
characteristics and power should remain same even after dummy logic insertion. If
functional logic follows the above-mentioned conditions then is considered as dummy
logic.

Step II. Identification of unused resources: In order to procure the unused space the
Xilinx code is converted into cmd (command prompt) path. In command prompt, dir
command is given and the unused spaces are obtained. We can also retrieve this
through device utilization summary in design summary of Xilinx. The device utiliza-
tion summary provide used and available slices i.e., information of used memory.

Step III. Placement of dummy logic: The geometry and location of unused space is
directly obtained from ncd and fnf file. Firstly, the vacant space available is expedited
and then is built according to accessible size. The placement of dummy logic is
according to vacant spaces. Then the output waveform is checked if it remains same as
of original circuit. If output characteristics remains unchanged then logic is considered
to be dummy logic but not at the cost of memory used and power.

Step IV. Encryption of modified design: The modified design is encrypted using AES
(Advance Encryption standard). In Rijnadael AES encryption is done by converting the
plain text into cipher text and in decryption cipher text converted back into plain text.
The AES key length can be of 128, 192 or 256 bits. Similar is for number of rounds
that can be 10, 12 or 14 corresponding to the key length [26]. The AES algorithm
turned to be beneficial over other techniques in terms of hardware and software
implementation, high security with low cost, preventing power and timing attacks.
The AES algorithm is available globally on royalty free basis [27]. In AES instruction
level parallelism is used for single block of encryption of decryption. The plain text in
hexadecimal form is placed in state matrix. The state matrix is updated after each stage.
The AES algorithm consists of following stages: substitution byte that uses an S-box in
FIPS PUB-197 for byte-to-byte transformation in state matrix i.e., the plain text to be
encrypted in hexadecimal form. The shift row uses uncomplicated permutation. In
which rows are shifted left by N − 1 bytes where N is row number. Mix column is also
a substitution using arithmetic over GF (28). The add round key is used in the
beginning as well in end of the algorithm that XOR the state matrix with expanded key
i.e., is provided by the user. Add round key provides arduous security to system and
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rest stages are only for creating turmoil for attacker [27]. The Rijndeal AES increase
throughput and provides high security that is shown experimentally in [25].

Hence, in this section the entire technique is elaborated. These are the four steps
need to be implemented in order to imply the proposed methodology and prevent the
system from malicious Trojan.

4 Simulation Results

In the previous section, we have elaborated the proposedmethodology and in this section,
we will discuss the simulation results. The technique is implemented on Xilinx ISE_10.1
tool in Automatic Sparton3 device XA3S50, Package VQG100 and at speed −4. The HT
benchmarks are obtained from Trust Hub website [23, 24]. The Trojan has been inserted
in the original circuit and comparison graph is shown between input data and output volts
shown in Fig. 2. In the original output time constraints and number of count were in
directly proportional whereas on insertion of Trojan this relation is distorted.

Initially the free space of original circuit is obtained as shown in Fig. 3. Then
according to space availability the dummy logic is placed and after dummy logic
placement the fnf file shows as in Fig. 4. The placement of dummy logic depends on
space available in the device. Earlier there were large number of unused resources but
after the insertion of dummy logic, most of the unused resources are utilized.

The insertion of dummy logic in original circuit has no impact on performance
characteristics. The power remains exactly same even after the inclusion of dummy
logic. The memory used by this dummy logic is negligible. Hence, the memory used of
original and modified circuit is almost same. Resource utilization increases from few
percentages to an average increase to 50%. In general purpose and radiation hardened
family the increase in resource utilization is 100%. In Automotive family increase in
resource utilization varies from 3.75% to 103%. When it comes to military/High
reliability, category utilization growth variation is enormous from 1000% to 50%. The
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Fig. 2. Comparison of Original and Trojan inserted output
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power, resource utilization, delay and memory used parameters are calculated with
different families of Xilinx and the values of original and modified circuit shown in
Table 1.

The number of pins that are utilized can be changed according to the requirement.
The relative unused spaces available, increase in resource utilization and respective
pins used after dummy logic inserted of all product families in Xilinx i.e. General
Purpose, Automotive, Military/High Reliability and Radiation Hardened is shown in
Figs. 5, 6, 7 and 8 respectively. The resource utilization for the same dummy logic
differs from family to family. e.g., in all four families if dummy logic of equal size is
placed each family resource utilization is different that is clearly depicted in the below
graphs. Increase in resource utilization is highest in radiation hardened and automotive
followed by general purpose family. The device family Q Pro Virtex reliability in
Military/High shows tremendous increase in resource utilization.

After the dummy logic placement still there was a chance that Trojan could insert
form any loophole. Therefore, to prevent such a situation the AES encryption of the
modified circuit is done. Although many languages like Xilinx can implement the AES,
Python, C, Modelsim etc. yet nowadays AES encryption is done online very conve-
niently. The encrypted code is shown in Fig. 9. The AES provide further advantages to
the technique of increased throughput and high security.

The experimental results of entire methodology are presented in above section. This
section showed comparison of Original and Trojan inserted output, used resources
before dummy logic insertion, used resources after dummy logic insertion. The graphs
depicting Unused Spaces available, Device Utilization and size of Dummy Logic in
General Purpose, Automotive, Military/High Reliability Family and Radiation Har-
dened. The comparison table of all these four families shows the power consumption,
memory required, device utilization and delay with Dummy logic inserted and without
dummy logic is shown. These simulation results comprise the entire proposed
technique.

Fig. 3. Used resources before dummy
logic insertion dummy logic insertion

Fig. 4. Used resources after dummy
logic insertion dummy logic insertion
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Table 1. Comparison of technique with other families

Device
family

Original circuit-without dummy
logic

Modified circuit-with dummy
logic

Power
(mW)

Resource
utilization
(%)

Memory
used
(mB)

Power
(mW)

Resource
utilization
(%)

Memory
used
(mB)

General
Purpose

Virtex 27 2 153 27 55 152
Sparton 3 24 4 154 24 32 153

Automotive 9500XL 40 1 87 40 77 87.5
Sparton 3 24 31 129 24 63 129

Military/High
Reliability

Q Pro
Virtex2
Military

35 12 92 35 18 151

Q Pro
Virtex
reliability

7 2 124 7 22 124

Radiation
Hardened

Q Pro
Virtex

29 12 128 29 24 129

Q Pro
Virtex 2
Radiation
Tolerant

333 6 149 333 12 148
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5 Conclusion and Future Scope

In this paper a protection technique from Trojan, a combination of modified BISA and
AES encryption is presented which is tested on Automatic Sparton3 and device
XA3S50 of Xilinx family that does not require any golden chip and extra circuitry. The
experimental results show that reducing the unused spaces by placing dummy logic in
vacant space and then the AES encryption, which prevents adversary from knowing the
placement of dummy logic, is done and eventually protects the system from HT. This
modified design provides high throughput, high security and less delay but not at cost
of power and memory utilization. As the future work is concerned, the technique could
further be elaborated with combination of different encryption techniques such as
Blowfish, Triple Data Encryption Standard (DES) or Twofish so that the user could
reduce the delay after insertion of dummy logic.
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Abstract. Spinal cord injury (SCI) is a devastating condition which can lead to
quadriplegia or paraplegia depending upon the level at which injury has occurred
resulting in restricted mobility and reduced quality of life. Electromyogram
(EMG) signal based human machine interface (HMI) is a system that can be used
as an assistive technology to enhance the life of SCI patients. The present paper
aims to provide an assistive device (electric wheelchair) for patients suffering from
SCI at lower cervical level. EMG signal is used to control the movement of the
electric wheelchair, for which time domain feature are used to train support vector
machine (SVM) and k-nearest neighbour (kNN) classifier in python 3.5 software
to categorize the 5 different movement controls. Raspberry pi 3 is used to acquire
signals from MyoWare sensor and processes these signals to provide control
pulses to DC motor drive, which finally executes by the electric wheelchair.

Keywords: EMG � kNN � SVM � Wheelchair � SCI

1 Introduction

SCI is a medically complex and disrupting condition associated high mortality rate,
patients suffering from SCI can have tetraplegia or paraplegia depending upon the level
at which injury has occurred and severity of the injury. Tetraplegia is more severe
problem as the patient/person losses his control over all the four limbs becomes
helpless, dependent on other for mobility and day to day chores & caused by injury at
higher level as of C1–C7. According to WHO report 2.5 lakhs to 5 lakhs people suffer
from SCI every year around the world. Patients’ suffering from cervical level of SCI
have limited moment of upper limb and finds difficulty in controlling wheelchair using
joysticks, wrist or hand movement and become dependent on others for their movement
[1]. This work is focused on such patients to make them independent in term of their
mobility for which EMG signal is used as the control signal for the movement of
electric wheelchair. In context of the same, another work was also done where speech
signal was used as the control signal [2].

EMG is the signal generated in themuscle fibre due to their contraction and expansion
while performing any task and is proportional to the activity of the muscle [3, 4].
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It can be measured by invasive (intramuscular EMG) and non-invasive (surface EMG)
techniques and usually performed to test the strength of the muscles. EMG based Human
Machine Interface are effective and are being widely used for rehabilitation of disabled in
prosthesis, orthotics and exoskeletons [5–9].

Recently many different type of control for driving wheelchair such as eyeball
tracking, EOG, EEG etc. has been studied. Chern-Sheng Lin et al. use optical-type eye
tracking system to control the movement of the wheelchair. For pupil tracking system
they used a camera to capture the eye images and computed the center position of
moving pupil by an image processing program and calculated result is transmitted to
the wheelchair controller for controlling the movement of the wheelchair [10]. In
another study Rafael Barea et al. studied an eye-movement controlled electric wheel-
chair based on electrooculography for providing assistant to disabled people. They used
Ag-AgCl electrode and acquisition card for recording of EOG signal and this recorded
data processed using BiDiM-EOG model of the eye to calculate the eye movement or
eye gaze direction [11]. In another study Kyuwan Choi et al. implemented a non-
invasive brain machine interface (based on EEG signal) for controlling an electric
wheelchair [12].

The targeted population in this study has the mobility of shoulder so the EMG
signal is used to control the movement wheelchair is acquired from trapezius muscle
using surface EMG sensor (MyoWare). The acquisition and processing of the signal is
done using raspberry pi 3 processor. Now, the structure of this paper is as follows: It
begins with the introduction in Sect. 1 and then Sect. 2 discuss about the methodology
used for setting of hardware, data collection, processing and classification. Section 3
compares the result achieved using kNN and linear SVM classification algorithms
followed by conclusion in Sect. 4.

2 Methodology

This section discusses about the data acquisition procedure and data processing algo-
rithm used during the experiment. Hardware interfacing is also covered in the present
section.

2.1 Data Collection

EMG signal of 6 healthy subjects was acquired using the MyoWare and raspberry pi 3
for shoulder movements, one eyebrow movement and a rest (relaxed) state. The ele-
vation of right, left and both shoulder was considered for right, left and forward
command of wheelchair respectively. From each subject a total of 50 � 5 = 250 trails,
50 trails of 4 commands (forward, left, right, stop) and a rest were recorded using three
MyoWare sensors as shown in Fig. 1.

The skin surface was cleansed with alcohol wipes before placing the Ag/AgCl
electrodes. The sampling frequency used in acquisition was 1000 Hz. The movement
used for the 4 commands along with the rest is as shown in Table 1.
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Each trial started with an auditory cue indicating the action to be performed and
lasted for 2 s. From the recorded data 70% of the data was used for training the
classification model and testing of the train model rest on 30%.

2.2 Data Processing

The data acquired was EMG envelope, which is an amplified, rectified, and integrated
signal [13]. Processing of the acquired data was done by normalizing it in the range of
0 and 1. After that feature extraction was performed and a total of 5 time domain
features were used for training the classifier [14], the features used are discussed below:

Variance. The variance (r2) is defined as the average of sum of the squared distances
of each sample from the mean (l) of the signal. It signifies mean power in the signal,
and can be interpreted as the surface of the power spectrum in frequency domain [15],
and is given by (1),

var ¼ 1
N � 1

XN
i¼1

x2i ð1Þ

Where xi is the signal amplitude over segment i while N denotes the total length of
the signal.

Wavelength (WL). Waveform length gives a measure of the complexity of the signal,
and depends on amplitude and frequency of the signal. It is the cumulative length of the
signal within a time segment, and is given by (2),

Fig. 1. Position of electrode used for acquiring EMG data.

Table 1. Muscle movement used for the 5 commands.

S. No. Muscle movement/action Wheelchair movement

1 Elevation of both shoulder Forward
2 Elevation of left shoulder Left
3 Elevation of right shoulder Right
4 Raising of eyebrow Stop
5 No muscle movement Rest
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WL ¼
XN
k�1

DxKj jwhereDxK ¼ xK � xK�1 ð2Þ

Mean Absolute Value (MAV). Mean absolute value is one of the most popular
features for EMG signal analysis. It is the average of the absolute value of signal in a
time segment, and also known as average rectified value (ARV), averaged absolute
value (AAV), integral of absolute value (IAV), and is given by (3),

MAV ¼ 1
N

XN
i¼1

xij j ð3Þ

Modified Mean Absolute Value (MAV1). It is an extension to MAV in which the
absolute of the signal is firstly multiplied to a weighted window function considering
the time taken for the activation of muscle. It is done to improve the robustness of
MAV feature and is given by (4).

MAV1 ¼ 1
N

XN
i¼1

wi xij j

wi ¼
1; if 0:25N� i� 0:75N

0:5; otherwise

� ð4Þ

Root Mean Square (RMS). It is an another popular feature for analysis of EMG
signal, and is the square root of the mean of the sum of squares of the signal,& is given
by (5), It represents the average power present in the signal.

RMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
i¼1

x2i

vuut ð5Þ

These extracted features are then concatenated to form a feature vector of dimen-
sion 15 � 1 (5 features per channel) which is then used to train classifier models.

2.3 Classification

The For the classification of EMG signal Support Vector Machine (SVM) and k-
Nearest Neighbour (kNN) was used [16]. SVM performs classification by constructing
a hyper plane or a set of hyper planes in high dimension feature space and finds support
vectors that maximize the distance between the nearest data point of each class and the
hyper plane. kNN classifier is the basic classifier and operates on the property that
classification of unknown instances can be done by relating the unknown to the known
according to some distance/similarity function. The unknown instance is labeled with
the same label as that of the known nearest neighbour. For applying these algorithm
sklearn library was used [17].
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2.4 Hardware Implementation

The connection diagram of the components used in this work is shown in Fig. 2. As
raspberry pi 3 does not offer any analog input so, an analog to digital converter
(ADC) MCP3008 was used to convert analog EMG signal to digital which is then
connected to GPIO pin of raspberry pi. MCP3008 IC is a low cost 10 bit analog to
digital converter and can give maximum sampling rate of 200ksps. It offers 8 analog
input pins and has one digital output pin. For interfacing with raspberry pi 3 hardware
SPI was used [18] and the connection diagram for the same is shown in Fig. 2. The
input supply to MyoWare is given via pin1which is 3.3 V, it is done because the
maximum input voltage that a GPIO of raspberry pi 3 can take up to 3.3 V. The
operating system used in raspberry pi 3 was raspbian and data acquisition and pro-
cessing was done through a customized script written in python. The movement of
electric wheelchair was con-trolled using dual h-bridge DC motor drive whose PWM is
supplied using raspberry pi 3 depending upon output of trained classifier model.

3 Result and Discussion

The mean and standard deviation of the normalized data was calculated to check for its
base line & variability. Figure 3 shows these values in graphical plots of all subjects for
each class and channels where vertical bar represents the standard deviation of the data
from the mean. The machine learning model trained using the SVM and kNN classi-
fication algorithms discussed earlier were also tested on inter-subject data. The results
thus achieved were not satisfactory, the possible reason behind this could be the
different activation level of subjects, which can be seen from Fig. 3 as the variability
and mean value for same command is different for each subject. The time taken to

Fig. 2. Connecting pin diagram of the components used
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perform any action for subjects was also different as noticed during data acquisition and
is a crucial factor in inter-subject performance.

The results obtained using linear SVM and kNN are shown in the form of graph for
each subject (average of each subject) in Fig. 4. The dotted line shows the average
accuracy of the model where as solid line shows the chance accuracy that is 25%
(100/4). As can be seen from the result maximum accuracy achieved using SVM and
kNN is 93.33% for subject II but the average accuracy of all subjects is 86.39% for
SVM and 73.61 for kNN which shows that SVM has performed better. These accu-
racies were achieved using offline analysis on the basis of which subject II was chosen
to drive the wheelchair online.

Before performing classification of the data in real time it was firstly segregated into
rest or action state based upon the amplitude threshold. Amplitude threshold was
calculated as the maximum value achieved from the acquired trials of rest state through
visual scrutiny. The work flow for the online implementation is shown in Fig. 5.

After the initial segregation of the data of action state, the classification is per-
formed using Linear SVM and kNN classifier. The classification accuracy thus
achieved is reported in the form of confusion matrix and shown in Fig. 6. The inter-
mixing of the classes has mostly occurred in left and right because elevation of one
shoulder also affects the other as both are connected by collar bone.

Fig. 3. Represents the mean value of the signal obtained for each subjects over total trails for
different class; (a) stop; (b) forward; (c) left; (d) right, where vertical bar represents the variability
(Std) of the signal.
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4 Conclusion

In this work a wheelchair control using sEMG signal is presented for 4 commands i.e.
left, right, forward and stop. The rest command is also considered by applying thresh-
old (muscle activation) on the signal. The classification algorithms used were SVM and
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Fig. 4. Classification accuracies for (a) linear SVM, and (b) kNN based model.

Fig. 5. Work flow for online wheelchair control.

Fig. 6. Confusion matrix for subject II in real time analysis with linear SVM and kNN.

Development of EMG Controlled Electric Wheelchair Using SVM and kNN Classifier 81



kNN whose comparison is also discussed. The feature used for training of the classi-
fication model were variance, wavelength, mean absolute value, modified absolute
value, root mean square value. The average accuracy achieved using SVM is 86.39%
which is more than 73.61% of kNN. In online analysis the minimum accuracy achieved
is 80% & 60% with Linear SVM and kNN respectively for ‘left’ command. Also the
average classification accuracy in online analysis has come out to be 93.50% for SVM
and 87.50% for kNN showing the better capabilities on sEMG data.
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Abstract. Complementary metal oxide semiconductor is an innovation that has
changed the domain of hardware. CMOS scaling has achieved maximum limit,
indicating adverse impacts not just from physical and mechanical perspective
yet additionally from material and practical point of view. This drift move the
analysts to search for new encouraging options in contrast to CMOS technology
which indicates better execution, thickness and power utilization. To replace the
CMOS technology different new technologies are developed in order to solve
the different problems faced by CMOS. In this paper, new rising nanotechnol-
ogy, quantum dot cellular automata is considered. Quantum dot cellular auto-
mata contributes in overcoming the difficulties faced by the CMOS technology
now a days such as heat dissipation and scaling problems and hence improves
the computation in different applications. For that reason, this paper propose the
compatible architecture based on majority gate structures. This paper aims to
present 2-bit and 3-bit synchronous counter as an application of a well-
optimized JK flip-flop which is optimized on account of QCA. The proposed
synchronous counter structure can be further extended to 4-bit and more. The
advantage of the propound structure in comparison to previous circuits in terms
of energy dissipation have been shown derived. QCADesigner E tool is used for
the evaluation of the operational exactness of the designed structure.

Keywords: QCA � Quantum dots � Quantum cells � QCA clocking �
JK flip flop � Synchronous counter

1 Introduction

Moore’s law has been followed by the microelectronics industry from almost last 5
decades because of which the size and speed of electronic devices has shown the
remarkable enhancement [1]. According to the Moore’s law after every 18 months, on
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every square inch of an integrated circuit the total number of transistors will double and
it also allows increasing the chip size as well as shrinking the size of the electronic
devices while retaining the satisfactory outcomes, hence the overall speed and the
power will also double [1]. Current CMOS is scaled very rapidly and continuously and
hence is ultimately reaching the fundamental deadline. Further scaling of CMOS
technology based devices is also limited by the factors such as high leakage current,
high lithography cost, quantum effects, high power dissipation and short channel effects
[2]. The shortcomings of the CMOS can be suppress by various emerging technologies
[3]. Out of the various nascent technologies, Quantum dot Cellular Automata, Single
Electron Transistor and Resonant Tunneling Diodes are few of the alternatives.
Quantum dot Cellular Automata (QCA) is the most favourable technology to take the
place of CMOS technology [1]. QCA is an arithmetic prototype with no transistors, in
which quantum dots are used for the implementation of cellular computation. QCA is
based on the concept of the physics of interaction between the electrons. No current
flows through the cells of the Quantum dots and the device performance is achieved by
the coupling of the cells. The binary information in QCA is represented on cells [4].
Operating speed of tetra hertz and also the device density of 1012 devices/cm2 can be
achieved by QCA technology. The method of computation by QCA technology offers
impressive properties of QCA such as ultra-low power dissipation, highly low power
delay product, the non-complicated interconnects, and also as the dots of the QCA are
very small in size hence it is possible to have very high packing densities and fast
operating speed of frequency range of tetra hertz [5]. Hence, because of the ultra-low
size feature of QCA, it is the strongest alternative to CMOS technology among the rest
[4]. The main advantages of QCA over CMOS technology are lesser delay, high
density circuits and low power consumption which allows us to carry out quantum
computing is not in so distant future [6].

A brief review of QCA along with clocking scheme is stated in the Sect. 2 of this
paper. Furthermore, the paper is arranged as: In Sect. 3 some related work for the
synchronous counter in QCA is discussed. In Sect. 4, the design and implementation of
a 2-bit and 3-bit synchronous counter using J-K flip-flop are presented. Simulation
results and waveform are shown in Sect. 5. And in the last section of the paper
conclusion is given.

2 QCA Review

2.1 QCA Building Blocks

The primary entity of QCA is a cell. Figure 1(1) shows schematics of QCA cell, a
regular QCA cell have four quantum dots in a square nanostructure [7]. Dots are said as
the places where a charge can be settled down. Each cell is filled with two electrons,
and these electrons tends to penetrate in between the four quantum dots of a cell.
Tunneling process only take place inside the cell and no tunneling exists among the
two cells [8]. In a cell, the enumeration of the quantum dots (represented by i) is started
from the top right quantum dot and then proceeds in clockwise direction [9].
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In QCA, binary data is represented by the place taken by the mobile electrons in all
logic cell. The electrons under the control of the timing plan are set free whenever the
barriers between the dots are very low, due to columbic repulsion these two electrons
have tendency to hold counter sites within the cell as demonstrated in Fig. 1(1). The two
charge presentation with a polarization of −1 and +1 is used to indicate the logic 0 and
logic 1 respectively as represented in Fig. 1(1) [7, 10]. A cell will align its polarization
with respect to its nearby driver cell whose polarization is fixed. It has been seen that
there is extremely non-linear cell to cell interaction, which means a cell with a weak
polarization can produces an approximately completely polarized output cell. Thus,
along a line of coupled QCA cells, the data can be exchanged by communication among
adjacent cells. In QCA a wire is an arrangement of cells placed in series as represented in
Fig. 1(2), where the cells are besides to one another. QCA gives a procedure for
exchanging data without current flow because there is no transferring of electrons
between the cells [9]. The easiest way to build inverter in QCA is by keeping the QCA
cells in cater-cornered position as represented in Fig. 1(3), usually seven cells are needed
to build the inverter as shown in Fig. 1(4) [11]. The output of the QCA cell has the
opposite polarization to that of the input cell. Majority gate is one of the fundamental gate
other than the inverter that is used to implement any logical calculations in QCA tech-
nology [12]. The majority voter and its logical symbol is shown in Fig. 1(5) [11, 13].

2.2 QCA Clocking

Clock signals are given to the QCA circuits to function properly, that controls and
monitors the data transferring and moreover gives the true power gain for that circuit.
QCA devices are provided with clocking system in order to provide synchronization in
implementing pipelining. The clock is applied to all the four zones, each zone com-
prises of four phases. The four phases of each zone are the switch phase, hold phase,
release phase and relax phase [6]. The barrier between the quantum dots of electron
location is raised or lowered by using clock signal [14].

Fig. 1. Representation of a QCA device, (1) cell; (2) wire; (3) and; (4) inverter; (5) majority
gate.
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Figure 2 represents the clocking zone and its different phases. In QCA different
colours are used to represent different clock zones, for example, in QCA Designer E
simulator, green colour is used to denote zone 0, magenta denotes zone 1, blue colour
denotes zone 2 and white colour denotes zone 3 [9].

3 Previous Works

In this section of the paper, review and analysis of counter designs have been dis-
cussed. It is much in evidence that most of the earlier research is restricted to imple-
ment small logical calculations [15–18]. In QCA up to the present time configurable
memory designs are not analysed. To depict a less complex and well organized counter
design, some work have been done up till date. Different authors put forward the
different approach for designing a sequential circuit [19–22]. A. Vetteth et al. [19]
proposed the first three- input majority gate based JK flip-flop. The associated com-
parison of the reviewed conventional design of counter in QCA is encapsulated in
Table 1.

Fig. 2. Clocking phases of clocking zone in QCA.

Table 1. Comparison of previous designs of counter using QCA technology.

S. No. References Advantages Disadvantages

1. Abutaleb et al.
[20]

Low power dissipation and low
complexity

High delay and
susceptible to noise

2. Sarmadi et al.
[21]

Low circuit complexity, high noise,
remove hardware overhead

High delay, low practical
aspect

3. Angizi et al.
[22]

Low area and cell count, low leakage
energy

Susceptible to noise, high
delay

4. Askari et al.
[23]

Low area, low cell count High delay, feedback
path

5. Khan and
Chakrabarty
[30]

Less consumption of extra area, low
expenses of designing, high reliability

Size limitation, less
efficient usage of wire
connections
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Keeping in view the reduction in hardware requirements, a well-organized circuit
diagram for JK flip-flop with reduced circuit design [31] is extremely favourable in
designing various sequential circuits. The schematic diagram of JK flip-flop demon-
strated in Fig. 3, is made up of four majority gates and two inverters [31].

Q outð Þ ¼ JQ
0 þK 0Q ð1Þ

The complement of input K is fed to one of input of the majority gate M1 and the
output Q is feedback to the circuit to another input of the majority gate M1. The output
JQ′ + KQ′ is produced from the majority gate M2 which acts as OR gate. The clock
input combined with the output of M1 and M3 are fed to the inputs of the majority gate
M2. Equation (1) produces the desired characteristics of JK flip flop.

4 Proposed Work

4.1 Implementation of JK Flip-Flop

Flip-flops are the basic structural constituents for designing sequential circuits. Output
of the flip-flops depends on both the present input and the previous output [15]. It is a
primary one bit element in a sequential circuit that acts as binary storage [12]. In order
to implement the proposed synchronous counter, the schematic of JK flip-flop in Fig. 3
is accomplished by using the three input majority gate structure. The schematic layout
of JK flip-flop in QCA is shown in Fig. 4.

Fig. 3. Majority gate based JK flip flop.

Fig. 4. Layout of JK flip flop in QCA.
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4.2 Proposed Design of Synchronous Counter

Synchronous counters are widely employed in digital circuits using four types of flip-
flops. The application of synchronous counters are to divide frequency, count time and
pulse [11]. This section of the paper presents a highly optimized configuration of a n-bit
synchronous counter. In synchronous counter each flip-flop is triggered via a single
clock pulse. The counter output continuously changes depending on the either edge of
the clock. The proposed mod-4 (2-bit) synchronous counter can further be modified to
mod-8 (3 bit), mod-16 (4-bit) and more. The purposed design is composed of JK flip-
flop and other combinational logic circuits.

As illustrated in Figs. 5 and 6, the purposed synchronous counter is comprised of
two JK flip-flops which are connected together and edge triggering mechanism is
provided by connecting each JK flip-flop to a single clock. This paper presents only 2-
bit and 3-bit synchronous counter. In the proposed architecture of synchronous counter,
two JK flip-flops are employed and are clocked by a single clock simultaneously. The
presented design of synchronous counter can be expanded in an n-bit synchronous
counter.

Fig. 5. Proposed QCA-based 2-bit synchronous counter. (1) block diagram, (2) schematic
diagram and (3) QCA layout.
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5 Results and Discussion

QCADesigner E bistable engine is used to validate the functionality of the purposed
designs. In this section of the paper, the proposed synchronous counter is simulated
using QCADesigner E tool. The remaining part of this section presents the simulation
process.

Fig. 6. Proposed QCA-based 3-bit synchronous counter. (1) block diagram, (2) schematic
diagram and (3) QCA layout.

Fig. 7. Simulation waveform of 2-bit synchronous counter.
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QCADesigner E tool is used for the simulation purpose of the purposed designs, it
also contributes in optimization of power consumption to the best possible extent. As
illustrated in Fig. 5(3), the output (Q1) of the first flip-flop is linked to the inputs (J &
K) of the next flip-flop. The working of the proposed synchronous counter can be
explained such that a 2-bit synchronous counter have two outputs and one input called
sel (select). Therefore, for a 3-bit synchronous counter, there are three outputs and one
input. For a 2-bit synchronous counter, 22 i.e. 4 combinations of output are formed.
A selection line which acts as the enable signal is provided to the proposed syn-
chronous model to produce output of the proposed model, which means sel (select) line
controls the on and off series of the circuit. The mentioned operation is based on the
low or high input at the sel (selection) line. The simulation waveform of the purposed
2-bit and 3-bit counter is presented in Figs. 7 and 8 respectively. To check the design
functionality of the proposed counter QCADesigner E tool has been used. The accurate
function of the purposed 2-bit synchronous counter is verified by the Fig. 7. From the
simulation results, the counting operation is correctly realized for outputs-Q0 and Q1.

5.1 Comparison

The proposed synchronous counters are compared with the previous designs of syn-
chronous counters and is summarized in Table 2. Clearly it is noticeable that the
purposed design results in significant advancement in respect of complexity, area
occupied and latency in contrast to the prior designs.

The proposed 2-bit and 3-bit synchronous counter uses 123 and 226 cells respec-
tively. The latency for the proposed counters is 1 clock cycle, which is a very low
latency. By minimizing the cells count and occupied area of the design, power dissi-
pation of the design can be reduce.

The total energy dissipation (Sum_Ebath) of 2-bit synchronous counter using the
QCADesigner E tool obtained is 3.56e-002 eV (Error: +/− −2.88e-003 eV) and the
average energy dissipation per cycle (Avg_Ebath) of 2-bit synchronous counter
obtained is 3.23e-003 eV (Error: +/− −2.62e-004 eV). The total energy dissipation
(Sum_Ebath) and the average energy dissipation per cycle (Avg Ebath) of 3-bit syn-
chronous counter using QCADesigner E tool obtained are 6.05e-002 eV (Error: +/−

Fig. 8. Simulation waveform of 3-bit synchronous counter.
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−4.71e-003 eV) and 5.50e-003 eV (Error: +/− −4.28e-004 eV) respectively. Keeping
in view the values of energy dissipation attained through QCADesigner E tool, Figs. 9
and 10 illustrate the noticeable optimization in power dissipation of proposed 2-bit and
3-bit synchronous counter respectively.

Table 2. Comparison of existing QCA-based synchronous counter designs.

Design Area (µm2) Complexity (cell counts) Latency (clock cycle)

2-bit synchronous counter
C.-B. Wu et al. [24] 0.74 430 4
S. Sheikhfaal et al. [25] 0.26 240 2
S. Angizi et al. [26] 0.22 141 2.25
A. M. Chabi et al. [27] 0.67 464 5.75
M. Goswami et al. [28] 0.62 328 3
Proposed 2-bit counter design 0.11 123 1
3-bit synchronous counter
C.-B. Wu et al. [24] 1.02 677 6
S. Sheikhfaal et al. [25] 0.48 428 2
S. Angizi et al. [26] 0.36 328 2.25
M. Abutaleb et al. [20] 0.22 196 5.75
M. Goswami et al. [28] 1.18 786 7.75
Proposed 3-bit counter design 0.24 226 1
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Fig. 9. The illustration of energy dissipation of 2-bit synchronous counter.
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6 Conclusion

With the unique specifications Quantum dot cellular automata decreases the physical
limit of CMOS devices realization. Hence it inspires researchers to bring into play the
QCA technology for designing various integrated circuits. This paper brings a well
efficient realization of synchronous counter design using well-optimized JK flip-flops.
Less cell count, low area consumption and delay are considered as the advantages of
the proposed design in contrast to the available designs. QCADesigner tool is used for
the QCA layout and validation of purposed designs. A well considerable improvement
in respect of area, complexity and delay of proposed synchronous counter is visible
from the simulation results and a comprehensive contrast among the proffered and the
previous counter designs have been derived in regards of power dissipation, area and
hardware complexity. The comparisons verify that the presented design of this paper is
more advantageous in all the mentioned parameters. Moreover, efficient 4 bit and n-bit
QCA based synchronous counters from the proposed design can be constructed. It is
feasible to employ the purposed design as a basic sequential component for a larger
QCA designs such as memory units, nano processor and ALU. It can be concluded that
the clock delay of QCA-based circuits is very low and can be even neglected.
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Abstract. The Smart mirror is a system in which the regular mirror
is converted into a smart device. The Smart mirror is designed using
Raspberry Pi and a touch enabled screen. The designed system is capa-
ble of acting like a regular mirror in case of normal mode of operation
and it acts like a smart mirror in a triggered mode of operation. The
Smart mirror thus designed is an interactive system which is capable of
accepting two modes of input namely touch and mobile based controls.
The system is designed to display weather information, temperature and
latest news on the mirror. The system is primarily designed as a home
Security and Human Monitoring system. The proposed design is thought
of as a package bundled with better features, which not only just displays
information over screen, but also can be used for providing security. The
system is built using hardware units like Raspberry Pi 3 model, touch
screen, mobile device, camera and Python coding is used for software
part. The system provides security against Intrusion in home. It is done
using Background Subtraction along with Simple Frame Difference App-
roach. Once Intrusion is detected the administrator is sent alert message
along with the photo of intruder. The Human Monitoring is implemented
using Machine learning technique Yolo with OpenCV. During human
monitoring mode of operation, if the Human under monitoring moves
out of the vision range of camera, the administrator of Smart Mirror will
be sent alert message. Using the mobile commands, the administrator
can see the video streaming using camera fixed on the Smart Mirror.

Keywords: Smart Mirror · Raspberry Pi · Security ·
Intrusion Detection · Human Monitoring Mirror

1 Introduction

In the present world, the advancement in technology has converted almost every
device as smart device. Ranging from household things to most advanced elec-
tronic gadgets, almost all are becoming smart. So having this thought in mind,
here a smart is proposed, which is not only capable of displaying customized
information on the display screen but also act smartly and provide security at
home when needed. It is also capable of Monitoring Humans. People use mirrors
c© Springer Nature Singapore Pte Ltd. 2019
A. K. Luhach et al. (Eds.): ICAICR 2019, CCIS 1076, pp. 96–106, 2019.
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usually for grooming up or getting up for the day’s work. According to surveys
it is known that a person spends at least 28 min in front of the mirror, per day.
The basic is idea is to make use of this time to keep a person updated with latest
news, weather, date, time, calendar and other updates.

Usually in present busy life style, it really difficult to take out explicit time
to check out for news and other updates. Further there is a scarcity of pack-
age that combines and displays all such information in a common screen. The
proposed system is inter-active in nature, hence it is possible to give commands
to the Smart Mirror even while grooming up, so as to get required and related
information on screen. There are related products available in market, but the
main difference lies in the way in which the product is being used. The available
products are mostly passive in nature with little interactivity implemented in
them. The primary task of such a system is to display information on the mirror
and they accept either voice commands or touch commands or commands from
mobile. The screens of Smart Mirrors are being designed using a LCD (Liq-
uid Crystal Display) or LED (Light Emitting Diode) monitor along with the
two-way Acrylic sheet and a mirror. The proposed system is capable of work-
ing with touch commands as well as mobile based commands. The proposed
work not only acts as means of providing information but also provides security
and human monitoring. Image is being captured by the camera connected to
Raspberry Pi. Image processing technique such as Background Subtraction and
Simple Frame Difference Approach is used to detect the intrusion. The intru-
sion will be communicated to the owner of the mirror through alert message
along with the picture of an intruder. In this scenario the intruder will not be
aware of the fact that he/she was under security monitoring. The main advan-
tage of the proposed system is that, the Smart mirror which is being used as
a security system will not catch an attention of the intruder. So, it will not be
destroyed by the intruder unlike other security cameras, in any regular security
system scenario. The proposed system can also be used for Human Monitoring.
Nowadays the families are getting smaller in size. Hence it becomes difficult to
monitor children, elders and patients. Because of busy schedule and working
parents, it becomes difficult task to monitor kids after they return from school.
The designed system is capable of monitoring human within a coverage range
of camera. If the human moves out of the sight of the camera, then an alert
message will be sent to the administrator of the Smart Mirror. The Proposed
model can be used for Human Monitoring in home, monitoring of prisoners in
jail or hospital and employees in jewelry shop. Whenever the administrator of
Smart Mirror is in front of Smart Mirror, touch commands can be used to push
the Smart Mirror either in Security mode or Human Monitoring mode explicitly
and Mobile commands can be used for the same task, whenever the owner is
away from the mirror. The features of the proposed Smart Mirror are shown in
Fig. 1. Figure 2 shows the smart mirror.

Related work is discussed in Sect. 2, issues and challenges are discussed in
Sect. 3 and Proposed Model is discussed in Sect. 4. Section 5 elaborates design
and implementation of system and Sect. 6 discusses the experimentation of the
proposed system.
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Fig. 1. Features of Smart Mirror. Fig. 2. Smart Mirror.

2 Related Work

Some related works have been already taken up in this field. Such systems differ
in the hardware and software used. They also differ in design, features, appli-
cations and mode of operation. Intelligent mirror which is capable of accepting
voice command via the microphone and been built with Raspberry Pi microcon-
troller, LED monitor and acrylic mirror, displays the weather, time, and location
information on the screen [1]. Smart mirror built with Raspberry Pi and MCU
(Multi Control Unit) units can display weather and latest news updates on the
screen. Humidity and Temperature sensors are incorporated. IoT is implemented
using cloud [2]. Futuristic multimedia based Smart Mirrors are designed which
accept voice commands. The design is based on the concepts of Artificial Intelli-
gence. System alerts about weather and suggests user according to the weather.
For example, if it is cold and cloudy day, we can see a message on the mirror
saying “Please wear jacket today” [3]. Some of the Smart mirror are having
Webpage based interface and are customizable. These are operated using voice
commands and make use of APIs of various website. The proposed mirror makes
use of Google Assistant and stores user details in the database [4]. Some mir-
rors designed can be used as weight and fitness trackers. The authentication
is provided using Face Recognition. GPS navigation, Bluetooth Connectivity
and wireless communication are added features. SONUS technology is used for
improved communication [5]. Some mirrors designed use Hermoine 1.0, which is
an extension of Magic Mirror. The platform provides the user with easy installa-
tion of a Smart Mirror for domestic use. System can be used as a Home Assistant
and is voice based [6]. Other systems proposed work in two modes viz., Normal
Mode and Smart Mode. System is developed using Python and Javascript pro-
gramming tool such as Node.js. It is a voice command based smart mirror [7].
Some Smart Mirrors are implemented with Raspberry and SMT32F030CT8T6
microcontroller as core controlling chips. These are voice enabled and special
Speech Synthesis module is implemented using SYN6288 chip [8]. Smart mirror
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are designed for Theft Detection in a home environment. PIR sensors are used
for human motion detection and the camera captures information and stores in
drop box. DHT22 chip is used for theft detection and VNC viewer is used for
mobile control [9]. A comparative study of Smart mirrors is given and a Voice
based Smart mirror is proposed. It is AI based system which supports Human
Gestures and Face Detection. Machine Learning Techniques are used for making
system more responsive [10]. Health monitoring Smart Mirrors are designed to
detect Health Issues. System makes use of PAA (Posture Analysis Algorithm) to
analyze postures of human to find any changes in postures over a period of time
[11]. Commercial and Home usage Smart Mirrors are designed to capture real
time data on the screen. System is voice based and makes uses of AmI (Ambient
Artificial Intelligence) technique [12]. Multiuser Smart Mirrors are designed as
commercial products which are based on RFID access of employees. The device
has a personalized user interface [13].

3 Issues and Challenges

The proposed model is designed for accepting two modes of commands namely
Touch Commands and Mobile based Commands. The device is primarily
designed for Security and Human Monitoring. All these features implemented
using Raspberry Pi. The Raspberry is a microcontroller with limited performance
capacity. The synchronization of all these features into Smart Mirror is one of
the challenges. Power issues, delay in content delivery are some of the observed
issues. Sometimes SD card may be corrupted. The slow processing capability of
Raspberry makes it essential that we have to make use of efficient software for
accurate results/outputs. The non-technical issues include cost and the durabil-
ity of the hardware devices. In order to reduce the cost of system one can use
the freeware and open-source software, but they lack of user friendliness. The
interfacing of the hardware and software is actual challenge. Proper knowledge
of hardware devices and sensors is mandatory for providing better and sophisti-
cated solutions. Else it may lead to damage of connected devices. Here an effort
is made to address the above discussed issues and challenges and hence a model
is proposed for the same.

4 Proposed Model

The block diagram for the proposed model consists of Raspberry Pi as heart of
the system. The Mirror State is a synchronization unit. It is software component
which is mainly responsible for synchronizing all the components connected to
the Raspberry Pi. All the commands that are issued to the Raspberry Pi are
passed through the Mirror State. The primary task of Mirror State is to check
whether the command can be executed at that moment or not. If already one
command is under execution and the second command is being issued, then the
Mirror State decides whether the second issued command can be executed or
not. Figure 3 shows the detailed block diagram of the proposed system.
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Fig. 3. Block diagram of Smart Mirror

The Striking features of the system are Security against Intrusion and Human
Monitoring. The block diagram for the same is shown below in Fig. 4.

Fig. 4. Block diagram for Intrusion Detection and Human Monitoring

5 Design and Implementation

The System consists of four modules namely Login Module, Input Module, Secu-
rity Module and Human Monitoring Module. The system is built using the hard-
ware components like Raspberry Pi, camera, Raspberry Pi compatible touch
screen, mobile device and SD card. The softwares required are NodeJS, Elec-
tron, ExpressJS, Python, Raspbian OS and OpenCV.

The Raspberry Pi is the main component of the system. All other devices
are connect-ed to this component. The Raspberry Pi 3 is having a CPU Quad-
core with 64-bit ARM Cortex having a speed of 1.2 GHz. It has a GPU with
400 MHz speed. The camera is 8 mega pixel and capable of taking 3280 × 2464
pixel static images. The working voltage of microphone is 4.5 V and has a wire
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length of 2 meters. A 10.1 in. touch screen is used as a mirror here. It is a
LCD screen with 1280 × 800 resolutions. Android based mobile can be used
for issuing commands to the smart mirror. The mobile will be connected to
the system through the internet. The Raspberry is con-nected to the wi-fi. 32
GB SD card is used in Raspberry Pi for storage. The software component like
NodeJS, Electron and Python is needed for programming and for designing GUI
(Graphical User Interface). Raspbian is a debian based operating system for
the Raspberry Pi. OpenCV library is used for Yolo implementation for human
detection. The mobile devices can connect to the raspberry using IP address and
can issue commands to the Smart mirror through internet connection.

As soon as an Intrusion is confirmed then an alert message will be sent
to the owner of the mirror to his/her registered mobile along with the picture
of the Intruder. In case of Human Monitoring, if the person under monitoring
moves out of the sight of the camera, the message will be communicated to the
administrator of the Smart Mirror through an Alert Message. The administrator
can be able to see the video streaming of the camera and take action accordingly.
The system accepts two modes of commands like touch commands and can be
con-trolled through Mobile device. The Intrusion is actually detected through
Background subtraction along with Simple Frame Difference Approach of Image
processing. In case of human monitoring the Machine learning Techniques are
used. The Yolo with OpenCV technique is used for Human Detection. Such a
human monitoring will be useful to monitor children, elders, Patients, Prisoners
admitted to Hospital, Workers in Gold Shop and Prisoners in jail etc.

5.1 Login Module

The Fig. 5 above shows the Login Module. As soon as the system boots up,
the authentication process is taken up. It is a username and Password driven
authentication. A successful authentication allows the user to access the Smart
mirror for command execution and navigation.

Fig. 5. Login Module
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5.2 Input Module

The following Fig. 6 shows the Mirror state which is a synchronizer and Fig. 7
shows Input Module. The system accepts input through this module. The input
can be touch or mobile command.

Fig. 6. Mirror State

Fig. 7. Input Module

5.3 Security Module

The Security module is used for Intrusion detection using a Camera fitted on
the Smart mirror. The Camera takes up the video. The video will be converted
into frames. As soon as the system is pushed into Intrusion detection mode, the
first frame at that moment is taken up as background (reference) frame which is
now compared with the foreground (subsequent) frames. After subtraction from
the References frame, we can detect the motion of objects and hence detect
Intrusion. The Fig. 8 shows the details.
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Fig. 8. Background subtraction technique for Intrusion Detection

The object movement detection technique is as shown in Fig. 9. The frame
difference method and python coding is used for movement detection in videos.
Once the movement is detected, the execution control will be transferred to
the Intrusion detection module where an alert message along with the photo of
intruder will be sent to the administrator’s mobile.

Fig. 9. Object movement detection

5.4 Human Monitoring Module

The Human Monitoring can be done by using the Machine Learning technique
namely Yolo with the OpenCV. Python coding is also being used. When the
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Human under observation leaves the sight of Camera, an alert message will
be sent to the administrator of the Smart Mirror on his/her registered mobile
number. The following Fig. 10 gives the details of the same.

Fig. 10. Human detection technique using YOLO

6 Experimentation

6.1 Intrusion Detection

The intrusion detection is a part of security module. The following formula is
used to detect moving objects based on the dynamic background (Fig. 11).

Fig. 11. Frame difference calculation formulae

Dk is frame differential. It is the difference between kth frame image fk with
the k−1th frame image fk−1. Threshold is useful for managing dynamic back-
ground. The following Fig. 12 shows the input image and the output image (pro-
cessed) used for intrusion detection.



Smart Mirror 105

Fig. 12. Input and output image

6.2 Human Detection

Human detection is a part of human monitoring module. In order to monitor any
human, first the human need to be detected. The Yolo technique with OpenCV
which is based on the Machine Learning technique is used for object detection.
The image is converted into S × S size grid. Image is converted to bounding
boxes and class probability map is drawn to identify different object. Finally
convolutions of size 1 × 1 are used to detect objects. The Fig. 13 shows how the
human is identified in the input image.

Fig. 13. Yolo Human Detection

Hence, during human monitoring, the camera video is converted to frames.
The frames are processed to detect human. If human is not present or missing in
the immediate frame being processed, then the human monitoring system will
send an alert message indicating that human has moved out of camera range.
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7 Conclusion and Future Work

The main theme of the proposed work is to design a product bundled with maxi-
mum possible features. The system is not just devised as a means of information
provider but also an interactive system which can actively be used for providing
security. Human motoring is of prime importance whenever we need to moni-
tor a person. The system can be proposed as a commercial product. There is a
scope for future work in this proposed system by adding Artificial Intelligence.
The same mirror can be extended to control the Home Appliances and lighting.
Hence, we can be able to control Home appliances and lighting, even when we
are getting ready for the day. In order to increase the level of security, face detec-
tion can be used for authentication. The proposed work can also be enhanced
by using other lightweight Human detection techniques.
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Abstract. Information Security is a major problem nowadays because the
information contains personal info, company’s transactions etc., and with that
information anyone can harm anyone’s life. Every System in the world tries to
peer into the network and want to manipulate or want to access the data. In
addition to this nowadays IoT, IoE came into picture where people’s personal
data can be gathered. Mainly in IoE, people’s data is given high importance. So,
there is great need of providing security for the data. In this kind of situations,
Cryptography plays a key role to protect the data. Classic Cryptography algo-
rithms like RSA, ECC are not more efficient in protecting the data as they are
based on mathematical calculations. These mathematically based algorithms
may be decrypted in one or other way. So, to enhance the security for data,
Quantum came into the picture. This Quantum Cryptography is more efficient
when compared to other algorithms as it is based on the concept Quantum
Entanglement and Heisenberg uncertainty principle. This paper deals with all
aspects of quantum key distribution which are major primitive for Quantum
Cryptography along with Quantum Key Distribution Protocols used for devel-
oping IoE security.

Keywords: Information security � Quantum cryptography � IoT � IoE

1 Introduction

The Internet of Everything (IoE) is a concept that extends the Internet of Things
(IoT) emphasis on machine-to-machine (M2M) communications to describe a more
complex system that also encompasses people and processes. To say simply it is a new
form of information exchange in telecommunications [10]. This concept was originated
at Cisco, who defines IoE as “the intelligent connection of people, process, data and
things.” The more expansive IoE concept includes machine–to–machine communica-
tions (M2M), machine-to-people (M2P) and technology-assisted people-to-people
(P2P) interactions. The IoE, on the other hand, also includes user-generated commu-
nications and interactions associated with the global entirety of networked devices.

As in IoE, people also are being involved it will deal with a large amount of
sensitive data. These data need appropriate security and integrity. In the current
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scenarios elliptic curve cryptosystems (ECCs) are the popular choices for IoE security
[10]. However, according to cisco, IoE’s usage will be increased more in future.
According to Gartner, In the coming decades the quantum computers are expected to
arrive and that will certainly decode all the ECCs quite easily. Therefore, IoE does not
have a proper security framework in the long run. That is the main motivation for us to
propose quantum cryptography (QC) for IoT as a robust security which can sustain the
threats from the quantum computers (Fig. 1).

2 Quantum Cryptography

Quantum Cryptography is the Emerging Technology [2] in the Information Security
Field. It is based on the concept of Quantum Mechanics which are making this
cryptography technique unique when compared to classical cryptography algorithms.
This Quantum Cryptography is developed by updating the existing Cryptography
Techniques. It is based on quantum mechanics and on the Heisenberg Uncertainty
principle and the principle of photon polarization [9]. At present these are just theories
and there are no correct implementations as the quantum computing is still in the infant
stage. Quantum Cryptography can be applied in both optical and wireless communi-
cation which is essentially an integral requirement for IoE Security [9].

There are more than one Quantum Primitives but the most important among those
concepts is Quantum Key Distribution (QKD). By using the quantum properties of
light, lasers, etc., can be used for Quantum Key Distribution, so that security can be
built on the laws of quantum only. This QKD is already implemented in network
frameworks like SECOQC network and DARPA network. To gain new security
properties QKD is a tool which is can be used in systems (Fig. 2).

In order to learn more about quantum cryptography we need to know about their
properties which are given below.

Fig. 1. Architecture of IoE
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3 Quantum Properties

A Quantum superposition is described [5] by a probabilistic wave function, which finds
the likelihood of a quantum in any particular position, but not its actual position which
is just similar to the Schrodinger wave equation. Quantum is having many states and it
exists in all the states simultaneously in the absence of an observer which is known as
quantum superposition.

Heisenberg Uncertainty Principle states that if we want to calculate the [5] quantum
position which can be photon, electron or anything else, we can’t know the exact
velocity of the quantum particle and vice versa. This uncertainty exists to protect the
quantum, its accurate position or velocity.

One of the Quantum properties which are just like QKD [9] is Quantum Entan-
glement. It states that quanta pairs can be produced which behave as EPR pairs. For
example, quanta have a property called ‘spin’ that is if one quantum could have spin
up, the other one spins in opposite direction, so the total spin is said to be in neutralized
state. But until a measurement is done it is not clear which belongs to which pair. If the
pair is isolated, it causes the other’s wave function to collapse into a contrary state
which is known as the “EPR paradox”.

Quantum Channel [4] can transmit data between 2 parties. From the Physical
aspect, it is a light quantum because quantum states of photons can be transmitted
across larger distances without decoherence by other quantum molecules. There may be
losses due to scattering, this do not affect the overall security of QKD.

The direction of the vibration of electromagnetic waves is called polarization [5].
Polarization of the photons is created by passing normal light through a filter for a
specific angle of polarization. The probability of each filter depends on the difference
between the incoming photon and the polarization angle of the filter. If the measure-
ment of one of the polarizations is randomizing the other polarization then the two
bases are said to be conjugate (Fig. 3).

Fig. 2. Flowchart for quantum key distribution protocol
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Quantum No-Cloning [6] prevents the creation of copies of unknown quantum
states. It is another way of protecting the Quantum Theory that is copying unknown
quantum states will provide user to measure the quantum exactly. Because of this
technique eavesdropper can’t create a duplicate copy of quantum information sent
through quantum channel. This also states that quantum signal cannot be amplified in a
channel.

The Measurements of quantum states which is known as Quantum Security, lead to
modifying the quantum system. Therefore, Eve can’t receive the information with been
detected in the network. Even if the Eve uses quantum computer, he will be detected
according to the Laws of the physics. Unfortunately, [5] unconditional security can be
achieved only if it obeys for these conditions.

• Eve can’t access Alice and Bob devices to observe or manipulate the creation or
detection of photons.

• Random number generator which is used by Alice and Bob must be truly random.
• Traditional authentication needs to be done with unconditionally secure protocols.
• Eve must obey laws of physics.

With these specifications, QKD protocols will be observed and relevant security
proofs will be identified.

4 A Glimpse on Quantum Cryptography Protocols and Their
Comparison

4.1 BB84 Protocol

This is the first Distributed protocol of Quantum which was proposed by Bennett and
Brassard in the year 1984 and, they had developed proofs presenting that the security
for this is unconditional [2] (Fig. 4).

Fig. 3. Photon polarization direction [5]
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Quantum Key Distribution can be done as follows:
Raw Key Exchange in presence of [2] Eavesdropper

• As before, Alice chooses the basis and sends the data of randomly polarized pho-
tons, but Eve observes these, and she is in the same state as Bob in previous.

• She doesn’t know what polarization Alice uses so she needs to check the possible
intercepts basis randomly.

• So, she will have basis correctly set only half the time and if an incorrect basis
occurs when the original polarization will be destroyed.

• So, when she intercepts the photons there is a chance of 50% wrong in it.
• Bob sets his basis randomly as before, he gets the correct result 50% of the time

because eve had changed the polarization of photons and this will be done in key
shifting stage.

• Many amplification procedures of privacy can be brought to remove the effect of
data which eve had extracted (Fig. 5).

x`

Alice and Bob define
basis which is either 
rectilinear or diagonal

Alice randomly
chooses basis

Alice sends 
bits through 
quantum channel

Bob randomly
chooses basis and 
receive bits

Bob informs alice 
the chosen basis 
through public 
channel

Alice transmits
only the bits for 
which the basis is 
chosen correctly

Alice and Bob has 
the same key

Fig. 4. Steps of QKD in BB84

Fig. 5. BB84 key exchange in presence of eve [5]
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4.2 B92 Protocol

The B92 protocol which is similar [3] like BB84 protocol but the difference is B92 uses
orthogonal quantum states for encrypting information. Only 2 quantum states are used
instead of 4 states. Alice randomly chooses the quantum states and transmits to Bob
using the available channel. Bob has 2 methods to measure the arriving photons which
are either non-detection or register detection. Bob tells Alice which photons are
detected, and rest all other photons are discarded. Error correction and Privacy
Amplification are as common as BB84 protocol.

4.3 SARG04 Protocol

Photon number splitting attack [7] in BB84 arises because whenever eve could obtain
all the information after the key shifting stage whenever she removes a photon. So,
SARG04 protocol is generated to become stronger against PNS attacks by using 4
quantum states which are non-orthogonal for key generation.

The SARG04 protocol provides the same security as the BB84 protocol in single-
Photon implementation. If Quantum channel is of given visibility then QBER is twice
that of BB84, and it is more sensitive to the loss of data. But SARG04 provides more
security than BB84 protocol in presence of PNS Attacks in secret key and distance of
the signal.

4.4 E91 Protocol

Ekert proposed a method of Bell’s [3] inequality to perform key distribution along with
entangled polarized photons. These entangled photons can be created by anyone in the
quantum channel and each pair is separated in a way by which Alice and Bob receive
one of each pair. This enhances more security to the polarized photons as there is no
information received by the Eavesdropper.

4.5 BBM92 Protocol

It contains a pair of entangled photons (EPR Pairs) which are like the pairs in BB84
protocol. The raw Key Exchange, Key shifting and privacy amplification are just as
same and essential as discussed in the other protocols. The only difference is in BB84
protocol Alice using a random number generator has chosen her polarization, but in the
BBM92 protocol, by measuring the EPR pairs, the randomness is inherent. This
BBM92 has unconditional security and it deals with the weakness of entangled method
where the photons can be replaced.

4.6 Comparative Analysis

See Table 1.
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5 Importance of Security in IoE

Almost everything that can be used for good can also be used for bad. Likewise, while
IoE technology doing good to the people it can also do bad to the people. IoE creates
more attack vectors because increased connectivity creates more attack vectors for bad
actors to exploit. More than 50% of the companies said that they could not stop the
breach because it evaded their existing preventative measures. One of the breach or
attack is Distributed Denial of Service (DDoS) attack against Dyn in October 2016.
This incident used a botnet named “Mirai”, which consists more than 100,000 IoE
hosts, which also includes digital cameras and routers. This botnet launched DDoS
attacks against Dyn and brought down its DNS which has resulted in outage of major
commercial websites [11]. Most of the companies which got attacked, are unable to
find out how the breach has occurred in their network. 32% of the companies has taken
more than 2 years to find out the reason behind the breach. Due to these emerging
threats, it is somewhat difficult to raise awareness on potential IoE security risks among
end users through respective risk assessments and visualizations. Especially home users
are vulnerable because they are always surrounded by IoE appliances but they were
lacking the resources or skills to identify their own threats.

6 Quantum Cryptography in IoE

In order to provide security to IoE, we need to find out the assets that can be targeted
for cyber-attacks. Next, we need to analyze the entry points that can be used by the
attackers. Later on, building threat scenarios and prioritizing them. CISCO has already
designed and security services framework for IoE. Quantum cryptography has many
advantages. Cryptography is the technology which sustain in the quantum world [9].
We are expecting that in next few years quantum computers will come into existence.
They will be available for computing applications. If that happens, all the currently

Table 1. Comparative analysis of different protocols

Protocols PNS attacks Quantum states Key generation Polarization

BB84
Protocol

Yes 4 – For single
particle

B92
Protocol

Yes 2 Orthogonal Quantum States For single
particle

SARG04
Protocol

No Doesn’t know
the degree of
certainty

4 Non-orthogonal quantum
states

For single
particle

E91
Protocol

No Based on bells
inequality

Measurement of the
polarization of photos are
divided into 2 groups

Polarization of
Entangled
particles

BBM92
Protocol

Unconditional
security

Contains EPR
pairs

Contains EPR pairs For single
particle
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existing cryptographic technologies like ECC etc., will fail except Quantum Cryp-
tography. As there is increase in the usage IoE assets, the security provisioning for
those assets is important. With the advent of quantum computers, new security threats
can be posed because all the existing cryptographic algorithms can be decrypted easily.
So, Quantum Cryptography as it uses quantum mechanics, can handle the complexities
created by quantum computers. Even this quantum cryptography can be implemented
in optical and wireless communications which plays an important role in IoE
architecture.

As IoE has different parts (People, Process, Data, Things) involved, Quantum
Cryptography can be implemented to each of the parts separately. Even in each part this
cryptography can be implemented to the available layers separately. For example, it can
be used in physical layer in order to check or detect any intrusion into the systems.
Some of the possible attacks on IoE are Sniffer, DOS, Compromised key, Password
based and Man in the middle attacks. Based on these attacks also we can finalize the
layers so that we can avoid these possible attacks. Thus, based on the network con-
figurations and assets Quantum Cryptography has to be chosen very carefully (Fig. 6).

7 Conclusion

In the present days, data security is becoming major criteria and if Quantum computers
come into existence the situation will be even worse. So, Quantum Cryptography is the
most advanced level of protecting the data to resolve the data integrity issues. This is a
robust Technology, it can handle the security threats which are supposed to emerge
from the Quantum computers.

Fig. 6. Security framework by cisco
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All these protocols and concepts are just theoretical approaches for the Quantum
Cryptography in the Information Security Field and suits well for IoE related appli-
cations because the use IoE was increasing more and also entering into all the available
critical aspects of connected living and smart environment. Till now there is no exact
Implementation of Quantum Cryptography as quantum computers are in the infant
stage, but when quantum computers replace the current generation computers all these
concepts and protocols play a major role in providing security for the IoE applications.
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Abstract. With the rapid growth of miniaturized devices for space missions,
CubeSats as small satellites are becoming more and more popular. Their reduced
development time, launch cost, and small size made them very attractive for the
challenging environment of space. However, communication between CubeSats
and the earth request the development of high-data-rate, compact and credible
RF subsystems, which must include an antenna with excellent radiation char-
acteristics. The main idea of this article is the use of Parasitic Elements (PEs) for
improving performances of an antenna for CubeSats without increasing its
physical size. The proposed antenna is a low-profile microstrip patch antenna
(MPA) with four PEs. This antenna is designed, and analyzed using the CEM
software HFSS. Additionally, CST MWS is used to confirm the HFSS results by
re-simulation of the proposed antenna. Results of both HFSS and CST MWS are
in good agreement and the optimized design achieves quasi-omnidirectional
radiation pattern, high gains, and wide-bands at our operating frequencies.

Keywords: MPA � Parasitic element � CubeSats � X & Ku bands �
Low-profile antennas

1 Introduction

Cube satellites (CubeSats) are re-innovating the space industry. They can extremely
reduce the mission cost, and allow access to space at reasonable cost. In recent years,
many CubeSats have been launched into space to provide low cost training and edu-
cation for students at universities, engineers and scientists in space related skills. They
are a type of miniaturized small satellites for space research. The smallest CubeSat has
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the dimension 10 cm � 10 cm � 10 cm (1U) and a mass of about 1.3 kg [1, 2].
Other few cubesat sizes available in the market are: 10 cm � 10 cm � 20 cm (2U),
10 cm � 10 cm � 30 cm (3U), 10 cm � 20 cm � 30 cm (6U), and so on [3, 4].

Moreover, moving CubeSats from LEO (Low Earth Orbit) to deep space requires
very high technological advancements. Specifically, as CubeSats move farther away
from our planet, new solutions need to be proposed. The main goal is to allow Small-
Sats establishing the link for long distance communication, and then replace conven-
tional satellites in large areas of space missions. The essential prerequisite in designing
a Small-Sat is to have knowledge of mission requirements, space environment, launch
operations, and link budget. Therefore, design, manufacture, and launch modem small-
Sats have many challenges. In this paper, the important thing for us is the part of Small-
Sat communications. Antennas must be of minimum size, low mass and high perfor-
mances [5], specially the gain at the satellite working frequency. Moreover, materials
for the fabrication of any design for CubeSat need to be selected cautiously, consid-
ering the effects of vacuum, micro-gravity on the interferences with components inside
the CubeSat.

Table 1. Various antenna families used for CubeSat - Ground station communications

Reference Spacecraft CubeSat’s name Configuration Antenna’s
family

[6] ZaCube-2 3 U Microstrip
Patch
Antennas
(MPAs)

[7] NanoRacks-FPTU
CubeSat-1

1.5 U Wire
Antennas
(Dipoles/
Monopoles)

[8] RainCube 6 U Reflector
Antennas

[9] MarCO 6 U Reflect Array
Antennas

[10] OrigamiSat 1 6 U Membrane
Antennas
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In recent years of the 21st century, several designs were proposed by the scientific
community for CubeSat applications; see Table 1. Most of them focus on the High-
Data-Rate (HDR) is the present-day requirement of CubeSat missions. The high data
rate requires a high antenna gain. However, the very limited space available on the body
of a CubeSat makes the aim of HDR to more challenging. This is why antenna for
CubeSats usually consists of bulky and complicated reflector antennas or antenna arrays.

On the other Hand, reflector antennas will also need deployment after the satellite
launch and so the cost will be more. Satellite stabilization may not be attained
immediately following satellite detachment from the launcher.

Therefore, omnidirectional antennas are the good choice for communication
between space and ground stations at the earth. The scientific community proposed the
use of omnidirectional antennas at different frequencies, e.g., Ultra high frequency and
Very high frequency bands, for telemetry, tracking, and command uplink and down-
link. Sometimes, in order to provide better coverage more than two such antennas are
mounted on different sides of the CubeSat. However, the Achilles heel of omnidirec-
tional antennas is their low gain and large size.

In this regard, high gain and size miniaturization represent the main target for any
antenna engineers working on space applications. Recently, patch and slot antennas are
ideal because they have compact sizes, lightweights, low fabrication costs, are
mechanically robust and are easily mounted on the CubeSat body [11–14].

In this paper, we propose an optimized rectangular microstrip patch antenna
(RMPA) that operates at 8.20 GHz (X Band) for a 3U CubeSat under development by
University of Wollongong, Australia [15]. The main idea is to make use of parasitic
elements (PEs) in order to optimize performances of a conventional MPA. The pre-
sented antenna is a compact MPA with four PEs suitable for 1U, 2U, and 3U Cube-
Sats. We used PEs in our design because they can affect the gain, return loss (RL),
Bandwidth (BW), and so radiation performances of the initial design without increasing
its physical size. The antenna structure is evaluated and analyzed using both HFSS
13.0 and CST MWS 2017 simulators [16, 17]. The proposed antenna achieves a gain
of 7.84 dBi, and directivity of 7.94 dBi at 8.2 GHz, respectively. Moreover, because
of its second effective band ranging from 13.40 GHz to 15.10 GHz, and high gain of
8.80 dBi at 13.90 GHz, our antenna is also suitable for CubeSat applications at Ku-
band (Fig. 1).

Fig. 1. 3U Cube satellite of UoW: (a) Box of a 3U CubeSat, (b) Conceptual Layout
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The remainder of this article has the following structure: Sect. 2 describes the
design mechanism, parameters and geometry of the proposed antenna. Section 3 shows
a brief analysis of the obtained results. The paper is finished by Conclusions and
perspectives.

2 Antenna Conception and Performance

The design of any antenna for CubeSat applications must consider that it has to be
compact, to be fixed on one face of the CubeSat. Due to geometrical limitation on
CubeSat, a substrate with size of 35.89 � 26.5 � 0.8 mm3 is recommended for
the design of this parasitic microstrip patch antenna, as shown in Fig. 2.

In this present study, a parasitic Microstrip patch antenna is designed to resonate at
X-band (8.20 GHz) [18], and Ku-band (13.90 GHz) [19, 20]. The radiating elements
consist of a rectangular patch and three parasites which are considered as Perfect
Electric Conductors (PECs). They are printed on Rogers RT Duroid 5880 dielectric
with dimensions of 35.89 � 26.5 mm2, relative permittivity of e = 2.2, dielectric loss
tangent of tand = 0.0009 and thickness of h = 0.8 mm. Rogers RT Duroid 5880
dielectric is used because of his wide availability and low-cost fabrication. The driven
patch is fed via a PEC feed line having dimensions of 3.48 � 2.465 mm2 and an
impedance of 50 Ω. Therefore, input impedance of the constructed antenna matched to
50 Ω and so back reflections from the patch to the input port (excitation source) was
minimized [21]. Parameters of the single MPA (without PEs) are calculated using the
following formulas [22, 23].

Width of the patch:

Wp ¼ c
2fr

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2=ðer þ 1ÞÞ

p
ð1Þ

Fig. 2. The proposed parasitic MPA for 1U, 2U, and 3U CubeSats
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With,

fr: operating frequency.
er: Relative permittivity the dielectric material.
c: Light’s speed in free space.

Length of the patch:

Lp ¼ Leff � DL ð2Þ

Where,
Leff : The patch’s effective length

Leff ¼ c=ðe2A � 2Þ ð3Þ

DL: extension of the length

DL ¼ 0:412� h� er þ 0:3
ere � 0:258

� �
� ðWp

h
þ 0:264Þ=ðWp

h
þ 0:813Þ ð4Þ

ere: effective dielectric constant

ere ¼ er þ 1
2

þ er � 1
2

� ð1þ 12� h
Wp

Þ�1
2 While

Wp
h

[ 1 ð5Þ

Width of the feed line:

Wf ¼ 2
p
� h� B� 1� ln 2B� 1ð Þþ er � 1

2er
ln B� 1ð Þþ 0:39� 0:61

er

� �� �
While A[ 1:52

ð6Þ

Where,

A ¼ Zf
2

ffiffiffiffiffiffiffiffiffiffiffiffi
er þ 1
2

r
þ er þ 1

er � 1
0:23þ 0:11

er

� �
and B ¼ 377p

2� Zf � ffiffiffiffi
er

p ð7Þ

Zf ¼ 50X: The impedance characteristic of the feed line.Remark: If A < 1.52, width of
the microstrip feed line will expressed as follow,

Wf ¼ h� ð8� eAÞ=ðe2A � 2Þ ð8Þ

Moreover, Quasi Newtonian Method (QNM) as a part of the ANSYS HFSS
package is used for optimization of the feed line length, widths and lengths of the
notches, parameters (shape, length, width, orientation) of the PEs, and distances
between the five radiating elements. The ground plane as a PEC material is
placed under the dielectric and has the same size that of the last one. Table 2 gather
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different parameters used in designing this parasitic MPA. Henceforth, the full struc-
ture consists of a rectangular MPA, 4 notches, 4 PEs, having optimized parameters;
see Fig. 3.

In this paper, the study focuses on the effect of both notches and the four PEs on
the target working frequency, RL, BW, input impedance (Zin), input impedance (Zin),
gain and directivity. Figures 4 and 5 show RL and Zin, respectively.

It is observed that our optimized antenna (design (d)) can operate on two bands i.e.
X and Ku, satisfactorily. The first band is around 8.2 GHz (8.11 GHz–8.28 GHz), and
is desirable band CubeSats and Nanosatellites at X-band (8.025 GHz–8.4 GHz); i.-
e. the EWC27 standardization proposed by the French CNES in alliance with Syr-
links society [24, 25]. It is also beneficial for the EES & SSES applications [26]. The
2nd band ranges from 13.4 GHz–15.6 GHz and covers perfectly the Ku-band CubeSats
for SRS, Tracking, and TDRS applications (13.4 GHz–14.3 GHz) [26].

Moreover, the designed antenna achieves quasi-omnidirectional radiation pat-
tern, high gain of 7.85 dBi, peak directivity of 7.94 dBi at 8.2 GHz; and an
improved gain of 8.8 dBi at 13.9 GHz; i.e. see plots (a), (b), and (c) of Fig. 6,
respectively.

Table 2. Optimized parameters (driven element + Parasitic patches)

Parameters Component

Patch Parasitic patches

Value [mm] Lp 11.89 Le 3.963
Wp 14.46 G1 0.1
Ws 1.232 d1 0.4539

d 0.7572
G2 2

Ls 3.632 Wei Wp-2 * i * (G1 + d1)

Fig. 3. Design mechanism of the proposed approach
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Fig. 4. Log |S11| (in dB) of the proposed designs.

Fig. 5. Input Impedance vs. frequency, i.e. Re: real part and Im: imaginary part
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(a): Radiation pattern of the final structure (design (d)) at 8.2 GHz; i.e. E and H planes. 

(b): Gain and Directivity of the optimized antennas (without / with PEs) at8.2 GHz 

(c): Gain of the optimized antenna at 8.20 and 13.90 GHz 

Fig. 6. RP, beamwidth angles, gain, and directivity of the studied MPAs (without/with PEs)
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As it is illustrated in Fig. 6, the simulation results prove that our design achieves a
quasi-omnidirectional radiation pattern (large beamwidth angle), higher gain of
7.85 dBi and total directivity of 7.94 dBi at 8.2 GHz (X-band), maximum gain of
8.80 dBi at 13.90 GHz. Thus, it is clear that this dual-band parasitic MPA gives good
performances for X and Ku bands CubeSat communications.

3 Parametric Analysis and Discussion

Through this study, it is shown that PEs can affect significantly the antenna perfor-
mances; refer Table 3.

By analyzing the obtained results, we can note that:

• At the first band, PEs enhance the RL at our required frequency of 8.2 GHz from
16.83 dB (design (a)) to 21.09 dB (design (d)).

• The second bandwidth is improved from 640 MHz (design (b)) (or 650 MHz
(design (a))) (design without PEs) to 1760 MHz (design (d)) (optimized parasitic
antenna).

• The absolute value of the imaginary part of the input impedance at 8.20 GHz is
decreased from |Im {Zin}| = 12.31 (design (a)) to |Im {Zin}| = 4.46 (design (d)).

• The optimized antenna (design (d)) has a quasi-omnidirectional radiation pattern at
8.20 GHz (beamwidth angle of 182.59° in E-plane, and 173.06° in H-plane) which
is desirable for CubeSat applications.

• Both gain and directivity (in both E-plane and H-plane) remain quasi-constants in
spite of the presence of four PEs.

These results are verified as follow:

Reason 1
The parasitic elements, in coplanar geometry or in a stacked geometry, can change the
radiation characteristics of MPAs [27]. They act as directors or reflectors if are placed
in parallel with the driven patch and their shapes are similar to that of the last one.
Directors reinforce and focus energy from the front of the MPA, and then they improve
the antenna performances in the main direction of radiation. Otherwise, Reflectors
reflect back-lobe radiation forward and hence increase the antenna performances.

Table 3. Effective bands, log |S11|, and BW, of the optimized RMPA (without/with PE).

Configuration Performance

Operating frequency Log |S11| Bandwidth (BW)

1st Band 2nd Band 1st Band 2nd Band 1st Band 2nd Band

RMPA without
PEs

Design (a) 8.20 GHz 15.1 GHz −16.83 dB −28.53 dB 180 MHz 650 MHz

Design (b) 8.20 GHz 15.1 GHz −18.17 dB −25.55 dB 180 MHz 640 MHz
RMPA with
parasitic elements

Design (c) 8.20 GHz 13.9 GHz −19.16 dB −35.69 dB 180 MHz 1140 MHz
Design (d) 8.20 GHz 13.9 GHz −21.09 dB −33.98 dB 180 MHz 1760 MHz
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In the same direction of radiation, directors increase the performances of a parasitic
MPA while reflectors decrease them [28, 29].

On the other hand, parasitic elements having shapes different to the excited ele-
ment can generate new effective bands. In this paper, all the designed antennas are
dual-bands; i.e., without/with PEs. Thus, the improvements of RL and BW around
the second operating frequency (Ku-band) can be discussed by the effects of PEs
as reflectors and directors.

Reason 2
“In the proposed designs, the driven element is excited by a feeding technique and the
passive patches are excited by gap-coupling. Therefore, self, mutual inductances, and
capacitances, have been created between all radiating elements. For instance, if the
resonant frequencies f1, f2, f3, f4, and f5 of five patches (driven patch + 4 PEs) are
close to each other, wide-bandwidth will be created by the superposition of 5 bands
(the same behavior of our design (d)). The overall RL will be the superposition of all
responses of the n-radiating elements (n � 5) resulting BW enhancement of the
conventional MPAs and the overall structure can be wide-band antenna [30].

The proposed antenna is numerically investigated using FEM. This antenna offers
two bands around 8.2, and 13.90 GHz, respectively. It is composed of the driven patch
and four PEs. The four passive patches are coupled with the driven element via one
dimensional electromagnetic band gaps (1D-EBGs) [31]. 1D-EBG structures, main-
taining the resonation of driven element, supply the radiated power to PEs, then no
more feeding circuits are needed and compact design is realized [32]. In our design, an
optimized coupling between five radiating elements permits to achieve high RL and
wide-band at 13.90 GHz, comparable to the antenna without PEs.”

Consequently, the first and the second reasons prove that PEs represent a potential
technique for maintaining the target MPA’s radiating performances without increasing
the physical size of the initial design. Henceforth, we can say that MPA with PEs are
good solution for the communication challenges of CubeSats that will have big future
in space industry [33, 34].

4 Conclusion

We have presented a low profile MPA with parasitic patches for CubeSat applica-
tions. The antenna has a small size that can occupy small part on the Satellite body.
It has a bandwidth of 180 MHz, gain of 7.84 dBi, and directivity of 7.94 dBi at
8.2 GHz, respectively. Our optimized design has also a wide-band ranging from
13.40 GHz to 15.10 GHz and suitable for Ku-band CubeSat applications.

Future work would be implementation of a specific matrix of Metasurface Super-
strate Structure (MSS) atop the proposed antenna to improve its gain, which is the
main challenge of wide-band antennas for CubeSats.
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Abstract. Works on CubeSat Satellites (CubeSats) have gained momentum
recently because of its fabrication using commercial off-the-shelf components.
Another advantage of CubeSats is that they can form swarms to interact with
each other via cross-link communications to carry out different functions such as
enhancing the contact time with base stations and provide redundancy. These
capabilities require high gain, wide bandwidth and low-profile antenna to
establish the cross-link communications between the CubeSats and ground
stations. Henceforth, this paper proposes high gain and miniaturized Microstrip
Patch Antenna (MPA). The key idea is to use parasitic element technique to
enhance the proposed antenna gain and performance without increasing its
physical size. The proposed antenna was evaluated using ANSYS HFSS. The
results revealed that our parasitic antenna attained enhanced gain of 7.2 dBi,
ultra-wideband of 5750 MHz (25.35–31.19 GHz), and a high return loss (RL) at
our targeting frequency of 28.7 GHz. The experimental results confirm that the
optimized antenna gives a RL of 18.0 dB and a suitable impedance BW for
Inter-Swarm communications.

Keywords: Microstrip Patch Antenna (MPA) � Parasitic Element (PE) �
CubeSats � High gain antenna � ANSYS HFSS � Return Loss (RL) �
Genetic Algorithm Optimization (GAO)
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1 Introduction

To date, satellites have become an essential part of our everyday life. For example, they
include enabling communication links between users located in different parts of the
Earth. Advantageously, they are able to cover large geographical areas. Apart from
that, the cost of a satellite connection is not affected by increasing user numbers or the
distance between communication points [1, 2]. Furthermore, satellites operate inde-
pendently from terrestrial infrastructure. This means they are not affected by man-made
and natural disasters. Satellites are divided based on their orbits into two families:
geostationary and sun-synchronous. Geostationary (or Earth-synchronous) satellites
orbit the Earth’s axis as quick as the Earth revolves at an altitude of about 36,000 km.
They cross the equator every day at the same local time with speed of about 7.8 km/s
[3]. Conventional polar orbiting satellites are Sun-synchronous that work at altitudes of
800 to 900 km.

However, these satellites are relatively large, heavy, i.e., one tone, and have high
power consumption of about 1kw per its lifetime. Compared to traditional and medium
satellites, small satellites are cheaper, easy to construct, and consume minimum power
[4]. Cube Satellites (CubeSats) are a typical example of small satellites. They are with a
total mass between 1 kg and 1.3 kg; see Table 1. They are widely used by many
universities and commercial companies for small scale satellite applications and to
conduct research [5]. They are usually launched into the LEO (low earth orbit), with an
expected operational lifetime of several years in space [6, 7].

The main limitations of CubeSat are its limited power (2 W), size and weight
restrictions, which pose big challenges to any CubeSat communication system
designers. Moreover, moving from S-band (2–4 GHz), C-Band (4–8 GHz) to X-band
or Ka-band requires high gain antenna with small size [8]. Currently, many CubeSats
communicate with ground stations on the earth via dipole antennas or wire antennas
that need deployment after launch of a CubeSat into space.

Antenna deployment mechanism usually includes a composite tape spring [9, 10].
Wire antennas normally work at lower frequencies (<2 GHz) and have large dimen-
sions. For e.g., the work introduced by [10] demonstrates a deployable dipole antenna
using curved bi-stable composite tape-spring. It works at 250 MHz, and its total length
(0.465k) is approximately 5 times more than a CubeSat edge. Consequently, it is not
suitable to deploy wire antennas on Cube satellites because they may create problems of

Table 1. Classification of small satellites

Characteristic Conventional Medium Small satellites
Mini Micro Nano Cube Femto

Mass (Kg) >1000 500–1000 100–500 10–100 1–10 1–1.3 <0.1
Power budgets *1000 W *800 W 53.2 W 35 W 7 W 2 W 6 mW
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positioning when the distance between CubeSats is narrow. Another limitation is that
the deployment antenna might not position properly, which increases the probability of
mission failure. To address the aforementioned limitations, MPAs are ideal. They are
easily integrated with CubeSat subsystems, do not require a deployment, easy to realize
and have a low profile [11].

In this paper, the authors propose a new approach to enhance the MPAs gain
without increasing its size or changing its materials, using PEs proprieties. The main
goal of this article is the design of an MPA with a compact size, low-cost, high gain,
and large beamwidth angles. A very compact MPA with parasitic element is proposed
for Inter-Swarm of CubeSats communications to providing communication links
between the swarm’s CubeSats at LEO. The antenna consists of one driven element and
one passive element. Our key idea is the use of a rectangular parasitic element (RPE) as
a second radiating element [12, 13]. The RPE get excited through gap-coupling
between radiating elements while the driven patch is excited by a feeding system. The
gap-coupling technique, maintaining the resonation of the driven element, donate
power to the RPE, then no more feeding circuits are required and compact antenna is
realized [14]. Moreover, enhancement of coupling between the driven element and the
parasitic elements permit parasitic antenna to perform high gain at 28.7 GHz, com-
parable to antenna without PEs. Advantageously, PE lets our antenna to take less area
on the CubeSat body.

Table 1 compares the constructed RMPA-PE with other state of the art antenna
designs. We observe that the antennas proposed in [16–19] provide beam steering
using phase shifters, RF pin diode BAR5002v switch, and beam-forming algorithms
respectively. Nevertheless, this leads extra cost and complexity. The antenna proposed
in [15] is a Multilayer Yagi-Uda antenna that achieves a gain of 8.9 dBi at 24 GHz
without the need for beam steering technique. Its main drawback is its big volume that
incurs extra cost and complexity. Moreover, In terms of operating frequency, the
authors of [16] propose a good Beam-Steerable Antenna Array with Parasitic Elements
but with big size of 150.1 � 75 � 3 mm3 and bi-directional radiation. This antenna
array is fed at (180°; 60°), (180°; 60°), (150°; 60°), (120°; 90°), (90°; 90°), (90°; 120°),
(60°, 150°) and (60°; 180°) to achieve beam steerability using phase shifters. To deal
this problem, our idea is the use of Genetic Algorithm optimization (GAO) to design a
very compact RMPA-PE with high gain.

This paper is organized as follow: in Sect. 2.1, geometry of the optimized antenna
will be introduced. Optimization of the proposed design using GA will be presented in
Sect. 2.2. Section 2.3 generalizes and analyses the influence of the proposed passive
element while Sect. 2.4 compares between the simulated and measured results of return
loss (RL) of the optimized antenna. Section 2.5 will investigate how the radiation
characteristics evolve with width of the parasitic element (in Sect. 2). A theoretical
study of the PE effects using full wave and distribution of capacitances analyses will be
given in Sect. 3. Finally, the paper concludes with Sect. 4.
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2 Antenna Configuration, Parametric Analysis, and Results
Synthesis

We now present the proposed antenna design and various parametric analyses con-
ducted using HFSS (High Frequency Structure Simulator) [20], and experimental
measurements. We focus on the improvement of gain at an operating frequency of
28.7 GHz which is a frequency of satellite applications at Ka band. This antenna is
designed for inter-CubeSats communications for a 3U Cube satellite under develop-
ment by university of Wollongong (UoW), Australia, see Fig. 1 (Table 2).

2.1 Configuration

The proposed antenna is designed and analyzed using ANSYS HFSS. HFSS makes use
of numerical method termed as Finite Element Method (FEM). It is a procedure where
the whole design is sub-divided into compact sub-structure termed as finite elements
(FM). The FM used by HFSS is tetrahedra, and the whole collection of tetrahedra is
called a mesh. A solution is build for E and H fields within the FM. These fields satisfy
the Maxwell’s equations for inter-element boundaries. Once the field solution has been
found, the generalized S-matrix solution is obtained. Moreover, obtaining similar
results using both of HFSS, and experiments, validate the proposed approach of
antenna design. First, an RMPA is designed to work at our targeting freq. of 28.7 GHz.
It consists of a rectangular radiating element and a strip feed line whose are Perfect
Electric Conductors (PECs). They are printed on FR4 substrate which is a dielectric
widely available at low fabrication cost. After that, a PE is added to the RMPA to shape
the RMPA-PE. Parameters of the new design (RPMA-PE) are optimized by interfacing
the GA to HFSS. The optimized design has the dimensions given by Table 3 and
occupies very small section on the CubeSat face; see Fig. 2.

2.2 Genetic Algorithm Optimization Procedure

Applications of CubeSat communication require optimization of the satellite devices
capacities. Among the typical challenges of CubeSat subsystems requiring optimization
are antennas [22]. Antenna optimization programs generally lead to large number of
parameters. This paper makes use of Genetic Algorithm Optimization (GAO) which is
very reliable and efficient and easily handles the antenna optimizations problems which

Fig. 1. 3U Cube satellite of University of Wollongong, Australia [21].
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were not addressed by conventional optimization techniques. The purpose of this
article is to explore GAO to design a very compact RMPA-PE with high gain for Inter-
Swarm communications [23]. Parameters of this optimization program include width
and length of the feed line, width and length of the driven element (DE), width and
length of the parasitic element (PE), spacing between the DE and the PE, constraints on
the dielectric material (thickness and relative permittivity), constraints on size of the
desired structure (full length � full width). Our optimization program is shown in
following flow chart (Fig. 3).

Table 3. Optimized parameters of the studied antenna

Component Feed line Ground
plane

Driven element Parasitic element

Parameter Lf Wf Lgr Wgr Ld Wd Ls Ws Le We
Value [mm] 1.731 0.5 7.4 9.7 2.15 3.26 0.25 0.715 2.15 0; 1.26; 3.26

Fig. 2. Geometry of the designed RMPA-PE; (a): 3U CubeSat; (b1): Top view of the RMPA-
PE; (b2): Front view of the RMPA-PE; (c): Antenna dimensions.

Fig. 3. Flow chart used to optimize the proposed RMPA-PE.
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First, we calculate the antenna parameters and then we analyze its performances. If
the criteria are met, optimization is terminated. Else, the results are not satisfied and we
use GAO. Geometry of the optimized RMPA-PE is depicted in Fig. 2, with the opti-
mized parameters given by Table 3.

2.3 Parametric Analysis of the RMPA-PE

We now present and analyze various parameters conducted using FEM. The target
operating frequency is fr = 28.7 GHz which is commonly used by the satellite appli-
cations. As the obtained return loss (RL) of the RMPA at 28.7 GHz is 15.07 dB, the PE
needs to be added to ensure the antenna operates around the desired operating fre-
quency of fr with maximum RL. Hence, for best radiation characteristics, dimensions,
position, and orientation, are optimized using GAO [24, 25]. In our optimization
program, the decision variables are antenna dimensions and the goal is to achieve a
maximum RL at an fr of 28.7 GHz.

Figure 4 illustrates the RL with the following widths ‘We’: 0, 1.26, and 3.26 mm.
Other dimensions are fixed. We observed that the width ‘We’ of the PE has an effect on
the required frequency, effective band, and the maximum of RL. When the width ‘We’
increases, the RL increases and the impedance bandwidth (BW) improves; we observe
that BW increases inversely proportional with ‘We’. Moreover, the targeting freq. is
minutely enhanced when ‘We’ decreases. The optimized value of ‘We’ is 1.26 mm that
achieves an RL of 22.22 dB and Ultra-Wide bandwidth of 5.75 GHz (25.35–
31.10 GHz). This result is confirmed by a VSWR less than 2 along the BW, refer
Fig. 5.

Therefore, the obtained effective bandwidth (VSWR � 2) is Ultra-wide, i.e.,
5.75 GHz (25.35–31.10 GHz), and the RL is maximum, i.e., 22.22 dB. This means
Ultra-wideband, low reflected power, and then good impedance matching. This is
because at We = 1.26 mm, a good electromagnetic coupling between the driven ele-
ment and the parasitic element is obtained with only a single resonant mode excited at a
resonant frequency of 28.7 GHz.

We now study effects of the PE on antenna gain. Figures 6 and 7, show peak gain
and peak directivity of the best optimized RMPA-PE (We = 1.26 mm), and total gain
vs. frequency of all the optimized designs, respectively. We observe that the use of the
PE significantly improves the total gain from 4.7 to 7.16 dBi by GAO of ‘We’; i.e.,
width of the PE.

Figure 8 depicts the simulated radiation pattern of the best design. It is a unidi-
rectional radiation pattern in both E plan and H plan at a required frequency of
28.7 GHz.

We have seen that the PE has an important effect on the antenna gain; i.e., the use
of PEs provides more radiating power in the main direction as compared to an antenna
without a PE. Moreover, a distance (air gap) of 0.6 mm is kept between the DE and the
PE, to avoid direct coupling between the radiating elements. This air gap distance
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between the driven element and the passive element is optimized using the GAO. The
results show that with an air gap distance of 0.6 mm, a PE width of We = 1.26 mm
achieves the highest gain of 7.2 dBi at our required operating frequency of 28.7 GHz.

Fig. 4. RL of the proposed RMPA-PE

Fig. 5. VSWR of the proposed RMPA-PE
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Fig. 6. Gain & directivity of the best optimized RMPA-PE at 28.7 GHz.

Fig. 7. Total gain of the RMPA-PE vs. frequency.

Fig. 8. 2D radiation pattern of the optimized antenna at 28.7 GHz
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2.4 Experimental Verification

In order to validate the obtained results using HFSS, the authors fabricated the RMPA-
PE (refer Fig. 9 for a photograph). The antenna’s performance is measured using
Vector Network Analyzer (VNA). One port of antenna is attached to VNA using a
ridged interconnect featuring male SMA connectors on both ends. The test setup is
connected with a 50-X calibration kit and a specific female SMA to male N-connector
adapter. The system is de-embedded to the reference plane of the SMA connector on
the antenna. Measured and simulated RLs are illustrated in Fig. 10 and are in a good
agreement as they have high values at our operating frequency of 28.7 GHz. The
simulated and measured RLs of the constructed antenna have higher RL at a required
frequency of 28.7 GHz. Moreover, both measured and simulated results of RL indicate
that the RMPA-PE is well matched at 28.7 GHz with RL > 10 dB.

2.5 Results Synthesis

In this paper, the study was focused on a RMPA-PE that can resonate at Ka band. As it
is shown in Table 4, the results are functions of the PE width.

By analyzing the results presented in Table 4 and above figures, we can note that

• The RL at 28.7 GHz is improved from 18.07 dB to 22.22 dB when the PE is added
with its optimized dimensions.

• The measured results prove that the RMPA-PE has high RL and wide BW of
700 MHz.

• Total gain is enhanced when the PE is added, and it evolves inversely with ‘We’.

Fig. 9. Fabricated prototype: (a) geometry of the designed RMPA-PE, (b) its fabrication, (c) the
measured RL.
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Therefore, we observe that the PE width has important effects on the radiation
characteristics of an RMPA-PE. It is mentioned that the smaller width ‘We’ gives better
gain for smaller PE width.

In this regard, we can say that performances of MPAs can be enhanced by using the
gap-coupled structures. Those structures composed of different shapes depending upon
the category of DE [26]. They can be as rectangular, circular, triangular, semicircular,
elliptical, square, hexagonal, octagonal, fractal, etc. Gap-coupled MPAs are used for
multi-bands operations as well as for improving total gain and impedance bandwidth of
the conventional MPAs.

In this design, PE is placed close to the DE, and get excited through the coupling
between the radiating elements. The driven patch is excited by a feeding technique and
the PE is excited by gap-coupling. Therefore, self, mutual inductances, and capaci-
tances, have been created between the patches. For example, if the resonant frequencies
f1; f2 of these radiating elements are close to each other, then broad bandwidth is
obtained. The overall RL will be the superposition of the responses of the 2-resonators
resulting bandwidth enhancement of the conventional MPA [27]. Gap-coupling along
with some other methods of bandwidth improvement like slots can be used together to

Fig. 10. Measured and simulated return losses (RLs) of the optimized RMPA-PE.

Table 4. Antenna’s performance.

Configuration RL (28.7 GHz) BW (GHz) Gain (28.7 GHz)

Simulated We = 0 mm 18.07 dB 3.88 4.65 dBi
We = 1.26 mm 22.22 dB 5.09 7.16 dBi
We = 3.26 mm 18.89 dB 5.75 5.53 dBi

Measured (VNA) 18.00 dB 0.7 –

138 M. El Bakkali et al.



generate ultra-wideband and the overall structure can be wide-band antenna. By using
different types, sizes, number of patches, and feed location, various structures of gap-
coupled MPAs can be designed for many applications such as high gain and wide-band
antennas.

In this paper, the proposed gap-coupled design offers an ultra-wide-band, high gain,
and very small size antenna.

3 Theoretical Analysis of the RMPA-PE Radiations

3.1 Full Wave Analysis

Geometry of the proposed RMPA-PE shows that an idealized excitation current Ji
!

feeding the driven element at (x, y, z) = (xde, yde, h). Moreover, on the upper surface of
the substrate (z = h), the driven element and the PE are supported by an air gap
between the two radiating elements.

The first step of the full wave analysis is to derive elements of the magnetic vector
potential ~A x; y; zð Þ generated by the current Ide, and Ipe, located at (xde, yde, h) and (xpe,
ype, h), respectively [28]. After that, the electric fields are obtained by deriving the
Fourier transforms of ~A x; y; zð Þ in different regions. For brevity, only the expressions
for z� h are useful to evaluate the far fields.

X-Component of ~A x; y; zð Þ:

~Axðkx; ky; zÞ ¼ lIdek1k2 sinK1h
P1

: exp �j kxxde þ kyyde þ k2 ðz� hÞ� �� �
; at (xde; yde; h)

ð1Þ

~Axðkx; ky; zÞ ¼ lIpe: exp �j kxx02 þ kyy02
� �� �
P1P2

: exp �j kxxpe þ kyype þ k2 ðz� hÞ� �� �
: k1k2 sin k1hf g; at (xpe; ype; h)

ð2Þ

Z-Component of ~A x; y; zð Þ:

~Azðkx; ky; zÞ ¼ er cos k1h k1k2ð1þ jÞf g lIdeðer � 1Þkxk1k2 sinK1h
P1

: exp �j kxxde þ kyyde þ k2 ðz� hÞ� �� �
; at (xde; yde; h)

ð3Þ

~Azðkx; ky; z) =
lIpeðer - 1)kx: exp - j kxxpe + kyype

n oh i
P1P2

:exp - j kxxpe + kyype + k2ðz - h)
n oh i

: erk21k
2
2sink1h cos k1h

� �
at (xpe; ype; h)

ð4Þ
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Where

k21 ¼ l0e0erð2pf Þ2 � k2x � k2y and k22 ¼ l0e0ð2pf Þ2 � k2x � k2y ð5Þ

P1 ¼ k1k
2
2 þ jk1k

2
2 sin k1h and P2 ¼ e2r k1k

2
2cos k1h þ jerk

2
1k2 sin k1h ð6Þ

For an ideal excitation, we have

~Eð~JsdeÞþ~Eð~JspeÞþ~Eð~JiÞ ¼ 0 at xj j � ðLde; LpeÞ and yj j � ðWde; WpeÞ ð7Þ

The surface current densities Jsde
�!

, and Jspe
�!

are the unknowns to be determined by
the FEM. They are widened into a set of n basis functions:

~Jsde ¼
XN1

n¼1

Ixn1J
x
n1x̂þ

XN3

n¼1

Iyn1J
y
n1ŷ & ~Jspe ¼

XN2

n¼1

Ixn2J
x
n2x̂þ

XN4

n¼1

Iyn2J
y
n2ŷ ð8Þ

Basis function of a RMPA-PE,

Jxn ¼
1

2Wi
sin np

2Li
ðxþ LiÞ

h i
�Li � x � Li & �Wi � y � Wi

0 elsewhere

(
ð9Þ

Li and Wi (i = de, pe), are lengths and widths of the radiating elements, (x̂, ŷ)
represent the main direction of radiation, and In is the unknown amplitude of the basis
function Jn. By substituting (8) and (9) into (7), we arrive at the following equation:

Z½ �
Nt�Nt

I½ �
Nt�l

¼ V½ �
Nt�l

ðNt ¼ N1 þN2 þN3 þN4Þ ð10Þ

This formula collects the unknown amplitudes of the Basis functions, and it leads,
after solving, to the input impedance Zin [29] that can be expressed as follow,

Zin ¼ �
XN1

n¼1

Ixn1V
x
n þ

XN3

n¼1

Iyn1V
y
n þ

XN2

n¼1

Ixn2V
x
n þ

XN4

n¼1

Iyn2V
y
n

" #
ð11Þ

Moreover, the Zin leads to each of RL, VSWR, peak gain, and peak directivity,
respectively.

RLðdBÞ ¼ 20 log Cj j and VSWR ¼ 1þ Cj j
1� Cj j where C ¼ Zin � Z0

Zin þ Z0
ð12Þ

Peak Gain ¼ 4p
U
Pacc

and Peak Directivity ¼ 4p
U
Prad

where Pacc ¼ aj j2ð1� Cj j2Þ

ð13Þ
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Consequently, the full-wave analysis shows that parameters of the passive element
are included in the expressions of all characteristics of an RMPA-PE. Then, the PE can
increase the antenna gain and bandwidth of a parasitic MPA if its dimensions are
optimized.

3.2 Distribution of Capacitances Analysis

The DE supplies power directly from source usually through transmission line while
PE obtains power solely through electromagnetic coupling because of its proximity to
that driven patch. This electromagnetic coupling generates capacitances between the
PE and the driven element, which can be considered for a theoretical analysis of the
RMPA-PE behavior. The capacitances can be expressed for 2 modes of propagation of
an antenna with PEs; Odd and Even modes [30]. The distribution of capacitances of an
RMPA-PE can be seen in Fig. 11.

The even/odd mode capacitances are given by the following formulas,

Ceven ¼ CP þ 1
2

1
2

ffiffiffiffiffiffi
ereff

p
c Z0�2e0erah

h i
1þðAhÞ tanh 10d

h

� � ffiffiffiffiffiffiffiffi
er
ereff

r
; A ¼ exp �0:1 exp ð2:33� 5:06 ða

h
Þ

h i
ð14Þ

Codd ¼ Cp þCga þCgd where CP ¼ 2e0er
a
h
þ 1

2

ffiffiffiffiffiffiffiffi
ereff

p
c Z0 � 2e0er ah

� 	
ð15Þ

Where, Ceven and Cp are the parallel plate capacitances between the radiating
element and the ground plane. Cga and Cgd are the capacitances for the fringing fields
across the gap in the air region and in the substrate region, respectively. ereff and Z0, are
effective permittivity of the dielectric and characteristic impedance of the feed line,
respectively. Once the capacitances are known, the impedances for the Even and Odd
modes are computed separately using the finite element method (FEM). Input impe-
dance of the RMPA-PE is expressed by

Zin ¼ Zin;even þ Zin;odd ð16Þ

By substituting (16) into (12) and (13), we obtain all parameters of an RMPA-PE as
function of the input impedance, and then Odd and Even modes. Therefore, Odd and

Fig. 11. Distribution of Capacitances of an RMPA-PE.
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Even modes prove that the equivalent capacitances of PEs can affect the radiation
performances of a parasitic antenna. Then, GAO of the passive element dimensions
permits to increase each of RL, BW, and gain of an RMPA-PE. Consequently, full
wave and distribution of capacitances analyses prove that the PEs represent a potential
technique for improving radiating performances of MPAs for miniaturized satellites
(CubeSats) which will have a big future into space technologies [31].

4 Conclusions

We have presented and analyzed the design of a very compact high gain MPA for Inter-
Swarm of CubeSats communications. We have optimized the proposed RMPA and
improved its total gain, using GAO and PE technique, respectively. The obtained
results show that this RMPA-PE gives large bandwidth of 5750 MHz, peak gain of
7.2 dB, and RL of 22.22 dB, at our required frequency of 28.7 GHz. Measured and
simulated results show that the constructed antenna has a RL that is well below 10 dB
at our targeting frequency of 28.7 GHz and gives a good impedance BW for Inter-
Swarm of CubeSats communications.
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Abstract. Image fusion merges the information from two or more source
images to make one single image containing more accurate details of the scene
than any other source images. There are different types of image fusion tech-
niques based on their applications. The objective of this paper is to combine
higher spectral information in one image with higher spatial information of
another image to sharpen image resolution (display) and improved classification.
This paper mainly explains the different fundamental steps used in image fusion
using IHS technique and how these steps were implemented on fusing the
Visible and IR Images. We obtain 16.144 dB, SNR; 40.04, PSNR of the fused
image which gives better results in terms of a single image. The work performed
holds scope for further progressions as a great deal of research is occurring in
the field.

Keywords: Image fusion � Red Green Blue (RGB) � Panchromatic �
Multispectral � Intensity Hue Saturation (HIS)

1 Introduction

Human beings contain a great sense of visuals. Image capture of a visual scene always
conveys much more information than any other description adhered to the scene. Data
fusion is a phenomenon of fusion information from several sources for optimal or
compact representation of a huge data supporting better description and decision
making [1–4]. The human brain is a great example of a data fusion system. The brain
will combine the visuals and find the details hidden in a single view. Multiple views
will definitely improve their decisions. Whenever a photo is clicked with our digital
camera, no one is satisfied with a single image. They try to take some more images of
the same scene, to have more clarity in the information. It is common to feel that the
positive points are to be combined to get the desired image that motivates us to fuse the
images, for the desired output. This technique is known as Image Fusion. Image fusion
is a method of combining multiple images from different objects with the helpful
information that helps in forming new images, containing all the important features of
the particular image [5–8]. As there is a huge advancement in the imaging technology,
multisensory sources which gained their importance in the variety of fields such as
medical imaging, remote sensing, machine vision, and the defense [9, 10]. Image
fusion allows us to reduce the size of the image without ignoring the important features
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[11, 12]. Various types of image fusion are Multi-temporal fusion, Multi-focus fusion,
Multimodal fusion, Multispectral Fusion, Multi-view fusion [13, 14].

Image fusion systems are mostly categorized as single-sensor image fusion system
(SSIF) and multi-sensor image fusion system (MSIF). In SSIF using a single sensor, the
sequence of images of the same site has been seized and useful data of these several
images are combined into one image by fusing the images. In a noisy environment and
in some illumination conditions, human beings are not able to sense the area of interest
that can be easily detected from the combined images of that targeted site. Digital
photography applications include multi-focus imaging and multi-exposure imaging.
Certainly, these fusion systems have various drawbacks. They depend upon conditions
like illumination and dynamic range of the sensors. They cannot seize visually good
images at low illumination condition such as night, fog and rain. To overcome such
problems of SSIF, MSIF systems are introduced to seize images in bad environmental
conditions. In MSIF, multiple images of the same site are seized using various sensors
of different modalities are used to contain supportive information. IR sensors are used
to seize images in low lighting conditions. The different uses of MSIF are medical
imaging, military, navigation, and weapon detection. In remote sensing, the satellite
images are taken from sensors which show either high spectral features (multispectral
(MS) information) provide color data or high spatial features (panchromatic
(PAN) information) provide the information of the destination [15–17].

Dong, et al. [18], explains the scheme about the multi-sensory image fusion. They
explained how to increase the efficiency and develop fusion algorithm by automatic
evaluation. Wang, et al. [19], provided high-quality information in image fusion used
in satellites by designing MS image with the PAN images using different approaches.
The outcomes provided with High Pass Filter and Smoothing Filter-based Intensity
Modulation square gives the best results. Authors in [20] extracted objects from high-
quality resolution satellite pictures. They explain multi-spectral classification, feature
segmentation, image fusion for extraction important information. Hall [21], presented
the multi-sensor data fusion which helps in determining the exact location of an object
which is helpful in defense and other applications. They explained the co-registration
which is a major problem in multi-image data fusion. Authors in [22] reported how to
fuse data from multiple images of the same site based on wavelet decomposition. The
images can be combined with the same or different resolution level. They reasoned that
wavelet-based techniques are accomplished with the comparative outcomes like
established strategies. Yang et al. [23], mentioned image fusion methodology sup-
ported the work by making new strategies for choice coefficients.

This paper explains the different fundamental steps used in image fusion of Visible
and IR Images using Intensity Hue saturation (IHS) fusing technique. The IHS color
space is very useful for image processing because it separates the color information in
ways that correspond to the human visual system’s response.

This paper is summarized as: Sect. 2 explains the fundamental steps used in fusing
images, Sect. 3 explains the implementation of IHS image fusion technique on IR and
Visible images which were concluded with future work in the last.
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2 Fundamental Steps of Image Fusion

Fundamental steps used in image fusion process [13–15] are shown in Fig. 1. It
consists of four important steps namely preprocessing, image registration, image
fusion, and fusion performance evaluation. These steps helped in improving the quality
and advancement in image fusion.

(a) Pre-processing: In the pre-processing stage, noise or artifacts introduced within the
supply pictures throughout image acquisition method are entirely removed. Pre-
processing should be done so as to achieve top quality fusion that cannot be
achieved in most fusion methods. Later, image re-sampling is introduced to
develop unique constituent dimensions to give the relevant data.

(b) Image Registration: During this method, one amongst the supply pictures is taken
as a reference image. Then geometric transformation is applied to the remaining
supply pictures to align them with the reference image. Once the registration
method is completed, the pictures are often more processed for data extraction. The
registration is often done each in the manual and automatic method. Many ways are
planned within the image registration [24, 25]. Authors in [26], describes the
significance of character identification in an intermediate levels like face recog-
nition, image registration, and visual perception. The feature detector identifies the
salient feature points of the image like line ends, corners and sharp alters in
curvature.

(c) Image Fusion: Fusion method is often performed at 3 levels: component, feature,
and call. Component level fusion is applied to an input image component. Com-
ponent level fusion schemes are preferred for fusion compared to different level
approaches as a result of their easy implementation and effectiveness. During this
paper, our interest is merely on component level fusion schemes [27–29]. Spatial
and spectral domains are two levels in which component level fusion is divided
[30]. IHS, Averaging and Principal Component Analysis (PCA) are the different
types of spatial techniques while pyramids (Gaussian, Laplacian, gradient, etc.) and
various wavelet transforms are the spectral techniques. In this paper, author has
used the IHS Fusion technique for analysis. IHS technique is mostly used fusion
method for sharpening the image. It differentiates spectral (hue and saturation) and
dimensional/spatial (intensity) information from an image [31, 32]. The fusion first
transforms RGB image into IHS parts and laterintensity is replaced with the PAN
image. Wassai et al. [31] show that the IHS system is one among the largely

Fig. 1. Generalized image fusion steps
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utilized methodologies for picture combination. They clarified totally extraordinary
IHS picture combination calculations to change over a shading picture from the
RGB part to the IHS segment.

(d) Performance Analysis: During the fusion method, some important information of
supply pictures is lost and visually gratuitous information or artifacts are intro-
duced into the amalgamated image. Hence, fusion algorithms ought to be evaluated
for higher performance. These performance analyses are evaluated by visual
examination (qualitatively) or fusion metrics (quantitatively) [33, 34]. Some image
fusion performance parameters are Peak signal to noise ratio (PSNR), Entropy
(EN), Mean squared error (MSE), Signal to noise ratio (SNR), and Normalized
cross-correlation (NCC). In this paper, PSNR, SNR, and MSE are used for eval-
uating the performance analysis.

3 Implementation of Image Fusion Using IHS Technique

The work performed holds scope for further progressions as a great deal of research is
occurring in the field. Figure 2 shows the different implementation steps used for
fusing different sensor images.

(a) Pre-processing Techniques: Data/image preprocessing could be an information
preparing system that includes improving crude data into a clear arrangement.
Genuine information is generally conflicting. We have considered Visible Image
and IR Image for fusion which was preprocessed. Figure 3(a) represents the pre-
processed visible image and Fig. 3(b) shows the preprocessedIR image.

Visible Image

IR
Image 

Image 
Registration 

(Aligning of 
the images)

Image 
Fusion 

IHS 
Technique

Pre-Processing 

• Cleaning 
• Integration 
• Reduction 

Fusion Performance 
Analysis 

• PSNR 
• MSE
• SNR

Fig. 2. Implementation steps used for fusing different images
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Image Registration: The target of image registration is to supply the input image into
an arrangement with the base image by applying an abstraction conversion. Figure 4
(a), (b) and (c) shows the gray scale of R, G, and B parts of the Visible Image
respectively. Figure 5 shows the gray scale of R, G, and B components of the IR image
respectively. Table 1 shows the R, G, and B components of the visible and IR image.

The thickness plots for RGB explode definitely. This implies the variety in the
estimations of the channels is high and settling an edge is a major issue. Settling a
higher range will distinguish hues which are similar. The ideal shading and lower range
won’t identify the shading in various lighting. With this sort of unevenness enables
color based segmentation terribly tough during color extraction. Further, there’s a
connection between the checking of the overall distinction between the values of the
two pictures.

The problems related to the RGB color space are perceptual unevenness and
Chrominance (Color information) mixing and luminance (Intensity information).
The IHS color space has the following three components Hue (Influential Wavelength),
Saturation (Purity of the color) and Intensity. The hue of color refers to which color it
resembles. All shades of red have the same hue. The value 0 refers red, 0.16 is yellow,
0.33 is green, 1/2 cyan, 0.66 blue and 0.83 magenta. Saturation describes how white the

(a)                                           (b) 

Fig. 3. Preprocessedimage (a) Visible (b) IR

(a)                                     (b)                                          (c)

Fig. 4. (a) Red (b) Green (c) Blue components of gray scaled visible image

Multi-sensor Image Fusion Using Intensity Hue Saturation Technique 151



color is? A pure red is fully saturated with a saturation of ‘1’ and white has a saturation
of ‘0’. Saturation is the amount of gray in the color from 0–100%. Reducing the
saturation towards zero is to introduce more gray, produces a fade effect. Sometimes,
saturation is expressed in arranging from 0–1 where 0 is gray and 1 is a primary color.
There is extreme dissimilarity in the values of the various color components and
therefore improving the quality and the distinction of the color components. There is
nochrominance mixing and luminance data. For this reason, IHS is preferred for more
efficiency and improved quality. Gray scale of I, H, and S components of the Visible
and IR images are calculated and shown in Fig. 6 and Fig. 7 respectively. Table 2
shows the I, H and S values for Visible and IR images respectively.

(a) (b)                      (c) 

Fig. 5. (a) Red (b) Green (c) Blue components of Gray Scaled IR Image

Table 1. RGB values of Visible and IR Image

RGB component Visible image IR image

R 219 1
G 213 1
B 199 1

(a) (b)                        (c)

Fig. 6. Gray scale of visible image (a) Intensity (b) Hue (c) Saturation
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From Table 2, it is inferred that the saturation values of Visible and IR images are
0.05 and 0 respectively signifies that images are successfully converted into gray scale
images. The value of Hue for the Visible and IR images are 0.11 and 0.25 respectively.
These are approximately 1/6 and 1/3 value, that signifies yellow and green color
component in the images.

(b) Image Fusion: Image Fusion techniques which combine data received from var-
ious sensors into a single composite image in a feasible and reliable manner.
Figure 8 shows the Fused Image of Visible and IR Image. Image Fusion is used to
increase the image features.

Taking out the features and scaling factors the best decision is taken regarding the
clarity of the data in the image. Figure 9 shows the grayscale of R, G and B components

(a) (b)                                              (c) 

Fig. 7. Gray scale of IR image (a) Intensity (b) Hue (c) Saturation

Table 2. IHS values of Visible and IR Image

IHS component Visible image IR image

I 0.77 0.003
H 0.11 0.25
S 0.05 0

Fig. 8. Fused image of visible and IR image
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of the fused (Visible and IR) Image respectively. Figure 10 shows the gray scale of
fused I, H and S components of the fused image respectively.

(a) (b)                                 (c)

Fig. 9. (a) Red, (b) Green and (c) Blue components of the fused image (visible and IR image)

(a)                             (b)                               (c) 

Fig. 10. (a) Intensity (b) Hue (c) Saturation components of the fused image

Table 3. RGB and IHS of fused images

RGB of fused image IHS of fused image

30 (R) 0.39 (I)
14 (G) 0.67 (H)
255 (B) 0.86 (S)

Table 4. Evaluation parameters of Visible, IR and fused Images

Images MSE SNR (dB) PSNR (dB)

Visible image 58.09 9.39 30.25
IR image 47.65 10.89 31.34
Fused image 150 16.144 40.04
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From Table 3, authors inferred that the value of Hue and saturation components of
the fused images are greater than the individual images while the values of the Intensity
of the fused image is in between the individual visible and IR images. IHS is less
difficult way of controlling the output color than RGB. The output fused picture has a
better saturation value without converting the colors of the authentic photo.

(c) Image Performance Analysis

To validate the results obtained after fusing the images, performance analysis has
been done by calculating SNR, PSNR and MSE values. Performance evaluation
parameters were calculated for single images and fused images which is tabulated in
Table 4.

The result shows a significant increase in SNR and PSNR of the fused technique.
IHS uses just one band to explain color (Hue), creating bad intuition to specify color. It
is device dependent. There’s the forceful distinction between the values of the assorted
color elements and thus raising the standard and also the distinction of the color
elements. There’s no mixture of chrominance and physical property knowledge.
Thus IHS is most well-liked for additional potency and improved quality.

4 Conclusion and Future Work

In this paper, we are working on the implementation of various steps of image fusion
techniques on visible and IR Images using IHS methods. The RGB and IHS values of
Visible, IR and fused images were calculated. The values of hue and saturation
components of the fused images are 0.67 and 0.86 respectively that is greater than the
individual images. An intensity value of the fused image is 0.39 which is better than
individual visible and IR images. To validate the results, performance evaluation
parameters were also calculated for single and fused images. We obtain SNR;
16.44 dB, PSNR; 40.04 dB and MSE; 150 of the fused images using IHS technique.
Our main point of doing image fusion is to increase the performance, quality and
extraction of detailed features from the images. In the future, other fusion techniques
like discrete wavelet transforms, pyramidal analysis or principal component analysis
can be applied on the images.
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Abstract. The word “SECURITY” play’s an important role in the area of the
Database. The massive volume of the data is been collected every day which is
been stored, transferred over the network from one distant location to the other
to provide the availability of the data to the end user. To make the data secure in
the network or into the drives where it is stored need some security measures
like encryption of the data into the storage device and over the network. There
are many encryption algorithms which are been used to secure the data. So that
it must be made as confidential in the sense of end user, that its data is protected.
Transferring and storing of the data in a plaintext format may create a risk of
hacking by the attacker or maybe miss used by the attacker. In order to get
prevented by this kind of attacks, proper encryption/authentication must be
performed. Or proper mechanism must be imposed on the system so that the
data which is been transferred or stored must be secured. Use of various
encryption/decryption algorithms like AES, 3DES, RSA and many more are
preventing it nowadays but we can create a new algorithm by merging the two
algorithms of a different nature to protect our data from the attacker. In this
Research, RSA 2048-bit algorithm and AES 256-bit will be implemented using
ASP.Net or Java and cryptool 2.0. Securing the Big-Data application is intended
to suit security administrations, for example, classification, trustworthiness,
verification, and non-disavowal.

Keywords: AES encryption � RSA encryption � BigData � HDFS � DES �
NoSQL

1 Introduction

There are basically two types of an algorithm which is based on key encryption they are
symmetric and asymmetric key encryption algorithms [6]. The symmetric algorithms
are the algorithms which are using a single key to encrypt the data file or data, they are
also known as one-key or private key encryption algorithm that uses public and private
algorithm cryptography to encrypt/decrypt data into the feasible format. The most
recently used encryption algorithm includes AES, DES, BLOWFISH, RC2, TEA, RC6,
IDEA, CAST5, 2-FISH AND SERPENT. There is one more type of encryption
algorithm which is known as asymmetric algorithms which use public key and private
key to encrypt and decrypt the data they are also called as public key encryption
algorithms the most commonly used asymmetric encryption algorithms include: RSA,
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SSH, SSL and PGP [15–17]. The encryption algorithm is also consist of one more type
which is a hash function like SHA, MD5 OR MD7 [28]. But nowadays this algorithm
like SHA and MD5 became absolute in nature of encryption [14]. If an intruder wants
to access of the certain file then he only needs to get access to the hash code of the file
and once he gets that he/she can easily penetrate into the file with full authorization
[17]. To secure these hashes many of the tools are been used to protect it from been
displayed to the attacker the tool which is used for the protection of these hashes are
been proposed under LSA (Local Security Authority) [24]. There are many more
algorithms which are been used like MAC, HMAC etc. for providing security over the
network using a secret key. The security of cryptography lies within the ability
of an algorithmic rule to get ciphertext (encrypted text) that’s not simply reverted
back to its original plaintext [29]. The utilization of keys adds another level of security
to ways of protecting our info. A key’s a bit of data that permits only those who hold
it to encipher and decrypt a message [15]. Security problems in NoSQL database given
of these a lot of possibilities brought by NoSQL, a lot of and a lot of undertakings and
government agencies address NoSQL and increasing sensitive knowledge is keep in
these databases rightly that takes the security Issue of NoSQL databases into the
public’s attention. Presently most NoSQL databases existence while not of natural to
safety apparatuses [27, 28]. A key feature of NoSQL is “Share nothing” horizontal
scaling-replicating and partitioning information over several servers. Thanks to this
feature, NoSQL will support an outsized range of straightforward read/write operations
per second. NoSQL systems don’t offer ACID (Atomicity, Consistency, Isolation and
Durability) guarantees, however, follow BASE. The BASE is a signifier for primarily
out there, Soft state and eventually consistent. In 2000, Prof. Eric Brewer introduces the
CAP theorem [8]. CAP theorem is particularly known as Consistency, availableness
and Tolerance of network. the most plan of CAP theorem could be a distribute the
system that cannot meet the 3 districts would like at the same time, however it is meet
solely 2 system like CA (consistency and Availability), AP (Availability and Partition
Tolerance). Big data [35] is secured with the assistance of the numerous varieties of the
encoding algorithmic program however it’s not that much secure. As we all know that
the data stored within the no-SQL databases like Mongo dB, Base, Cassandra etc.
“Security issues inside the NoSQL databases”: MongoDB and Cassandra, by Okman.
Determined the storage of on-disk cryptography of the data-store to be problematic
[12]. Distributed computing is as of now getting extensive consideration in a few
groups, which gives the client’s product assets, stockpiling, and huge processing on
request.

There are different clarifications of Big Data challenges, i.e. the 4 V’s: Volume,
Velocity, Variety, and Veracity [35]. Each issue has its own particular idea of making
enormous information valuable. The basic information about the big data need is
fulfilled by these 4 V’s structure which we need to achieve in Big data environment
(Fig. 1).

• Volume: Data that includes numerous terabytes or Petabytes in the measure.
• Variety: It is information in numerous structures. Organized, semi-structured and

unstructured.

Analysis of Novel Hybrid Encryption Algorithm 159



• Velocity: the distinctive rates at which information streams may get in or out of the
framework and gives a deliberation layer so huge information frameworks can store
information autonomously of the approaching or active rate.

• Veracity: It is the information in question. Alludes to the reliability of the infor-
mation, tending to information secrecy, uprightness, and accessibility.

This paper is formatted in the following way that is: - Sect. 2 describes the theo-
retical concepts of the various encryption algorithm. Section 3 describes the proposed
work and model with an algorithm. Section 4 describes about Existing algorithm.
Section 5 describes about the Full homomorphic algorithm used for protection. Sec-
tion 6 describes about the authentication mechanism using a one-time pad. Section 7
tell us about another security mechanism which is based on triple encryption. Section 8
tells us about the pros of the proposed model and also tells us about the future scope of
this model inside this paper.

2 Theoretical Concepts

1. Working and Information about AES and RSA algorithms

AES—Rijndael algorithm also known as the advance encryption standard has the
next level of encryption to protect the data using symmetric key encoding mechanism.
It has various key factors to encode the data using the key generation mechanism. This
algorithm has been approved by the NIST in the year 2001. AES uses the block size of
128 bit to encrypt the data [6]. It also used the key sizes of 128, 192 and 256 bits with
ECB, CBC etc. it follows the major order to encrypt the data which is 4 * 4 matrix
which goes into 4 section which are as follows: sub bytes, shift rows, mixed column,
add round key [10]. Due to is low prerequisite and low memory consumption with high
level of performance had made this algorithm on number 1 position in the field of
encryption algorithm. Its fast and high encryption nature has made the algorithm costly
for use in the encryption of data [6–8] (Fig. 2).

Fig. 1. Big data models [35]
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RSA—An authentication mechanism also known as public-key encoding mecha-
nism made by three of the known scientists named Ron Rivest, Adi Shamir and
Leonard Adleman in the year 1977 [2]. This algorithm is mainly used to protect the
message over the network and also used to authenticate the user to whom we are
sending the message or data using its key public and private by nature [27]. Sender who
is sending the data or the message to the receivers end need to encrypt the data with the
help of the public key and send it to the receivers end now here receiver is having the
private key by which receiver can decode the data sent to him by the sender [2–6]. RSA
uses different key size’s like 1024, 2048 etc. for protecting data over the network
(Fig. 3).

RSA uses certain encryption plots which apply calculations of adding information
that makes no difference to data, went for enhancing process unwavering quality: RSA-
OAEP, RSA-PKCS1-v1_5 [8] (Fig. 4).

Fig. 2. AES encryption and decryption [1]

Fig. 3. RSA algorithm [6]
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So if we use these both functionality of “symmetric and asymmetric” nature of the
algorithm we create a new hybrid algorithm which can increase the security of the
BIG DATA application. RSA and AES both having different nature of encryption [1–6].

3 Proposed Work and Model

As in this Research we are using the two different type of algorithm to encrypt the data
file of any type which is in static or dynamic form over the network or inside the
storage device. Here we will use Cryptool 2.0, ASP.NET encryption libraries
OR JAVA encryption libraries to demonstrate the how RSA and AES will do the
encryption. First of all, we will take the public key of the RSA and encrypt the AES
key with the public key of the RSA after that we will encrypt the data file with the AES
256 random key. After that at decryption part we will do the reverse of it the manifest
file which is generated will we decrypted with the private key of the RSA (2048). The
thing we need to do in this programme is to create an AES key and a private and public
key using the RSA algorithm. then we need to encrypt any data file with the AES key
and then after that encrypt AES key with the RSA public key. And at the end, decrypt
the data file with the help of RSA private key. We only have to encrypted the data file
with AES, we have also encrypted the AES key with RSA (public key). Then to get the
data file decrypted we need to use the private key of the RSA algorithm which will
decrypt that file and bring it back to its original state. Using a cryptographic tool, we
can do the cryptanalysis of the algorithm with the existing algorithm which is AES
(128) and OTP based on the certain thing’s security, scalability and throughput. Here
the data used for the encryption can be static or dynamic in nature over the network or
inside the storage.

The steps of the algorithm are which is proposed inside this paper (Fig. 5):

1. Insert file/data for the encryption.
2. Generate a key pair of RSA.
3. Insert RSA public encryption key.
4. Use of the random salt of block pre-generated weak password attacks. The salt bit

size is of 64, which is been created and then derived and after that, it is used for a
crypto key in AES.

5. Apply AES with a 128 block bit size and 256 Key bit size.

Fig. 4. RSA key sizes [2]
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6. AES encryption with the help of AES key.
7. Send the data to the receiver.
8. Decryption is with the help of the private key of the RSA and the Manifest file

which is mapped with the encrypted file as well as AES key (Figs. 6 and 7).

Fig. 5. Flow chart of algorithm

Fig. 6. Encryption Process
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4 AES and OTP Algorithm

The researcher has implemented this algorithm with the help of AES 128 bit and OTP
generation over the network. In this, the computation depends upon the time
stamp. Here the researcher has imposed to encrypt the data with the help of AES 128
bit than sending it with the help of an OTP [10] generation over the network to the
sender. Here the generation of the key of AES takes place after that data is been
encrypted and sent to the Receiver [41].

5 Full Homomorphic Encryption

The researcher has proposed the homomorphic encryption technique proposes an
arrangement of trusted recorded a structure on Hadoop [7, 8]. Using the latest cryp-
tography—totally homomorphic encryption development and confirmation of expert
advancement. It looks the steady quality & prosperity by four internal levels i.e.
hardware, data, customers & activities. In this encryption advancement by enabling
mixed data must be operable to guarantee security in data and profitability inside
application [23]. The affirmation administrator advancement offers an arrangement in
accessing the control method, which is been blend to gain accessing control on seg-
ments, advantages onto segment and security surveying though instruments, to check
the prosperity for dataset away inside Hadoop archive structure [24], Totally inside this
encryption empowers various customers to wear downmixed data in the form of
encoded outline with any activity [40], anyway which yield a vague result from it. If
data has been opened. Along these lines, it could be used for scrambling data for the
customers, and from this point forwarding, the encoded data could be exchanged inside
the HDFS system without focusing on data which is been stolen. While trading onto
framework the HDFS [10–23].

Fig. 7. Decryption Process
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Then data getting ready with the help of Map Reduce, then result are mixed and
safely set away onto the HDFS [42–44]. As makers themselves yields, by and by,
because the computational versatile quality, data increasing day by day and diversity in
the data reasons while using this encryption, it has not been set into useful use [26]. The
headway of the cryptography, potentially there must be a practice of totally homo-
morphic figuring algorithm within the future (Fig. 8).

6 Authentication Using One Time Pad

Here the researcher uses the one-time pad generation technique to do the authentication
inside the HDFS which is made to check the identity of the person who is using the
resources [10]. One time pad is the technique which is totally free of attack and
unbreakable by any internal attack over the network because this technique uses the
randomization of the number generation with the help of two server’s front as well as
back end [41]. At the back end, the generation is done with the help of random key
algorithm through which random key is generated based on which authentication is
been done. This whole technique uses two of the methodology and they are as follows:

1. Enlistment process
2. Verification process

In the Enlistment process, the user enters the username and password after that the
security code is generated with the help of the enrolment server. Enrolment server looks
into the verification of the customer or user by verifying it username which he/she has
entered and then the server sends the request to the enrolment server to verify the
customer [43] (Fig. 9).

7 Triple Encryption Technique

Disseminated figuring had been thriving in past decades because of ability provided to
customers on demand for, versatile, tried and true nature, and negligible exertion
organizations. Because of Which more cloud applications being open, data security

Fig. 8. Fully homomorphic encryption [11]
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confirmation transforms a fundamental issue to the cloud [21]. Remembering the
ultimate objective to check security of data inside the cloud storage, a unique novel
encryption plot is been proposed inside the paper, which joins HDFS records
encryption using AES and the public key encryption with the RSA, and a short time
later scrambles the customer’s private key of RSA using UIEC (Universal Information
Encryption Calculation) [11]. This triple encryption scheme is been proposed and
completed, which joins HDFS system reports encryption using DEA (Information
Encryption Calculation) and the public key encryption with the RSA, and after that
scrambles the customer’s private key of RSA using UIEC (Universal Information
Encryption Calculation). In this triple encryption plot [24], HDFS system archives are
mixed by using the crossbreed tech encryption in light of the (symmetric) DES and the
(public key) RSA, and the customer’s private key RSA is encoded using UIEC. In this
triple encryption scheme [26], it is realized and facilitated inside Hadoop-based cloud
data. Standard Information Mixture Encryption is that HDFS archives are encoded by
using the crossbreed encryption procedure, an HDFS record is symmetrically mixed
with exceptional key k and the key (k) is then excessively encoded by proprietor’s
public key [9]. Symmetric encryption is more secure and more expensive than any
other encryption. Crossbreed encryption is an exchanging off and ruling against the two
kinds of encryption above. This encryption uses the DES computation for scrambling
records and gets the data key, and a short time later uses RSA count to encode the
Information key [2]. The customer takes the RSA private key in order to translate the
Information key. They have proposed to achieve the parallel encryption by interpreting
using Map Reduce, with a particular true objective which improves the Procedures of
execution to data encryption and unscrambling [13] (Fig. 10).

Fig. 9. One time pad authentication [10]
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8 Conclusion

In this research work, I will combine two different encryption algorithms together to
achieve the big data security by building a high-security system, so that data which is
stored may not be exploited over the network as well as inside the storage device. AES
is used because of its high encryption speed and its low RAM prerequisites. RSA is
utilized to shield the encryption key from getting stolen by creating two keys (a private
and a public one). RSA also utilize less bandwidth over the network which will be very
beneficial for encryption over the network where there is heavy traffic. At last the key
and encoded information are sent to the recipient and get unscrambled by utilizing the
private. The general encryption run is straightforward and quick with low computa-
tional necessities.
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Abstract. The hybridization of DNA with compressive sensing techniques is
an open area of research. This paper has focused on compressive sensing
technique and DNA cryptographic operations which are used for compressing
and encrypting together for an image. Usually, the image encryption techniques
has more focused towards the providing security while there is a still room for
an improvement in computational speed. An efficient approach for achieving
higher information security at fast speed can be termed as “image encryption
using hybridized DNA cryptography and compressive sensing”. The plain
image is measured by measurement matrices in two directions to compress and
encrypt the image. Then DNA sequence operations are performed on the
resultant image for further security. These DNA sequence operations include
DNA addition and subtraction using DNA coding rules. The sequences worked
under the control of 2D logistic map. Hence, the proposed technique is capable
of providing security quickly as compared to existing technique.

Keywords: Image encryption � DNA cryptography � Compressive sensing �
2D logistic map � Chaos theory

1 Introduction

Cryptography methodologies are significantly essential for storage of information and
transmission over the network, for example, the web. For high security, encryption is one
of the strategy to protect the information from being get attacked. To protect confidential
information fromunauthorized users, image encryption converts the image information to
a non-understandable form. On the other side of the coin, compression of data is an active
and a big field at large level. The main problem is that data which is not in compressed
form requires large amount of bandwidth for transmission or storage. This problemmakes
the research area of image compression to develop algorithms that compress images to
save storage while maintaining the quality of the image. An efficient approach for
achieving higher information security at fast speed can be termed as “image encryption

© Springer Nature Singapore Pte Ltd. 2019
A. K. Luhach et al. (Eds.): ICAICR 2019, CCIS 1076, pp. 170–182, 2019.
https://doi.org/10.1007/978-981-15-0111-1_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0111-1_16&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0111-1_16&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0111-1_16&amp;domain=pdf
https://doi.org/10.1007/978-981-15-0111-1_16


using DNA cryptography and compressive sensing”. Initially traditional algorithms like
AES, DES [1] were used for encryption but it is no more suitable for digital image
encryption. To improve the encryption of images many new algorithms have been pro-
posed such as chaotic system, compressive sensing and DNA cryptosystem etc. Chaotic
encryption technology has been used as the mainstream of encryption technology in
recent years [2], But the use of chaotic technology only is not safe enough [2–5]. In recent
years, image encryption technology based on DNA computing has been extensively used
by scholars, but work is still at the initial stages of research.

1.1 Compression and Compressive Sensing

Compression is a technique in which we represent the data in a condensed form. The
media which is not compressed demands significant storage capacity, bandwidth and
takes more time for transmission. Image compression has its various applications such
as transmission for TV, video calling, exact transmission of printed material, images
[6]. The main motive is to cut the bit rate for transmission at an extent such that the
quality of image is acceptable. Representation of digital image with less number of bits
while maintaining the quality of the image and along with take care of the cost related
with transmitting less amount of data over the network is process of compression. It
also take care of reducing the probability of transmission errors. The main advantage of
compression is that it uses less memory and gives best compression ratio [7].

In proposed work, compressive sensing is used for doing compression and
encryption at the same time. With the help of measurement matrix the plain image is
measured in 2 directions and then dimensions are reduced by partial Hadamard matrix.
Now the remaining scrambling operations are applied on small amount of data.

1.2 Chaos Theory

Chaos theory explains the behavior of specific nonlinear dynamic system that shows
dynamics under certain conditions which are deterministic and unpredictable. In [8], an
iterated function “f” of a situation space “S” determined chaotic system and are
extremely responsive to initial condition. The iterated function generates the values
which are entirely arbitrary in nature but restricted between bounds. The iterated
function changes the present state of the system into the next one, i.e.

ðSnþ 1Þ ¼ ðSnÞ ð1Þ

Where Sn ε S indicates a state of the system at the discrete time. In chaos based
cryptography, it is normally a finite binary space.

S ¼ P ¼ C ¼ 0; 1f g n; n ¼ 1; 2. . .
Where P = Plain text, C = Cipher text:

In proposed work, 2D logistic map are used to control and generate the pseudo random
sequences. The random sequence creates the confusion and appears to be random but
beneath they are random in nature. This is the specialty of the logistic map. Logistic
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maps usually help in decreasing the adjacent correlation coefficient among pixels. 2D
logistic map is more efficient than 1D logistic map.

1.3 DNA Cryptography

DNA cryptography is an evolving technique which perform operations on methods of
DNA computing. Biological structure of deoxyribonucleic acid (DNA) contains
nucleotides named as Adenine (A), Cytosine(C), Guanine (G) and Thymine (T). DNA
cryptography is focused on utilizing DNA sequences to encode binary data in certain
sort or another.

Advantages of DNA computing:

• Speed: Combining DNA strands made the computations 100 times quicker com-
pared to the quickest computer.

• Storage requirement: The storage density of DNA memory is approximate 1 bit per
cubic nanometer whereas conventional computer requires 1012 bit per cubic
nanometer.

• Power requirement: DNA computing does not require outside power source.

In the proposed technique DNA sequence operations are used for scrambling the bits.
These operations are DNA addition and subtraction which are applied on the remaining
left sequence after reducing the dimensions by compressive sensing.

The remainder of the paper is organized as follows: Sect. 2 gives the brief back-
ground of 2D logistic map, Compressive sensing and DNA Cryptography. Section 3
gives the pseudo code of the proposed scheme then its flowchart and description.
Section 4 gives the simulation result and experimental analysis. Section 5 concludes
this paper.

2 Brief Background of Proposed Technique

2.1 Mathematical Definition of 2D Logistic Map

Mathematically, this 2D logistic map can be discretely defined as Eq. (2), where r is the
system parameter and (xi, yi) is the pair-wise point at the ith iteration.

2DLogistic map:
xiþ 1 ¼ r 3yi þ 1ð Þxi 1� xið Þ

yiþ 1 ¼ r 3xiþ 1 þ 1ð Þyi 1� yið Þ
�

ð2Þ

Figure 1 describes the distribution of the points from the trajectory in logistic
map. The ith point on the trajectory can be determined by knowing (x0, y0, r, i) as
Eq. (3),

xi ¼ l2Dx x0; y0; r; ið Þ
yi ¼ l2Dy x0; y0; r; ið Þ

�
ð3Þ
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2.2 Compressive Sensing

In [10] Compressive Sensing theory, sampling of signal and compressing could be
done at the same time. The 1 dimensional signal x in RN with length N can be
represented as:

X ¼
XN

i¼1
ai Wi ¼ Wa or c ¼ WTx ð4Þ

Where W is an N � N matrix and a = [a1, a2…an] are the sequence of coefficients of
the one dimensional signal x. If A where (A < N) coefficient nonzero in the coefficient
vector c, the signal can be sparse and compressible. Then, a compressed depiction
between S and a group of test functions Uif gMi¼1 could be directly captured in yi ¼
x;UT

i

� �
by an M (M < N) dimension linear measurement. The compressed signal could

be acquired by stacking xi into an M � 1 vector and an M � N matrix U could be
composed by gathering the rows Ui i.e.,

y ¼ Ux ¼ UWa ¼ ha ð5Þ

2.3 DNA Coding

DNA (Deoxyribonucleic Acid) is a source plasma in all living life, and it is a form of
biological super molecule formed by nucleotides. Monomer unit of DNA is called

Fig. 1. Trajectory of 2D Logistic map [9]
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deoxyribonucleotides. There are four types of bases or nucleotides found in DNA or
DNA consists of four bases [11]. These bases or nucleotides are given below:

• Adenine (A)
• Cytosine (C)
• Thymine (T)
• Guanine (G)

In [13], there are four nucleotides, namely A, T, C, and G, whereby pairing is allowed
only between A and T & C and G. Moreover, the binary value pair for each pixel in
gray scale image constitutes a complementary relationship pair. By using the digit pairs
00, 01, 10, and 11, DNA bases four nucleotides (A, C, G, and T) can be encoded. Some
operations like addition, subtraction, xor can be performed (Tables 1 and 2).

3 Proposed Algorithm and Methodology

The plain image is measured with the help of measurement matrices in 2 direction to
achieve compression & encryption simultaneously. Then, encryption process is
employed again on produced image. This encryption has been done with the help of
Bitwise XOR operation and DNA sequence operation. Random sequences are con-
trolled by 2D Logistic chaotic map. Partial matrices i.e. Hadamard matrices are gen-
erated with the help of circular shift matrices which are the under control of the chaotic
2D logistic map.

1. Proposed Image Encryption-Compression Algorithm

Step 1: The plain image X is stretched out in the W domain and then get the
projection measurement in W1 to obtain B1 = U1 WTX, where W1 is the M � N
measurement matrix and W is the N � N orthogonal basis.

Table 1. 8 rules for DNA [12]

I II III IV V VI VII VIII

T 11 11 10 10 01 01 00 00
A 00 00 01 01 10 10 11 11
G 10 01 11 00 11 00 10 01
C 01 10 00 11 00 11 01 10

Table 2. Addition using rule 5 [12]

Rule 5 A G C T

A C T A G
G T A G C
C A G C T
T G C T A
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Step 2: Then B1 is extended in the W domain to obtain B2 ¼ WTXTWUT
1 , where

measurement result B ¼ WTXTW, and it is the transform in the 2D W domain.
Step 3: The partial Hadamard matrices help in building up the measurement

matrices U1 and U2, which works under the control of two different logistic maps.
For the construction of the measurement matrix U1 below are the steps:

(1) First initial condition x01, which is produced by logistic map, is utilized to create a
sequence k = [k1 k2 …….. k2N] which is 2N long. To get the index sequence
s = [s1, s2 ….. sN], the previous N elements of k are dropped.

(2) Arrange the nature sequence n = [1, 2…N] according to the index sequence s and
this sorted sequence is identified as l = [l1, l2, .li…lN], where li 2 {1, 2… N}.

(3) The M row vectors H (l1, :), H (l2, :)… H (li, :), H (lM, :) of the Hadamard matrix H
of order N are used to classify into the following measurement matrix U1.

U1 ¼ H l1; :ð Þ; H l2; :ð Þ. . . H li; :ð Þ; H lM; :ð Þ½ �T ð6Þ

Where H (li, :) denotes the li -th row vector of H. With another initial condition x02, the
measurement matrix U2 could be composed in a same way.

Step 4: By considering Y = U2BUT
1 , the intermediate values of Y could be retrieved

by measuring B.
Step 5: Confirm the values of the initial condition {Y} and applied DNA sequence

operations. DNA sequence {Y} is generated.
Step 6: The DNA sequences {Y} is transformed into integer sequences {t�i }, t can

be replaced by Y.

t�i ¼ ti � tib cð Þ � 1014
� ��� ��mod 224 ð7Þ

Where ⌊x⌋ round off x to the nearest value towards zero.
Step 7: Construct DNA sequence K = K1;K2. . .. . .. . .. . .K22nf g . If the result of h�i

mod 3 equals to 0, 1, and 2, then one takes ki as Yi
* correspondingly to apply DNA

addition operation. The integer Yi can be interpreted as a binary number

Yi ¼ h7i ; h
6
i ; . . .:h

0
i ; h

j
i 2 0; 1f g; i = 1,2,. . .:; 22n; j ¼ 0; 1. . . 7:

Step 8: The pseudo random sequence created by the DNA Cryptosystem is
transformed as:

R2 ¼ R2jR2i ¼ round mod 1000yi ; 8
� �� 	
 �

; i = 1,2,. . .: ð8Þ

Step 9: All pixels of Y are mapped into an integer range from 0 to255.

C = round 255� y
max y

� 
ð9Þ

Now, the decomposition of each pixel into an 8 bit binary number is stored in C.
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at i; jð Þ ¼ 1:a i;jð Þ=2tmod2 ¼ 1;
0; others

�
ð10Þ

In Eq. (10), the results are arranged in a row in turn, and the size of the transformed
matrix D8�M2 is 8M2.

Step 10: Apply Bitwise XOR on pixel values to scramble the values.

R2 : C0 ¼ T D8�M2 ;R2ð Þ ð11Þ

Step 11: Deduce an M � M binary matrix from C’ and obtain the encrypted image
G (Fig. 2).

a i,jð Þ ¼
X7

t¼0
2t � at i,jð Þ ð12Þ

G =
Cr
255

�maxY ð13Þ

Compressive 
Sensing

Plain Image (X) Key 1

2D logistic Map

Key 2Y = Ψ(X)

DNA Addition Bitwise 
XOR

Ciphered 
Image (G) 

Fig. 2. Flowchart of image DNA cryptography and Compressive Sensing
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4 Performance Analysis

The work is implemented in MATLAB tool R2010a. The following parameters are
used to analyze the result.

(1) Mean Square Error

It determines the mean square error between the recovered and plain image.

1
m,n

Xm

i¼1

Xn

i¼1
I1 i,jð Þ � I2 i,jð Þk k2 ð14Þ

Where m, n is the size of the image and I1 is decrypted image, I2 is original image.
The recorded values in Table 3 have been interpreted by bar graph. In this graph

blue color depicts the existing technique Mean Square Error values while the red color
depicts the Mean Square Error values of proposed technique. The improvement can be
notice clearly as the value of the Mean Square Error of Proposed technique is
decreasing as compare to the Mean square Error value of the Existing technique
(Fig. 3).

(2) Correlation Coefficient

Encrypted image must have low correlation with adjacent (horizontal, vertical,
diagonally) pixels.

The recorded values in Table 4 has been interpreted by bar graph. In this graph blue
color depicts the correlation coefficient value of the existing technique while the red
color depicts the correlation coefficient values of proposed technique. The improve-
ment can be notice clearly as the value of the correlation coefficient value of proposed
technique is increasing clearly as compare to the correlation coefficient value of the

Table 3. Mean square error

Images Mean square error (existing) Mean square error (proposed)

IMAGE 1 113.4734 54.3681
IMAGE 2 52.1367 21.7018
IMAGE 3 78.1759 36.5694
IMAGE 4 59.1457 17.3543
IMAGE 5 98.2858 61.8841
IMAGE 6 147.3717 52.5623
IMAGE 7 332.5067 160.8562
IMAGE 8 159.7128 75.8371
IMAGE 9 118.0014 49.2280
IMAGE 10 294.9382 115.2911
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Existing technique. It means that the recovered decrypted image from ciphered image
has greater correlation as compare to the image recovered by using existing technique
(Fig. 4).

(3) Entropy

The image information entropy is the degree of randomness among the value of
pixels. The values of the pixels should be equally distributed for higher security. The
entropy for encrypted image must be greater than the entropy of the original value.

The recorded values in Table 5 has been interpreted by bar graph in Fig. 5. In this
graph blue color depicts the image information entropy value of the existing technique
while the red color depicts the image information entropy values of proposed

Fig. 3. Bar graph for mean square error (Color figure online)

Table 4. Correlation coefficient analysis

Images Correlation coefficient (existing) Correlation coefficient (proposed)

IMAGE 1 0.9831 0.9917
IMAGE 2 0.9768 0.9904
IMAGE 3 0.9903 0.9955
IMAGE 4 0.9971 0.9991
IMAGE 5 0.9498 0.9676
IMAGE 6 0.9856 0.9948
IMAGE 7 0.9791 0.9897
IMAGE 8 0.9858 0.9930
IMAGE 9 0.9873 0.9944
IMAGE 10 0.9790 0.9917
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technique. The improvement can be notice clearly as the value of the entropy value of
proposed technique is increasing clearly as compare to the entropy value of the Existing
technique. It means the degree of randomness is greater using proposed technique as
compare to the existing one.

(4) Execution Time

The Execution Time of an algorithm is calculated by two main factors known as
computational cost and complexity of algorithm used. Computational cost checks the

Fig. 4. Bar graph for correlation coefficient (Color figure online)

Table 5. Entropy

Images Entropy (existing) Entropy (proposed)

IMAGE 1 6.4519 6.4625
IMAGE 2 4.3743 4.4250
IMAGE 3 7.7532 7.7538
IMAGE 4 6.0197 6.2701
IMAGE 5 5.3528 5.4526
IMAGE 6 6.6836 6.7689
IMAGE 7 7.4967 7.5592
IMAGE 8 5.9371 6.2095
IMAGE 9 6.0339 6.1542
IMAGE 10 7.7250 7.7408
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number of rounds during encryption and also considers how many permutation and
diffusion operations occurred within a round.

The recorded values in Table 6 have been interpreted by bar graph in Fig. 6. In this
graph blue color depicts the execution time of the existing technique while the red color
depicts execution time of proposed technique. The improvement can be notice clearly
as the value of the execution time of proposed technique is decreasing clearly as
compare to the execution time value of the Existing technique. It shows that the
proposed technique is taking less time to complete the execution as compare to the
existing one.

Fig. 5. Bar graph for entropy (Color figure online)

Table 6. Execution time

Images Execution time (existing) Execution time (proposed)

IMAGE 1 30.61999 26.1131
IMAGE 2 53.4621 26.7995
IMAGE 3 54.3684 27.1926
IMAGE 4 31.4091 26.9738
IMAGE 5 31.905 27.6219
IMAGE 6 32.0012 26.9158
IMAGE 7 30.5250 26.0298
IMAGE 8 30.9156 26.0507
IMAGE 9 33.1361 25.7855
IMAGE 10 30.8434 26.2500
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5 Conclusion

This paper presents an image encryption technique that is based on DNA cryptography
and compressive sensing. By hybridizing these two techniques, the best qualities of
both techniques give rise to the best results. As, DNA cryptography has the outstanding
feature of working at high speed, and compressive sensing has feature of providing the
security along with doing compression of the image. 2D logistic maps are used to
control the random sequence. For scrambling the bits, Bitwise XOR operation, DNA
addition and subtraction operation has been applied. The proposed technique, when
applied on plain image produced the encrypted and compressed image. The Matlab
simulation results and performance analysis is done using various parameters like
MSE, PSNR, Correlation coefficient, Entropy, BER, and Execution time. All these
results has shown that proposed technique not only achieved the better security level
but also outperformed as compare to the existing technique. It is observed that the
execution time has improved by 26%. In this way, the proposed combinations of
techniques have provided good security with good performance.

The Meta heuristic techniques such as ant colony optimization, particle swarm
optimization can be considered in near future to enhance the results further.
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Abstract. Many software developers use the technique of obfuscation
to make data and code unintelligible. Obfuscation techniques can be used
independently for code and data alone, but these days software devel-
opers combine these techniques to protect code and data which in turn
increases the complexity of reverse engineering. Data obfuscation is used
to protect personally identifiable information or sensitive information
used in military applications. Data obfuscation is also used to protect
digital content under the Digital Rights Management (DRM) Protection.
Code obfuscation can be used to protect the code. This paper proposes
a variable encoding data obfuscation approach using secret sharing tech-
nique. Here in our approach an integer variable is encoded using number
theory based Shamir’s Secret Sharing method. We have also shown that
our obfuscation approach is resilient to slicing attacks.

Keywords: Obfuscation · Reverse engineering · Secret sharing ·
Program slicing

1 Introduction

Software theft, pirating and access to sensitive information has always been
of concern in the software industry. Obfuscation techniques are widely used to
thwart reversing process (example: opaque predicates [9]) [8]. Software obfus-
cation is a mechanism used to conceal the presence of code or data by making
it unintelligible by increasing the cost and effort of an attacker to access the
functionality of the program using reverse engineering and de-obfuscation. The
obfuscation of code can be done manually or by using automated tools where the
latter is preferred by the industry. Obfuscation techniques can be divided into
two different classes, code obfuscation and data obfuscation where the name sug-
gests code obfuscation deals with code protection and data obfuscation is about
data protection. Code obfuscation can be done by obfuscating the actual code
or by obfuscating the bytecode. Following are the different obfuscation types.

1. Layout Obfuscation: Layout Obfuscation deals with the transformation of
source and binary structure of a program. Identifier scrambling, Comment
removal and format changing are the techniques of layout obfuscation [2].

c© Springer Nature Singapore Pte Ltd. 2019
A. K. Luhach et al. (Eds.): ICAICR 2019, CCIS 1076, pp. 183–191, 2019.
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2. Preventive Obfuscation: Preventive obfuscation is used to evade commercial
deobfuscation and reverse engineering tools. Here it takes advantage of weak
mapping of bytecode to high level language by inserting illegal bytecode.
Anti-debugging, anti-decompilation and bytecode encryption are the different
methods of preventive obfuscation [2,5].

3. Control Obfuscation: Control obfuscation confuses the analyzer by breaking
the control flow of the source code. This is performed by appending additional
code into the already existing code thus increasing the control flow. By adding
the irrelevant code, it increases the complexity and hardness of the program,
hence it takes more time for the advisory to understand the code. Inserting
dead code, reordering loops, adding redundant operations etc are techniques
used for control obfuscation [2,5].

4. Data Obfuscation: Data obfuscation which is also called data masking is a
technique that is used to hide data or information that is used in the program.
Data aggregation, storage, encoding and ordering are the techniques involved
in data obfuscation [2,5].

This paper is organized as follows: Sect. 2 gives the literature review of the dif-
ferent data obfuscation techniques that is currently in use. Section 3 explains the
overview of the main concepts used in the proposed data obfuscation methods.
Section 4 shows the proposed system and its analysis against program slicing
attack. Section 5 concludes the paper.

Fig. 1. Non-obfuscated program

2 Review on Data Obfuscation Methods

Data Obfuscation is used to hide the sensitive information that is used within a
program. There are three main sub-categories to data obfuscation:

1. Data Aggregation: It changes the data grouping in a program. Merging
scalar variables, class transformation, array transformation are the techniques
used in data aggregation where merging scalar variables involves combining
two or more variables into a single variable [4]. Class transformations uses
inheritance and interfaces to add complexity to the code. Array transforma-
tion includes array splitting and array merging [1,2].
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2. Data Encoding: Data encoding manipulates how the data is stored. This can
either be done by changing a global variable to a local variable or transforming
a value in a variable i to an equation so as to attain the value stored in i.
Employing more than one encoding transformation can result in hardening
the data and increases the difficulty of the adversary to understand the data
[4]. Strings can store confidential information like licence key, expiry date,
copyright information etc. If this string is converted to procedural data, it
makes reverse engineering more difficult. Usually variable encoding is done
by substituting the variable with a function the computes the value of the
variable. Reverse engineering tools can be further confused if these piece of
code generate random values. The potency and resilience of the entire code
can be improved by using small functions and have it scattered in the normal
control flow of the program [3]. Another technique of variable obfuscation
is to combine multiple variables into a variable. An example is when two
32 bit integers X and Y can be merged into a 64 bit variable V using the
formula V = (23 × Y + X). Boolean variables can also be replaced by a
Boolean expression. An example is illustrated in Table 1. Variable b in the
original code is expressed as f(b1⊕b2). In this example, f is an XOR function.
However, it can be generalized to any function with any number of variables
[2]. Another layer of obfuscation is added as some assignments of a value can
lead to different results. Let us say b = True. We can further split the variable
into b1 = 0 and b2 = 1 in the lookup Table 1 and convert it to original Boolean
value [1].

Table 1. The XOR function for obfuscation

b1 b2 F = b1 ⊕ b2

0 0 0

0 1 1

1 0 1

1 1 0

3. Data Ordering: Randomizing data declaration order within a program
impedes reverse engineering. Consider an array with n elements and a func-
tion f (i) that finds the ith element of the array, randomizing the position of
elements in an array will increase the hardness of the program. Declaration of
methods can be randomized, parameters to methods can be randomized and
a mapping function can be used to reorder data within arrays, randomization
of instance variables in classes can also be performed [2].
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3 Preliminaries

3.1 Number Theory Based (t, n) Shamir Secret Sharing Algorithm

Secret sharing algorithm is a cryptographic algorithm developed by Shamir [6].
The algorithm is designed to split a secret into multiple shares and the secret is
revived using a certain number of the shares or all of the shares. This technique
is used in cryptography where a key used to encrypt data is split into multiple
shares to protect the key from being stolen. In order to recover the key a certain
number of shares are required. The threshold determines the least number of
shares required to recover the secret. The secret can only be restored if the

Fig. 2. Control flow graph of variable obfuscation
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number of shares is equal to or greater than the threshold value. Here, we may
choose s as a secret where s ∈ Z/mZ. Here in the case of (t, n) scheme, n is
the number of shares that is generated for the secret s and t is the minimum
number of shares required to regenerate the secret s. Once the secret and the
threshold values are chosen, next form a polynomial to generate the shares of
the secret. Here the degree of the polynomial is always t − 1. We may denote
our polynomial function as

f(x) =
t−1∑

i=0

ai ∗ xi mod p (1)

Fig. 3. Analysis on obfuscated code using slicing
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Here ai are the coefficients to the polynomial equation (1) and the coefficient
a0 is the secret value (s) and p is the chosen prime number. The Lagrange
interpolation method can be used to combine the threshold number of shares
into the secret.

For a set of points (xj , yj), the Lagrange polynomial is the least degree poly-
nomial that assumes xj to its corresponding yj (shares). The Lagrange interpo-
lation method is use to combine shares to generate the secret s. Given a set of
data points (x0, y0), (x1, y1).....(xt, yt), the interpolation formula in the Lagrange
form is a linear combination

L(x) =
t∑

i=1

yj lj(x) (2)

L(x ) provides the polynomial equation and when x is replaced with 0, L(0)
produces the secret. y1, y2, ....., yt is the set of shares and the lj(x) can be given as

lj(x) =
∏

1≤m≤t and m�=j

x − xm

xj − xm
(3)

Figure 1 shows an example of a non-obfuscated program. Here we are receiving
an input from the user and it is stored in a variable. Since the variable is not
obfuscated, it is easy for the adversary to access the variable (Fig. 4).

4 Proposed System

In this paper we propose an alternate way of obfuscating a variable using the
Shamir secret sharing algorithm. Let us start with an example. Consider s be a
local variable used in a program. Assume the value of s be 7. Then split s into
8 shares using (3, 8) Secret sharing scheme which requires 3 minimum shares to
retrieve back the secret sas 7. Let us assume the polynomial to be

f(x) = (7 + 19x + 21x2) mod p (4)

The highest degree of the polynomial used would be 2 because threshold value is
3. Since we need to generate 8 shares the value of x ranges from 1 to 8. Assume
the value of p is chosen as 31. The shares generated are shown in Table 2. Any
three shares can be used to generate the secret 7. The Lagrange interpolation

Fig. 4. An example of program slicing
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Table 2. The shares

x f (x )

1 16

2 5

3 5

4 16

5 7

6 9

7 22

8 15

method is used to generate the secret. Let us assume we choose the points (1,16),
(2,5), (3,5) to generate the secret f (0).

f(0) =
16.2.3

(1 − 2)(1 − 3)
+

5.3.1
(2 − 1)(2 − 3)

+
5.2.1

(3 − 2)(3 − 1)
mod 31 (5)

Although in this paper we use the Shamir secret sharing for integer variable
obfuscation, this method can be used for splitting strings as well as files if we
convert the data into ASCII format. Hence based on the type of data to be split
the complexity of the code also increases.

Figure 2 shows the control flow graph of variable obfuscation using secret
sharing. Variables used in this program are n,p,t and s which is the secret.
Array a[i] stores the coefficients of the polynomial. Array b[i] stores the shares
to the secret. In the example we give a minimum of t = 3 shares required to
regenerate the secret. The threshold value t can be increased up to n so that
it adds difficulty to find all the shares that lead to regenerating the secret. The
secret is stored in a variable hh after Lagrange interpolation method.

Fig. 5. Backward Slicing for the variable sum.
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Analysis on the Obfuscated Code Using Slicing. A program slicing anal-
ysis is performed on the algorithm to check how resilient the code is against
deobfuscation and reverse engineering. Program slicing is the computation of a
group of program instructions called the program slice, it may change a certain
value at a point of time which is referred to as the slicing criterion [7]. It works
by finding the parts of a program relevant to the chosen value from a set of
variables at a point in a program. The rest of the instructions that are irrele-
vant to the chosen value is deleted. Figure 3 represents an example of program
slicing where the original program contains five lines of code and once slicing is
performed the sliced program consists of three lines of code.

In the proposed method, the output will be the same when different values
of the shares are given to the function.

But in the case of variable splitting when different input is given to the
function it results in different output. There are three different ways to perform
slicing which are: static slicing, dynamic slicing and path slicing.

Static slicing only delivers the source code as a result once it is performed.
Dynamic slicing works on the specific execution trace of the program. Path slic-
ing takes the path to a target location as input and then deletes the operations
that leads up to the target location. Static slicing can be classified into backward
slicing and forward slicing. Backward slicing results in the statements of the pro-
gram that has effect on the slicing criterion. It assists a developer to locate parts
of the program containing errors. Forward slicing contains program instructions
that are affected by the slicing criterion.

Figure 3 represents program slicing of the obfuscated code. Here in our obfus-
cation method we perform backward slicing to deduce the program slicing. When
backward slicing is performed for the code all the instructions in the original pro-
gram is present in the program slice. Since all the instructions is available in the
program slice, the program is resilient against program slicing attacks. Figures 5
and 6 are examples of forward and backward slicing with respect to the variable
sum.

Fig. 6. Forward Slicing for the variable sum.
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Slicing methods are based on two factors which are soundness and
completeness.

Soundness: Soundness is achieved when all the instructions relevant to the
slicing criterion is available in the program slice, that is no instructions relevant
to the criterion must be removed from the program slice.

Completeness: The goal here is to remove as much instructions as needed to
achieve soundness in the program slice. The closer an algorithm approximates
completeness, the more precise the slices it constructs will be. The technique is
ideally suited to debugging, to focus on the statements that could have caused
errors in a particular execution.

5 Conclusion

In this paper we are proposing a variant of split variable obfuscation method
using Shamir secret sharing scheme. Our method is resilient against program
slicing methods. This method can be added as an extra layer alongside encrypting
the digital content in DRM. Although the proposed method increases the cost
and effort for reverse engineering the code (find all the requires threshold shares
and regenerate the secret), it does not completely prevent from getting access
to the secret variable. But the goal of obfuscating a variable is achieved using
secret variable sharing.
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Abstract. Influence maximization (IM) is the problem of sub set selec-
tion which selects a subset of k users from the network to maximize the
aggregate influence spread in the network. The paper addresses IM prob-
lem across multiple social networks simultaneously. We propose a new
centrality measure to identify the most influential users and adopt the
independent cascade model for information dissemination. The experi-
ment results show the advantage of the proposed framework over classical
influence maximization frameworks. The results also show the superior-
ity of the proposed centrality measure over the state-of-the-art centrality
measures.

Keywords: Information diffusion · Influence maximization ·
Social influence · Social networks

1 Introduction

In recent years online social networks like Twitter, Flixster, Facebook, etc., are
not only used for communication and users’ interaction but also for marketing
and promotion. The advertisers utilize the word-of-mouth spreading of infor-
mation to promote a new product, idea, innovation, etc. The word-of-mouth
spreading of information in social networks leads to potential applications in
viral marketing [6], revenue maximization [34], rumor control [4,38], network
monitoring [15], and social recommendation [39]. Pedro and Matt [6] were the
first ones to introduce the IM problem in the field of viral marketing and pro-
posed a probabilistic model to identify the most influential users. Kempe et al.
[11] considered IM problem as a discrete optimization problem and proved that
the problem is NP-hard. They also proposed a hill-climbing approach, viz. greedy
algorithm.

There are a lot of users who have several accounts across online social net-
works simultaneously and have the opportunity to propagate information across

c© Springer Nature Singapore Pte Ltd. 2019
A. K. Luhach et al. (Eds.): ICAICR 2019, CCIS 1076, pp. 195–207, 2019.
https://doi.org/10.1007/978-981-15-0111-1_18
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networks. Therefore, it is necessary to focus on multiple networks simultane-
ously to identify influential users accurately. Most of the existing works only
focus on individual networks [3,14,26,27]. There is some research done in this
direction [18,24,40]. These studies consider IM problem across multiple networks
and ignore multiple product marketing simultaneously [31]. To the best of our
knowledge, Singh et al. [29] are the first to study MIM2 problem by considering
multiple products and multiple networks simultaneously. With this, we present
a centrality measure to find influential users under MIM2 framework.

Contribution. The major contributions of this paper are as follows.

– We introduce a new centrality measure to identifying seed users across the
network under IM2 framework.

– We incorporate independent cascade model (IC) [30] for information diffusion.
Also, we adopt IM2 framework [19].

– The experimental evaluation show that the superiority of proposed central-
ity measure against the compared methods. Also, the results indicate the
advantage of using IM2 framework over classical IM.

Organization. The organization of the paper is described as follows. Section 2
presents the insight and development of IM problem. Section 3 explains the
model and problem definition. Section 4 presents the proposed work with analy-
sis. Section 5 describes the experimental setup and compares the performance of
proposed algorithm with baseline methods. Finally, Sect. 6 draws the conclusion
and list some future directions of research.

2 Related Work

Singh et al. [28,29] categorize the IM problem into four classes based on seed
selection problem under (1). single network (IM); (2). multiple networks (IM2),
single network with multiple products (MIM); (4). multiple networks with mul-
tiple products (MIM2). Pedro and Matt [6] and Kempe et al. [11] were the
first to study IM as an optimization problem. The application of greedy algo-
rithm is computationally inefficient due to utilization of time-consuming Monte-
Carlo simulations. There has been much research into finding influential users
efficiently such as heuristic methods [3,14,25,36], community-based methods
[17,27,37], path-based methods [2,12,13], score estimation based [1,8,10], and
sampling-based [5,20,33].

Influence maximization across networks (IM2) framework tackles the situa-
tion when some of the users have multiple accounts across networks and are able
to propagate information simultaneously. There are some studies which consider
this problem such as [18,24,40]. These methods work in two major steps: network
coupling and seed selection. The network coupling strategy first identifies over-
lapping users then couple multiple networks into a multiplex network based on
these users. The seed selection process identifies the seed nodes and propagates
influence through a diffusion model.
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Sun et al. [31] present a novel framework called multiple influence maximiza-
tion (MIM) which allows IM for multiple products simultaneously. Inspired by
the idea of IM2 and MIM, the authors of [29] introduced a unique problem of
multiple IM across multiple social networks (MIM2). They present a diffusion
degree heuristic to identify influential users under this framework. Table 1 pro-
vides and overview and comparison of existing IM algorithms.

Table 1. The theoretical overview of the existing IM approaches

Algorithm Time complexity Approximation Problem

solving

perspective

State-of-the-art

algorithms

Base

algorithm

Classical IM problem

Greedy [11] O(kNMI) 1 − 1/e − ε Simulation-

based

Central,

MaxDegree &

Random

−

Knapsack

Greedy [32]

O(N5) 1 − 1/e − ε Simulation-

based

− Greedy

SP1M [13] O(kNM) 1 − 1/e Influence Path Degree,

PageRank

& Closeness

−

CELF [16] O(kNMI) 1 − 1/e − ε Sub-

modularity

Greedy Greedy

Degree

Discount [3]

O(k log N + M) N.A. Heuristic

based

Greedy, CELF

& Random

High Degree

NewGreedy [3] O(kIM) 1 − 1/e − ε(r) Snapshots

Sampling

CELF, Greedy

& Random

High Degree

TW Greedy [36] O(kNMI) 1 − 1/e − ε Simulation-

based

KKG, SCG &

High Degree

Greedy

MIA/PMIA [2] O(Ntiθ + knoθniθ

(niθ + log N))

1 − 1/e Influence Path Random, DD,

Greedy &

PageRank

SP1M

LDAG [1] O(Ntθ + knθmθ

(mθ + log N))

N.A. Score

Estimation

Greedy,SPIN,

DD & PageRank

−

CELF++ [9] O(kNMI) 1 − 1/e − ε Sub-

modularity

CELF CELF

Diffusion

Degree [14]

O(N + M) N.A. Centrality

Based

DD & High

Degree

High Degree

SIMPATH [8] O(klNPθ) N.A. Score

Estimation

High Degree,

CELF &

PageRank

LDAG

IRIE [10] O(k(noθk + M)) N.A. Score

Estimation

Greedy & PMIA −

IPA [12] O( NOvnvu
c

+

k2( Ovnvu
c

+ (c − 1)))

N.A. Influence Path Greedy, DD

& Random

PMIA

StaticGreedy [5] O(
kMN2 log

(
N
k

)

ε2
) 1 − 1/e − ε Snapshots

Sampling

DD, SP1M,

CELF & High

Degree

PMIA

PRUNEDMC [20] O(
kMN2 log

(
N
k

)

ε2
) 1 − 1/e − ε Snapshots

Sampling

PMIA, Random,

IRIE & Degree

Greedy

TIM [33] O(
k(M+N) log N

ε2
) 1 − 1/e − ε Reverse

Reachability

CELF++, IRIE

& SIMPATH

−

(continued)
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Table 1. (continued)

Algorithm Time complexity Approximation Problem

solving

perspective

State-of-the-art

algorithms

Base

algorithm

IM across multiple social networks problem (IM2)

BP-Greedy [22] − 1 − 1/e Simulation-

based

Betweenness,

Degree, &

Closeness

Greedy

MPMN-CELF++

[41]

O(kNMI) N.A. Spread

Simulation

SIMPATH &

CELF++

CELF++

MPMN-SIMPATH

[41]

O(klNPθ) N.A. Rank

Refinement

SIMPATH &

CELF++

SIMPATH

ASMTC [35] O(|V s|2 + |V s|) N.A. Reverse

Reachability

− −

SeedSelection-M

[7]

− N.A. Score

Estimation

Degree, K-Shell

& VoteRank

−

LCI [40] O((N + M)N.d) N.A. Sub-

modularity

Greedy Greedy

Multiple IM problem (MIM)

MIM-Greedy [31] O(kmNMI) 1 − 1/e Simulation-

based

Random,

Init-First &

MaxDegree

Greedy

Multiple IM across multiple social networks problem (MIM2)

MIM2 [29] O((l + m)(M + N) +

(k + m)(M + N log N))

N.A. Heuristic

model

DD,

MIM-Greedy &

MaxDegree

C2IM

3 Model and Problem Definition

Let G = {G1, G2, . . . , Gl} represents a set of l social networks where Gi =
(V i, Ei,W i); 1 ≤ i ≤ l is an individual network. The node set, edge set, and
influence weight set of a network Gi are denoted by V i, Ei&W i. A single multi-
plex network was created by coupling these l networks. We utilize independent
cascade (IC) model to estimate the overall spread of influence from seed nodes
S. In the IC model, there is two states: active and inactive. Initially, all the
seed nodes are active and other than seed nodes are inactive. Each active node
would have the chance to influence only their neighbors. Once a node becomes
active, it will never change its state in the future. If no node is activated in the
subsequent iteration, the diffusion process is considered to be completed.

Definition 1 (Problem Definition). Given a set of influence graphs G =
{G1, G2, . . . , Gl};Gi = (V i, Ei,W i), an information diffusion model, two pos-
itive integers k and l, then influence maximization process selects a seed set
S ⊆ V of k users to maximize the influence spread in G, i.e., σ(S) =
argmax|S∗|=k∧S∗⊆V σ(S∗).
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Experimental Setup

Influence Maximization

Network Coupling

Performance Evaluation

Input Dataset

Configuration Setup

Models and Methods

Overlapping Users
Identification

Topological Graph
Coupling

Seed Selection Process

Local Influence

Global Position

Information Diffusion

Memory Consumption

Running Time

Influence Spread

Robustness

Fig. 1. The working of proposed framework

4 Proposed Work

In this section, we discuss a centrality measure for IM problem under IM2 frame-
work. Algorithm 1 works in three major steps: network coupling, seed selection
and influence propagation. Figure 1 shows the framework of proposed algorithm.

1. Network Coupling. To perform network coupling on multiple networks, we
first identify overlapping users across networks. Then network coupling [29] is
performed using overlapping users based on network topology and information
propagation capability of different relationships. With this, influence weight
w(x, y) of each edge (x, y) in coupled network is estimated as follows.

w(x, y) =
∑

1≤i≤l

Ai
x,y.P

i; 0 ≤ P i ≤ 1, 0 ≤
∑

1≤i≤l

P i ≤ l (1)

where Ai
x,y ∈ [0, 1] and P = [P 1, P 2, . . . , P l] denote adjacency value of (x, y)

in network i and propagation capability of each relationship respectively.
2. Seed Selection. After network coupling, we identify influential users in cou-

pled network. To perform seed selection, we present a centrality measure to
identify the most influential users. The influence of a user is dependent on
its neighbors connection (local influence) and its own location in the network
(global influence). Pei et al. [21] have stated that the local influence of a user
is bound within its two-hop area. Therefore local influence IL(x) of a node x
can be estimated as follows.

IL(x) =
j=2∑

j=0

IjL(x) = 1 + |N(x)|G +
∑

y∈N(x)

|N(y)|G\x

= 1 + DG(x) +
∑

y∈N(x)

DG\x(y)
(2)
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where DG(x) = D(x) represents degree of node x in network G. Local influ-
ence can be calculated based on influence weight, given as follows.

IL(x) = 1 +
∑

y∈N(x)

w(x, y) +
∑

y∈N(x)

∑

z∈N(y)

w(x, y) × w(y, z) (3)

The location of a node is defined using coreness score which can be measured
by k-shell decomposition method [23]. The coreness centrality is a global
method for identifying vital nodes, since the process of getting coreness score
requires the global information of the network. Therefore, global influence
IG(x) of a node x is estimated using coreness score kc(x), given as follows.

IG(x) = kc(x)
(
1 +

D(x)
DN

)
(4)

where DN = max(Dx) denotes network degree. Now, we present centrality
measure based on local and global influence. The overall influence capacity
I(x) of a node x is defined as follows.

I(x) =
IL(x)

maxy∈V IL(y)
× IG(x)

maxy∈V IG(y)
(5)

With this, we can select a most influential seed node x based on largest
influence capacity metric I(x) value. The adjacent nodes who are more similar
to each other, have more influence overlap in the network. Therefore, we
adopt a similarity index common neighbors to measure the similarity between
adjacent nodes. To select subsequent seed nodes, we utilize common neighbors
index CN(x, y), given as follows.

CN(x, y) =
|N(x) ∩ N(y)|
|N(x) ∪ N(y)| (6)

3. Influence Propagation. In order to propagate influence in coupled social
network, we incorporate IC diffusion model.

4.1 Algorithm

The Algorithm 1 takes three inputs: influence graph set G, number of networks
l, and seed size k. In line 1, we initialize the seed set S with an empty set. Line
2 performs network coupling based on network topology and the importance
of a relationship. The for loop in lines 3–7 iteratively calculates the influence
capacity I(x) of each node x and also mark them as unvisited. Line 8 perform
sorting based on influence capacity of each node. The for loop in lines 9–16
iteratively select seed nodes. Line 10 selects highest influence capacity unvisited
node. Line 11 marks node x as visited. The for loop in lines 12–14 marks visited
such nodes that have common neighbors more than the threshold value. Line
15 adds a node to seed set. Line 16 increments the value of i. Finally, line 17
returns the output of the algorithm as seed set.

Returns the seed set S as output.
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Algorithm 1. C-IM2(G,k,l): Proposed Algorithm

Input: Influence graphs: G = {G1, G2, . . . , Gl}, Number of networks: 1 ≤ i ≤ l,
Seed size k.

Output: Seed set S.
1 S ← φ
2 CG ← Perform network coupling based on Equation 1
3 for each node x ∈ V do
4 IL(x) ← Estimate local influence of node x based on Equation 3
5 IG(x) ← Estimate global influence of node x based on Equation 4
6 I(x) ← Estimate influence capacity of node x based on Equation 5
7 flag[x] ← 0

8 Isort ← Sort nodes in descending order based on their influence capacity I(x)
9 for i ≤ k do

10 x ← argmax(x∗∈V \S)∧(flag[x∗]=0)(Isort.x
∗)

11 flag[x] ← 1
12 for each v ∈ N(u) do
13 if CN(u, v) ≥ α then
14 flag[v] ← 1 � Influence Overlap avoidance

15 S ← S ∪ {x}
16 i ← i + 1

17 Return S

4.2 Applying the Algorithm

In order to better understand the execution of proposed algorithm C-IM2, we take
a running example of Twitter network with three different type of relationship
networks: Follower, Re-tweet, and Reply Network as shown in Fig. 2. First, algo-
rithm performs coupling based on Eq. 1. Let probability vector P = [0.2, 0.5, 0.3]
and each edge in example graph have a unit weight. Now, we perform network
coupling. For example, the edge weight of (A,B) in coupled multiplex network
is calculated as w(A,B) ← 1 × 0.2 + 1 × 0.5 + 1 × 0.3 ← 1. Similarly,

A

CD

B

(a) Follower Network

A

CD

B

(b) Re-tweet Network

A

C

B

(c) Reply Network

Fig. 2. The example graph: Twitter Network
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w(A,C) ← 1 × 0.5 + 1 × 0.3 ← 0.8. Figure 3 demonstrates the coupled mul-
tiplex after performing network coupling. To identify influential users, algorithm
calculates the influence capacity of each node as shown in Table 2. For example,
local influence of A is computed as IL(A) ← 1 + (1 + 0.8 + 0.2) + (1 × (0.5 +
0.5) + 0.8 × (0.5 + 0.7) + 0.2 × (0.5 + 0.7)) ← 5.2. After estimating influence
capacity of each node, the algorithm identifies most influential nodes as A and C.

Table 2. The estimation of influence capacity of each node

Node Local influence Coreness score Global influence Influence capacity

x IL(x) kc(x) IG(x) I(x)

A 5.20 3 6 1

B 5.05 3 6 0.95

C 5.20 3 6 1

D 4.42 3 6 0.85

A

CD

B

0.5

1

0.8

0.2

0.7

0.5

Fig. 3. The coupled multiplex graph of examplary Twitter network

5 Results and Discussion

5.1 Experimental Setup

In order to evaluate the performance of C-IM2 algorithm, we compare the influ-
ence spread of our algorithm with the state-of-the-art algorithms on real-world
networks. The propagation probability in IC model follows uniform distribu-
tion over tri-valency model, i.e., {0.1,0.01,0.001}. The distribution of activation
probability follows uniform distribution, i.e. ap(x, y) ∈ [0,1].

5.2 Dataset

To perform experiment, we utilized three co-author networks1 [40]: Network
Science (NSN), High-Energy Theory (HTN), and Condensed Matter (CMN).
The name of the authors are used to identify identical users across networks.
The statistical information of datasets is given in Table 3.
1 https://www.cise.ufl.edu/research/OptimaNetSci/tools/id inter.html.

https://www.cise.ufl.edu/research/OptimaNetSci/tools/id_inter.html
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Table 3. The statistical information of the datasets

NSN CMN HTN

#Nodes 1588 40420 6360

#Edges 2742 175692 15751

5.3 Algorithm to Compare

– Random: Randomaly selects k nodes as seed nodes.
– MaxDegree: This method selects k nodes based on degree of nodes (maximal

degree nodes).
– Greedy: Selects seed nodes based on the marginal gain of nodes [11].
– Degree Discount: Selects seed based on degree and discount procedure [3].
– C-IM2: This is our proposed algorithm which selects influential nodes based

on influence capacity of nodes.

5.4 Experimental Result

This section describes the performance of C-IM2 algorithm. The influence spread
of C-IM2 is compared with baseline methods to validate the performance of the
C-IM2. The algorithm with the highest influence spread is referred to as the best
performing IM algorithm. To experiment, we utilized three real-world networks
with differently sized seed set (10–50).

Comparison of C-IM2 Under IM Framework. Figure 4 illustrates the com-
parison of C-IM2 method against the compared methods. The proposed method
performs better than heuristics Random, MaxDegree, and Degree Discount. This
is because of the fact that these heuristics only consider the degree of nodes
and ignores others topological information like local influence, location in the
network, etc. Therefore, C-IM2 outperforms these methods. Also, the proposed
method has a comparable influence spread with the hill-climbing greedy method.

(a) NSN (b) CMN (c) HTN

Fig. 4. The performance comparison of C-IM2 against the baseline methods in terms
of influence spread
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Advantage of IM2 Framework. Figure 5 shows the performance gain of IM2
framework over traditional IM problem. The proposed algorithm performs better
than the classical IM problem. This is because of IM problem ignores the fact that
some of the social network users have multiple accounts on different networks
simultaneously while IM2 considers this assumption. Therefore, IM2 framework
is more realistic and generates more effective seed set.

Fig. 5. The performance comparison of C-IM2 under IM and IM2 framework in terms
of influence spread

6 Conclusion and Future Directions

In this paper, we study the IM2 problem in the multiplex network. We perform
network coupling to form a multiplex network based on network topology and
the importance of relationship in information spreading. Then we present a new
centrality measure to identify the most influential users in the coupled multi-
plex network. Exhaustive experiments show the advantage of IM2 framework
over classical IM framework and provide a new insight into the problem. In the
future, we can extend our work to MIM2 problem with heterogeneous propa-
gation models. Also, we can add some contextual features like topical, spatial,
dynamic, etc.
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Abstract. The objective of CR Technology is to improve the spectrum efficiency
of frequency band allocation among unlicensed users in the wireless environment.
In Cognitive Radio Systems the parameters of carrier frequency, signal band-
width, modulation and network access are based on observations of the spectrum
white holes. Secondary users in order to get channel access, adjust their opera-
tional parameters and protocols dynamically and autonomously. Modulation and
congestion techniques are two important variables used to increase the cognitive
radio system performance. Digital modulation techniques reduce the bandwidth
requirement per signal hence larger number of users or signals can be accom-
modated within the same available bandwidth. When load on a network exceeds
its capacity then Congestion occurs. If there is more congestion in the network, it
leads to the performance degradation. Controlling Congestion means using
methods that either stop or decrease it even prior to its occurrence or removes it
after its occurrence. In this paper a CRN has been analyzed, with three incumbents
along with five secondary transmitters, for network delay and packets with error
for threemodulation techniques. Further the system has been tested for throughput
and spectral efficiency for different congestion techniques. For designing and
simulating this network, the software tool used is NetSim.

Keywords: Cognitive radio networks � Congestion techniques �
Modulation techniques � Primary User (PU) � Secondary User (SU)

1 Introduction

With the increase demand of wireless communication, the load to the related sectors is
increasing as we all know that Frequency Spectrum is limited [1]. Radio spectrum is
assigned to the authorized one to handle the communication [2, 3]. Cognitive Radio
Technology is used to deal the underutilization problem of spectrum. In CRNs, there exist
two types of users primary and secondary. PU’s are those who have license to use the
spectrum and SU’s are those who don’t have any authenticity to use the spectrum band.
They can only use the spectrumwhen PU’s are not using that particular spectrum band [4,
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5]. According to the FCC, white spaces can be utilized by the SU’s when they are not
being utilized by PU’s. White space is a type of frequency band allocated to a primary
user. By using the white space by SU (when PU is not using that band), the problem of
Spectrum utilization can be improved in CRNs [6]. There are different types of network
performance parameters likemodulation, throughput, spectral efficiencywhich are useful
to analyze the network performance in CRNs. Cognitive Radios are used to deal with the
underutilization problem without interfering the Licensed system [7, 8] are acceptable.

1.1 Modulation

Modulation is a technique which is used to strengthening the signal and makes the
signal to travel to a longer distance. Signal characteristics like amplitude, phase and
frequency are changed using modulation techniques.

Digital Modulation Techniques
This technique reduces the bandwidth requirement per signal, hence large number of
users or signals can be accommodated within the same available bandwidth. Quadra-
ture Phase Shift Keying (QPSK) and Quadrature Amplitude Modulation (QAM) are
two types of modulation techniques used for efficient digital communication systems
(Tables 1 and 2).

1.2 Frequency Division Multiplexing (FDM) and Orthogonal FDM
(OFDM)

FDM divide the large frequency band into sub-channels and these sub-channels are
then used to transmit separates signal through sub-carriers. In FDM to avoid

Table 1. QPSK and QAM

QPSK QAM

1. In this technique, 2 bits are transmitted in
one symbol
2. There is one amplitude and four phases to
four different states, and the phase is changed
by 90°

1. It enhances the efficiency of transmission
for the communication system by utilizing
both the amplitude and phase variation
2. In QAM, modulation is performed on those
2 carriers which are out of phase by 90° thus
giving the signal in Phase and Amplitude
Modulation [9]

Table 2. Modulation techniques.

Modulation
technique

No. of
symbols

No. of bits per
Symbol

Bit rate or
baud rate

Complexity

QPSK 4 2 2/1 Medium
16-QAM 16 4 4/1 High
64-QAM 64 6 6/1 High
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interference Guard bands are used in between adjacent channels, which led FDM to the
loss of spectrum efficiency. In OFDM, Concept of orthogonality is included to avoid
the interference between adjacent sub-carriers. Lot of bandwidth has been saved in
OFDM as compared with the FDM technique, as in the former, guard bands are
eliminated. Partitioning of sub-bands from frequency band is done with the help of
OFDM technique. The orthogonality of sub-bands is the key. One of the modulation
techniques like QAM, QPSK etc., is applied to modulate the created sub-bands [10].
In OFDM only single subscriber is allowed at any one instant on the channel. But in
case of OFDMA it allows multiple users on the same channel at any given time [10].
In OFDMA technique one subcarrier does not affect the other sub-carrier hence
orthogonal frequency division multiplexed signals have better air access.

1.3 Transmission Control Protocol and Network Congestion

TCP is used to establish and maintains a connection in a network. TCP is a type
connection-oriented, end-to-end reliable protocol. TCP uses a network congestion-
avoidance algorithm that includes various aspects of an additive increase/multiplicative
decrease (AIMD) scheme, with other schemes such as slow-start and congestion
window to achieve congestion avoidance. TCP provides reliable and error-
checked delivery of a stream of bytes between applications running on the hosts
communicating through an IP network. In the communication process, due to the
problems like Congestion or Load balancing, a packet can be lost, duplicated or can be
delivered to the wrong destination. These types of problems in the networks are noticed
by TCP and then request is made for the re-transmission of lost data, and also for the
adjustment of the out of order data. After correcting these problems of the network, it
helps to decrease the congestion in the network

1.3.1 Network Congestion
Network Congestion is a reduced quality of service that may occur when there is more
load on the network than its capacity. Some typical effects of congestion in the network
include queuing delay, packet losses or the blockage of new connections. If there is
more congestion in the network, it leads to the performance degradation. Congestion
Control is a method of stopping or decreasing congestion prior to its occurrence or
removing it after it occurrence. So for congestion control in the network different
techniques are used. A ‘congestion window’ is for indicating the quantity of maximum
data being transferred by the network without acknowledgement [11].

1.4 Types of TCP Variants

• Old Tahoe – Old Tahoe is the oldest version of TCP variant, and implements
different - 2 algorithms as Slow start and Congestion Avoidance.

• Slow Start – Old Tahoe implement the slow start algorithm to create a congestion
window. Initially size of congestion window is one at the starting of data trans-
mission. TCP can send only one packet until it receives an acknowledgement.
Congestion window (cwnd) increases to 2 when sender receives an ACK. Now on
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the receipt of every ACK, sender can increase the cwnd. This procedure is known as
slow start.

• Congestion Avoidance – TCP will continue the slow start until it reaches a certain
threshold, or if packet loss occurs. Now congestion avoidance stage has been
entered. Here congestion window grows linearly. This means that the cwnd
increases from ‘x’ to ‘x + 1’ only when it has received ‘x’ new ACKs. The growth
of cwnd has decreased because this is the phase where TCP is influenced by the
packet loss.

• Tahoe – Tahoe is one of the TCP variants that implement all algorithms that are
implemented by Old Tahoe. One more algorithm was included in Tahoe, for the
improvement of response time of TCP that is ‘Fast Retransmit’.

• Fast Retransmit – In Fast Retransmit algorithm duplicate NACKs show an indi-
cation of packet loss. So, the process it follows is that, when it receives three
duplicate NACKs then it has assumed that the packet loss has occurred, so
retransmits that particular packet again.

• Reno – TCP variant Reno is the improved version of Tahoe and Old Tahoe, and it
implements the Fast Recovery algorithm for congestion control.

• Fast Recovery. In Fast recovery algorithm, on receipt of three duplicate NACKs
that leads to low congestion in the network, following steps are performed on the
arrival of third duplicate NACK. The threshold value is set to ½ of the cwnd. The
cwnd is now set to be threshold in addition to three times of MSS (Maximum
segment size) [11].

• New Reno: The improved version of Reno technique is New Reno and this con-
gestion technique uses a modified version of fast recovery algorithm.

• New Reno’s Fast Recovery: In this version of algorithm, sequence number is
stored by TCP, for the highest packet, which is sent, when the third duplicate
NACK arrives in a variable called ‘recover’. In this algorithm fast recovery will
continue until it has received an ACK, which is higher than the recover packet. If a
new NACK arrives which has an NACK number lesser than the recover packet, the
packet has to be transmitted immediately in this case [11, 12].

1.5 Spectral Efficiency

It is the measurement of the transmission rate of the information over a given band-
width. Hence it is also a measurement of how efficiently the frequency band is being
utilized by physical layer protocol. In another way spectral efficiency can be repre-
sented as the number of bits that can be transmitted using the modulation scheme per
second per Hertz of the bandwidth [13].

If a modulation technique transmits Y bits every t seconds using W Hertz of
bandwidth, then the

Spectral efficiency ¼ Y=Wt bits=s=HZ ð1Þ
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2 Literature Review

In [13], authors presented a comparative analysis among several performance param-
eters of CRNs. Authors also discuss about the TCP control algorithms: old Tahoe,
Tahoe, Reno, New Reno etc. They observed that when operational interval of PU is
increased continuously, then there is an increment in the throughput and spectral
efficiency as well. They have modeled a PUE attack scenario using NetSim and ana-
lyzed the time variation to detect of attack [14].

In this Paper [15] authors worked on their modeled network with three design
options, I0 (when distance between Incumbent and CPE is more than the keep out
distance), I1 to keep idle and busy time of the incumbent constant, I2 in this, busy and
idle times follow negative exponential distribution with their respective known means.
They analyzed the throughput on experimental and theoretical basis for all three cases.
And one observation is that throughput obtained from the theory compare well against
simulation results [15].

As per [16], the property of multipath and frequency fading makes the wireless
communication channels likely to face the mutilations. Modulation helps in improving
the Information rate. 16-QAM in the comparison with QPSK modulation, improves the
bandwidth efficiency.

In, [17], using OFDM as input information and 16-QAM as modulation technique,
authors have examined the throughput variable with time taken for sensing. For this
scenario, Matlab demonstrations depict better throughput.

Network performance can be enhanced using various Modulation types in CRNs.
To improve the network quality, there are number of techniques available such as
strength of transmission, types of modulation, etc. In comparison with 16-QAM and
QPSK modulations 64-QAM depicts far better performance [18].

3 OFDMA Experimental Model

In this Experimental Model of multiple access OFDMA, subcarrier addition and
transmission are described that how input data is mapped and converted into sub-carrier
addition and transmission and sent over the SU-channels.

Fig. 1. OFDMA (Input data values)
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Figure 1 depicts that four users and two subcarriers are considered as input. After
implementing this experiment, first of all 12 bits of serial data is converted into parallel
data signal after that bit mapping has been done, after bitmapping, in next stage sub-
carrier mapping is performed for each user, and finally subcarrier addition is performed.

Figure 2 illustrates the Sub-carrier addition and transmission as 12 bits of high
speed serial data is converted into parallel data. As there are four users and 2 sub-
carriers so input data is divided in such a manner that two columns and six rows are
selected for each user. After that bit mapping has been performed. In the next step sub-
carrier frequency mapping is performed for each user with frequency sin (2PIfit). Sub-
carrier mapping has been performed according to the bit mapped parallel data. After
subcarrier mapping, the sub-carrier addition and transmission function has been per-
formed for each user, as all the sub-carriers are added row wise and the sub-carriers
after addition are sent over the particular sub-channels.

4 Network Model and Simulation Results

Fig. 2. Sub-carrier addition and transmission

Fig. 3. Network setup utilizing NetSim
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Network scenario in Fig. 3 is designed using NetSim. In this CRN scenario five SU’s,
three incumbents, two base stations and two routers are considered. Out of which two
incumbents are connected to the BS ‘A’ and one incumbent is connected to BS ‘B’. The
link is established between CR CPE ‘3’ to CR CPE ‘7’, and results are analyzed by
setting different parameters like operational frequency, channel frequency band,
modulation technique etc. In this network, minimum frequency has been set to 54 MHz
and maximum frequency has been 60 MHz, with 6 MHz channel bandwidth and with
coding rate of 1/2. Uplink and Downlink ratio has been set to Ul _ Dl - (1:1). Network
congestion has been analyzed by using TCP variants: Old Tahoe, Tahoe, Reno, New
Reno. Maximum Segment size for each congestion techniques has been set to 8 (MSS).
For simulation Constant bit rate application is used.

5 Results and Inferences

5.1 Analysis of Modulation Techniques

For above designed network scenario the overall network delay has been analyzed, here
delay is measured in microseconds and it is the aggregate amount of time consumed by
every packet to reach destination from the source. Delay has been analyzed for QPSK,
16-QAM and 64-QAM modulation techniques. Operational interval is set to 8 s on a
scale of 10 s. Here 8 s is the idle time for incumbent users. 16-QAM depicts maximum
delay in the network as compared to other two modulation techniques.

Figure 4(II) depicts the packets with error for each and every modulation technique
with three different samples with operational interval 2, 4 and 8 s, after analyzing the
values for each technique 16-QAM illustrate the more number of packets with error for
each sample. 64-QAM has the least delay, but QPSK gives least number of packets
with error. As the operational interval increases from 2 to 4 and 8 s, the number of
packets with error also increases for all modulation: QPSK, 16-QAM and 64-QAM.

Fig. 4. I. Delay and II. Packets with error
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5.2 Analysis of Congestion Techniques for Different Modulation
Techniques

Spectral efficiency has been analyzed for four congestion technique: Old Tahoe, Tahoe,
Reno, New Reno When Old Tahoe and Tahoe TCP variants are compared, then Tahoe
gives marginally better spectral efficiency for every modulation technique is depicted in
Fig. 5 (I and II) as compared to the Old Tahoe.

Figure 6(I and II) depicts the spectral efficiency with respect to all three Modulation
technique for Reno and New Reno congestion techniques. Here operational interval for
all modulation technique has been set to 8 s. Obtained Result describes that QPSK
shows more Spectral Efficiency as compare to the 16, and 64-QAM modulation. (64-
QAM performs well when radio quality is very good and noise of the channel is very
less. when Radio quality and noise is on average level then 16-QAM performs well.
When noise is very high and Radio Quality is low then QPSK performs well).

For all these congestion techniques New Reno gives better results as compared to
other three congestion techniques. When all congestion techniques are compared with
only one modulation technique like QPSK etc., New Reno gives better spectral effi-
ciency result for all modulations: QPSK, 16 and 64-QAM.

Fig. 5. I, II are Old Tahoe and Tahoe respectively

Fig. 6. I, II are Reno and New Reno respectively
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5.3 Analysis of Throughput with Operational Interval

Figure 7 depicts the Throughput values for the designed network and also describes the
enhancement in the network. Figure 7(I and II) describes the throughput values with
different samples. Figure 7(I) depicts the throughput values with respect to the oper-
ational interval. Value of operational interval is increased linearly and simulation time
is kept constant (10 s) for all samples and the value of throughput (mbps) is increases
with increase in that value of operational interval. Figure 7(I) describes that throughput
value is increased with increment in the operational interval. Operational interval
values should be from 0–10 s.

Figure 7(II) depicts the throughput value. But in this scenario, throughput has been
analyzed with respect to the simulation time. Here five samples 10, 20, 30, 40, 50 s are
considered to analise the throughput (mbps). Value of throughput is varied according to
the increment in each sample. If one sample for 20 s is considered, then it describes that
the simulation time for incumbent is 10 s and 10 s allocated for the idle state of the
incumbent. In this scenario of throughput versus simulation time not all the time
throughput values is increased as there is increase in the simulation time, it may vary
for every sample with respect to the idle and busy states of the licensed users.

6 Conclusion and Future Scope

This research analyzed the throughput and spectral efficiency for different congestion
techniques: Old Tahoe, Tahoe, Reno, New Reno. For the designed network all mod-
ulation techniques have been compared for various congestion techniques. Out of
which QPSK shows better spectral efficiency results as compared to other modulation
techniques on the other hand New Reno depicts better Spectral efficiency when all four
congestion techniques are compared for every modulation technique. Throughput is
also analyzed and variations have been noticed after making some changes in the

Fig. 7. I, II are “Throughput v/s Operational Interval” and “Throughput vs Simulation time”
respectively

216 I. K. Aulakh et al.



operational interval and Simulation time. Network Delay is also analyzed for all
modulation techniques, out of which 16-QAM describes more network delay as
compared to other two modulation techniques. Packets with error are also analyzed for
all modulation techniques with different samples: 2, 4, and 8 s operational interval.
After overall analysis, 16-QAM technique depicts more numbers of packets with error
as compared to other two modulation techniques.

Lot of research has already been done in CRNs field. Past work done in CR
Networks does not provide more emphasis on the performance of the network with
modulation, congestion and other parameters of CRN. In this paper CRNs experimental
work has been described and found to give better results with different parameters and
also improves the performance of the network. This proposed analysis can be extended
to upgrade the performance of network using another performance framework to check
or enhance the network behavior using other parameters, and also with security con-
cerns of CR networks.
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Abstract. Peer to peer (P2P) networks use blind routing strategies, as there is
no pre-knowledge about presence of the nodes in vicinity. Due to this blind or
adhoc routing nature of P2P networks, generating and maintaining routing tables
is generally done for every source destination pair which is communicating data
with each other. Due to this fact, a number of routing algorithms use beacon-
based routing, where the sender sends a routing request, while the neighboring
nodes reply with an acknowledgement and other node specific parameters, so
that distance and other calculations can be done for an effective routing process.
In this paper, we propose a machine learning based P2P routing protocol
(MLPR) which uses bio-inspired computations for route evaluation. The pro-
posed protocol is compared with the standard P2P routing techniques like
Viceroy, Tapestry and Kademlia in order to evaluate the Quality of Service
(QoS) superiority, and it shows that the proposed algorithm is nearly 10%
superior in terms of end-to-end delay, energy consumption and packet delivery
ratio than these aforementioned techniques.

Keywords: Adhoc � Beacon � Machine learning � P2P � QoS

1 Introduction

Considering use of P2P applications in today’s online network, which results in several
network problems such as congestion, packet loss, traffic hindrance, etc. There have
been some approaches to construct and maintain such network related problems using
machine-learning approaches. Machine learning is a technique which can learn from its
dataset and analyse its rules. These rules can be used to predict new datasets which will
help to generalize new input data [3]. With the help of this adaptive learning
researchers can improve the performance of wireless networks. Also there has been
research going on in applying machine-learning approaches on structured P2P overlay
topologies [1].

P2P routing requires initialization of network parameters, configuration of network
nodes, peer discovery protocols. To obtain the routing path between the sender and
receiver peer discovery protocol is used. These paths are optimized based on the
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constraint’s setup by the designers, and usually have good level of packet delivery and
data throughput. To avoid paths breakdown due to many reasons like node energy
being too low, the link between the nodes break, and many others, Protocols based on
node recovery, alternate path provision, link recovery and others are used by the
network designers to perform this task. Thus, in order to design a P2P routing protocol,
the following design steps are needed,

• Initialize the input network parameters like the network size, number of nodes, the
configuration of each of the nodes, the channel type for which the design is being
done, and the micro communication infrastructure for each of the node or peer.

• Once the network is initialized, then the nodes need to be configured based on the
constraints on delay, energy efficiency, packet delivery efficiency, consistency of
packet delivery and other output related parameters. Setting these parameters is of
utmost importance, so that the resulting network’s behaviour is the way how it is
expected by the network designers.

• After setting up the nodes, there is need of a peer discovery protocol, where each
node or peer can discover the approximate to actual location of the peers nearby.
This is generally done with the help of beacon-based techniques, which are low
power and evaluate the node position based on the delay with which the
acknowledgement of the beacon is received at the receiver side.

• The peer discovery module needs to re-run in order to update the locations for each
node, thus there is a need of a synchronization layer which will time synchronize
each of the node’s beacon sending rate, so that none of the beacons are dropped, and
a new rate is assigned to each new node which joins the network. This allows all the
nodes to be in approximate synchronization w.r.t. a single clock period value.

• Upon discovery, protocols like AODV, AOMDV, VICEROY and others are
applied at each of the nodes in order to obtain the routing path between the sender
and receiver. These paths are optimized based on the constraint’s setup by the
designers, and usually have good level of packet delivery and data throughput.

• The selected paths might break down due to a many reason like node energy being
too low, the link between the nodes break, and many others. To avoid this, the
designers need to provide backup paths for the nodes, so that the nodes can
reconfigure themselves in runtime during breakdowns. Protocols based on node
recovery, alternate path provision, link recovery and others are used by the network
designers in order to perform this task.

This paper presents and discusses a new machine learning based protocol which
follows all the network procedures and produces an effective routing protocol to be
used in P2P routing. Comparative results show that proposed machine learning based
P2P routing protocol (MLPR) provides better results than standard routing protocols
and reduces communication overhead while maintaining high quality experimental
results. This protocol is described in Sect. 3 of this paper, the next section describes the
standard P2P routing protocols, and finally we conclude this text with a comparative
analysis between the standard P2P routing protocols and the proposed routing protocol,
in order to evaluate its efficiency.
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2 Literature Review

Currently the work going on in routing of P2P networks is focusing towards integration
of blockchain and other security-based techniques. But, very limited amount of work is
going on in the field of bio-inspired routing for the P2P networks, which gives the
motivation to evolve a machine learning algorithm which takes into consideration all the
network parameters while routing, and also allows for the network QoS to be improved.
All P2P systems rely on a P2P network to operate. This network is built on top of the
physical network (typically the Internet), and thus referred to as overlay network. The
degree of centralization and the topology of the overlay network strongly impact the
nonfunctional properties of the P2P system, such as fault-tolerance, self-maintainability,
performance, scalability, and security. In [1] authors, tried to solve the problem of search
flexibility in DHT (Distributed Hash Table). They proposed improved lookup and
routing protocol based on CANs (Content Addressable Networks). The idea is to pro-
vide network size-aware protocol which provides high flexibility in neighbor selection,
which gives newly arrived node many entry points to choose from. In [2] authors,
evaluates the performance and efficiency offive popular DHT based structured overlays:
Chord, Pastry, Kademlia and EpiChord. Their experimentation showed that Kademlia
and EpiChord are good for use in high churn mobile environments. Their studies include
P2P overlays under cellular networks which includes high levels of churn and limited
bandwidth consumption; and identify suitable overlays for use in mobile networks. As
of late, numerous creators have perceived the potential edges of P2P Cloud models. In
[8] the creators outlined a general structure to help completely disseminated applications
running over an extensive scale and dynamic pool of assets. The creators list many tattle-
based conventions which will be connected to make the sub mists and to execute
bootstrapping, recognition and the executive’s administrations. Expanding on the most
arrangement of [9], amid this paper we will in general blessing a reasonable structure,
with a worldview usage, of a P2P Cloud. Framework which blends choices from the VC
model and Cloud figuring worldview. It should be found that the Cloud@Home con-
figuration relies upon brought together components, though allowing completion clients
to contribute additional assets. On the contrary hand, our proposition is completely
suburbanized, and needn’t bother with any focal bookkeeping administration. At the
season of composing we tend to aren’t checked out any execution of a Cloud@Home
worldview in [3] an extraordinary bearing is taken: the creators propose an appropriated
registering stage known as Nano learning Centers (NaDa). Nada utilizes home portals,
constrained by ISPs, to deliver registering and capacity administrations. Utilizing an
oversaw shared model, nothing types a disseminated learning focus framework. We will
in general at last notice Wuala10 as Associate in Nursing case of Cloud based for the
most part stockpiling administration. Wuala licenses clients to exchange house on their
difficult circles to get scrambled lumps of records transferred by various clients. Another
dispersed Cloud stockpiling framework is spoken to in [19]. These territory unit care-
fully capacity administrations, so they give no help to beating process undertakings. As
of late has developed the P2P cloud thought, which blends cloud and P2P systems. This
sort of Cloud processing is predicated on a completely disseminated Cloud structure and
might be useful for a couple of utilization outcomes. Creators in [4] express that a P2P
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Cloud grants association or perhaps individual to make a figuring framework out of
existing assets, which might be basically apportioned among totally extraordinary
undertakings. Potential edges of P2P Cloud processing have perceived all through the
most recent year and various other associated work are arranged. Cloud@Home is
presented in [6], that could be a half breed framework that blends qualities from vol-
unteer workstation and distributed computing ideal models. In [7] proposed another
disseminated P2P Cloud framework that is planned to deliver capacity administration
exclusively. Partner in Nursing configuration Associate in Nursing its worldview to
deliver a framework and fix through a P2P cloud territory unit presented in [4]. Creators
in [7] blend P2P and distributed computing to get a cross breed and appropriated
structure for sight and sound framework gushing administration.

The accompanying systems will be wont to actualize the P2P cloud models,

1. Centralized procedure
2. Hierarchal procedure
3. Flooding procedure
4. DHT based procedure
5. Gossip based procedure

The concentrated strategy could be an answer utilized mainly in early P2P gushing
frameworks. Amid this system, the learning concerning all hubs, e.g., their location or
offered data measure, is whole in an extremely concentrated index and in this way the
unified catalog is responsible to build and keep up the topology. CoopNet [13] and
DirectStream [14] zone unit 2 test frameworks that utilization the focal procedure.
Since the focal server includes a world read of the overlay organize, it will deal with
hubs change of uprightness and going appallingly rapidly. Another response for finding
the action hubs is to utilize Distributed Hash Tables (DHT), e.g., Chord [13] and Pastry
[14], SplitStream [19] and [20] zone unit 2 tests that activity over a DHT. In these
frameworks, each hub keeps a steering table together with the location of different hubs
inside the overlay organize. The hubs, at that point, will utilize these directing tables to
seek out movement hubs. This philosophy is adaptable, and it finds right providers
rather rapidly. It ensures that if right providers region unit inside the framework, the
algorithmic program discovers them. Be that as it may, it needs further exertion to
oversee and keep up the DHT. The last way to deal with pursuit out action hubs is that
the tattle-based strategy. A few calculations zone unit arranged upheld this model, e.g.,
NewCoolstreaming [20], DONet/ - Coolstreaming [20], PULSE [16], gradienTv [9]
and [10] utilize a tattle produced arbitrary overlay system to search for the action hubs.
The viceroy [6, 21] is a constant degree, peer-to-peer lookup network which behaves
like DHT. Its main purpose is to efficiently look up resources, where no central
authority exists and where the network is dynamically changing. Viceroy uses the
concept of Butterfly-Networks; viceroy is the name of butterfly which describes the
environment it lives in. Viceroy butterfly looks like a Monarch butterfly except for the
black line across the bottom of its wings and the single row of the white dots on the
black band [6, 21]. This gives the idea of ring in the viceroy network which is not
present in butterfly. Viceroy implements a 1-dimensional distributed hash table. Keys
are mapped to [0, 1). Data is assigned to the clockwise-closest successor. Viceroy has
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comparatively less overheads and computational complexity than other methods, thus
can be comparable with other routing techniques.

3 Machine Learning Based P2P Routing (MLPR) Protocol

The proposed MLPR protocol has the following network structure,
Initialize the input network parameters like the network size, number of nodes, the

configuration of each of the nodes, the channel type for which the design is being done,
and the micro communication infrastructure for each of the node or peer.

Inputs:
No of Nodes = n
Energy Level of each node = Ei

Link Quality of data paths = LQi

Locations of Nodes = Li

Optimization parameters = power, delay, PDR
Nodes are placed/connected in a P2P Protocol Structure.

Once the network is initialized, then the nodes need to be configured based on the
constraints on delay, energy efficiency, packet delivery efficiency, consistency of
packet delivery and other output related parameters.

Outputs:
Paths between selected source and destination (paths outputs)
Data rates of each nodes for transmission on path (Dro)

Assuming the following network structure for the protocol, where we must com-
municate data from a source node (S) to a destination node (D), and there are multiple
nodes or peers in between.

The flow of the protocol can be described as follows,

i. Discover the locations of source and destination Lsrc, Ldst and find Euclidean
distance between them.

Let this Euclidean distance be the reference distance; Dref.

Dref ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xsrc� Xdstð Þ2 þ Ysrc� Ydstð Þ2

q
ii. Machine Learning Step:

No. of solutions = Ns
No. of iterations = Ni
Learning convergence = Lc (0 to 1)
Max nodes in each solution = Nmax
for all nodes between source and destination, nodes are found using the simple
arithmetic lemma,

DNS and DND < Dref
DNS = Distance of node from source
DND = Distance of node from destination
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(a) Generate a random path with Nmax nodes. Let the nodes in this path be,
NP1, NP2, …………………………NPMax

(b) Evaluate the learning matrix (LM)

LM ¼
XNmax
i¼2

Di; i� 1
Eði� 1Þ þ LQi; i� 1½ ��1

For i > 1

¼
XNmax
i¼2

Di; src
Esrc

þ LQi; src½ ��1

(c) Repeat steps (a) and (b) above for Ns times.
(d) Evaluate the learning convergence from the threshold as,

LCTH¼

PNs
i¼1 LMi

Ns

 !
� LC

(e) If a solution (i) has,

LMi [ LCTH

Then it is discarded and replaced by a new solution in the next iteration.
For LMi � LCTH

The solution is accepted and passed to the next iteration.
(f) Repeat a to e for Ni times
(g) At the end of Ni iterations, select the solutions with minimum values of LM.
(h) Suppose we select top three solutions LM1, LM2, LM3, then if all nodes in LM1

are working then it is used for routing.
If any node is down, then rate of LM2 is used, the LM3 and so on.

iii. AI step:
For each combination of source and destination we get top ‘m’ paths,

P1; P2; P3 . . .. . .. . .. . .. . .Pm
Selection of paths based on nodes state is done by AI (step ‘h’ of machine learning)

This ensures that the best path is selected for routing, and in case of any routing break
down, we have alternate paths already in queue, so that the routing goes on, without
any breaks.

We evaluated the results of the MLPR protocol and compared it with the standard
Viceroy, Tapestry & Kademlia protocols, and the results shown in the next section
show that the proposed MLPR protocol is better in terms of both delay and energy
efficiency than the standard Viceroy, Tapestry & Kademlia protocols.
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4 Results and Analysis

With our machine learning and AI based protocol we compare basic parameters like
Average Delay, Energy, and Packet Drop Ratio in peer-to-peer network with standard
routing protocols. Parameters are defined based on MLPR Protocol assuming node
initial energy 1000, Packet interval 0.01. We have done experimentation using Net-
work simulator 2.34 versions. For the protocol examination we have created 100 nodes
for P2P communication with its energy and distance in the network. From the literature
survey, we found that the Viceroy, Tapestry & Kademlia protocols are better in
comparison with any of the existing P2P routing protocols, thus they were used as a
baseline for comparison with our proposed MLPR algorithm.

4.1 Average Delay

The network of peers is varied by varying the number of nodes in the network. The
nodes are varied from 30–100 with the constant parameters speed and dimension of the
network. The variation of network delay w.r.t. number of communications can be
shown as follows.

Table 1. Network parameters

Parameter Value

Routing algorithm Viceroy, Tapestry, Kademlia and MLPR
Number of nodes 30 to 100
Network type P2P
Queue Priority drop tail
Network size 300 m � 300 m
MAC Type 802.11
No. of communications 1–10

Table 2. Delay v/s number of communications

No. of
communications

Delay
(ms) Tapestry

Delay
(ms) Kademlia

Delay
(ms) Viceroy

Delay
(ms) MLPR

1 0.010 0.100 0.009 0.008
2 0.006 0.004 0.003 0.003
3 0.005 0.005 0.005 0.004
4 0.016 0.015 0.008 0.007
5 0.021 0.020 0.010 0.009
6 0.032 0.030 0.015 0.014
7 0.048 0.045 0.023 0.020
8 0.075 0.071 0.036 0.032
9 0.094 0.089 0.045 0.040
10 0.111 0.105 0.053 0.047
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From the Table 2 and Fig. 1 we can observe that the delay of the proposed MLPR
algorithm is lower than almost 10% as compared to the Viceroy which is the best when
compared to Kademlia and Tapestry protocol, this is due to the fact that the proposed
algorithm selects the path by minimizing the distance between the routing nodes, thus
there is a minimal delay between the packet transmission and reception process. Similar
comparison was done for the network’s energy efficiency.

4.2 Networks Energy Efficiency

The network’s energy efficiency is improved by more than 15% when using MLPR
protocol, this is again due to the fact that the learning formula has energy parameter for
optimization.

Fig. 1. Delay comparison analysis graph

Table 3. Energy Comparison

No. of
communications

Energy (mJ)
Tapestry

Energy (mJ)
Kademlia

Energy (mJ)
Viceroy

Energy (mJ)
MLPR

1 5.989 5.674 3.59 1.8
2 8.800 8.337 4.75 3.17
3 11.644 11.032 5.99 4.49
4 14.456 13.695 7.23 5.78
5 17.911 16.968 8.79 7.33
6 20.244 19.179 9.81 8.41
7 21.311 20.189 10.23 8.95
8 23.544 22.305 11.22 9.97
9 25.656 24.305 12.15 10.94
10 27.622 26.168 13.02 11.84
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Above Table 3 and Fig. 2 is energy comparison analysis graph in which we have
calculated energy in MegaJoule. It can be concluded that MLPR algorithm provides the
better results over Tapestry, Kademlia and viceroy.

4.3 Packet Delivery Ratio

Pdr is the ratio of packets that are successfully delivered to a destination compared to
the number of packets sent. In the network, MLPR chose the optimal route by selecting
the peer levels and by calculating minimal route to destination node which minimizes
the traffic in the route, thus higher PDR is achived.

Fig. 2. Energy comparison analysis graph

Table 4. Comparison of PDR

No. of
communications

PDR (%)
Tapestry

PDR (%)
Kademlia

PDR (%)
Viceroy

PDR (%)
MLPR

1 91.905 94.146 94.5 98.5
2 92.000 94.244 94.6 98.6
3 91.943 94.185 94.5 98.54
4 92.057 94.302 94.7 98.66
5 90.781 92.995 93.3 97.32
6 91.905 94.146 94.5 98.5
7 92.000 94.244 94.6 98.6
8 92.190 94.439 94.8 98.8
9 92.476 94.732 95.1 99.1
10 91.524 93.756 94.1 98.1
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From the above Table 4 and Fig. 3 we can see that the packet delivery ratio is also
improved by more than 5%, this is due to the reduction in distance between the nodes,
as the distance between the nodes reduces, the effectiveness with which the packets are
being transmitted improves, thereby improving the overall delivery ratio of the net-
work. Thus, we observe that the overall QoS of the network is improved using the
MLPR protocol for P2P routing.

5 Conclusion

The observed results demonstrate that the QoS of the MLPR protocol is superior than
the existing standard P2P routing protocols like Viceroy, Tapestry & Kademlia. The AI
layer also reduces the delay in communication for the network and keeps a high packet
delivery ratio for any type of network scenario. The AI layer also helps in improving
the lifetime of the overall network by almost 15%. The proposed technique outper-
forms all other techniques in terms of network lifetime as well, and it also performs
well with varying number of nodes and thus is suitable for any network size.

6 Limitations and Future Work

The current work focuses on improving the routing part of the P2P network, but does
not consider any security concerns that the network might have, which is a limitation of
the machine learning algorithm prepared in our text. We can incorporate security
mechanisms like homo-morphic encryption or blockchain to further improve the
security of the system. The proposed protocol demonstrates good quality of network
QoS when compared with other standard protocols, and thus can be used for any real-
life wireless application. In future, we plan to apply this optimization to security with
the help of blockchain based techniques, so that the overall communication privacy can
be enhanced without compromising on the network QoS parameters.

Fig. 3. PDR comparison analysis graph
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Abstract. Vehicular Ad hoc Networks (VANETs) are intended to give com-
pact remote interchanges between rapid moving vehicles. In a way to improve
the execution of applications related to VANETs, and design a comfort and safe
condition for VANETs clients, Quality of Service (QoS) ought to be upheld in
such systems. The packet loss and message delay are basic fundamental markers
of QoS that drastically rise because of the occurrence of congestion in the
systems. Congestion results in congestion of channels and packet collisions due
to which delay and packet loss also increases, thus results in the degrade of
VANET performance. Therefore, congestion should be controlled in order to
increase the performance of VANET by evading delay and packet losses. In this
paper different types of congestion control schemes have been studied and
evaluated by considering the remote and urban areas under the scenario of
VEINs framework. Correlations were additionally made between the existing
congestion control schemes in VANET. Results obtained from the simulations
reflects that the scheme mentioned in AC3 [13] performs better on the basis of
ratio of throughput, packet loss, and average delay as compared to other existing
congestion control schemes in VANET.

Keywords: VANET � Congestion � Throughput

1 Introduction

VANETs fundamentally give information among vehicle hubs, without any centralized
framework or information system. The fundamental point of these systems is to help
traffic checking frameworks, and to keep up system productivity, through improving
information exchanging process and the effective execution of remote information
channels [1]. Different sorts of infotainment and safety applications have been intended
for VANETs, counting crisis alert, mishap notice, bend alert, document sharing, web,
and ads. Hubs on vehicle side for the most part disperse two kinds of data, identified
with traffic occasion base and messages helping for traffic control [2]. The messages
related to traffic control are hi messages (reference points), that occasionally commu-
nicate inside system, and maintain vehicle hubs speed, position, speed and course data.
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Then again, occasion driven or safety messages are communicated on account of crises,
for example, crashes, mishap and street surface breakdown. Security applications have
picked up fame because of thick and meager traffic orientations. Occasion based
messages in system expect solid and opportune information flow, so as to convey crisis
warning messages [3]. On the off chance that these messages are not conveyed to the
system timely, this may result in genuine effects, including mishaps, roads turned
parking lots, and false traffic choices. In VANETs, a substantial amount of vehicle hubs
covey safety based messages, on numerous occasions, considering high recurrence. In
heavy traffic circumstances, with numerous telecom of safety based messages fabricates
congestion in information stations, leading system overhead, parcel misfortune and
defer issues. With Real-time information conveyance, the heap of security messages
during information exchange channels ought to be definitely checked, so as to satisfy
full communication necessities. In VANETs, traffic circumstance much of the time
changes between light and thick conditions, bringing about unique, erratic, and
exceptionally portable vehicle hubs, corrupting application execution. Numerous safety
oriented applications have been influenced by channel congestion issues, particularly in
thick rush hour gridlock circumstances where a few vehicle hubs disperse messages
related to safety to different vehicles. So for addressing issued governing channel
congestion, various schemes focused on controlling congestion have been proposed [4–
6]. In these schemes, an alternate technique has been received to detect and control
congestion. Improvement of an ideal congestion control plot has confronted numerous
difficulties, as a result of dynamic and much of the time evolving topologies along with
high-portability of vehicle hubs [7]. Different existing schemes can’t be straightfor-
wardly adjusted to occasion driven or applications based on safety, because of strict
prerequisites in regards to information unwavering quality. A few schemes center just
around one sort of occasion driven messages, for example, the utilization of the crisis
brake light while sending [8]. Be that as it may, the necessities of different security
applications are not quite the same as one another, for example, pre-crash detecting,
traffic flag infringement, what’s more, path changing cautioning messages. It is hard to
meet all security applications prerequisites. The different schemes of congestion control
in VANETs face to certain difficulties, for example, uncalled for assets use, data
exchange overhead, high transmission delay, and wasteful data transmission usage, etc.
Accordingly, it is required to study various existing congestion control schemes in
VANET and identified the improved one to increase the performance of VANETs.

This remaining paper is organized in different sections. Section 2 presents the
related work done so far to control the congestion in VANET. Section 3 presents the
comparative analysis of existing congestion control schemes in tabular form on the
basis of. Simulation Results based performance evaluation is discussed in Sect. 4.
Section 5 accomplishes this work by signifying forthcoming research guidelines.

2 Related Work

In [1] a Collision Avoidance Mechanism for Emergency Message Broadcast in
Urban VANET is proposed. To achieve safe and fast transmission of messages on the
traffic rich urban areas, a handshake mechanism has been designed. The traffic can be
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reduced by avoiding the packet delivery failure while sending the messages. By con-
sidering the quality and the characteristics of the roads the handshake mechanism has
been designed.

In [2] a New Broadcast Protocol that is double covered Tree Based for VANET is
proposed. In VANET to obtain high packet delivery ratio and to reduce the congestion,
the tree based DCB protocol is been designed. This technique makes use of tree based
structure for forwarding the packets with high packet delivery ratio.

In [3] an approach for reducing the amount of messages based on Congestion
control in VANET is proposed. The main essence of the method proposed for the
congestion control in VANET is to exploit the existing resources of the network and for
preventing overheads of nodes and the links of the network. But it faces a lots of
challenges which are the consequences of the environmental specifications such as
frequent modification of topology and node density etc.

In [4] Avoiding Accident and Congestion Control Mechanism based on commu-
nication in VANET is proposed. To reduce accidents occurring on the roads by con-
sidering the cars as the mobile nodes, this mechanism has been proposed. This
mechanism is used to avoid the collision using vehicular Ad-Hoc network, where cars
are being considered as the wireless routers.

In [5] for Transmitting Safety Messages using adaptive congestion method in
VANET is proposed. Many congestion control mechanisms have been proposed but
there is no mechanism which provides accurate explanation for the problem. In this
paper, the congestion control mechanism is used to send the emergency messages to the
appropriate receivers without any time delay and traffic free transmission.

In [6] Novel Approach to Improvise Congestion Control over VANET is proposed.
This paper provides a unique technique in controlling congestion over VANET using
simple techniques on early detection of congestion. This modification has been done
using AODV protocol.

In [7] for mitigating congestion, transmit data rate control potential in VANET is
proposed. This paper aims at increasing road safety, offering new communication-
based services and enhancing transportation efficiency to road users.

In [8] Theoretical model of congestion control in VANET networks is proposed.
This paper presents model of congestion control for the implementation of VANET
network in the future. This model is based on Random Early Detection (RED) Algo-
rithm but modifications were made on the decision thresholds and the signaling
information behavior over the network nodes was contemplated.

In [9] authors introduced a novel distributed congestion control (NDCC) scheme
for vehicular systems that utilizes wavering force levels using conventional rate control
mechanism. Here objective is to permit an ego vehicle (EV) to give distinctive
dimensions of attention for various remote vehicles (RVs). Vehicles which are nearer to
EV will get a greater number of packets from EV, and the ones that are more distant
would get less packets. Results of execution demonstrate that proposed methodology
can send extra packets to adjacent vehicles, while keeping up a satisfactory rate of
packet loss.

In [10] a Conflict Window Adaptation Broadcast Protocol (CWABP) is proposed to
demonstrate the model of VANET and to resolve the problem of packet collision. It
presented Markov chain to demonstrate transmission protocol considering distinction
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of time taken for transmitting frame and then virtual time frame which effects the
performance of VANET.

In [11] an adaptation scheme for beacon rate that is collision based (CBA) is
proposed in VANET. The proposed CBA scheme is based on control approach for
congestion that exploits number of notable collisions as a measurement for controlling
the rate of generation of beacon and subsequently nullify the congestion impact.

In [12] an adaptive beacon control scheme (ABC) is proposed to avoid back end
collision in VANET. Three novel methods are incorporated in ABC: (1) detection of
online congestion; (2) adaptation of disseminated beacon rate; (3) adaptive results
information. Simulation is conducted for the proposed scheme and the results of
simulations represents the efficiency of the scheme.

In [13] an adaptive transmission power cooperative controlling congestion (AC3) is
described that enable vehicles for choosing their transmit control independently con-
cerning their nearby congestion on channel. Since quantity of neighbors for every
vehicle and their comparing transmit levels control change, AC3 expects that every
vehicle decreases its transfer control correctly at the time of congestion.

In [14] circumstance alertness beacon scheduling (CABS) is presented to demon-
strate the issues of congestion in VANET. CABS utilize spatial setting data, for pro-
gressively planning signal messages related to vehicle position, position, and hubs
direction. In this congestion control scheme delay of channel access and rate of packet
receiving are improved. In this scheme congestion of channels are addressed with the
help of beacon tuning frequency.

3 Comparative Analysis of Congestion Control Schemes

Numerous control schemes for congestion have been described in related work section
which focuses on controlling congestion, inside a vehicular scenario. The schemes used
diverse control strategies for congestion, for example, conflict window adjustment,
transmission control, and control rate adjustment. Out of all the schemes mentioned in
related work, a comparative analysis of 6 schemes i.e. NDCC [9],CWABP [10], CBA
[11], ABC [12], AC3 [13] and CABS [14] have been done on the basis of transmission
control, conflict window adjustment, control rate adjustment, security messages, rate of
beacon error and city scenario in tabular form. Table 1 demonstrates the comparisons
of the schemes i.e. NDCC [9], CWABP [10], CBA [11], ABC [12], AC3 [13] and
CABS [14].

Though, these schemes still have a few constraints behind dealing with the selective
qualities of VANETs, for example, high versatility conditions, dynamic system
topologies, and extraordinary multipath situations. So as to address the performance
issue of these schemes following section have implemented the schemes in Veins
framework based on Communication overhead, Throughput, delay and packet delivery
ration.
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4 Results and Discussion

This segment shows the simulation set-up, used to assess the congestion control
schemes. Veins framework is used to perform the simulation that comprise of OMnet+
+ and SUMO. OMnet++ is utilized for network simulation and SUMO is used for
traffic simulation. The MOVE is utilized for portability age, in light of SUMO which is
an open source tool for simulation in VANET scenario. The simulation parameters
consist of:

• Mobility and traffic flow: The area of simulation zone is 1000 m � 1000 m, and the
guide is extricated from the open road map scenario. The speed of the vehicle hubs
is set at 40–120 km/h within the sight of 50, 100, 150 and 200, vehicle hubs.

• Network and medium access control layers: The clash window estimate is 15–1023,
and the information rate is set at 3 Mb/s for message broadcasting. Lower infor-
mation rates are doable against impedance and commotions in the system, and the
greater part of the creators were favored for security messages [30]. The range of
transmission has been extended to 300 m. The standard IEEE 802.11p is utilized for
the MAC layer, with a 10 MHz channel data transfer capacity.

• Simulation time: The complete time for simulation is 1000 s for one round, where
the time of simulation is 150 s from the earliest starting point, so as to evacuate the
effect of transient conduct from results. The simulation scenario work for 25 times
with 95% self-reliance breaks.

The congestion control schemes namely NDCC [9], CWABP [10], CBA [11], ABC
[12], AC3 [13] and CABS [14] are compared on the basis of performance matrices. The
performance matrices consist of ratio of packet loss, average delay and throughput with
various parameters including quantities of vehicles and time of simulation. Details of
performance matrices are as follow:

Ratio of packet loss: Packet loss happens when packets of information be unsuc-
cessful to achieve destination, particularly in circumstances of congestion. On the basis
of ratio of packet loss, the network performance is measured by counting the total
number of packets lost.

Average Delay: Time required to transmit information packets from source to
destination is termed as average delay.

Table 1. Comparison of various congestion control schemes

Schemes Conflict
window
adjustment

Transmission
control

Control rate
adjustment

Message
security

Rate of
beacon
error

City
scenario

NDCC [9] No Yes Yes Yes Yes Yes
CWABP [10] Yes Yes Yes No No Yes
CBA [11] No Yes Yes Yes Yes Yes
ABC [12] No Yes Yes Yes Yes Yes
AC3 [13] Yes Yes Yes Yes Yes Yes
CABS [14] No Yes Yes Yes Yes Yes
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Throughput: The average value of number of messages transmitted over a com-
munication channel at medium access control layer is termed as throughput.

To test these execution measurements, this paper directed different investigations,
with various parameters including unique vehicle densities and speeds inside an urban
situation. The various congestion control schemes namely NDCC [9], CWABP [10],
CBA [11], ABC [12], AC3 [13] and CABS [14] is examined through different vehicle
densities. Number of vehicles are high in a dense network sue to which to establish
communication among them transmission range is available whereas situation is
opposite due to distance among vehicles in sparse network. Figures 1, 2, and 3 displays
ratio of packet loss, average delay and throughput respectively versus number of
vehicle nodes, in order to measure the performance and effectiveness of the existing
congestion control schemes i.e. NDCC [9], CWABP [10], CBA [11], ABC [12], AC3
[13] and CABS [14].

Figure 1 displays ration of packet loss with number of on road vehicles. This graph
undoubtedly reflects that amount of packet loss in AC3 [13] is less as compared to the
schemes NDCC [9], CWABP [10], CBA [11], ABC [12] and CABS [14]. Figure 2
displays average delay considering number of on road vehicles. This graph undoubt-
edly reflects that average delay for AC3 [13] is less as compared to the schemes NDCC
[9], CWABP [10], CBA [11], ABC [12] and CABS [14]. Figure 3 displays throughput
with number of on road vehicles. This graph undoubtedly reflects that degree of
throughput in AC3 [13] is high as compared to the schemes NDCC [9], CWABP [10],
CBA [11], ABC [12] and CABS [14].

The performance of numerous schemes related to congestion control has been
estimated with number of vehicles on the basis of ratio of packet loss, throughput, and
average delay. The results reflect that AC3 [13] congestion scheme works well in
comparison to the schemes mentioned in NDCC [9], CWABP [10], CBA [11], ABC
[12] and CABS [14].

Fig. 1. Ratio of packet loss versus number of vehicles
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Fig. 2. Average delay versus number of vehicles

Fig. 3. Throughput versus number of vehicles.
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5 Conclusion

Congestion control plays an important role in VANET in order to provide quality
services in VANET. Congestion control is a very thought-provoking assignment in
VANET considering vehicles operating on high mobility and dynamic topology of
VANET. Different types of congestion control schemes have been designed so far to
control the congestion in VANET. In this paper numerous control schemes for con-
gestion have been discussed and compared by performing simulation in Veins
framework on the basis of ration of packet loss, throughput, average delay. The results
of simulation reveal that AC3 [13] performs well as compared to other congestion
control schemes i.e. NDCC [9], CWABP [10], CBA [11], ABC [12] and CABS [14].
This paper helps the novice to know about the various congestion control schemes in
VANET and to select the best congestion control scheme out of the existing congestion
control schemes to prevent congestion in VANET. Moreover, existing congestion
control schemes still face certain challenges like delay, communication overhead,
packet loss and security in VANET. Therefore, it is utmost requirement in VANET to
develop a new congestion control schemes that addresses all the challenging issues and
improves the performance of VANET.
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Abstract. Predicting protein-protein interactions (PPI) is an impor-
tant problem in computational biology and has diverse applications. In
this work, an attempt is made to predict the existence of protein-protein
interactions in the context of a system of blood tissue cell modelled as
a multi-layer PPI network. The effect of the interdependence between
the layers in the network on the prediction of PPI is explored by for-
mulating this as a link prediction problem. The hierarchical features
produced by multi-layer node embedding algorithms are captured using
a weighted addition method which results in enriched node features.
These features are visualised and then used to perform a link-prediction
task. The obtained results are compared to those of existing techniques.
It is found that multi-layer node embedding that captures inter-layer
dependencies perform better than single layer algorithms applied on the
multi-layer network even on a limited data set constrained by simplifying
assumptions and limited computational resources.

Keywords: Representation learning · Feature learning ·
Graph embedding · Multi-layer network · PPI · Link prediction

1 Introduction

In biology, protein-protein interaction (PPI) are physical contacts between pro-
tein molecules that occur in a living cell or a tissue. Biochemical events caused by
electrostatic forces result in these interactions. These interactions are significant
as they help in understanding the function and behaviour of proteins. Aberrant
PPIs are the basis of diseases such as Alzheimer’s and may lead to certain forms
of cancer.

Detection of protein-protein interaction is an important task in biology. Many
experimental methods exist to detect protein-protein interactions but these are
labour intensive and time-consuming. Thus, prediction of protein-protein inter-
action, using the availability of some existing experimental data as a starting
point has gained importance.
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Protein-protein interactions can be characterised as a graph network where a
node signifies a protein and edges signify the interactions between the proteins.
The task of predicting an interaction between two protein molecules can be
characterised as a link prediction task.

Techniques for performing machine learning on graphs typically represent a
node as n-dimensional vectors. These vectors represent the features of the node:
its neighbourhood, connections, the topology of the graph, etc.

State-of-the-art techniques like Node2Vec [1], DeepWalk [2] and LINE [3] are
used for obtaining rich feature representations of graph data. However, these
techniques can only be used to capture graph features on single-layer networks.

As tissues can be thought of as PPI networks, each tissue network in the
human body can be considered as a layer in what can be called as a “multi-layer
network” of tissue-networks. These layers could share similar features i.e. the
midbrain and medulla could share similar features as they are both parts of the
brain-stem.

For a multi-layer biological network or a multi-layer social network (called
multiplex networks) with different types of interactions, the inter-layer relation-
ships between the nodes need to be considered. Current graph embedding tech-
niques do not consider these inter-layer relationships between the nodes.

There has been some progress in the development of multi-layer embedding
algorithms in the recent past with the introduction of techniques such as in
OhmNet [4] and MNE [5], and more recently Multi-Net [6].

This work explores the usage of multi-layer algorithm OhmNet in the context
of a link-prediction task on a multi-layer blood-cell data-set. The node features
from each level are combined using a weighted addition approach to obtain a
final richer node embedding. The performance of this approach is compared to
baselines as provided by single layer embedding techniques [1–3].

2 Existing Work

2.1 Predicting PPIs

There have been several computational methods to detect PPIs. One set of
methods, known as genomic context methods predicts the presence of PPIs on
the basis of whether the proteins are neighbours on a single chromosome, co-
occurrence or co-absence of proteins across genomes [7], or the fusion of inter-
acting proteins into a single protein [8].

Machine learning methods such as random forest classifier [9] have been used
in the prediction of PPIs and have been quite successful so have Bayesian meth-
ods such as Bayesian network modelling [10].

In recent times, there has been significant interest in predicting PPI formu-
lated as a link prediction problem using node or edge features [1,11].
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2.2 Link Prediction and PPIs

Recent advances in the field of biological network analysis have increased the
availability of PPI networks and link prediction has proved to be a useful analytic
task to predict interactions between the proteins in the layers.

There have been several random-walk based approaches to link prediction in
PPI networks like in [12,13]. For example, in [12], two proteins are predicted to be
interacting with each other, based on whether they share topological similarities.
These similarities are measured by a novel random walk approach.

As of late, there have been approaches in using neural-network based tech-
niques to obtain node representation and use these in tasks such as link-
prediction such as in [14]. However, these approaches are limited to only single-
layer protein-protein interaction networks and do not account for multi-layer
networks.

We propose the usage of node representation learning algorithms to learn
the features in the context of a multi-layer biological network and propose a
method to extract the features in the context of single-layer and those in the
context of other layers and obtain rich feature embeddings, thus achieving better
performance in predicting a PPI.

2.3 Single-Layer Algorithms

DeepWalk adopts a “neural language model (SkipGram) for graph embedding”
[15]. A truncated random walk is used to sample a set of paths. Each path sam-
pled can be thought of as a sentence where the words correspond to the nodes.
The skip-gram model is applied to these ‘sentences’ to obtain the embedding.

Node2Vec is similar to DeepWalk but it uses biased random walks. This
method results in a balance between two extreme graph search techniques:
breadth-first search (BFS) and depth-first search (DFS). According to Grover
and Lescovec [1], this right balance helps “Node2Vec to preserve community
structure as well as structural equivalence between the nodes” [15].

LINE defines two functions i.e. one for first-order proximity and the other for
second-order. LINE minimizes the combination of the two. According to Goyal
et al. [15] this has been described as a “joint probability distributions for each
pair of vertices are defined, one using adjacency matrix and the other using the
embedding”. The KL (Kullback Leibler) divergence of the two distributions is
then minimised.

2.4 Multi-layer Algorithms

OhmNet is a multi-layer algorithm where the layers of the network are orga-
nized in a hierarchy. According to Zitnik et al. [4], representation learning using
OhmNet has the following components:
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1. Nodes in the same network layer share similar features
2. Nodes present in the layers part of the same level in the hierarchy share

similar features

According to Zitnik and Leskovec [4], OhmNet learns “functions f1, f2, ..., fT
located in the leaf objects of the hierarchy (i.e.layers of a given multi-layer net-
work), as well as estimates for functions fT+1, ffT+2, ..., f|M | located in the inter-
nal objects of the hierarchy”.

In the multi-layer network shown in Fig. 1, we observe four network layers
that are arranged in a two-level hierarchy. OhmNet learns the functions fi, fj , fk
and fl which correspond to the local neighbourhood features of the nodes of that
network layer. Nodes in each layer are mapped to a d-dimensional feature space
by these functions. f2 represents the function that maps the general features
of the nodes in the layers contained in the hierarchy. Gi and Gj . f1 repre-
sents the function that learns the features for all nodes under its hierarchy i.e,
Gi, Gj , Gk, Gl.

Fig. 1. Hierarchical representation of the network layers in OhmNet [4]

MNE is short for Multiplex Network Embedding. According to Zhang et al. [5],
“one high-dimensional common embedding vector” is shared across all layers of
the multi-layer network and is used as a common embedding across different
layers of the network. A low-dimensional “additional vector” for each layer is
a distinct property of each embedding of the layers. A “global transformation
matrix” is used in order to align the embeddings for each layer of the network.
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The distinct property of each embedding is obtained by multiplying the trans-
formation matrix with the additional embeddings, giving it a weight and adding
that weight to the common embedding vector. It uses gradient descent to opti-
mize the model which is similar to how it is done in [2].

Multi-Net. According to Bagavathi and Krishnan [6] this approach “maps
nodes to a lower-dimensional space while preserving its neighbourhood properties
across all the layers”. Four random walk methods are used. The transitional
probabilities for inter-layer and cross-layer transition are devised.

The approach of Multi-Net can be summarized as follows:

1. Perform random walks on all nodes across the multi-layer network
2. Sequencing the random walked nodes as node sequences for each node in the

layer
3. Inputs to the model are these node sequences
4. The output features are vectors from the embedding model in a d-dimensional

space.

3 Data-Set

Fig. 2. Representation of the blood cell hematopoiesis in a hierarchical fashion
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3.1 Data-Set Overview

The data-set used consists of six layers of blood tissue-specific PPI (Platelet,
Mast Cell, Basophil, Neutrophil, Eosinophil and Monocyte) information
arranged in a hierarchy as shown in Fig. 2.

The root node in Fig. 2 is the Myeloid Stem Cell. The cells under this node
reside in the bone marrow and can give rise to the mature blood cells and tissues.
The Myeloid stem cell has platelets, mast cell and myeloblast under it. Under
myeloblast, we have the following layers: Basophil, Neutrophil, Eosinophil and
Monocyte. Thus there are six ‘leaf nodes’, corresponding to the six tissue network
layers and the two ‘internal nodes’ (myeloid stem cell and myeloblast).

Table 1. Number of nodes and edges present in each layer

No. of nodes No. of edges

Mast cell 1021 9538

Blood platelet 1884 24016

Eosinophil 1303 13157

Basophil 602 4193

Monocyte 2341 32032

Neutrophil 2025 26340

3.2 Data-Set Construction

The data-set used in this work was constructed from a large human protein-
protein interaction network sourced from SNAP [4]. This contained a large
network of 107 tissues networks and a hierarchy of 219 tissues sourced from
BRENDA Tissue Ontology [16]. From these, appropriate blood tissue networks
were selected and a hierarchy was constructed on the basis of how the blood cells
are organised in the cells developing from the myeloid progenitor. The lymphatic
system has been ignored for simplicity.

3.3 Edgelist Information

The number of nodes and edges present in each edgelist is given in Table 1. The
node IDs in this data-set are “human-genes specifically active in that tissue”
[4]. These genes are represented by their Entrez gene IDs [17] and these gene
IDs code for a specific protein. Each tissue network data-set is represented as a
two-column edge-list with edges representing the PPI links. The same node ID
appearing in two edgelists represent the same gene and hence the same protein
encoding. The data-set used also has node labels which represent the function
of the protein encoded by the gene IDs. This has been obtained from the Gene
Ontology [18] knowledge base.
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3.4 Link Prediction Task

The link prediction task was formulated as a machine-learning classification
problem. False edges (edges where a link is not present) were generated, and
given label ‘0’. True edges were given label ‘1’. The classifier was trained on the
basis of these ‘true’ and ‘false’ edges.

4 Methodology

4.1 Visualization

In order to visualize our embeddings, Tensorflow Projector [19] was used. This
tool reads node embeddings from the model reducing the dimensionality to two
or three dimensions and visualises these embeddings. In order to visualise the
embeddings, the PCA technique was used to reduce 128 dimension embeddings
down to 3 dimensions. The embeddings were plotted on the vector space on the
basis of cosine similarity.

Fig. 3. Visualisation of the leaf embeddings obtained using OhmNet

As it can be seen in Fig. 3, we notice six clusters of embeddings – each one
corresponding to the nodes of each of the six layers in our data-set. The nodes
in each layer share similar features and hence they are placed close together in
the visualization.
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4.2 Link Prediction

The graph analytic task that is performed on the multi-layer network is link
prediction. In the field of biological network analysis, in order to predict links
between nodes in a multi-layer arrangement, several experiments may have to be
performed. This process is expensive, time-consuming and may not be accurate.
The use of link prediction on a data-set that has the complete hierarchical net-
work of the layers being studied is a cost-effective method that saves resources
and provides richer results.

Since this is framed as a binary classification problem, the model used to
perform link prediction is a logistic regression classifier (Fig. 4).

Fig. 4. Block diagram for link prediction using embeddings from single layer baselines

Link Prediction Using Single-Layer Baselines. The six layers of the blood-
tissue network hierarchy were constructed from a multi-layer network. The link
prediction task is performed on this data-set. There are two ways in which the
single layer algorithms are applied to this network.

1. All the six layers are collapsed into one layer. This was done by connecting
the common nodes across the layers.

2. Each layer is considered independently and each algorithm is applied sepa-
rately to each layer.

To perform link-prediction, edge embeddings are required. The edge features
were obtained by performing a Hadamard product between the node feature
vectors. These are used as the final embeddings while performing the task using
the single layer algorithm embeddings (Fig. 4).

Link Prediction Using Multi-layer Algorithm. In OhmNet, two types
of embeddings are obtained: The leaf vector embedding (obtained by running
Node2Vec independently on each of the six layers) and the internal vector embed-
ding (captures the features of the common nodes of the layers in a particular
hierarchy). In order to capture the features of the nodes and the features of the
hierarchy that the layer is present in, the different types of features are added
to the base (Node2Vec) embedding in a weighted manner.
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Fig. 5. Block diagram for link prediction using embeddings from the OhmNet algorithm

V i
f = w1.v

i
1 + w2.v

i
2 + ... + wj .v

i
j (1)

where V i
f is the final node embedding of a node i in a layer G and j is the level

of the hierarchy of the feature. j = 1 represents the leaf vectors. The weights
w1, w2, ..., wj represent the weight applied to each layer. The weight generally
decreases with the hierarchy as the features become more general. Generally, we
take w1 = 1 and then halving the values of the weights as we consider higher-level
features.

Thus, the final features for OhmNet are obtained using the above method
shown in Eq. 1. Link prediction task is performed using the features obtained
from this novel approach. This process is now similar to the link prediction task
performed using the single-layer feature learning algorithms’ embeddings.

Test, train and validation data-sets are created and the model is evaluated
on the validation ROC and AP scores and test ROC (Receiver Operating Char-
acteristics) and AP(Average Precision) scores.

4.3 Abandoned Node Prediction Approach

An initial approach was utilising a sequential LSTM (Long Short Term Memory)
model to perform node prediction on the data-set. This method did not yield
good results for the following possible reasons:

1. There is a lack of a distinct pattern in the random walks that are constructed
for each of the nodes in the entire network. Thereby, it results in a poor
sequential node prediction.

2. The number of classes in the data-set is very high.
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5 Results

It is observed that the link prediction task done using the single layer embedding
algorithms applied to the collapsed data-set performs considerably better than
those applied to the independent layers. The possible reason for this could be the
fact that in the collapsed data-set, the inter-layer links are preserved, whereas
in the individual layers, the links are limited only to the intra-layer links. The
richness of the embedding hence obtained from the collapsed edgelist is better.

Table 2. Results obtained on the link prediction task on the blood-tissue data set
using various techniques

Technique Val ROC Val AP Test ROC Test AP

Collapsed DeepWalk 0.86 0.84 0.85 0.84

Collapsed Node2Vec 0.920 0.916 0.916 0.913

Collapsed LINE 0.930 0.926 0.939 0.934

Independent DeepWalk 0.856 0.845 0.85 0.84

Independent LINE 0.913 0.913 0.913 0.91

Independent Node2Vec 0.903 0.898 0.90 0.91

OhmNet 0.918 0.911 0.913 0.911

OhmNet is observed to perform better at the link prediction task than 4 base-
line embedding models, namely collapsed DeepWalk, independent Node2Vec,
independent LINE and independent DeepWalk. The comparatively better per-
formance can be attributed to the fact that the feature of the internal vector
embeddings of the hierarchy a node is present in, along with the features of
the hierarchy above it are considered. This results in a richer final embedding
(Table 2).

OhmNet’s performance is close to that of the other 2 baselines: collapsed
Node2Vec and collapsed LINE. The slightly poorer performance could be because
OhmNet requires carefully engineered parameters (in this case, hierarchy). Dur-
ing the blood tissue hierarchy construction, certain assumptions were made for
simplicity which could be the reason for this performance.

6 Conclusion

Multi-layer networks are used increasingly to model large data-sets where there
are interactions between the nodes on an inter as well as intra layer level. Due
to the presence of a hierarchy in the multi-layer network each node and their
interactions have a vast number of features to be learnt. Learning these features
and incorporating them into the node features as shown in Eq. 1, helps obtain
enriched embeddings which helps perform graph analytic tasks with greater con-
fidence. This was seen in the results, where greater performance was obtained on
the link prediction task when the features were prepared using the embeddings
of the multi-layer algorithm.
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We also notice that the interdependence between the individual layers plays a
part in the performance of the link prediction task. When the layers are collapsed,
the cross-network connections are taken into consideration. In contrast, when
the layers are considered independently these are not taken into account. Thus
features obtained using the collapsed network are of higher quality, resulting in
a greater performance of the task on the collapsed network as seen earlier.

It can be concluded that preserving in interlinks between the layers and
taking into consideration the hierarchical features results in being able to perform
prediction with greater accuracy.

7 Future Work

Certain simplifying assumptions have been made in data pre-processing to man-
age the constraints of computational resources, such as ignoring the lymphatic
system. Only the cells under myeloid progenitor was considered. Certain tissues
were also ignored to maintain a simpler hierarchy. In the next iteration, the plan
is to remove those assumptions and re-look at the results.

In addition to biological applications, we hope to look at other applications of
OhmNet such as social networks. In a social network like Twitter, each layer can
be different types of interactions like tweet, mentions and reply. Using OhmNet
outside the context of biological networks is an interesting application that has
not been explored much so far.

However, the careful engineering of the hierarchy in OhmNet is important
for the algorithm to achieve good results. If this is done well, the use of OhmNet
can be expanded to a number of other areas apart from biological applications.
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L.M. (eds.) COMPLEX NETWORKS 2018. SCI, vol. 813, pp. 119–131. Springer,
Cham (2019). https://doi.org/10.1007/978-3-030-05414-4 10

https://doi.org/10.1007/978-3-030-05414-4_10


Predicting Protein-Protein Interaction 251

7. Raman, K.: Construction and analysis of protein-protein interaction networks.
Autom. Exp. 2(1), 2 (2010)

8. Marcotte, E.M., Pellegrini, M., Ng, H.-L., Rice, D.W., Yeates, T.O., Eisenberg,
D.: Detecting protein function and protein-protein interactions from genome
sequences. Science 285(5428), 751–753 (1999)

9. Chen, X.-W., Liu, M.: Prediction of protein-protein interactions using random
decision forest framework. Bioinformatics 21(24), 4394–4400 (2005)

10. Jansen, R., et al.: A Bayesian networks approach for predicting protein-protein
interactions from genomic data. Science 302(5644), 449–453 (2003)

11. You, Z.-H., Lei, Y.-K., Zhu, L., Xia, J., Wang, B.: Prediction of protein-protein
interactions from amino acid sequences with ensemble extreme learning machines
and principal component analysis. In: BMC Bioinformatics, vol. 14, p. S10. BioMed
Central (2013)

12. Lei, C., Ruan, J.: A novel link prediction algorithm for reconstructing protein-
protein interaction networks by topological similarity. Bioinformatics 29(3), 355–
64 (2013)
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Abstract. Upcoming applications of Wireless Sensor Networks (WSN) have
triggered a large affinity towards researchers. WSN has offered a vast pool of
applications, where localization is a the ultimate goal. Several algorithms were
proposed to meet the goal of Positioning. The major points, which affect the
accuracy of such algorithms, are the anchor node placement in wireless network
and noise reduction in the data, required for positioning calculation. In this
paper, two anchor placement algorithms for static sensor nodes after the
deployment are suggested, examined and their performances are compared in a
common scenario. Overall the aforesaid algorithms demands almost full cov-
erage in the network with a reasonable number of anchors and fault tolerant
capacity for robustness and accuracy, which is satisfied by our proposals.

Keywords: Anchor � Positioning

1 Introduction

In these days, low power operated, light weight and smaller size devices are in demand.
So the wireless sensor devices inherit the same characteristics for easy and vast use in
every application starting from home to science & research. As these devices are
wireless and used for various purposes, tracking is very much required at home etc. to
meet security aspects and in research for maintenance, security and data collection [2].
Earlier, radars were used to trace the vehicles and weapons used in military. GPS
systems started replacing this in a more accurate way & in a vast coverage area
depending on the satellite position. But due to the high cost, more operating power and
reachability problem, current applications are losing interest in GPS system, where a
huge amount of wireless sensors [1] are used. Hence the research is more focused on
the localization using semi or non GPS systems. In all the techniques the accuracy
depends upon two factors. i. The placement of the anchor nodes and their distribution
so that it can cover most of the nodes in WSN in a range based calculation & can be
easily connected and robust in a range free environment. ii. Reduction of the noise in
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data collection which affects the positioning calculation. Accurate information of the
location may be unavailable because of the requirement of high energy consumption,
computation complexity, or terrain [2]. Positioning algorithms are used to calculate the
location of the sensor nodes. To find this, a priori information about the location of
some sensors nodes or anchors nodes, is required [3]. The location of the anchors nodes
is obtained, with the help of the global positioning system (GPS), or by installing them
at locations with known coordinates.

The objective of the work is to suggest a proper and effective anchor deployment
techniques that can lead to accurate positioning with minimum anchor nodes. The con-
tribution of the work here are: 1. Applying two algorithms likely, Pluck the Berry
Algorithm and Circle Filling Algorithm to cover an area where the sensor nodes are
deployed randomly. 2.Observing and comparing them in terms of no. of anchors required,
complexity of the algorithm, no. of uncovered sensors and no. of unutilized sensors.

2 Problem Statement

Consider a wireless sensor network with N no of sensor nodes, whose localization are
to be evaluated and K no. of anchor nodes with known positions already found out with
the help of GPS or any referential point. The unknown sensor node coordinates are
represented as an array R, where xi 2 R. Unknown positions i 2 {1, …, N} and for
anchors nodes i 2 {N + 1, …, N + K}. Every node i is connected to a number of
neighboring nodes (both known and unknown localized sensor nodes). The noisy range
measurement between node i and j is modeled as follows: rij = xi − xj + nij where nij is
the error factor, described by the probability density function, which is according to
Empirical model. The anchor node positioning problem states that optimized minimum
anchors should be placed in the deployed network region so that all anchor cover the
whole network for localization. The problem states that total area of the region is
intelligently covered by the independent anchor radio range with proper planning for
positioning of them in a packed way to get maximum coverage with minimum anchor
number. This method involves the following critical issues 1. The scheme to adopt in
computing locations of the anchor positioning with minimum number of anchor and
maximum coverage in the specified deployed network. 2. Intelligent positioning of the
anchors such that in case of failure of a anchor, the neighbour anchor covers the range
so that the result will not affect the localization. 3. The anchor positioning system is to
be fault tolerant. 4. All sensor nodes should be covered by at least one of the anchor
node. 5. The deployment should be in such a way that it mustn’t be left unutilized
(means, it must be covering a sensor node at least).

3 Related Work

Positioning can be performed for

1. Static sensor nodes:- where they are fixed and hence the required number of anchors
are needed to cover those sensors only. The whole area coverage is just a wastage of
money, resources and man power. Hence the algorithm “Pick the Berry Problem”
for optimized anchor placement, which is a NP hard problem.
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2. Dynamic sensor nodes:- where the sensors are all mobile and hence we require to
cover the whole area by placing anchor nodes in uniformly distributed manners in
the specified network region. The anchors should be placed in such a way that the
whole coverage of the region is done. Anchor should be placed intelligently such
that minimum anchor can cover maximum space. Depending on the network
topology and structure, anchor nodes are placed in the following methods.

It is desired that the anchor nodes should cover the total area of the sensor network,
uniformly. But the geographical constraints, don’t allow the deployment of anchor
nodes uniformly at the whole area of the sensor network. In spite of the network set up,
the errors introduced in localization is unavoidable. There are several sources of the
error, one of them is the poor coverage or no-coverage by the anchor nodes. This may
be due to low deployment density or poor signal propagation due to factors like
multipath propagation errors, fading, refraction, reflection, scattering, types of hardware
used etc. Out of several articles published on positioning techniques, few of them
address effective positioning of anchor nodes. In these methods, no specific topological
structure of anchor node is maintained. The anchor node just placed uniformly in the
perimeter of the region of interest. If the network is square then possibly placing anchor
in four corner of the network gives good result. But this method leaves spaces
uncovered by transmission range or detection range of the anchors which creates poor
or no localizability in the network.

All most all localization algorithms generally use one or more anchor deployment
strategies [5–7]. Though, a proper study of the relationships, between the anchor
placement techniques and localization performances, has not yet been done. For square
network locations, it’s been suggested to put the anchor nodes at four corners of the
square area as the best anchor locations [7]. A specific circular anchor localization
scheme at specific angle is presented in [8]. Out of several anchor node placement
techniques, one of the effective placement pattern was found to be, is at the vertices of a
triangular lattice [4]. Where, the sides of the triangle are equal to √3R, where R is the
radial range of communication. Deploying more than two anchor nodes in a line may
not improve localization accuracy alone but can be used for fault tolerance even. The
technique under second category is “Mobile Anchor Node Placement Technology” [9],
which has got certain disadvantages in terms of; 1. the mobility of the node is the main
bottleneck 2. it’s not robust 3. mobility takes time 4. inefficient in terms of the waiting
time of the sensor nodes which are out of coverage area of the mobile anchor node.
Though the cost of deployment is less due it’s mobility.

4 Anchor Node Placement Algorithms

Anchor nodes can be placed i. Prior to the placement of the sensor nodes. ii. After the
placement of the sensor nodes. The list under the category (i) are; (a) Square lattice
method and (b) Circular filling method, which are compared with the existing Triangle
Lattice Method. And the uncovered area is tried to be covered using Pseudo Packing
Technology. They are discussed in the following Table 1. They are compared under the
circumstances of; 1. all the anchor nodes are of same range. 2. every anchor node has
got it’s transmission range and detection range. So that they can be at least detected and

254 S. Behera et al.



their signals can be processed for better positioning. 3. the network coverage area is not
a regular one.

The list under the category (ii) are; (a) Circular filling method and (b) Pluck the
Berry method.

(a) Circular filling method
A Circle Filling is a configuration of circles realizing a pattern to fill optimum number
of circle in a specified space. The circles represent the transmission range of an anchor
node. The anchor nodes are placed at the centre of the circle. The radius is fixed
according to the transmission propagation range. The boundary of the specified net-
work deployment region can be obtained which gives an specified region of interest
(ROI), where the circle filling algorithm can be applied. Once the region of interest
(ROI) of sensor network is obtained then the region can be filled with virtual anchors
and intelligent positioning is obtained with the algorithm.

Figure 1 shows the procedure for packing anchors and steps of the algorithm.
Here O represents initial anchor node position and then according to the precision angle
virtual filling of the anchors A, B, C, D is done. After filling the virtual anchors there is
a checking for feasibility of virtual anchor and the most suitable anchor position is
chosen according to the requirement which is shown in the algorithm. The distance
between the centers of the two anchors will be �R, the radius of the circle, depending
on the desired density of the sensor nodes and the overlapping factor of the trans-
mission range of the anchor nodes.

(b) Pluck the Berry Method
This method is for reduction of cost of the technique, in terms of Anchor numbers and
the time. Randomly, we can start the deployment from a place of the border line and
depending on the sensor node larger density in the transmission range R, the anchors
will be deployed. The next hop is always �R, where the node density is sensed,
compared and chosen accordingly.

Fig. 1. Anchor positions according to circular filling method.
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Both of the algorithms are given below.
Algorithms for Circle Filling and Pluck the berry algorithm., where a is the pre-

cision angle and Xnew and Ynew is the variables used for getting the co-ordinates of the
centre of the current anchor node.
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5 Simulation and Performance Evaluation

The simulation consists of anchors deployed in a rectangular shape. Now for the time
being, a 2-D space for anchor placement is strategy is adopted. The positioning algo-
rithm is to estimate the location of the anchor nodes for full coverage of the region.
100 numbers of sensor nodes are randomly deployed in the given area as per the figure.
The simulation is carried on using MATLAB. After the algorithms are used in the above
environment, the following results came out, which are shown in the figures below.

Fig. 2. Anchor placement using Circle Filling Algo. Total Anchors = 23, No. of uncovered
nodes = 0, No. of unutilised nodes = 10

Fig. 3. Anchor placement using Pluck the Berry algorithm in one go. No. of Anchors = 7,
No. of unutilised node = 0, No. of uncovered node = 15
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6 Conclusion and Future Work

In this paper, an evaluation of two anchor placement scenarios, after placing the sensor
nodes in WSN are presented. The results as per the Figs. 2, 3 and 4, shows the output
of the anchor placement algorithm. Although, single-iteration algorithms involve lower
computational complexity as per Fig. 3, it leaves many nodes uncovered & it is found
that significantly better coverage is achieved in iterative execution of Pluck the Berry
Algorithm as per Fig. 4 and in Circle Filling Algorithm, though it covers the area and
covers most of the sensor nodes, the bottleneck is the unutilized anchor nodes as shown
in the Fig. 2. The execution time of Circular filling method is almost 6 times higher
than the Pluck the berry problem. So the Pluck the Berry algorithm is proved to be
better and hence can be used in the Positioning algorithm for the higher accuracy of the
sensor nodes. As per the Table 1, where, the execution times are shown for all sce-
narios including the Triangle Lattice placement method. Circle Filling and Pluck the
Berry Algorithm takes much higher time than the rest two. But is proved to be much
efficient in terms of post deployment of Anchor nodes saving the numbers and hence
the cost of installation.

Fig. 4. Anchor placement using Pluck the Berry Algo. Anchor nodes 12, no uncover nodes, No
unutilized nodes in two complete iterations

Table 1. Execution time of different Anchor placement techniques.

Optimum positioning algorithm Run time (second)

Circle filling 6.215713
Square grid 0.421346
Triangle lattice 0.435908
Pluck the berry 6.001237
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Further work can be extended to anchor placement procedure for 3D positioning.
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Abstract. Cloud Computing is basically the use of software and hardware to
provide a service over an internet network. Users use applications or can access
files from any device with the help of cloud computing. The main thing is that
device must be connected through the Internet. Cloud computing has many
advantages like scalability, less maintenance, virtualization and requested
resources to the users with reduced infrastructure cost, and greater flexibility. It
faces many drawbacks like security attack as Distributed Denial of Service
(DDoS).
DDoS attack is well-defined as a way of attack that includes multiple con-

ceded computer systems attack a goal, like a server, any resource and website,
and due to this a denial of service for the end users of the intended resource. The
fake connection requests, flooding of inward messages, or distorted pack-
ets forces the whole system to slow down and shut down, in that way denying
service to genuine end users and systems. In this paper we have analyzed and
proposed the machine learning algorithms for detecting DDoS attack in cloud
computing environment. This paper is using isolation forest anomaly detection
technique and then the correlation will be used to for detection of DDoS attack.

Keywords: DDOS attack � Machine learning � Cloud computing

1 Introduction

Cloud computing defined as an Internet-based computing that gives ability to share a
wide group of resources like memory, network bandwidth, user applications, and pro-
cessing of computer with less infrastructure cost and less maintenance [1–3]. The ser-
vices of the cloud computing can be characterized into the three models [4]: Platform-as
a Service (PaaS), Software-as-a-service (SaaS), and Infrastructure-as-a- Service (IaaS).

It is arranged in any network as public based, private based, and community based
or hybrid types of cloud. The cloud service providers are hosted the services for the
businesses or the ultimate users to exploit the uses over a connection of network at the
data centre. They are the companies that are offering distinct services in the cloud
environment. In the area of cloud computing the security attacks is one of the disad-
vantages. This problem is because of the storage of data at diverse geographical extents
in the cloud computing environment.
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2 Attacks on Cloud

There are many security attacks in the area of cloud. There are numerous attacks is
happened in the cloud like attack of Denial of service, attack of Malware insertion,
attack of side channel, attack of Man in the middle and the attack of the type of
authentication those we’ll conversed underneath. There are various portions of the area
of cloud as the data storage, during the transaction of the data, during the utilization of
resources and resource sharing on which the attack might be happened. Because of
enormous increase in the use of the cloud facilities that’s why this is also may be one
reason for the attack.

2.1 Denial of Service (DoS)

In this type of attack the massive amount of the service requests from the attacker is
overloaded to the targeted cloud system for that reason that halts it from responding to
the forthcoming new requests to its ultimate users. Bestowing to the several security
association of cloud, this type of cloud is very much defenseless to this type of attack.
This attack type can be classified into two parts as the DoS attack and other one is the
DDoS (Distributed denial of service attack). When any particular system and any
particular network are doing this type of attack it is known as the DoS attack and when
it is done by numerous systems and the numerous networks it is known as the Dis-
tributed denial of service attack (DDoS). The DDoS attack is further categorized as
based attack on volume, attacks of protocol, and attack of Application layer.

2.2 Injection of Malware

In this type of attack in targeted cloud computing system the attacker tries to insert the
malicious type of service or the malicious virtual machine. Then the cloud computing
system must act so as to trusts that it is a usable service which is created by the attacker.
Then the cloud server redirects automatically entirely demands to this malicious service
if the attacker succeeds to do this. Now the service requests of the victim services can
be accessed by the attacker.

2.3 Side Channel Attack

In this type of attack the attacker after efforts to adjustment the complete system by
injecting a malicious virtual machine close to the goal system dispatches the side
channel types of attack. By This type of attacks the attacker tries to retrieve private data
without non-exhaustive manner and some specific access. Due to this reason it gives
larger effect than any other types of attacks.

2.4 Authentication Attack

In this type of attack the authentication portion is the main focuses of the cloud
services. Primary authentication in most of the services is username and the password.
It is a kind of the knowledge-based authentication. Secret questions Sharing, keys of
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site and virtual keyboards is called as secondary authentication which is used by secure
operational organizations like as the financial enterprise. Further we classified the
attacks of authentication which is discussed below.

2.4.1 Brute Force Attack
In this type of attack we have to use a hit and trial method; to crack the actual password
we have to test all possible types of combinations of the password.

2.4.2 Key Loggers
In this type of attack the attacker uses a type of software suite, which is track the
activities of the end user by records each one single key which is pressed.

2.4.3 Phishing Attack
In view of this type of the attack the attacker to acquire the passwords and the PIN of
the end user, alter the end user to the false websites; Phishing attack is a web-based
type of attack.

2.5 Man-in-the-Middle-Attack

In this type of attack interrupts the message in the key exchange by replacing its own
key for the wished one by the attacker, however the both actual end users are quiet
communicating usually. The source doesn’t identify the attacker which has received the
message directed by him and he can approach the sender’s data and the attacker can
alter this message beforehand this data to the receiver.

3 DDoS in Cloud Computing

The concept of Denial of Service was at first conceptualized by Gligor in an operating
system environment [5, 6], but subsequently it widely accepted. The Denial of Service
stops the genuine users to access the resources in the specific network. The DoS attack
is generally categorized in two parts first is Network level and other one is Application
level. In the Network level attacks the attacker generally deactivates the genuine users’
connectivity by draining resources of the network. In the Application level DoS attacks
the attacker deactivates the services by draining the server resources.

A few DoS prevention methods feel necessity for the client to solve a particular
challenge earlier just as proof-of-work. An advanced version of DoS attacks is Dis-
tributed Denial of Service attacks which are launched by several sources targeting the
same victim. To launch DDoS attacks, Attackers entered into the target machines, take
control of these machines and use machines as secondary victim to attack the primary
victim. The attacker first uses some scanning techniques to compromise a network of
vulnerable nodes called a botnet. Then the attacker sends the DDoS attack command to
a botnet and forces it to launch the attack [7]. With this type of physical bots,
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Distributed Denial of Service attacks are also exhausted on service clouds by renting
many virtual machines or computers and using them as virtual machine bots to attack
the external world [8]. In short, DDoS attacks are very easy to launch but extremely
hard to trace back to the actual attackers [9]. Figure 1 illustrates how DDoS attacks are
launched.

These attacks drastically disgrace the prestige of the cloud service provider. Due to
this the cloud service providers go for large financial losses. At east coast USA
scheduled 21st Oct 2016, DDoS attack down the Internet connection.

Prior to that in mid-September, 2016, the biggest and most practical DDoS attacks
affected the JP Morgan Chase, Bank of America, PNC Bank and Wells Fargo.

4 Counter Techniques for DDoS in Cloud

Software Defined Networking (SDN) has showed itself to be a spine in today’s network
scheme and became a good industry standard. SDN allows us to program and trace the
networks and it also assistances the mitigation of some major network glitches. Dis-
tributed denial of service (DDoS) attack is the major concern for this. The SDN is
concurrently doing the subsequent two tasks. First in a network it Block the malicious
flow and second it notify the adjoining networks for a current attack. This way we can
avoid the DDoS attack. The other approach intrusion detection algorithms used for
DDoS attack detection. This is the model which proposed a system that correlate or mix
signature-based IDS using anomaly detection system, which can further leads to
achieve high accuracy of the system with IDS. Another approach to mitigate the DDoS

Fig. 1. DDoS attack

Detection of DDoS Attacks Using Machine Learning in Cloud Computing 263



attack is to use of multilayer fair queue that work on priority mapping on a network
with traffic deviation which further can directs normal packets will be processed with
high priority as well as intruder’s packets will be processed with low priority thereby
mitigating combined DDoS attack. Furthermore If you are a cloud service provider and
need to confirm customers that they can transfer their workloads which are virtual
without demanding planning, then SDN is the solution for it. SDN helps in reducing
the complexity of the current networks as well as helps to host millions of virtual end to
end network without using the methods like VLAN.SDN also enables network
administrators to manage network services from a central management tool by virtu-
alizing physical network connectivity into logical network connectivity. So by using
the above DDoS attack Detection and prevention techniques we can also implement
software defined network which are based on cloud an can also apply some DDoS
Prevention based technique like DaMask and furthermore we can also use the statistical
based defense system like SDMN which over all work as flow guard for a network
(Fig. 2).

Numerous studies have been done in the area of DDoS attack defense. One of these
studies has investigated the capability of firewalls to mitigate DDoS attacks in the cloud
[2]. This empirical study concluded that both software based and hardware-based

Fig. 2. Counter techniques for DDoS
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firewalls are not enough to defend against DDoS. Thus, more DDoS mitigation
strategies are required. Some of them have been presented in a previous paper [7].

This strategy depends on allocating resources dynamically. When DDoS attacks are
detected, customers are given additional intrusion prevention servers (IPS) to mitigate
the attack. These extra resources are returned to the available resource pool when the
attack ends. One more method that has been used to detect attacks is entropy-based.
Entropies of some selected meaningful traffic features are measured to detect DDoS
attacks. Furthermore, Snort, which is a signature-based detection method, is effective to
detect known attacks, but it is less so when it comes to a new attack because the
signature was unknown when the attack happened. In addition to the aforementioned
defense strategies, anomaly-based methods are considered strong approaches to detect
DDoS attacks. The performance of several supervised and unsupervised machine
learning algorithms in detecting DDoS attacks are evaluated in [10].

Furthermore, the uses of semi-supervised algorithms to enhance the classifier’s
intrusion detection performance are used. Authors in [12] have proposed a machine
learning-based DDoS attack defense mechanism that is based on analyzing the gathered
information from servers’ hypervisors and virtual machines. Their method is applied
close to the attacker location in the cloud environment. In fact, Neural Networks
algorithms are used in several DDoS detection mechanisms. In [12], a hybrid neural
network technique that archives high accuracy in detecting DDoS attacks was pro-
posed. A Multi-Layer Perceptron Neural Network was also selected as a base for attack
detection methods. NIDS, which is an attack classification method and uses a 2-layered
feed-forward neural network is used. In addition to the mentioned algorithms, a
Radialbasis- function Neural Network is the core of other DDoS detection mechanisms
[12, 13]. Like Neural networks, Naive Bayes algorithms are also used to present
accurate defense techniques against network attacks. Furthermore, decision trees are
used in many methods to detect attacks. ENDER is a mechanism that applies a decision
tree algorithm to detect HX-DoS attacks that combine HTTP and XML messages to
target cloud services. Besides utilizing one supervised machine learning classifier to
provide network attack defense mechanisms, multi classifiers are combined in one
attack recognition method to enhance detection accuracy.

Various studies have evaluated different machine learning classifiers based on their
performance in detecting DDoS attacks. Some of them have compared classifiers that
belong to many machine learning algorithm types, while other research focused on
classifiers located under one machine learning algorithm type. The NSL-KDD dataset
was used to compare C4.5, Naive Bayes, Multilayer Perceptron, SVM and PART
classifier models in [10] and Bayes Net, Logistic, IBk, JRip, PART, J48, Random
Forest, Random Tree and REP Tree in [11]. Additionally RBP, SVM, K-Nearest
Neighbor, Decision Tree, and KMeans techniques in [12]. In addition to CAIDA, the
DARPA scenario specific dataset and CAIDA Conficker datasets were used to evaluate
Naive Bayes, Multi-Layer Perceptron, IBK, R BF network, Bayesnet, J48, Bag-
ging + Random Forest, Voting, Random Forest, and Adaboost + Random Forest to
detect DDoS attacks. Moreover, a comprehensive study of existing DDoS attack
defense mechanisms has been done, and the authors advocate for the creation of
comprehensive, collaborative, and distributed defense mechanisms.
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In a network of computer there is the need for network isolation in a private cloud,
for that we further identified connectivity of Internet users with private network users.
There might be many other sub-categories for the network users, which can be based
on functional areas (like R&D) and on the basis of the nature of the service itself or on
information sensitivity. The division now is that with SaaS, end users may not directly
use the infrastructure while they are using Paas/SaaS. So the cloud needs to accomplish
connectivity and strong isolation should be done.

Further the system accepts and processes the multilevel inputs and the aware
system finally detect that the attack happened or not. Then system will separate the
victim of DDoS attack and concurrently processes the traffic based anomaly detection
and drop them (Fig. 3).

Fig. 3. DDoS aware system
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5 Machine Learning for DDoS in Cloud Computing

This research work mainly highlighting on machine-learning methods for detection of
Distributed Denial of Service attacks in cloud. To discover and reduce the Distributed
Denial of Service attacks in the cloud, many strategies from different security
approaches have been presented. One promising detection approach is machine-
learning-based. Getting the help of a machine’s intelligence enhances analysis and
detection accuracy [7].

6 Proposed Model

Fig. 4. Proposed model for detection of distributed denial of service attack by use of machine
learning technique
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As shown in Fig. 4, Data gathering module processes will capture the data packets in a
particular format for removing redundant information that has very lower correlation
with the detection.

Further the anomaly detection, is referred to the recognition of events or items that
do not match to a pattern or to different items present in a dataset, and then it will apply
the machine learning procedure on this dataset, By this we conforms that the user is
legitimate or not.

We are having the following objectives:

• Faster detection rate,
• Scalability,
• Detection of network DDoS in Cloud environment,
• Low computational cost,
• Low false positives and false negatives,
• High accuracy.

6.1 Data Gathering

Here we follow two rules first we collect the data and then we applied Data
preprocessing:

6.1.1 Data Collection
This step involves the collection of data or preparing the data.

6.1.2 Data Preprocessing
This is a method that transforms raw data into a logical format. The data of Real-world
is habitually inconsistent, inadequate or missing in certain behaviors or styles, and is
possible to comprise many errors. This is a said to be great method for resolving such
issues.

6.2 Detection

The Anomaly-based Detection (AD) is in recent trends, Because of its ability of
identifying novel attack, it has concerned many researchers. We can define the network
behavior by detection technique. After that it will generate the result in the anomaly
detection. By the specifications of the network administrators the recognized network
behavior can be learned or prepared.

AD is centered on a host or a network. Many different techniques are used centered
on the type of processing which is related to the behavioral model. Following are the
Some of the techniques like Operational or threshold metric model, Statistical based,
Statistical Moments or mean and standard deviation model, Time series Model, Genetic
Algorithm model, Finite State Machine, Computer Immunology based, Multivariate
Model, Cognition based, Adept System Model, Model, Description script Model,
Machine Learning based, Baysian Model, Fuzzy Logic Model, Neural Network Model,
Outlier Detection Model, User Intention based [14].
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6.2.1 Isolation Forests Technique
It is the most recent techniques to detect anomalies. It is based on data point’s
anomalies which are few and different and are susceptible to a mechanism called
isolation.

It uses isolation as an efficient and effective means to detect anomalies. This method
requires small memory and has low linear time complexity. It develops model with low
number of trees by dividing samples into fixed size data set.

Isolation forest technique isolates the measurements or observations by arbitrarily
choosing a feature and then arbitrarily choosing a partitioned value between the
minimum and maximum values of the certain feature. It is uncomplicated because it
trails few conditions to separate those cases from the usual interpretations. Conse-
quently using the amount of conditions required to isolate a given observation, an
anomaly score can be calculated.

The method by which the algorithm constructs the separation is first it creating
isolation trees, or random decision trees. After that, for isolate the observation the score
is calculated as the length of path.

6.2.2 Correlation Between Data
Generally speaking, when we talk of ‘correlation’ between two variables, we are
referring to their ‘relatedness’ in some sense. Correlated variables are those which
contain information about each other. The stronger the correlation, the more one
variable tells us about the other.

Pearson’s Correlation Coefficient (PCC) is a broadly used linear correlation. In
mathematically terminology, it is defined as “the covariance between two vectors,
normalized by the product of their standard deviations”.

The covariance between two paired vectors is a measure of their tendency to vary
above or below their means together. That is, a measure of whether each pair tends to
be on similar or opposite sides of their respective means.

Fig. 5. Correlation
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Cov x; yð Þ ¼
XN

i

xi � �xð Þ yi � �yð Þ
N � 1

The covariance is calculated by taking each pair of variables, and subtracting their
respective means from them. Then, multiply these two values together.

If they are both above their mean (or both below), then this will produce a positive
number, because a positive� positive = positive, and likewise a negative � negative =
positive.

If they are on different sides of their means, then this produces a negative number
(because positive � negative = negative).

Once we have all this value calculated for each pair, sum them up, and divide by
n − 1, where n is the sample size. This is the sample covariance.

If the pairs have a tendency to be on the same side of their respective means, the
covariance will be a positive number. If they have a tendency to be on conflicting sides
of their means, the desired covariance will be a negative number. The stronger this
tendency, the larger the absolute value of the covariance.

If there is no overall pattern, then the covariance will be close to zero. This is
because the positive and negative values will cancel each other out.

At first, it might appear that the covariance is a sufficient measure of ‘relatedness’
between two variables. However, take a look at the graph below:

To obtain a more meaningful figure, it is important to normalize the covariance.
This is done by dividing it by the product of the standard deviations of each of the
vectors.

qxy ¼
Cov x; yð Þ
rxry

Fig. 6. Covariance
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To obtain a more meaningful figure, the normalization of the covariance is very
important. This is done by we can divide the covariance by the multiplying of the each
vector’s standard deviations. The reason this is done is because the standard deviation
of a vector is the square root of its variance. This means if two vectors are identical,
then multiplying their standard deviations will equal their variance.

Funnily enough, the covariance of two identical vectors is also equal to their
variance.

Cov x; xð Þ ¼ Var xð Þ

Therefore, the maximum value the covariance between two vectors can take is equal to
the product of their standard deviations, which occurs when the vectors are perfectly
correlated. It is this which bounds the correlation coefficient between −1 and +1.

7 Implementation and Result

This proposed model has been implemented on Python 3.6 on Anaconda 5.0.1 with
Spyder IDE. We have used DARPA Dataset. The dataset is having malware type of
Distributed Denial of Service attack traffic and background traffic that exploits a
number of cooperated local hosts (within 172.20.0.0/16 network). The above men-
tioned compromised local hosts were used to yield a malware DDoS attack on a non-
local target.

In order to test the system’s ability to deal with DDoS attacks, this article through
the open source software simulates the large data traffic DDoS attack, and starts the
detection system to detect and address it. The Experimental design is to launch the
attacks on the Web Service that has set up the DDoS attack detection system and the
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web service that did not build the DDoS attack detection system respectively. The
actual impact of DDoS attacks on the server is determined by calculating the Web
Service real-time throughput and CPU utilization rate. The final experimental statistics
are shown in Figs. 5 and 6. As is shown in Figs. 5 and 6, the throughput of the server
increases rapidly after the DDoS attack within 100 s, after which, the throughput of the
server in experimental group 1 without DDoS detection system falls sharply with CPU
occupancy rate close to 100% whereas that of the server in experimental group 2 with
DDoS detection system remains at normal level. Thus, it is proved that Web Service
without detection system cannot continue to provide the normal service while the one
with the detection system still can operate normally when confronted with DDoS
attacks (Figs. 7 and 8).

8 Conclusions

In this paper we proposed a model which describes the foundations of the main AD
technologies and their operational architectures using machine learning along with a
classification based method. This method is based on the kind of processing that is
associated to the “behavioral” model for the system which is targeted. The noteworthy
open issues regarding AD systems are recognized, up on which assessment is given
particular prominence. This has been implemented for cloud computing and found the
expected results. The presented model establishes an significant idea in the field of IDS
to start for addressing Research & Development. In future this proposed model can be
used in different computing architectures also.
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Abstract. One of the most dangerous aspects that the computer world glimpses
are threats to security. It estimated that about 3 billion dollars in cybercrime lost
each year. It expected that this figure would double by 2021. In this imple-
mentation, the researcher presents the performances of hybrid techniques to
identified risks speedily using RFC-RST technique of network intrusion
detection system. The main idea is to take the benefit of different models
abilities of random forest classifier and rough set theory. Random forest clas-
sifier used for attributes selection of datasets and Rough set theory implemented
for rules generation. The model experiment did through the Python, Rough set
exploration system, and R programming. The aim here is to find the minimum
number of rules that could be the representation of knowledge provided by the
dataset.

Keywords: Network intrusion detection � Rough set theory � Random forest

1 Introduction

Network Intrusion Detection Systems (NIDS) are network security devices for mali-
cious activity monitoring network and system activities. A NIDS can be a critical
component of organizational security incident response. Intrusion detection research in
the network has traditionally focused on enhancing NIDS precision, but recent work
has recognized the need for support for NIDS alarm reception and suspected incidents.
An effective notification of network flows provided by existing NIDS such as Firewall,
Snort, bro, and Suricata [1–6]. Because there are many notified administrators, this time
for making decisions in the presence of security threats may be confused. The network
manager will be aware of the exact problem [7, 8]. While the network security field is
constantly developing, this study looked at some technical challenges in the techniques
of network intrusion detection. The new feature of this research has been the devel-
opment of methodologies to address these challenges. The first challenge was to use
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machine learning methodology to handle a feature selection. The first experimental
study of machine learning classifier was based on the random forest classifier and on
the based of these hybrid modules suggested that used machine learning techniques.
One for feature selection and other for rules generation. The hybrid method tried to
decrease the rules with the quality of work to improve performance. Proposed tech-
niques have been tested using NSL-KDD dataset.

2 Literature Review

One of the biggest hurdles to having a secure and safe network is a large amount of
human expertise and domain knowledge required to manage and at the same time, non-
availability of suitable personnel to handle them. What is required is a mechanism that
at least partially automates the handling of network security, thus reducing the total
dependence on human experts alone. The mechanism should be intelligent enough to
cope with unforeseen events and should contain a learning mechanism to keep itself
updated. Machine learning techniques provide artificial intelligence to IDs to make
them self-functioning as much as possible. Machine learning is an artificial intelligence
branch which provides the computer with data. For example, the machine learning
system trained on network traffic pattern can distinguish been proposed by Mukkamala
et al. [9] in which they used Support Vector Machine (SVM) for classification.
Moreover, there are many other works that use machine learning techniques for
intrusion detection [10, 11, 32] in which they used Artificial Neural Network
(ANN) and [33], Fuzzy Logic (FL) [34], (Chen and Wang 2003), Decision Tree
(DT) [12, 35], Genetic Programming (GP) [13] for the discovery of useful knowledge
in order to detect intrusive activities. The researcher was seen to have recently proposed
a wide variety of above - mentioned algorithms that enhance performance. Analysis
and correlation is a more challenging issue once notification has been raised. The
researcher suggested hybrid techniques for better performance and defined a proper
detection strategy that increases the robustness against attacks. Using hybrid tech-
niques, the researcher discovered the attacker’s behavior and generated the notification.
The researcher defined hybrid models for rules generation to improve the performance
and also address the current methods for detection mechanisms [14–18].

3 Dataset

NSL-KDD is a dataset suggested for solving some of the KDD’99 dataset’s inherent
problems [19]. This new version of the NSL-KDD dataset used for Data Preprocessing.
In our research work, the researcher used 41 attributes for each connection records,
including class label containing attack types. In experiment study researcher used Train
set dimension 395217 rows, 41 columns and for Test set dimension 98804 rows used.
The dataset includes a total of 24 types of training attacks, with only 14 additional
types in the test data. The last field for training data is Flag. The flag is set to normal
unless it has been categorized into one of the 24 attack types featured in the training
dataset [20–25] .
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4 Methodology

The researcher suggested hybrid approaches attempt to control the adaptability, error
tolerance, self-monitoring, and distributed nature of systems. A combination of these
hybrid approaches may provide significant advantages for network intrusion detection
system. The study aims to investigate the existing field of network intrusion detection
research focused on the NIDS ability to detect intrusion attempts, using the statistical
and algorithm - based hybrid approach, and discerning what is merely unknown to the
system and not a risk, and what is potentially harmful to the system. Many authors
discussed the problems with the existing most popular NSL-KDD dataset. The validity
of this test data examined by evaluating the performance of several well-known NIDS
classifiers. The existing methodology used for the analysis of network intrusion
detection and notification issues related to the effective deployment of NIDS. Studied
and explored NIDS to support communications among administrator or user in the
considered context. The following actions were performed.

Dataset: Analysis existing dataset for testing and training model. Datasets used for
model development and model verification.

Data Cleaning: Using R tools clean dataset to make it research ready.
Hybrid Technique: Using machine learning classifiers proposed hybrid techniques

for NIDS.
Detection Notification: the detection components detect malicious activities using

hybrid techniques and send notification (alerts) for the future actions.

4.1 Functionality of Preprocessing

• Handling Missing Values (Data Cleaning).
• Performs redundancy check (Data Reduction).
• Conversion of Data into a Suitable format.
• Normalization.
• Feature Selection.
• Rules.
• Detection Notification Generation.
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5 Feature Selection

Load NSL-KDD Dataset for train dataset and removes an unwanted extra attribute
using machine learning algorithms with the NSL-KDD test dataset. Using tools
dropped attack field from both train and test data. For the feature, the selection used
random forest classifier, and for the dataset, partition defined columns to the new data
frame [26].

For our research work, the researcher used random forest classifier because of its
popular proportion of good accuracy, robustness, and ease of use. Random forests offer
two simple methods for the selection of attributes reduction of meaning and reduction
of purity [27]. In this Work, experiments have performed with hybrid techniques.
R programming tools used for removing noise data and feature selection applied
random forest classifier. Model Experiment did through the Anaconda navigator with
Python and R programming for research implementation. The aim here is to find the
minimum number of rules that could be the representation of knowledge provided by
the dataset. The primary purpose of the network intrusion detection system is to
identify attacks against information systems and generate notifications to the admin. It
is a security method attempting to identify various attacks speedily and take action fast
[23, 28, 29]. The researcher used Range from 9 to 16 attributes for feature selection and
checked accuracy of selected feature models On the based of accuracy, the researcher
applied rank for further action. here 12 feature selection has higher accuracy than other
feature selection [14, 20, 30, 31].

5.1 Selected of the Feature Using Random Forest Classifier Model

Proper attribute selection reduces the cardinality of the group of selected features
without sacrificing extraordinary behavioral indices. By doing this, the better feature
selection prevents the reverse of the algorithm model, improves the classification
accuracy on future data sets and reducing the cost of the model’s performance costs by
reducing essential features. Another advantage of attribute selection is that by mini-
mizing the number of facilities, the remaining facilities provide deep distances within
mechanisms and properties that result in successful classification and may be important
in the rule recognition.
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from sklearn.feature_selection import RFE
import itertools 
RFC = RandomForestClassifier() 

Plan the RFE model and select ten attributes. 
rfe = RFE(rfc,n_features_to_select=12)
rfe = rfe.fit(X_res, y_res) 

Summarize the selection of the feature  using Random Forest Classifiers 
feature_map = [(i, v)
for i, v in itertools.zip_longest(rfe.get_support(), refclasscol)] 
selected_features = [v for i, v in feature_map if i==True]

# View The Accuracy Of Our Full Feature (12 Features)  Model 
accuracy_score(y_res, y_pred) from sklearn.feature_selection import RFE 
import itertools 
RFC = RandomForestClassifier() 

Plan the RFE model and select twelve attributes. 
rfe = RFE(rfc,n_features_to_select=12) # features selection 9 to 16 
rfe = rfe.fit(X_res, y_res) 

Summarize the selection of the feature  using Random Forest Classifiers 
feature_map = [(i, v)

for i, v in itertools.zip_longest(rfe.get_support(), refclasscol)] 

selected_features = [v for i, v in feature_map if i==True]

# View The Accuracy Of Feature (9 to 16 Features)  Model 
accuracy_score(y_res, y_pred) 
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6 Dataset Partition

Define columns to new dataframe
newcol = list(refclasscol) 
newcol.append(’attack_class’)

Add a Dimension to Target 
new_y_res = y_res[:, np.newaxis] 
Create  a dataframe from sampled data
res_arr = np.concatenate((X_res, new_y_res), axis=1) 
res_df = pd.DataFrame(res_arr, columns = newcol) 
Create  test dataframe
reftest = pd.concat([sc_testdf, testcat], axis=1) 
reftest[’attack_class’] = reftest[’attack_class’].astype(np.float64) 
reftest[’protocol_type’] = reftest[’protocol_type’].astype(np.float64) 
reftest[’flag’] = reftest[’flag’].astype(np.float64)
reftest[’service’] = reftest[’service’].astype(np.float64)

Create  two-target classes (normal  class and an attack  class)

attack list = (’DoS’, 0.0),
(’Probe’, 2.0),
(’R2L’, 3.0),
(’U2R’, 4.0)

normal class = (’Normal’, 1.0)

(See Table 1).

7 Experimental Study

In this work, based on the current research topics in network intrusion detection, a new
method for adaptive network intrusion detection using a combination of classifiers to
presented and handle the above problem. It also explains the difficulty of processing of
continuous attributes, coping with lack of attribute values, and noise reduction of
training data. Using random forest classifiers evaluated on the NSL-KDD dataset to

Table 1. Accuracy of selected feature model

Accuracy of selected feature model
Feature selected Model accuracy Rank

9 0.99994654232808167 7
10 0.99995545194006796 5
11 0.99976835008835363 8
12 0.99996436155205437 1
13 0.99996139168139231 2
14 0.9999524820694059 6
15 0.99995842181073014 4
16 0.99996139168139231 3

Hybrid Approach for Network Intrusion Detection System 281



identify attacks on the various attacks categories. The classifier’s results are computed
for the comparison of feature reduction methods to show that the hybrid model is more
efficient for network intrusion detection.

7.1 Train Models and Evaluate Models

For implementation, Researcher train Ensemble Model This method combines classi-
fiers with the individual models. Model assessment is an integral part of the process of
model development. It helps to find the best model for our data and how well the model
was chosen will work in the future (Table 2).

In our experimental study, the researcher applied selected classifier on the current
dataset. For cross-validation researcher used combined selected classifiers.

7.2 Test Models

Researchers used the well-known NSL-KDD dataset to build models with the fol-
lowing machine learning classification algorithms. Also, in our work for the classifi-
cation model accuracy, there are Precision, Recall, F1-Score, and Support metrics used

to examine the performance of a classification model (Table 3).
Random forest classifier model accuracy is 0.872355501569, which is higher than

other classifies. Even a combination of other classifiers model accuracy not higher than
random forest classifiers.

Once the training model has been completed, it is necessary to test it on some
unseen data to evaluate the performance of the machine learning model researcher.
Based on the model’s performance on hidden data, the researcher can say whether our
model is Under-fitting/Over-fitting/Well generalized. Cross-validation (CV) is one of
the techniques used to test the effectiveness of machine learning models, it is also a re-
sampling procedure used to evaluate a model (Table 4).

Table 2. Classifier model evaluation with mean score

Classifier model evaluation Mean score Classifier model evaluation

Random forest 0.99992575654 1

Table 3. Classifiers test model result with model accuracy

Classifier normal DoS model test results Model accuracy

Random forest 0.872355501569
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7.3 Hybrid Techniques and Result Analysis

Rough Sets Theory provides a mathematical tool that can be used to find all the
potential utilities.

Rules Generated through RSES Software (Table 5).

Table 4. Evaluate models result

Classifier Cross-validation Model accuracy

Random forest 0.999607687 1
Voting classifier 0.998321884 0.999985589

Table 5. Rough set theory rules samples.

Rough set theory Rules

(service=ecr_i)&(src_bytes=1032)=> (attack_type=smurf.[17908])
(src_bytes=1032)&(dst_bytes=0)=> (attack_type=smurf.[17908])
(src_bytes=1032)&(logged_in=0)=>
(attack_type=smurf.[17908])
(duration=0)&(src_bytes=1032)&(dst_host_srv_diff_host_rate=0)=>
(attack_type=smurf.[17908])
(src_bytes=1032)&(dst_host_same_srv_rate=1)&(dst_host_srv_diff_host_rate=0)=>
(service=ecr_i)&(src_bytes=1032)=> (attack_type=smurf.[17908])
(src_bytes=1032)&(dst_bytes=0)=> (attack_type=smurf.[17908])
(src_bytes=1032)&(logged_in=0)=>
(attack_type=smurf.[17908])
(duration=0)&(src_bytes=1032)&(dst_host_srv_diff_host_rate=0)=>
(attack_type=smurf.[17908])
(service=ecr_i)&(dst_host_srv_count=255)=>
(attack_type=smurf.[17832])
(src_bytes=1032)&(dst_host_srv_count=255)=>
(attack_type=smurf.[17832])
(src_bytes=1032)&(dst_host_same_srv_rate=1)&(dst_host_srv_diff_host_rate=0)=>
(attack_type=smurf.[17832])
(src_bytes=1032)&(count=511)=>
(attack_type=smurf.[15947])
(service=ecr_i)&(count=511)=>
(attack_type=smurf.[15947])
(srv_count=511)=>
(attack_type=smurf.[15941])
(count=511)&(dst_host_same_srv_rate=1)=>
(attack_type=smurf.[15883])
(count=511)&(dst_host_srv_count=255)=>
(attack_type=smurf.[15883])

(continued)
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Rules Generated with different attributes selection using machine learning classi-
fiers (Table 6).

The researcher generated rules using selected applied all the attributes to generate
rules for testing purpose.

For many machine learning techniques, it is often necessary to maintain a compact
form of the data. In each dataset, there is data that can not be ignored, without altering
the basic properties and, what is more important, the coherence of the system. In this
experiment, just selected attributes of datasets were used for the rules generation using
RFC-RST. Created dataset rules are used for another dataset and generated the noti-
fication for admin. Rules made by rough set theory for NIDS dataset. Before applying
random forest classifier size of rules was increased, and additional rules are generated
by a system which was decreased the speed of network intrusion detection system.

Table 6. Feature selection and Rules

Feature selection and
rules
Feature selection Rules

11 86266
12 58585
13 75078
14 119924
15 140724
16 145733

Table 5. (continued)

Rough set theory Rules

(dst_host_srv_diff_host_rate=0.01)=>
(attack_type=normal.[7022])
(service=http)&(hot=0)&(count=1)&(dst_host_same_srv_rate=1)=>
(attack_type=normal.[6947])
(service=http)&(dst_host_srv_diff_host_rate=0.02)=>
(attack_type=normal.[6407])
(dst_host_srv_count=255)&(dst_host_srv_diff_host_rate=0.02)=>
(attack_type=normal.[6192])
(service=http)&(hot=0)&(count=1)&(dst_host_srv_count=255)=>
(attack_type=normal.[5978])
(service=private)&(src_bytes=0)&(dst_host_srv_count=11)=>
(attack_type=neptune.[1309])
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8 Conclusion

In this research work, it was concluded that the performance of the hybrid model was
significantly improved in the cluster accuracy by using the RFC-RST Model to
improve the Network Intrusion Detection System (NIDS), showing that pre-processing
in NiDS was important. In comparison to existing methods, the assessed model sig-
nificantly improves attack efficiency and increases detection speed as a rule reduced by
using the RFC-RST model. In our model, 54499 rules generated were without a ran-
dom forest classifier 122498 rules created. So rules are decreased, which was increased
the speed of intrusion detection. Hence conclude that the hybrid model of classifier
proves to be an efficient classifier for attacks. Before the researcher suggested a model,
and after applying the suggested model on the same dataset using cross-validation
machine learning techniques, the accuracy of the suggested model was increased
12.72%, model accuracy increased. Model accuracy was 0.87235550156 and after
model applied cross-validation model accuracy was 0.99992575654. Using hybrid
models like Random Forest Classifier and Rough Set theory with other dataset tech-
nique, which is a future work to be proposed to improve detection efficiency.

9 Future Scope

It is planned to overcome some of the limitations found in the proposed approaches
during the experiments. One of those limitations is the slowness found with the rough
set theory created in the system that automates the creation of automatic rules. The
work to be carried out in this area involve optimizing some rules used with the rough
set theory classifier. Moreover, different data mining techniques tried with rough set
theory and machine learning classifier. In future Base on this research, one can develop
the notification system, which is useful to prevent the attack.
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Abstract. With the development of cloud environment which is serving user
requests, storing data etc., energy consumption has become a big issue.
Increased energy data consumption of data centers emit a large amount of CO2

and also has made the IT industry to worry about when we think of green
computing. As more tasks are running in the datacenter, minimizing the energy
consumption becomes a challenge. Technologies like virtualization, migration,
and DVFS (Dynamic Voltage and Frequency Scaling) and workload consoli-
dation are the appreciating solutions and hence used in our work to reduce
energy consumption and power without affecting the progress rate of jobs.
Virtualization is a technology in which physical machines are partitioned into
multiple virtual machines (VMs). Techniques like Fuzzy logic and Linear
Regression are also used for the host discovery and allocation of VM identified
for migration. We have also compared our proposed mechanism with existing
systems in various dimensions. To understand this, a prior knowledge of cloud’s
energy consumption is required.

Keywords: Energy efficiency � Threshold � Resource allocation � CloudSim �
DVFS level � VM migration, energy cost � Deadline miss � Host energy �
Switch energy

1 Introduction

Throughout the history of computer science, Cloud Computing (CC) has gained
momentum as it is popularly presented and defined in [1] as “a model for enabling
ubiquitous, convenient, on-demand network access to a shared pool of configurable
computing resources (e.g., networks, servers, storage, applications, and services) that
can be rapidly provisioned and released with minimal management effort or service
provider interaction”. Now-a-days, computer systems have experienced a phase shift
from centralized, huge, shared mainframes to decentralized, portable their own com-
puter systems. Thus CC has emerged as an infrastructure that offers various services to
consumers by enabling them to transfer data storage and processing from their com-
puters on to remote servers instead of struggling with their limited resources having
connected to a single desktop. According to Gartner report [2], 2% of the overall US
power usage has been accounted for the energy consumption of data centers in the
United States. Another report on energy efficiency on American datacenter [3] says that
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the energy cost of power supply and maintenance of air-conditioned servers is esti-
mated to be 1.5 times the cost of purchasing server hardware, and is guessed to be even
more expensive in the near future. Large IT companies such as Microsoft [4] and Apple
[5] used solar-powered or biogas-powered systems for their data centers. There are two
roles in cloud computing environment: providers and users. To start with, a cloud user
makes a request for IaaS. Once he is authenticated, provider checks for the availability
of resources to fulfill his demand and looks forward for maximum resource utilization.
A suitable resource is allocated for the user who is always aimed at minimal cost to run
his application. The definition of a resource is that, it can be CPU, memory, storage,
bandwidth etc. Resource Allocation (RA) definition is vast in the context of cloud
computing and needs few assumptions as allocation of (i) a set of workloads for
resource demands (ii) energy efficient performance of the system (iii) a set of host
machines (iv) as set of virtual machines (VM) and so on. It should also keep track of
variations in resource demands, availability check of the resources against demand
fulfillment. At any point of time, users can purchase a set of resources from the
providers with the increased or decreased capacity, allowing their applications to scale
based on the demand using a pay-as-you-go model [6] based on the various forms of
well known services are available in cloud: Infrastructure as a service (IaaS), Platform
as a Service (PaaS) and Software as a Service (SaaS) [7].

Various metrics to evaluate energy efficiency are widely used (PUE, ERE) [8].
Virtualization of hardware provides two techniques that make cloud computing energy
efficient: server consolidation and live migration [9]. Understanding of sharing of
energy among the elements of datacenter towards energy utilization prediction requires
a system optimization cycle [10]. In this paper, we focus on suitable VM allocation on
an ideal host i.e. placement of VMs on a suitable host taking into account of its own
preference score parameter. Along with that we are also keeping track of host and
switch energy consumption and DVFS [11, 12] level value updation.

A simple architecture assumed for our work is presented in Fig. 1. One or more
Physical machines, also called host machines are connected to switches. In turn
switches are connected mutually to create a VM within each host machine in any
number, based on the user requirement and also on the host machine capacity.
Each VM can execute multiple tasks/jobs which can also communicate with other VMs
in the network. Thus resources can be used at its best and effectively. In tradition, cloud
data centers are buildings where multiple hosts and communication switches are co-
located in a networking environment. Actually, resource usages of physical machines
and individual VMs can be measured from the vantage point of hypervisor. There are
many types of switches like Rack-level and Ethernet switches and so on.

2 Related Work

Many authors have proposed various resource allocation algorithms [13] and have
addressed many issues from power-off or to low-power modes. Rigorous research is
going on in the direction of minimal power consumption in resource provisioning
schemes, by monitoring the power drawn either in a single machine or a cluster of
machines based on predefined threshold or fixed value [14, 15]. There has also been a
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tremendous work in progress, of introducing techniques to distribute demands of the
user and tracking the resources so that workloads are uniformly distributed over a
cluster of servers in terms of power managements [16].

In case of migration process, VMs move between hosts in order to reduce energy.
In [17, 18], an ongoing migration of jobs without any disturbances in the current state
of works between datacenters has been observed. Most of the research wok aims in
bringing down the number of host nodes with the help of migration techniques that
consolidates the jobs arrived either statically, semi-statically [19] or dynamically.

The work proposed by the authors in [20] presents VM consolidation which is split
into phases of spotting the highly loaded and less-loaded physical machines and
choosing all the VMs running under them for migration onto normal hosts. Various
policies like maximum correlation, minimum migrations etc. are also proposed to
achieve these.

Linear Regression based model is proposed to observe the highly loaded and less-
loaded host’s CPU utilization in [21]. It was also proven in [22] as a fixed threshold
value and can be used to detect those hosts whose total CPU utilization crosses this
value and can be considered as overloaded. But fixed single value will not match with
the varying demands or dynamic workloads. Therefore in our work, we have proposed
threshold values to determine the percentage of deviation of CPU utilization, wherein
these values are dependent on the past history of the resource usages.

Authors of the work in [23] have done an analysis of resource scheduling and
allocation, in which efficiency is improved by the workflow scheduling which sup-
ported maximized profits without isolating quality of service. To predict the future
workloads status, the system Kalman filter is applied in a paper [24] that discusses
about power management in virtualized environment. Some of the VM allocation and
VM placement works carried out in [29] proved that the algorithms proposed in their
paper saved energy consumed.

Fig. 1. Sample architecture of the proposed system
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3 Proposed Work

Following are the steps carried out in our proposed work

• Estimation of the Host energy and Switch energy consumption
• Identification of suitable host for VM allocation
• Setting up of threshold values
• VM consolidation and DVFS level updation.

3.1 Host Energy and Switch Energy Estimation

Energy is the total amount of activity carried out over a period of time. In our work,
Energy estimation of a host is done based on the parameters such as host memory
utilization, host network bandwidth utilization, host CPU utilization, VM utilization
and total power consumption at the host. Switch energy is based on the incoming and
outgoing packets exchanged which corresponds to the network bandwidth utilization.
A dry run is made in both the cases to collect all the corresponding dependent values
and later those values are placed in a training dataset. A Linear regression model using
QR decomposition is built to estimate the energy of the hosts and the switches using
these values.

3.2 Identification of Suitable Host

For new VM to be allocated when a task arrives with its requirements, a most preferred
host must be identified. This is done based on a parameter called preference_score
using Fuzzy logic theory. It uses host energy consumption (ec), communication cost
(cc) on switches in the path attached to host, and DVFS (dl) level of host operation as
input variables to get a preference score as the single output variable by applying fuzzy
rules. Later, the preference score of all the hosts in the list are sorted in descending
order to get a suitable host with highest value for VM allocation.

3.3 Threshold Finding

To get to know the impact of energy consumption in the overall data center at each time
of sampling duration, it is required to know the total energy consumed by both switches
and number of VMs running in each host. Thus obtained total energy consumption is
tested against standard values of Down-threshold (DT) and Up- threshold (UT) that are
set in the beginning from the past history. Suppose, if the tested value is found to be
greater than or lower than the standard values, new values are determined using
Cognitive Intelligence theory.

3.4 VM Consolidation

A filter is applied on all the hosts whose total energy consumption calculated is beyond
UT (indication of over provisioning of resources) or below DT (indication of under
provisioning of resources). Later, VMs running within them are marked for migration.
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In our work, VMs are moved from current hosts to other hosts based on their pref-
erence_score value. Having VM migration facility enables the cloud service provider to
go for the on-demand varied allocations, so that energy consumption can be reduced,
which in turn helps to achieve VM consolidation. In fact, due to these migrations, the
load on destination host is increased and to compensate for the same, the DVFS level is
varied depending on the load. In this way, we can avoid performance degradation due
to context-switch of switch-off mode to switch-on mode of the host machines.

4 Methodologies Used

We have used Fuzzy Logic method for both allocation and migration of VMs in which
a preference score is calculated for all the hosts in the list and Linear Regression
(LR) [25] method for predicting switch energy and host machine energy in our work.
LR method in our paper functions based on the past details of energy consumed to
predict the expected results. The function used approximates a linear relationship
between the observed and expected values. The number of observations considered is
approximately ten in our input training dataset of our simulation. Initially, regression
coefficient variables are set to a random value. We can represent each of yi at its
estimated value ŷi and its error in terms of the regression function as

yi ¼ xiaþ di ð1Þ

We can also write,

y ¼ ŷi þ d̂i ð2Þ

We have defined certain variables called Total Sum of Squares (TS), Calculated Sum
of Squares (CS), and Residual Sum of Squares (RS) as

TS ¼
Xn

i¼0

ðyi � �yiÞ2 ð3Þ

CS ¼
Xn

i¼0

ðŷi � �yÞ2 ð4Þ

RS ¼
Xn

i¼0

d̂2i ð5Þ

Finally, R-Squared Regression [25] helped us to compare the observations of real and
expected values in terms of

R2 ¼ 1� RS
TS

ð6Þ
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Fuzzy logic was hosted by Prof. L.A Zadel, from California University at Berkley in
1965 [26]. This method is somewhat similar to human psychology for making deci-
sions faster. It is a superset of Boolean logic that handles the concept of true and false,
but more than it this logic routes us in a simple way to come to certain conclusions
based on ambiguous, imprecise information. In our fuzzy preference_score calculation
system, following are the input variables used: EC (Energy Consumption), CC
(Communication Cost), DL (DVFS Level) and output variable is PS (Prefer-
ence_Score). Linguistic partitions with uniformly distributed piecewise linear mem-
bership functions are as shown in Fig. 2. To represent the preference core high to
allocate the VM, Centre of Gravity (COG) defuzzification [27] method is used.

Fig. 2. Uniformly distributed functions for input and output variables
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DVFS [28] is technique that allows host CPUs to change their power states by
scaling their voltage level according to user’s requirement especially when it is low.
Basically it is a technique that adjusts both frequency and voltage levels when there is
overloaded or under loaded host’s scenario. Our work uses the technique of setting up
of lower and upper thresholds dynamically, based on which the decision to increase or
decrease the DVFS level during migration is done through various forms of
computations.

5 Evaluation with Assessment

5.1 Algorithmic Approach

The allocation of VMs as resources to the physical hosts by identifying the ideal nodes
and the resource optimization in the datacenter is implemented as shown in the
pseudocode of the Algorithms 1 and 2.

Algorithm1: Host node Discovery based on Fuzzy Logic

1. Input; Requests for VMs Ur
2. Output: Hout
3. Begin 
4. for each host in Hostlist, do

a. Collect current EC,CC,DL values
b. Calculate  the expected preference score by applying COG method
c. Host_Preference_Score: ,CC )LDFIS(EC,SP ( )host ←i

end for
5. Select the highest preference score host

)MAX(PSH hostout ←
6. Continue from step 2 for next VM allocation based on resource requirement

end

The steps involved in the algorithms are given below

• Initialize all the physical hosts (servers), VMs, cloudlets and switches.
• Allocate the VM to the physical machine that executes this VM.
• Find out all the highly-loaded and less-loaded hosts whose CPU usage is less than

DT and greater than UT respectively and the VMs that could be migrated from these
hosts.

• In each step of finding the host for the VM, find that physical host (server) which
would offer to minimize the power consumption by the data centre if the VM is
migrated to the host under consideration along with the preference_ score.
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Algorithm2: Threshold-based VM allocation

1. Input; hostlist and their pref_score, vmlist
2. Output: vm allocation
3. Begin  
4. Hostlist.sortDecreasingPrefScore()

∑
=

+
←

hostlist

0 k

i )
2

ce cc(ectotal

where eci denotes energy consumption and cci denotes communication cost at 
the switch.

5. for each vm in vmlist, do
newhost   ← NULL
dvfslevel ←min
end for

6. for each host in hostlist do
Search if host has an existing VM whose configuration is same as that of source 
vm for placement. If so, allocate vm to that host.
else 
Create a new vm within the destination host whose preference score is high

7. end for
8. Calculate ectotal of that host
9. if ectotal<UT or >DT then

newhost ← host
dvfslevel ← ectotal
end if

10. if host ≠ NULL then   
Thresholdbased.add(vm,host) 
i.e. migrate the vm from the source host to this destination host
end if
end

5.2 Simulation Setup

Table 1 summarizes the different configuration of input setup fetched through a
training file. CloudSim [29] is initialized with this configuration and simulation is
started. The proposed model with multi-decision based allocation is initialized with
various configurations of hosts, VMs, switches and cloudlets as shown in Table 1.
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5.3 Results Analysis

Table 2 presents the statistics gathered with respect to various metrics using different
configuration files.

Figure 5 depicts a graphical representation of the various metrics computed with a
comparative analysis and it is proven from all the results obtained that our proposed
system outperforms with that of existing approach.

Table 1. Data input setup

Data inputs No. of hosts No. of VMs No. of cloudlets No. of switches

1 3 6 15 2
2 5 6 30 2
3 6 8 45 3
4 6 8 61 3

Table 2. Sample runs details

Performance
metrics

Run1 Run2 Run3
Proposed Existing Proposed Existing Proposed Existing

Response time
(in ms)

619 2192 1170 4470 2055 6715

Number of
deadline missed

6 14 20 29 35 44

Ratio of missed
deadline

0.4 0.933 0.66 0.96 0.777 0.977

Resource
utilization

18.31% 5.13% 12.92% 3.35% 8.27% 2.51%

Host-energy
consumption (in
kW)

19 35 41 70 56 106

Switch-energy
consumption (in
kW)

4 9 9 18 13 27
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6 Conclusion

In this paper, an energy efficient Resource allocation is done in which selection of hosts
for VM allocations was the primary goal during migration. With this, resource usage
was improved by allocating the cloudlets to only a fewer nodes and avoidance of high-
loaded and less-loaded situations based on dynamic threshold values is achieved.
Suppose, if the workload of the application at the host increases or decreases after VM
migrations at the hosts, dvfs level is also varied dynamically to reduce the CPU load.

In our work, we have considered only host machine and the switches as the energy
sources and their total energy consumption is used for the computations. However,
other equipments in the real data center like cooling infrastructure, network interface
cards and etc. also contributes towards energy consumption. This factor is to be

a) Deadline miss ratio b) Host Energy Consumption

c) Response Time                                                       d) Resource Utilization

Fig. 5. Graphical analysis of the computed metrics
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considered for the future work. We have used simulation with limited infrastructure for
the work. In future, we would get better results by incorporating machine learning and
artificial intelligence techniques in a real time environment for the prediction of arrival
of jobs and suitable resources can be allocated in an efficient way.
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Abstract. Mobile Wireless Sensor Networks (MWSNs) are a definitive area for
applications such as basic security activities, military reconnaissance and
observing forest fire. In MWSNs appropriate selection of cluster head (CH) is to
enhance the network lifetime. On taking the security of network into account is a
challenging task. Trustworthy data collection is a major topic that interests much
research work. Trust plays an important role in military and other applications.
Many algorithms do not take security into account while selecting CH for
MWSNs. Existing security-aware protocols use the cryptographic method,
which are not enough to overcome serious issues. The cryptographic technique
causes complexity in the network, a large amount of overhead and poor con-
nectivity. Therefore, this paper proposes a trust-aware approach for MWSNs
using type-2 fuzzy logic (T2FL). Trust value is considered as a major parameter
that affects the performance of nodes. In this approach, to elect secure CH, trust
value, remaining battery power, concentration, distance to base station and
moving speed is used. Experimental analysis shows that this approach can
successfully eliminate the malicious node in MWSN.

Keywords: WSN � Clustering algorithm � Cluster head � Type-1 fuzzy logic �
Type-2 fuzzy logic � Mobility � Sensor network

1 Introduction

Wireless Sensor Networks (WSNs) is a network of many tiny sensor nodes
(SNs) which can communicate among them. These networks are distributed in huge
number to sense, observe and monitor the environment. Generally, WSNs is comprised
of stationary, mobile, or a mixture of both that can transmit information with each other
accurately. Mobile wireless sensor networks (MWSNs) is a network where all or few of
SNs have the ability of movement around the deployed region [1]. MWSN has a large
number of applications such as monitoring surrounding, monitoring commercial
products, oil survey, patient observing, observing weather, earthquakes, volcanic
activities and battlefield [2]. The SNs are constrained in computation, storage, and
energy supply. To overcome the energy problem in WSNs clustering approach is used.
In clustering, SNs are grouped into the cluster having one head called a cluster head
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(CH). The CH gathers the information from its member and then forwards the
aggregated data to the base station (BS). However, due to the movement and frequent
topology variation in the network the election of safe CH in MWSNs is a difficult few
of the alternative task. SNs are unsafe to attacks because of the wireless environment.
For secured sensor network, the trust value of each SN is calculated. Existing security
techniques based on encryption authentication technology are not suitable for MWSNs
due to the limited power and limited memory of SNs. Trust and security are two
different approaches as security is complex having a large amount of overhead and
protect the network from the external attacks only causing serious effect on the safety
of the entire network. In this paper, a trust-aware approach using type-2 fuzzy logic
(T2FL) to elect the secure and energy efficient CH in MWSNs is discussed. This
approach not only overcome the energy dissipation problem but also eliminates
malicious SNs. In this method, indirect trust is computed by the recommendation
collected from neighbor SNs. On the basis of trust value, this approach reduces packet
drop by detecting malicious SNs. Hence, this approach can protect MWSNs from
serious attacks. Many CH election protocols have been developed for MWSNs [3–8].
Most of them work on energy saving CH election only. Safety aspects of CH SNs are
not taken when developing CH election protocols. To overcome this problem fuzzy
logic (FL) is used. Further T2FL is employed due to the ability to handle uncertainty
level accurately than type-1 fuzzy logic (T1FL).

Our paper has the following contribution:

I. Selecting trustworthy CHs in the cluster by eliminating malicious SN and
rejecting them for CH election using T2FL.

II. Maximizing lifespan of the network by electing energy efficient CH.
III. On the basis of trust value, remaining battery power, concentration, distance to

BS and moving speed secure CH is elected using T2FL.

The remainder of the paper is structured as follows: Related work of security
mechanisms in MWSNs is presented in Sect. 2. Section 3 describes the energy model.
In Sect. 4 mobility model is discussed. In Sect. 5 the proposed method is describe.
Section 6 describes the simulation analysis and Sect. 7 presents the conclusion and
future scope.

2 Related Works

Many types of research are done on WSNs trust model. Kumar et al. [4] gave the
concept of LEACH-Mobile which is the variation of LEACH that supports SNs
mobility. In this approach, when the SNs moves clusters are formed each time, that
leads to large amount overhead also, security is not taken into account. Wang et al. [9]
proposed LEACH-TM, in which CHs are elected using trust value. This mechanism
enhances the security of the network; reduce the packet loss by detecting the malicious
node. In secure and energy efficient algorithm, the appropriate trust model is set to find
the malicious nodes [10]. In this model, the direct trust calculation and indirect trust
calculation is performed by the neighbor monitoring mechanism and are combined to
create a trust- aware model to find the malicious node. Chen et al. [11] developed a
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trust-aware and low energy consumption security topology (TLES) for WSN. In this
approach, the trust value, the remaining power of the SNs and density of SNs are used
to select the secure CH. In S-SEECH [12], an energy-aware approach-based routing
protocol was proposed to provide energy efficiency and security in WSNs. Rehman
et al. proposed the concept of energy efficient secure trust based (EESTB) clustering
protocol for MWSN [13].

In this approach, trust-aware CH is elected by determining the weight of each SN
having low energy expenditure. In [14] various security issues and vulnerabilities
imposed by surrounding of WSNs are discussed. Alqhatani et al. [15] gave the concept
of an improved sociopsychological-based trust model for boosting security in WSNs.
In this paper, sociopsychological-based trust model is given in which FL is used to
relate the potential, benevolence, and integrity to have efficient and smooth trust values,
that in turn improve the WSN lifespan. Patel et al. [16] gave the concept of secure
routing protocols in WSN. In this paper, trustable and secure routing techniques and
multi data flow topologies approach to protect the network against the attacks and
minimize the energy utilization. In [17] survey of Countermeasures against jamming
attacks and security Vulnerabilities in WSN is given.

The literature reveals that the key aim of above-said techniques is to enhance the
lifetime and secure the network, by applying efficient clustering, and routing algo-
rithms. FL appears to be promising method to address some of such important decision
making aspects of WSNs. The network with stable nodes is not much efficient com-
parative to the network with the mobile nodes.

3 Energy Consumption Model

In this paper, the energy model [18] is applied to determine the power dissipation
between transmitting and receiving device. Energy cost for forwarding and receiving l-
bit at distance ‘d’ is given as:

ETXðl; dÞ ¼ lEelecþ lefsd2; if d\do
lEelec þ lempd4; if d� do

�
ð1Þ

ERX lð Þ ¼ lEelec ð2Þ

Where, Eelec is the energy consumed per bit to function the transmitting or receiving
module. efs is used for free space energy model and emp is used for multipath fading
energy model.

4 Mobility Model: Random Waypoint Model (RWP)

Mobility model describes the mobile sensor nodes (MSNs) position, direction, and
moving speed that vary over a particular time period. For this purpose, many kinds of
mobility models are employed and the election of perfect mobility model has a massive
effect on the implementation of the network [19]. Random waypoint model used in [20,
21] is employed here too.
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5 Proposed Model

This paper proposes a trust-aware protocol, that lets SNs to build the framework of the
entire network with respect to the direct and indirect trust value, remaining battery
power, distance to BS, concentration and moving speed.

5.1 Network Model

In the proposed model, MSNs are considered to be distributed equally to observe the
surrounding. Suppose ‘N’ MSNs are deployed in M*M region with the following
assumption:

1. Initially, all MSN have equal trust value.
2. Only one BS having infinite energy.
3. Trustworthy CH is elected on the basis of T2FL model using fuzzy if-then-else rule.
4. Received signal strength indicator (RSSI) is used to compute the distance between

the BS and SN.

5.2 Detail of Proposed Approach

The proposed approach is based on various factors. In order to find the malicious node,
each SN observes activities of the surrounding node. These activities are used to
describe the trust value. Trust value is of two types: direct trust and indirect trust
values. Direct trust value is the value that is based on SNs self-monitoring only.
Indirect trust value is the value that may rely on opinions provided by the neighbor
nodes. The trust calculation is performed in communication rounds. The CHs is elected
according to the calculation of trust value, remaining battery power, concentration,
distance to BS and moving speed. Trust value is calculated according to the threshold
value. If the normal SN’s trust value is below than a predefined threshold, then it is said
to be a malicious SN.

5.3 Calculationof Direct and Indirect Trust Value

If SN i and j are single hop neighbor then direct trust value of SN j is calculated by SN
i after every next communication round.

Sending Rate Factor (SFi,j(t)): Calculating SN observe the amount sending of the
calculated SN j. The SN can be called as a self-seeking SN when the calculated value is
below than the lower level threshold TL.If the value exceeds the upper-level threshold
TH the SN performs the attack as denial of service. Equation (3) evaluates the sending
rate factor.

SFi;jðtÞ ¼
SPi;jðtÞ�TL
ESi;jðtÞ�TL

SFi;jðtÞ�ESi; jðtÞ
TH�SPi;jðtÞ
TH�ESi;jðtÞ SFi;jðtÞ[ESi; jðtÞ

8<
: ð3Þ
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Where SPi;jðtÞ is sending quantity at period and ESi;jðtÞ means evaluated value of the
sending quantity. If the value of SPi;jðtÞ is nearer to ESi;jðtÞ, the value of SFi;jðtÞ is
nearer to 1, the nodes gets high trust value.

Packet Drop Rate Factor ( DFi;jðtÞ): In MWSNs due to rapid topology changes high
packet loss occurs. The packet drop exists during the transmission process, causing loss
of data. Equation (4) evaluates the packet drop rate factor.

DFi;j tð Þ ¼ RðtÞ=TðtÞ ð4Þ

Here, RðtÞ is the amount of packet received by all SNs in time . TðtÞ is the amount of
packet transmitted by all SNs in time . Also, it varies from 0 to 1.

Consistency Factor ( CFi;j tð Þ): In order to avoid malicious node’s fake packets due to
wireless nature, it is required to compare the information of SNs by itself with the
information observed by neighbor nodes. SN i observes the packet of calculated node j,
and then compares the information observed by itself with the information observed by
j. If the variation is within a specific range, the calculating SN i and calculated SN
j have the same recommendation about the observed surrounding. Equation (5) cal-
culates the consistency factor.

CFi;j tð Þ ¼ CPi;j tð Þ
CPi;j tð ÞþNCPi;j tð Þ ð5Þ

CPi;j tð Þ are SNs having the same packet and NCPi;j tð Þ are SNs having inconsistent
packet. CPi;j tð ÞþNCPi;j tð Þ is the number of all the packet that i received from its
surrounding nodes. Firstly, we calculate SN direct trust value and after that indirect
trust value via different SN m that connects both SNs i and j. Direct trust value is
computed as follows:

Tdi;j tð Þ ¼ 1� að Þ � SFi;j tð Þ � CFi;j tð Þ � DFi;j tð Þþ a � Tdi;j t� 1ð Þ ð6Þ

Where Tdi;j tð Þ is direct trust value varying from 0 to 1, a is a constant. If Tdi;j tð Þ is
0, it means that SN is a not behaving well and hence is malicious and 1 represent that
the SN is behaving well and is trustworthy. For next–hop selection indirect trust value
is used. Equation (7) calculates indirect trust value.

Tidi;j tð Þ ¼ ftðTdi;j tð Þ; Tdm;j tð ÞÞ ð7Þ

Here Tdm;j tð Þ is the direct trust value of evaluated SNj by m. ft [�] can be evaluated
according to the requirement of actual network.

5.4 Fuzzification Process

Mamdani’s fuzzy inference technique (FIT) is used in this paper for selection of safe
CHs in MWSNs because it is mostly used inference technique. Also, T2FL has the
ability to manage the uncertainty level more appropriately than T1FL since its
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membership functions themselves are fuzzy sets [22–24]. We have considered five
fuzzy input descriptors to select the safe CH. All of the descriptors have three MFs.
Low, average and high (abbreviated as L, A, and H) are linguistic variables of
remaining battery power. Near, far and very far (as N, F and VF) are the linguistic
variables of distance to BS. Low, medium, and high (as L, M, H) are the linguistic
variables of concentration. Slow, medium, and fast (as S, M, F) are the linguistic
variables of moving speed. Low, high, and very high (as L, H, VH) are linguistic
variables of trust value. The fuzzy set for I/P descriptors is illustrated in Fig. 4. Also,
Table 1 shows the MFs of all I/P descriptors. In this paper, Triangular MFs that has
high computation speed is employed.

Table 1. Membership functions of I/P fuzzy set

Remaining
battery power

Distance to
BS

Concentration Moving
speed

Trust
value

L N L S L
A F M M H
H VF H F VH

Table 2. Membership functions of O/P fuzzy set

Trust Factor
Rather Malicious, Medium Malicious, Malicious, Rather Suspicious, Medium Suspicious, 
Suspicious, Rather Trusty, Less Trusty, and Trusty

Table 3. Fuzzy rules and value of trust factor

Rules Remaining
battery power

Distance
to BS

Concentration Moving
speed

Trust
value

Trust
factor

1. L N L S L RM
2. L N L S H MM
3. L N L S VH RS
….
82. A N H S H MS
83. A N H S VH RT
….
163. H VF H F VH LT
164. H VF H F L MS
….
241. H VF H F L RM
242. H VF H F H MS
243. H VF H F VH LT
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5.5 Rule Base Description

In this paper, we used 35(243) rules in the FIT. The structure of the rules is if A, B, C,
D, and E then Z. Here A is remaining battery power, B is the distance to BS, C is
concentration, and D is moving speed, E is trust value and Z is trust factor.

A node having high remaining battery power, minimum distance to BS, high
concentration, slow-moving speed, and high trust value has the opportunity to be
elected as safe CH. The output trust factor consists of nine MFs rather malicious,
medium malicious, malicious, rather suspicious, medium suspicious, suspicious, rather
trusty, less trusty, and trusty (abbreviated as RM, MM, M, RS, MS, S, RT, LT, and T).
The fuzzy set for trust factor is shown in Fig. 1. Its MFs are depicted in Table 2. Value
of trust factor according to fuzzy rules is shown in Table 3.
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Fig. 1. Fuzzy set for I/P & O/P variables
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6 Simulation Analysis

In this section, experimental analysis of the proposed work is discussed. Network area
is 100 * 100 and SNs is 100, initially, the value of each trusted node is 1. And the
proposed work has been proved through simulation using Table 4 parameters on the
basis of T2FL. Randomly few malicious SNs are deployed. Malicious SNs have fea-
tures like some of them have bad behaviors, like packet drop, too large or too small
amount of transmitted packet, and transmitting false information. In this section,
detection accuracy of malicious SN is analyzed first by taking different level of
threshold after that we use improved threshold, obtained in the previous to examine the
variation of average sending ratio, the variation of average consistency ratio, and the
variation of average packet delivery ratio with respect to number of round, in order to
detect whether the proposed approach is able to eliminate the malicious SNs suc-
cessfully and also enhance the average sending ratio, the average consistency ratio, and
average packet delivery ratio of the sensor network.

In Fig. 2, x-axis is the number of communication round and y-axis is the percentage
of different threshold values in order to detect malicious SNs (CP) when first SN dies in
entire region. Various graphs are obtained by setting a different level of threshold Ro.
From Fig. 2 it is clear that all malicious SNs can be detected when threshold Ro is 0.3.
Hence, by setting the threshold level Ro as 0.3, the malicious SNs can easily be
detected under experimental environments. Initially, all SNs have the same trust value
and malicious SNs are not eliminated therefore, the average consistency ratio, the
sending ratio, and average packet delivery ratio of the entire network are 1. As mali-
cious SNs remain in the network having some abnormal behaviors, all the three trust
factors mentioned above will decline slowly. As number of rounds increases, the
malicious SN will be recognized and is eliminated slowly and these bad behaviors will
reduce approximately, so, in the next stage of the whole network, above mentioned
three trust factors will be increased with the increased communication round. To verify
the variation of three trust parameters, we have Figs. 3, 4 and 5. X-axis in Fig. 3 is
number of communication round and y axis stand for the average sending ratio. In the
first stage, the variation of the average sending ratio in the sensor network increases
with increasing communication round no matter how many malicious SNs are present
so at the first stage, the network suffers degradation. As the rate of malicious SNs
increases, the rate of failure goes faster in the down phase.
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In Fig. 4 x-axis is the number of round and y-axis is the average consistency ratio
and in Fig. 5 x-axis is the average packet delivery ratio and y-axis is communication
round. The variation in the consistency ratio and in average packet delivery ratio is
equal as that of variation in the average sending ratio. Initially, they undergo degra-
dation and then increase accordingly, irrespective of malicious SN quantity. They also
have the feature such as the rate of failure in the down phase goes faster when the
amount of malicious SNs is greater. On comparing the results of Figs. 3, 4 and 5 it is
clear that firstly value of trust factor decreases and then increases with increases in the
communication round. Sending factor’s change is slow, and in consistency factor and
packet loss factors changes are approximately larger because, in each round, one more
or one less packet is allowed by malicious SNs to send than normal node. Sending rate
variation of SN’s is not very large, so the variation of transmitting factor is slow.

Finally, we analyze the average energy dissipation ratio. It is the ratio between
initial and final level of residual energy of the network. In Fig. 6 a comparison of
energy consumption of the proposed approach with other schemes is shown. From the
figure, it is clear that the energy dissipation of the proposed approach is less than
LEACH-M, LEACH-TM, and EESTB. In Fig. 7 horizontal axis shows alive number of
SNs over number of communication round. This fig clearly illustrates that proposed
approach is better than other approaches since the reelection of CH cannot occur
rapidly and is trustworthy by using T2FL.
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7 Conclusion

The main issue in mobile sensor networks is the movement of SNs and security. This
paper illustrated trustworthy CH election protocol with minimum energy dissipation.
Trust factors were described by the SNs history and trust value is calculated on
combining direct and indirect trust values. The trust value evaluation is decisive and
allows only safe CH to be elected and avoid malicious SNs to become a CH. From the
simulation results it is clear that the developed approach is efficiently enhanced when
compared with LEACH-M, LEACH-TM, and EESTB on the basis of various factors
and energy consumption ratio. The aim of this approach is to elect secure CH with low
energy dissipation in order to reduce malicious SNs election as a CH.

It may include the evaluation with different mobility models in future also it can be
enhanced by taking efficiency, throughput, and end-to-end delay.
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Abstract. Seagrass plays an important role in maintaining the sea ecosystem.
Seagrass provide habitats for fish and invertebrates, provides food, purifies
water, stabilize sediment so its sustainability needs to be maintained. Due to
human activities like sewage input, dumping of solid waste on the shoreline and
anchoring of boats, the population of seagrass has been decreasing continuously
which has led to instability in the marine ecosystem. Maping and classifying the
seagrass from the remote place and from satellite image is very complex task.
Because seagrasses are live in the in depths of 3 to 9 ft (1 to 3 m) to at depths of
190 ft (58 m) in the oceans. Remote Sensing is a technique of mapping any
place, whithout being making physical contact with that place. So this research
uses Andaman & Nicobar’s remotely sensed high resolution satellite image,
which has taken from Google Earth. The proposed research paper uses machine
learning as a tool for mapping and classifying the Seagrass from Satellite image.
Generalized Regression Neural Network (GRNN) algorithm is a part of Artifi-
cial Neural Network which is used for classification of Satellite image. The
research uses RGB image features for the classification of the seagrass. The
training model is created by the extracting the RGB values of the Satellite
image. By applying this training model on Generalized Regression Neural
Network the system has classified the imaged. The system has classified the
image into two group, one is Seagrass and another is Non-Seagrass. This
classification shows 100% accuracy and 1.0 Kappa coefficient. So this research
shows the very good accuracy for the classifiaction of the seagrass from satellite
image.

Keywords: Seagrass � Google earth � Remote sensing � GRNN �
Neural network � Machine learning

1 Introduction

Seagrasses are unique as they are the only marine flowering plant which found inside
the sea. Sandy and muddy ecosystem is the sutable environment for proper growth and
development of seagrass habitats. The seagrass habitats consist of grassland vegetation
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which controls and maintain the coastal ecosystem. The seagrass land occupied area
helps to maintain and grow the high biodiversity. Such types of biodiversity species are
found in the temperate and tropical area. The seagrass biodiversity helps to maintain the
marine ecosystem. The seagrass has the properties that it produces oxygen in the water
which helps marine animals to survive, it is good nutrients and provides the nutrients, it
provides the sea water from high chemical radicals which are harmful to the sea
animals or organism. It gives a home to different marine animals and it reduces the
storms and waves in the sea water. There are many marine organisms which live in
seagrass habitats. There are many different types of seagrass organisms are either
extinct or under very critical situation or fighting for their survival because of human
intervention, unnecessary involvement in the coastal area, unnatural development and
pollution. Due to all these important points, features, and importance of seagrass, it is
very important to study the seagrass area and their condition. Such types of study and
awareness help to preserve seagrass and seagrass habitats animals which are very
important for the survival of human life. The seagrass monitoring and analysis helps to
detect and monitor the information related to the area of seagrass habitats, seagrass
biomass, and seagrass species. Remote sensing is a process which is widely used for
detecting and monitoring the information of an area. It is measured by the radiation that
is reflected and emitted at a distance from the target area. There are two types of
Remote sensing Active Remote Sensing and Passive Remote Sensing. In the proposed
research Active remote sensing is used. There are different platforms of remote sensing
like Ground Station, Air-borne, Space-borne. This study uses a Space-borne platform,
in which high-resolution Satellite image is used. Remote sensing methods have become
very useful and impactful to the traditional and normal physical method of the survey
which is a very difficult and time-consuming process and there was a chance of human-
related errors. The remote sensing techniques cover a large geographical area without
any human errors and human intervention. The remote sensing is used to collect the
information related to area covered by seagrass, its condition i.e. healthy, poor or under
damage condition because the remote sensing has good light penetration and its very
easy to access the field data with help of remote sensing. The satellite image is obtained
from Google Earth. Google Earth provides real-time image which is one or two days
old and accuracy is very high. İt provides all the data at free of cost. The proposed
research uses the Generalized Regression Neural Network algorithm which is a part of
the Neural Network. The artificial neural network is a part of machine learning and
application of Artificial Intelligence that provides a way by which system can learn and
program itself based on the training and its past experience. Neural Network works the
same as the neurons network inside the human brain. İt creates an Artificial Neural
Network (ANN) that via an algorithm allows the computer to learn by incorporating
new data. There are different application of ANN like pattern recognition, classifica-
tion, regression, approximation, prediction, and forecasting, etc. GRNN is a type of
Neural Network, it is a one-pass learning algorithm which is a type of Feed-Forward
Neural Network. So in the proposed research, using Remote Sensing method high-
resolution satellite RGB image is obtained of Andaman & Nicobar Island. Based on
this image training file is created which is applied to the GRNN algorithm and this
algorithm is successfully classified seagrass and non-seagrass element in the image
with the very good accuracy.

312 A. Upadhyay et al.



2 Literature Review

Seagrasses are very important for maintaining marine ecosystem but Seagrass species
are continuously reducing. Different researcher has used different technique to under-
stand and map the seagrass ecosystem some are mentioned below.

Pu et al. [9] used the landsat-5 Thematic mapper satellite image dataset for clas-
sification and study of sea grass habitat in Florida region. Here, they had used maxi-
mum likelihood classifiers for classification sea grass habitat, there were two sea grass
matrics measurements used i.e. %SAV and LAI. The authors proposed from their
finding that water depth correction method was effective for classification of sea grass.
Lyons et al. [10] used Quickbird-2 satellite image from the 2004 and 2007 time
duration. They had used acoustic filed survey data for mapping. They had used this
data to map percentage of sea grass cover, composition of sea grass species and the
change detection of sea grass area coverage. Here, linear and ratio algorithm method
was used by author for mapping of survey data over satellite data and it is used for
validation too after post classification. Uhrin and Townsend [13] suggested that
mapping of sea grass is very challenging task. As per author the interpretation of high-
resolution aerial imagery is common method for analysis and mapping of sea grass
habitat but there is polygon which consists of un-vegetated gap. Here, linear spectral
un-mixing classifiers are used to overcome above problems. The thresholding method
was used for mapping of sea grass i.e. pixels belongs to 100% sea grass. The kappa
Coefficient and ROC methods were used to perform classifiers accuracy assessments.
As per Hossain et al. [11] 195 research article study revealed that due continuous
advancement in the area of remote sensing helps the researchers and scientist to study
the different aspect related to sea grass i.e. area covered, biomass, sea grass health or
species. There are many methods evolved and used with the help of optical and
acoustic remote sensing for mapping and classification of sea grass. As per authors
most of the researchers used combination of various technology, datasets and method
for evaluation of sea grass and sea grass habitat but there is no single approach or the
technology is suitable or capable for mapping or measuring sea grass parameters [1]. In
this study the researcher has found that to manage the water resources we need the
exact and up-to-date maps of seagrasses but it is very challenging because in the coastal
area the water is dirty and not clearly visible. İn this study southern Thailand was
chosen as a study area. The worldview-2 satellite image is taken for doing the study
which additionally takes field data of southern Thailand. The research demonstrates the
capacity of worldview-2 satellite image for seagrass species mapping, biomass, and
percentage cover in southern Thailand. To record the field sample data global navi-
gation satellite system (GNSS) was used which has high accuracy and reduces the
uncertainties in matching locations of satellite image and field data. Their result shows
very good accuracy (90.67%). Seagrass species type mapping was successfully
achieved despite discrimination confusion among Halophila ovalis, Thalassia hem-
prichii, and Enhalus acoroides species. The result shows good accuracy as well as
ground biomass of seagrass species [2]. This research is done to understand, monitor
and model the different attributes of seagrasses like population of seagrass, biodiver-
sity, and decrease in seagrass species. The work was carried out on the Eastern Banks

High Resolution Satellite Image Based Seagrass Detection 313



in Moreton Bay, Australia. This area is having wide range of seagrass species because
of shallow and coastal water. The image data is taken from two satellites Quickbird-2
and Landsat-5. CASI-2 sensor is used to acquire airborne hyper-spectral image data
which is having pixel size of 4.0 m. İn this study area the depth of water is more
therefore the study is done at a depth of more than 3.0 m. The result shows more than
80% of accuracy for some of the image data so good accuracy is not possible for all
image data types. This study requires future work because of matching of location was
not possible by using satellite data and field dataset [3]. This study is done in Man-
dapam group of island at Gulf of Mannar to study the richness of seagrass species. The
study uses IRS 1D LISS III and IRS P6 LISS III image data to monitor the presence of
seagrasses by Visual interpretation and digital analysis. The study shows the extensive
presence of seagrasses in this study area [4]. This research is done as a National Estuary
Program at Barnegat Bay to map the coverage of submerged aquatic vegetation known
as seagrass. They used multi-scale image and classified the image to examine the utility
of image by using eCognition software. They performed the study of mapping seagrass
across 36,000 ha of study area. By using multi-scale image the classification was
successfully performed and features were extracted to model the spatial structure of
seagrasses. The result shows the 68%, 83%, and 71% of accuracy for four category
map, presence/absence map and independent reference data respectively [5]. The study
is performed in the Japanese coastal regions to map the seagrasses species coverage.
The researcher has used both satellite and scanned sonar images for mapping the
seagrass beds. The researcher has acquired ground truth data of sea and analyzed it with
satellite images. The researcher used scan sonar method and collected accurate ground
truth data of sea and obtained precise information of seagrass diversity. This method of
mapping is suitable for several areas.

3 Study Area and Data Characteristic

3.1 Andaman and Nicobar Island

İn India ca 63,630 km2 of area is covered with coastal wetlands which mostly consist
of lagoons, bays, estuaries, lakes, salt pans and brackish waters. The Indian costal of
39 km2 area is covered by Seagrasses. India has 5 places where Seagrasses are found.
The research area which is selected for study is Andaman & Nicobar Island because a
total of 231 seagrass sites were observed during the study, in which a total of eight
species were found [7]. The South Andaman region is observed as the highest species
diversity place [7]. Species like Thalassiahemprichii, Halophilabeccarii, Halodule, and
Cymodocearotundata are found during the study of Andaman & Nicobar Marine
diversity [6]. In India, The major seagrass habitats found along the Gulf of Mannar and
Palk Bay in the lagoons of islands from Lakshadweep in the Arabian Sea to Anadaman
and Nicobar in the Bay of Bengal [6]. The seagrass comprises 14 species and is namely
known as Cymodocea rotundata, Cymodocea serrulata, Halodule uninervis, Halodule
pinifolia, Thalassia hemprichii, Halophila beccarii, Halophila ovate and Halophila
ovalis. Seagrass distribution exits from İntertidal zone to the maximum 15 m depth.
Most of the seagrass beds occurs in the depth of 2 to 2.5 m. Majority of seagrass exists
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in the sandy or muddy places in the coastal area of open marine. The study area is
consisting of South Andaman, Baratang Middle Andaman, North Andaman, Havelock,
Neil, Car Nicobar, Kamorta, Nancowry, Katcha [6, 8].

3.2 Google Earth Image

Google Earth provides an open source, easy to access and cost free image data. Google
Earth allow user to add their own content i.e. photos, descriptions, landmarks inside the
map. It provide different types of visualization of the image like streetview, 3D, and
satellite view etc. It shows the data in different co-ordinate system like WGS84,
WGS96 etc. The accuracy and resolution of Google Earth data is very high (Fig. 1).

4 Methodology

The algorithm is developed in Python 3.6.4. For the classification sklearn, scikit,
neupy, numpy, and matplotlib packages is used. The following flow chart represent the
steps involved in the seagrass satellite image classification (Fig. 2).

4.1 Feature Extraction

The RGB image is obtained from google earth which consist of many features which
are stored in the form of RGB value. RGB stands for R (Red), G (Green), B (Blue). So
the first step is to extract the RGB value of Seagrass area and Non-seagrass area from
the image and store in the file. After extracting the RGB Value of both the Seagrass and
Non-seagrass and give them different label. Based on this training file GRNN will train
the system.

4.2 Generalized Regression Neural Network Design

Python software is having different packages for the implementation of neural network
algorithms. The neupy package contains the algorithms class which have GRNN and
train function by using this system will train.. The Data is preprocessed to make the
data in correct format as per the requirement of training file. The train function uses two
parameter to train the model so first parameter is pixel RGB value and second one is
label which is given to seagrass and non-seagrass pixel values. For testing the system

Fig. 1. Google Earth Satellite Image
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predict function is used which takes one parameter that is labeling of seagrass and non-
seagrass. When the system will get the more pixel value it will the model more
accurately. Therefore the accuracy of the system will get improved.

4.3 Classification

Based on the training model the system will perform the classifiaction of the image in
two group seagrass and non-seagrass. The system will show the seagrass portion in the
form of green colour and remaining portion will be same. Based on this classification
confusion matrix, accuracy and Kappa coefficient is obtained.

5 Result

The Generalized Regression Neural Network trained with the sample data. After
training, testing is performed using testing dataset. After training accuracy and Kappa
value is obtained by confusion matrix and classification report is generated (Table 1).

Fig. 2. Flow chart of classification

Table 1. Confusion matrix of trained GRNN

Class Seagrass Non-seagrass Total User’s accuracy

Sea grass 247 0 247 100
Non-sea grass 0 281 281 100
total 247 281 528
Producer’s acurracy 100 100
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Accuracy ¼ 528=528ð Þ � 100 ¼ 100%

K ¼ N
Pr

i¼1 xii�
Pr

i¼1ðXiþ � Xþ iÞ
N2�Pr

i¼1ðXiþ � Xþ iÞ

K ¼ 1:0 Very Goodð Þ

Above is the Confusion matrix and Kappa coefficient (K) for the datset which is
tested by Generalized Regression neural Network. It shows very good accuracy of
classification (Table 2, Figs. 3 and 4).

Table 2. Classification Report

Class Precision Recall F1-score Support

Sea grass 1.00 1.00 1.00 247
Non-sea grass area 1.00 1.00 1.00 281
Micro avg 1.00 1.00 1.00 528
Macro avg 1.00 1.00 1.00 528
Weighted avg 1.00 1.00 1.00 528

Fig. 3. Image before the classifiaction
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6 Conclusion

In this research paper Generalized Regression Neural Network algorithm is used for
seagrass classification from the Google Earth satellite image and studying the classi-
fication result. The seagrass is successfully classified from the high resolution satellite
image. To check the result Confusion matrix and Kappa coefficient calculated for the
above trained model gives 100% of accuracy and 1.0 Kappa Coefficient value. So it is
concluded that Generalized Regression Neural Network algorithm gives very good
accuracy for classification.

7 Future Enhancement

The above study is done using Generalized Regression Neural Network for the clas-
sification of seagrass. For the future study, other Neural Network algorithms like
Probabilistic Neural Network (PNN), Artificial Neural network (ANN) etc. can be used
for classification of the seagrass and for their comparative study.

Fig. 4. Image after the classifiaction
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Abstract. Agriculture involves various physical quantities that need to be
monitored and controlled. IoT have several capabilities which are suitable for
implementing Precise Agriculture. IoT architecture involves sensors, nodes and
computing which can be edge, fog and cloud computing. In IoT there has been a
need of communication between nodes, nodes and gateway and gateways to
cloud. Different protocols are used at different layers of IoT architecture for
communication. Those must be analysed for selecting appropriate protocol for
an application. As IoT uses low power devices resources must be utilized
properly. There has been a need of low bandwidth, low power communication
protocols both in application and network layers to support heavy traffic in
power constrained devices. In this paper detailed comparison is made between
application layer protocols used in IoT namely MQTT and HTTP for their
suitability in IoT applications. To control bandwidth not only energy efficient
protocol and also pre-processing of data is required.

Keywords: IOT � Edge computing � Fog computing � Cloud computing �
HTTP � MQTT

1 Introduction

Real world quantities like temperature are existent everywhere. It is not possible to
measure a quantity at one place and approximate it to all places. There is definite need
of large number of sensing devices to represent the quantities for each and every
bounded location. To satisfy this purpose things are created. Things are uniquely
identifiable embedded computing devices which can sense, process real world quan-
tities and communicate with other things. By bringing these things into the existing
internet network will bring us a technology named as Internet of Things (IoT). To
communicate with things and things to cloud, vice versa we use various protocols.
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The communication can be done through wired or wireless. In wireless commu-
nication there are many communication technologies which are useful for specific
applications. Mainly IoT architecture deals with three layers in which the first layer
collects data from different devices like sensors and the second layer is responsible for
transferring of data and the third layer is used for storing collected data. Data pro-
cessing can be done at different layers depending on the application.

Edge computing and fog computing are emerging fields in internet of things. Both
are similar in which computation is carried on the user’s data before transferring to the
storage. The difference lies in the level of intelligence applied on the IoT data and place
at which computation is carried on data. Similar feature in both technologies is instead
of transferring raw data to the cloud some of the processing will be carried close to the
user. This processing operation depends on the requirement of the application. It varies
from application to application. Data aggregation is low level intelligence applied on
the IoT data which reduces bandwidth of network. Machine learning algorithms can
also be applied in the devices close to the user so that user gets the results fast instead
of waiting for response from cloud. These are useful to utilize the resources of IoT.

2 Background

[1] Among them MQTT and HTTP are application layer protocols. Wi-fi, Bluetooth,
ZigBee etc. are Network layer protocols. Nodes are devices which are connected to
sensors which form the basis of things in IoT. These nodes will communicate with each
other and to gateway nodes. Computing can be edge, fog or cloud computing
depending on the layer which it is done. Edge and Fog nodes are used to process the
data before transmitting to the cloud for reducing burden on cloud. Fog computing can
be done at the gateway nodes which receives data from different edge nodes. Archi-
tecture using distributed computing along with different communication protocols was
proposed. [2] The comparison was made between wired and wireless technology in
IoT. As part of wireless technology RFID system was used and remote monitoring of
data was proposed. [3] Digital agriculture focused on production, transportation and
security of products. [4] Presented research on various technologies used in internet of
things for data collection, communication, and data fusion. Carried detailed discussion
on wired and wireless communication so that one choose technology as per require-
ment. [5] Three layers of architecture were discussed. Used different sensors in per-
ception layer to get data and also wireless sensor technology for data transmission from
sensors. Data from base station are transferred by using GPRS. [6] Smart Agriculture
was providing a better way for selecting sensors and using wireless sensor technology
for communication. Integration of cloud computing with IoT provided better way for
handling many problems related to storage and availability of data and there by reduced
the cost for resources. [7] Comparison of different protocols and elements were made
and produced results on emerging technologies and applications. [8] Used different
types of sensors like temperature and humidity sensor for air, soil moisture, light
sensor, soil temperature etc. to collect information once every 10 min. The processing
of collected data was done in order to take appropriate action with the environmental
factors. Communication was carried out through SMS with the administrator. [9] From
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the advent of this idea it created a lot of interesting applications in various areas.
Precision Agriculture is one among them. It is a farm management concept based on
measuring, and responding to various parameters of the soil and crop. The main idea
was to develop a decision support system for farm management with the aim of
reducing returns on inputs by preserving resources. Using cloud based architecture in
Precision Agriculture provided communication between front-end and back-end nodes.
Raspberry pi 2 was used as a node in the front-end layer which forwards data to the
cloud storage and also connected to actuators for sending back data from cloud. [10]
Not only in analysing the soil IoT is also applied for security of agricultural products
from insects. Identification of crops with threats by wireless sensor networks was
implemented. [11] Better analysis was made between M2M protocols. Analysis was
mainly focused on light weight protocols MQTT and CoAP which are implemented
using Thingspeak server. [12] MQTT protocol was implemented by using Eclipse
server. Wire shark was used to measure packets transferred between the client and
storage. Comparison between HTTP and MQTT for size of packets, latency, and power
consumption was made after connecting to AWS server. [13] By using various tech-
niques implementation of IoT cloud was analyzed. Various application which are using
IoT are compared. Discussed about the services provided by IoT cloud. [14] Data
repository for storing IoT data was discussed. Distributed storage along with parallel
processing was helpful for handling IoT data. Integration of RFID and sensor tech-
nologies was proposed. [15] Research was carried on architecture of internet of things
with using Bluetooth and 4G in the network layer. Bluetooth was used to send data
from nodes to mobile station from where using 4G data sent to database and server so
that action has been taken accordingly from the data acquired to control crop diseases.
[16] To control the agricultural production accordingly with the environmental changes
this methodology was implemented where wireless sensor technology was used. As
part of implementation Android application was developed to receive alerts. [17] Soil
Analyser was analysing contents of the soil by using different sensors in which the data
is helping for the growth of a plant. It was using Bluetooth technology for connection
of nodes. Data from microcontroller which is acting as a node are sent to the mobile
application thereby sent to the server by connecting to internet. [18] Implementation of
HTTP for communication was proposed. Arduino used as aggregator node for col-
lecting data from sensors and raspberry pi was a host device for sending data to
Thingspeak server. [19] An evaluation was made on transmission of data through UDP
and HTTP by Wi-Fi communication and Bluetooth. Different parameters like time,
power consumption, scalability, and infrastructure were calculated in three techniques
of transmission. [20] Implementation of fog node by using MQTT protocol was pro-
posed and checked the performance with traditional architecture. This architecture was
tested to deliver data from clients to fog node in time as computation at fog node
requires all client’s data. [21] For increasing the productivity of crops an IoT frame-
work was proposed which includes three layer architecture. Data from architecture sent
to cloud and control system so that required action has been taken for greenhouse when
required. [22] Agro-tech mainly focused on integration of internet of things with
agriculture to save water resources. Temperature, humidity, soil moisture, etc. sensors
were used in data perception and used this data to take action with the help of control
logic. So the sprinklers and pumps acts accordingly. [23] Different messaging protocols
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was compared for quality of service, reliability, message size, header size, methods,
transport protocol and security. [24] A Low Power IoT Network based on power and
cost analysis of different sensor nodes was proposed. [25] Implemented MQTT pro-
tocol and discussed three different QoS of MQTT protocol. [26] Implementation of
MQTT protocol was made by using ATMEGA 328 microcontroller which was con-
nected to gateway through Ethernet collects data from different sensors and GPRS
module was used for wireless connectivity. [27] Power consumption is main factor for
internet of things it proposed system based on LoRaWAN. This protocol was used for
transmission of data between nodes and cloud storage. Data was presented with web
application. [28] Compared different techniques of data aggregation. There were two
types of nodes in wireless sensor networks which are sink nodes and relay nodes. Data
from different sensors are passed to the sink node through relay nodes. The number of
nodes vary in different applications. Comparison between transmission of data with
aggregation and without data aggregation are also showed. And also tested with dif-
ferent number of nodes. Explained different types of aggregation functions which are
used according to the use. [29] Introduces edge computing in IoT. Also provided
architecture and comparison with cloud computing. IoT gateways are acting as a edge
devices which are performing edge computing. Shows different end devices which can
be used for computing and partitioned the computation of which some can be per-
formed at network edges. It also described the edge computing offerings by different
vendors. Also the advantages are discussed and challenges with this technology are
also identified which are useful for applications. [30] In this paper model was proposed
by using many computational nodes. Each computational node had the facility to
process the data. Different sensors are used to sense the data and then data was
computed at computed nodes which are connected to sensors. Computed nodes had the
facility to connect each other to transfer data between them if required. Transfer of data
was done by MQTT or HTTP protocol. Applications developed centrally had the
information of all other computational nodes so that data is processed. Raspberry pi’s
were used as computed nodes to achieve required functionality. These computed nodes
were connected to a single gateway node where data is transferred between local
network and outside world. Gateway nodes performs data aggregation and forwards to
the cloud if necessary. All this process was automated. [31] Presented different data
aggregation mechanisms which are tree based, centralized and cluster based. Com-
parison of data aggregation mechanisms were done on different factors like scalability,
latency, security, network life time etc. Every mechanism’s working was discussed.
According to the requirements of application mechanism would be selected. It was
clear about the features of each mechanism. [32] To control energy consumption of IoT
devices this approach was used. It was mainly selecting the appropriate node for
computation. By using the proposed algorithm node was selected for computation of
IoT data. To process the data resources should be available. It checks the availability of
resources in all nodes and selects the appropriate node for computation purposes. It was
also tested at different configurations by using different number of nodes. And also
compared with cloud computing approach which results in fog computing is better than
cloud only computing in usage of bandwidth and also the response time.
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3 Objectives

1. Implementing of MQTT client in gateway layer and MQTT server in backend layer.
2. Checking the accuracy by using HTTP protocol.
3. To implement data aggregation at gateway node.

4 Materials and Methods

4.1 Data Acquisition

Front end layer consists of two objects soil moisture sensor and temperature sensor.
DHT11 is a 4 pin temperature and humidity sensor which gives 40 bit data composed
of 16 bit humidity data, 16 bit temperature data and 8 bit checksum which are displayed
as decimal data. Pins of sensors are connected accordingly to the Raspberry pi where
second pin is signal pin and third pin is not used. Raspberry pi is a small computer
running Raspbian operating system acting as a Gateway node. Figure 1 shows overall
methodology where sensors are connected to Raspberry PI from where data are
transferred to server through internet. Figure 2 shows overall setup. DHT11 sensor
connected to Raspberry PI with the help of breadboard. Using Ethernet cable Rasp-
berry PI is connected to laptop. Figure 3 shows readings from sensors taken by the PI.
Soil moisture sensor gives the analog signals which the Raspberry pi can take only
digital signals. For this purpose ADC is used to convert analog signals into digital
signals. The method used for taking readings from DHT11 sensor tries up to fifteen
times for every two seconds until it gets readings.

4.2 Data Transmission

In the gateway layer Raspberry pi is connected to the wi-fi. From the gateway the data is
transmitted to the Thingspeak storage using different application layer protocols.
Thingspeak is an IoT platform which is used to collect and store sensor information. It

Fig. 1. Overview of methodology.
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also provides data in the three different formats namely json, xml, and csv to use in any
applications. Data sent to the server can be visualized as charts and further can be
analysed by using MATH works without any need of other software. HTTP is popularly
used application layer protocol for data transfer. HTTP works through request-response
messages. Data acquired from sensors to the gateway is send to the Thingspeak storage
by using HTTP POST method in request message. Figures 4 and 5 shows data stored at
server sent by HTTP protocol. Before sending the data, connection has to be established
between client and server by using host and port. After sending data to storage the
connection between client and server has to be closed. Time before sending data that is
after connection establishment and time after acknowledgement has been calculated for
every readings. The difference between two timestamps gives the time taken for
transmission of data. Figure 6 shows communication by HTTP protocol and time for
transmission. Gateway sends data to server for every 15 s gathered from sensors.

MQTT is a machine-to-machine protocol which works as publish-subscribe mes-
sage pattern. Publishers are the clients who are sending data to the broker which is a
server. Broker sends data to clients who are registered for same topic called subscribers.
Topic is used by the broker to maintain connection between the publisher and sub-
scriber. MQTT works under three levels of quality of service. Once connection has
been established to the server it keeps the connection open until the time expires. This

Fig. 2. DHT11 sensor connected to Raspberry PI.

Fig. 3. Data from DHT11 sensor.
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Fig. 4. Temperature readings stored at server transferred by using HTTP protocol (X-axis:
Time, Y-axis: Temperature).

Fig. 5. Humidity readings stored at server transferred by using HTTP protocol (X-axis: Time,
Y-axis: Humidity).

Fig. 6. Communication by HTTP protocol.
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time is mentioned during the time of connection establishment. This feature reduces the
connection overhead compared to HTTP. MQTT uses port 1883 as default port for
communication. Data is send to server by using apikey and channel id of the respected
channel of the server. Figures 7 and 8 shows temperature and humidity data stored at
server sent by MQTT protocol respectively. Timestamp after connection establishment
is calculated for only first readings because it keeps the connection open and time after
publishing of data to broker is calculated for every readings. The difference between
two timestamps gives time taken for data transmission. Figure 9 shows communication
by MQTT protocol between device (Raspberry PI) and server. Same as previous
protocol Gateway is acting as a publisher sends data to the broker for every 15 s.

We know that network traffic is not uniform and highly unreliable. There is no
guarantee that the traffic on which the protocols tested is same. So, to ensure uni-
formness, both the protocols are tested at the same time to ensure maximum uni-
formness in network traffic. So, the time taken in transmission of packets and
connection handshakes can be compared accurately. Table 1 shows time calculated for
transmission of packets by HTTP and MQTT protocol. It is clearly showing the
variation in time where communication by HTTP takes 1 s in first and third trans-
mission of readings but communication by MQTT takes only a few nanoseconds in all
transmission of three readings. To measure the time, time before sending data and time
after acknowledgement is to be measured. The difference between two timestamps
gives the time taken for communication between client and server for data sending. The
power consumed in the transmission of packets is also calculated, as the power con-
sumption is one of the major factors in application of IoT devices.

5 Results and Discussion

5.1 Data Processing

From the above results it is clear that MQTT is most efficient protocol compared to
HTTP but another challenge in IoT application is data redundancy. Nodes which are

Fig. 7. Temperature readings stored at server transferred by using MQTT protocol (X-axis:
Time, Y-axis: Temperature).
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present at same location sends almost same data which causes increase in network
bandwidth. Better way is to connect all nodes and to perform pre-processing before
sending data into the network. The data aggregation architecture Fig. 10, consists of
aggregator node which is responsible for data aggregation. The overall idea is to reduce
the amount of data transferring to base station.

Figure 11 represents the model of data aggregation. It is performed at the edges of
the network. There could be many nodes in the same network which are sensing data

Fig. 8. Humidity readings stored at server transferred by using MQTT protocol (X-axis: Time,
Y-axis: Humidity).

Fig. 9. Communication by MQTT protocol.

Table 1. Comparison of transmission time between device and server with HTTP and MQTT
protocols.

Sl. No. HTTP MQTT

1. 1 s 1263856 ns
2. 948970794 ns 1155853 ns
3. 1 s 1147985 ns

328 J. Maha Kavya Sri et al.



that are almost same. These nodes are connected to the single aggregator. Aggregator
has the capability to process the data from many nodes and sends the processed data to
these nodes if required and stores at the device itself or in the cloud. It also reduces the
resource utilization for storing data.

Figure 12 represents node which is acting as aggregator. First socket is created for
this node. It could be done by using ip address and any available port. The port number
is allocated for this application. Any port which is using couldn’t be used. When client
wants to send data it uses the port number of application running at the server and sends
its ip address to the server.

Figure 13 represents the nodes which are sensing data. They are responsible for
sensing the data and sending sensed data to the central node. Here temperature and
humidity are the data sensed by the client nodes. This data could be any IoT data

Fig. 10. Data Aggregation architecture.

Fig. 11. Data Aggregation Model.
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depends on the requirement. When nodes acquires data it connects using port and ip
address. The communication between nodes is done using sockets.

Figure 14 represents node which is receiving data. Application at the server listens
the requests from clients and the number of clients is also defined at the server. After
connecting devices data transfer takes place between them. Server stores this data for
processing and performs required operations on the data received from many clients
and sends reply.

5.2 Cloud Storage

Data is stored in the cloud which is then forwarded after required processing.
Thingspeak stores data in three different formats which can be used for any other
applications. It stores data along with the timestamp which is used for analysing data.
The processed data can be send back to the nodes at the gateway layer. Now to receive
packets gateway layer must be in listening mode. Power consumption in receiving the
packets is also calculated under both protocols. Along with this the time taken in
receiving the packets from the cloud is also calculated.

Fig. 12. Server initializing.

Fig. 13. Client sending data.
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Data Processing: After sending the data to the cloud this is used for further processing.
As MATLAB is integrated in the Thingspeak data processing can be performed using
MATLAB. In the processing mechanism time is specified to analyse IoT data so that it
takes the data arrived in the specified time. There are inbuilt fields in the thingspeak
platform like TimeControl. Time need to be provided so that it analysis same code
again and again for repeated amount of time.

6 Conclusions

As HTTP protocol requires connection to be established for every time it increases
connection overhead which is not required for MQTT protocol. Data sent by using
MQTT protocol is more reliable when compared to HTTP protocol. Time taken to send
data by using MQTT protocol is more as compared to HTTP protocol which is useful
for low power IoT devices.
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Abstract. Present Days multi-day, sight and sound applications winding up
progressively well known for the clients of specially appointed systems. To help
these applications the investigation of QoS issues in MANETs is fundamental.
Hidden hub and exposed hubs are the fundamental drivers of execution cor-
ruption of these specially appointed systems. There is no thorough investigation
to completely address these issues. Here in this paper novel double bustling tone
based MAC convention is proposed to address every one of these issues.
Utilizing reproduction we close with the relative Analysis of throughput and
access postpone proportion of Ad Hoc systems for mixed media applications.
We additionally consider various information rate backing of the correspon-
dence divert in remote impromptu systems which rely upon the bit mistake rate
of the correspondence channel.

Keywords: Wireless ad hoc networks � Medium access control � Busy tone �
Hidden � Exposed stations

1 Introduction

In Mobile Ad hoc NETworks (MANETs), the communication between nodes is done
over wireless media without the use of wired base stations. Distant nodes communicate
over multiple hops and nodes must cooperate with each other to provide routing and In
Mobile Ad hoc NETworks (MANETs), the correspondence between hubs is done over
remote media without the utilization of wired base stations. Far off hubs impart over
various bounces and hubs must participate with one another to give directing and to
keep away from transmission issues. The difficulties in impromptu systems are ascribed
to the versatility of transitional hubs, nonattendance of a directing framework, low
transfer speed, and computational limit of the hubs. The other test in the impromptu
system is wasteful in vitality utilization. The Quality of administration (QoS) directing
in MANETs is troublesome on the grounds that the system topology may change
always.

An exceptionally delegated framework is a ton of remote compact centers that
structure a dynamic self-administering framework without the mediation of bound
together entries or base stations. Not equivalent to standard remote frameworks,
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extraordinarily delegated frameworks don’t require fixed framework establishment and
can be passed on as multi-bob pack sorts out rapidly and with by and large minimal
effort. Subsequently, such frameworks can be important in the circumstance where
regular condition or time restrictions makes it hard to have an establishment present.
The extraordinarily named frameworks can be used in emergency organizations,
meeting rooms, or even home and office contraptions. Versatile center points in an
uncommonly selected framework have confined radio transmission go. The limit of a
controlling tradition in MANETs is to develop courses between different center points.
Much research has been done on controlling in the uncommonly selected framework.
The new age remote frameworks allow to have a much higher transmission rate, e.g.,
IEEE 802.11b sponsorships up to 11 Mbps transmission rate, IEEE 802.11a can
reinforce even up to 54 Mbps.

In remote uncommonly designated frameworks, the striking Hidden Station and
Exposed Station issues may degrade the execution of the framework to the extent lesser
throughput and dishonor issues. Medium Access Control (MAC) tradition is a
question-based tradition which has been repeated and executed comprehensively for
various reasons. Mac moreover accepts fundamental employment in the execution
estimation of the Wireless Ad hoc Networks. The essential intend to design MAC
tradition is to extend the channel utilization. Where various battling stations are there to
get to a comparative channel, MAC tradition is used to orchestrate the channel access
among all of the stations.

To achieve this target MAC plot needs to restrain the chances of accidents and
meanwhile extend the spatial reuse.

Fig. 1. Hidden node problem

Not Possible         

A                    B                       C    D  

Fig. 2. Exposed node problem

Comprehensive Analysis of Network 335



2 Related Study

Numerous plans have been proposed in the present writing to decrease the extreme
impacts of DATA parcels at the MAC layer. MACA in which Request-To-Send
(RTS) and Clear-To-Send (CTS) bundles instrument for the crash shirking is utilized.
A prepared hub or sender transmits an RTS bundle to demand the channel to the
beneficiary. The Receiver answers to the sender by sending a CTS bundle. MACA
decreases the information bundle crash which causes by concealed terminals by uti-
lizing RTS/CTS parcels and MACAW proposes the utilization of RTS and CTS parcels
for the impact evasion on the mutual channel. MACAW additionally utilizes DS bundle
to promote the utilization of the mutual divert in which RTS-CTS-DS-DATA-ACK
message trade for an information parcel transmission is utilized. The Data sending
(DS) parcel was utilized in this convention to advise all hubs in the transmitter run that
it is utilizing the channel. The ACK bundle was utilized for the affirmation.
Nonetheless, them two fathom neither the concealed nor the exposed terminal issues.
The FAMANCS conspire utilizes long-ruling CTS bundles which go about as a get
occupied tone to keep any contending transmitters in the collector’s range from
transmitting. This requires every hub hearing the impedance to stay silent for a time of
one most extreme information parcel to ensure no impact with the continuous infor-
mation transmission, which isn’t productive particularly when the RTS/CTS exchange
process comes up short or the DATA bundle is exceptionally short. One regular way to
deal with maintaining a strategic distance from impacts between control bundles and
information parcels is to utilize separate channels for various types of parcels.
The DCA plot utilizes two channels; one control channel for RTS/CTS and at least one
information channels for DATA/ACK; be that as it may, it doesn’t relieve the con-
cealed terminal issue. Some bustling tone based methodologies are likewise used to
determine the hidden up and exposed terminal issues. Occupied Tone numerous
entrance (BTMA) conspire is utilized where there is a base station which communi-
cated a bustling tone flag to let the potential shrouded terminals that channel is
occupied by detecting the channel. Double bustling Tone Multiple Access (DBTMA) is
an augmentation of BTMA in which a dispersed methodology is utilized of sending the
bustling tones. In this strategy two out-of-band occupied tones are utilized, transmit
occupied tone (BTT) and get the occupied tone (BTr), to secure the RTS bundles and
information parcels separately. This plan can take care of the concealed terminal issue
however cannot get the exposed terminal issue. The double bustling tone different
access (DBTMA) plans, utilize a transmit occupied tone to keep the exposed terminals
from ending up new recipient, a get occupied tone to keep the concealed terminals from
ending up new transmitter, and a different information channel to maintain a strategic
distance from crashes between control parcels and information bundles. In any case, the
DBTMA plans have no affirmations for DATA bundles which is required for incon-
sistent remote connections, and the potential crashes between the affirmations and
different parcels can significantly debase the execution.
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3 System Model

Here, we had taken the IEEE 802.11 MAC convention to portray the issues in this
exploration. These issues related with the IEEE 802.11 MAC as well as numerous
MAC plans which utilizes backoff system likewise experiences these equivalent issues.
Alongside this, we had additionally taken various information rate backing of the
remote specially appointed system into thought. Various Data Rates rely on the bit
blunder proportion of the correspondence channel.

3.1 Problem Statement

This segment depicts the issues in multi-bounce impromptu systems when the IEEE
802.11 MAC convention is sent. The hidden up and exposed hub issues are two surely
understood issues. Here, in this area the hidden up and exposed Node issues are
characterized suitably

(a) Hidden Node Problem

The hidden up and exposed Node issues are two understood issues. For example, in
Fig. 1, it shows that the hub is in the transmission extend on hub B and hub C in
likewise in the hub B’s transmission run. A shrouded hub issue happens for this
situation so it must be critical that the transmission range and detecting extent ought to
appear as something else.

(b) Exposed Node Problem

The exposed hub issue happens when a transmitter is in the transmission scope of a
progressing transmission and needs to sends information packer to the planned bene-
ficiary which isn’t in the transmission go on that continuous transmission, so the
expected transmitter needs to trust that continuous transmission will be finished, as
appeared in Fig. 2, where hub C is in the transmission scope of hub B which is the
transmitter and hub D is in the transmission scope of hub C, so for this situation, hub C
needs to hold up until hub B finishes its transmission, in this hub B and hub C are
presented to one another.

4 Proposed Protocol

In our plan, a solitary channel is a part of two sub-channels: an information channel for
information outlines and a control channel for control outlines. Two occupied tones
transmit occupied tone (BTT) and get occupied tone (BTr), are relegated two separate
single frequencies in the control channel. Here Busy Tone Receiver (BTr) related to the
transmitter and Busy Tone Transmitter (BTT) related to the beneficiary. A hub that is
transmitting/getting information turns on BTT/BTr, which can be heard by all hubs
inside its transmission extend. The distinction of our plan from DBTMA is that, by
altering the collector’s affectability, we set the channels’ transporter sense ranges to
such an extent that the BTT channel’s bearer sense extend covers the two-jump
neighborhood of the detecting hub, while the BTr channel’s transporter sense go covers
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the one-bounce neighborhood of the detecting hub. In this convention, we have con-
sidered different information rate condition to take care of every one of these issues.
Essentially IEEE 802.11 standard backings four sorts of information rates that are 1, 2,
5.5 and 11 Mbps. It relies upon the Bit Error Rate of the correspondence channel what
information rate is upheld by the system. On the off chance that the Bit blunder rate is
higher than lower information rate is upheld (1 Mbps and 2 Mbps) and if the bit
mistake rate is lower than higher information rate is bolstered (5.5 Mbps and 11 Mbps).
We determined the Bit Error Rate of the channels and tended to these whole issues on
the different information rates.

4.1 Solution to the Hidden Terminal Problem

In our plan Hidden terminal issue get settled by expanding the transporter sense scope
of the system. To ensure the RTS edge being undermined by shrouded terminal we
utilize a bustling tone collector (BTT) at the beneficiary side. At the point when the
sender or the transmitter sends the RTS to the beneficiary side, it likewise sends a
bustling tone to the bustling tone transmitter (BTT) by sending the bustling tone the
transporter sense scope of the system increments and then the concealed terminals
related with the collector side can detect this bustling tone and contrast their very own
transmissions. Along these lines, these terminals abstain from tainting the RTS outline.
Here, numerous information rate condition is utilized to address the concealed terminal
issue.

4.2 Solution to the Exposed Terminal Problem

To determine the uncovered terminal issue by utilizing the BTr occupied tone. In our
plan, the sender sends the edge to the proposed beneficiary, and the recipient gets the
casing the collector sends the bustling tone to BTr channel. In the wake of sending the
casing to the proposed collector, the sender detects the BTr channel. Sender detects the
status of the BTr channel that demonstrates that the edge has effectively gotten gen-
erally impact get happens. Thusly the uncovered terminal issues get settled by utilizing
the BTr occupied tone.

4.3 Advantage of Our Scheme Compared with Related Mechanisms

Despite the fact that there are numerous MAC based plans have been proposed already
to address these issues however in certain perspectives they all are illogical to deter-
mine these issues.

Our MAC based plan is not quite the same as other related plans in a few
viewpoints:

(1) In our plan, the bearer detecting scope of Busy Tone Transmitter (BTT) is twofold
and because of the twofold sense scope of the BTT channel RTS impact issue can
be settled.

(2) In our plan the DATA outlines and their affirmations transmitted into various
channels, along these lines our plan tackles the uncovered terminal issue while the
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DBTMA plan settle the uncovered terminal yet this plan is illogical for tempera-
mental remote connections in light of the fact that in this system affirmations for
DATA bundles are required generally potential impact among ACK and different
parcels increments.

(3) We have utilized Multiple Data Rate condition to determine every one of these
issues, many occupied tone based components are utilized to determine these issues
yet this various information rate plan is the first to use the bustling tone idea to
determine these issues in Multiple Data Rate Environment.

5 Operation Procedure

At the point when a sender needs to transmit information, it first detects the channel for
BTr to ensure that the expected collector isn’t right now getting information from
another “concealed” hub. On the off chance that proposing collector isn’t getting from
another source, the sender transmits an RTS casing to the planned recipient. After
getting this RTS outline, the beneficiary faculties for BTT to ensure that the infor-
mation it is relied upon to get won’t crash into another progressing information
transmission adjacent. On the off chance that BTT is absent, it answers with a CTS
edge and turns on BTr until the information is totally gotten. After getting the CTS
outline from the expected collector, the sender starts information transmission and turns
on BTT until information transmission is finished. We have utilized four sorts of
information rates to determine the hidden up and exposed a terminal issue that is
1 Mbps, 2 Mbps, 5.5 Mbps, and 11 Mbps. also, in the wake of reproducing the system
in different information rate condition, it has demonstrated that our plan is working in a
wide range of information rate condition.

6 Performance Evaluation

6.1 Simulation Environment

The reproductions are done in NCTUns 5.0 test system. The NCTUns organize sim-
ulator and emulator (NCTUns) is a high-devotion and extensible system test system fit
for recreating different gadgets and conventions utilized in both wired and remote
systems. It utilizes a circulated design to help remote reenactments and simultaneous
recreations. It utilizes open framework engineering to empower convention modules to
be effectively added to the test system. NCTUns embraces dispersed engineering.

6.2 Results and Discussion

We assessed the execution of the system on different topologies. The framework
execution is assessed under some particular topologies right off the bat as appeared in
Fig. 1 demonstrates the system topology in which there are complete 5 hubs, here hub
2 is the beneficiary hub and rest of the hubs are transmitter hubs.
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Figure 3 portrays the exposed terminal issue. There are complete 4 hubs in the
appeared. As per exposed terminal, when hub 2 sends information edge to hub 1,
around then, hub 3 defers its information outline transmission to hub 4 since hub 3
detects the channel and it establishes the channel occupied around then. The reason of
this is: the transmission scope of hub 1, 2 and 3 is same however hub 4 isn’t at this
transmission extend, so hub 3senses the channel and it appears to be occupied so it
delays its transmission which isn’t essential. In our convention, when hub 2 sends
information casing to hub 1 around then if hub 3 needs to send information casing to
hub 4, it sends the information edge to hub 4 without pauses or defers its transmission.

Fig. 3. Network topology with 4 mobile nodes

Fig. 4. Aggregate throughput of the network

340 A. Arjaria and P. Dixit



Figure 4 demonstrates the total throughput proportion of our proposed plan for
concealed terminals. We have determined the throughput of the system in the wake of
recreating the system and we affectionate in our proposed plan that the estimation of
total throughput in our plan gives better outcomes.

In Fig. 5, We have calculated the access delay of the network after simulating the
network and our fond in our proposed scheme that the measurement of access delay in
our scheme provides the better results as compared to the IEEE 802.11e.

7 Conclusion

In remote impromptu systems, the outstanding concealed terminal and exposed ter-
minal issues may corrupt the execution of the system as far as lesser throughput and
injustice issues. In this paper, we recognized the issues that are the fundamental driver
of execution corruption of the IEEE 802.11 MAC in remote specially appointed sys-
tems, in particular, the concealed terminal issue, the exposed terminal issue. These
issues are the fundamental driver of impact event in remote specially appointed sys-
tems. To ease these issues, we proposed another MAC convention which utilizes two
channels: one for control bundles and the other for DATA parcels; a bustling tone
channel is utilized to tackle the concealed terminal issue and exposed terminal issues.
Our plan decreases the hidden up just as exposed terminal issue and expands the
throughput of the system in various information rate condition as a contrast with IEEE
802.11e MAC conspire. This outcomes to maintain a strategic distance from the crash
of the system and improves the execution of the system. Our plan and reenactments
demonstrate that the proposed plan can conquer the issues and builds the execution of
the system and eliminates the crash likelihood.

Fig. 5. Access delay ratio of the network
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Abstract. In this paper, we have proposed a high gain CPW-fed slot antenna
with 2D Metamaterial (or Metasurface) for CubeSats. The main idea is the use
of 2D Metamaterial above the slot antenna to redirect the back lobe forward and
hence improve the total gain. It also minimizes the interference with components
inside CubeSat. The use of 2D Metamaterial has improved the −10 dB band-
width from 93.72 MHz (without 2D Metamaterial) to 261.47 MHz (with 2D
Metamaterial) and total gain from 3.07 dBi (without 2D Metamaterial) to 5.4
dBi (with 2D Metamaterial).

Keywords: CubeSat � 2D metamaterials � Unit cell �
Coplanar waveguide (CPW) � Slot antenna � S-band � CubeSat communications

1 Introduction

Access to space has always been governed by confidentiality and secrecy, and the
presentation of “technological firsts” was used to illustrate engineering superiority
between countries [1]. This is why space technology and its utilization have historically
been considered as a crucial asset for the monopolization of space explorations. The
organizations working on the space exploration does not reveal much of the knowledge
to the others in order to solely generate the revenue. Therefore, most of us live with the
conviction that space exploration is reserved to a few organizations (companies, uni-
versities, or countries) that have the know-how and sponsors for this type of projects.

In recent years, lot of universities have began doing projects on small satellite
(Small-Sats), in order to provide space engineering for researchers, engineers, and
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students in areas of very high technology [2]. Therefore, the detailed designs of these
systems were more appropriate designs to a broader audience, such as in the form of
journal and conference articles. Over time, several universities, mainly in USA, Aus-
tralia, and Europe, had introduced Small-Sats in their programs of space education,
science, and research [3].

In this interdisciplinary field of space technologies, Small-Sats are becoming more
attractive and allowing engineers, researchers, universities, and private companies to
have very low cost access to space exploration [4]. They are usually of mass fewer than
500 kg, and are classified into Mini-Sats, Micro-Sats, Nano-Sats, Pico-Sats and Femto-
Sats [5]. According to their size, power, and mass, Small-Sats are classified into many
categories. Moreover, size reduction and everything on single chip technologies have
allowed to the trade-off between size and mission, and then the design, manufacture,
and the physical parts, development time, and proprieties of the launch vehicles
determine launch of a Small-Sat. However, it is too self evident to understand the
significance of Small-Sats i.e., the shorter development time and lower cost.

Small-Sats enables missions that cannot be prepared by conventional satellites such
as ease of mass production, collecting data from multiple points, forming constellations
in order to cover the space missions consisting of large number of spacecraft, and so on
[6]. Henceforth, swarm of several Small-Sats is potentially more adjustable than a
conventional satellite, because of its ability to be reconfigured depending on the
mission requirements. The extreme example of orbiting Small-Sats that were inten-
tionally destroyed by missiles by China and the USA in 2007 and 2008, allowed many
countries, Small-Sat developers, and the scientific community including us to prefer the
idea of Small-Sat swarms they imply lower susceptibility to single-point failure [7].
This heightened interest is due to the need of various miniaturization technologies for
rapid-response spacecraft for missions such as the fascination of launching a personal
satellite into orbit, disaster mitigation and crisis management, and the changing eco-
nomics of space.

To date, several organizations design, manufacture, and launch Small-Sats, such as
SpaceX [8], NanoRacks [9], Soyuz-2-1a Fregat-M [10], etc. Though the data is
incompetent to conclude the total number of small satellites launched till date, but it is
observed that the global trend in Small-Sats has been growing very fast over the years
[11]. The authors have specifically targeted Cube-sats for their research, which has
dimensions of 10 cm � 10 cm � 10 cm and a mass less than 1.3 kgs per 1U (one
unit) as standard structure. CubeSats are located at the boundary of the Pico- and Nano-
Sats and they can be also constructed in 1.5U, 2U, and 3U structures as well, with a
face of 10 cm � 10 cm and a length of 15, 20, and 30 cm, respectively. It consists of
cube-shaped satellites that are conceived in 1999 at Stanford University and California
Polytechnic University (California, USA), by Bob Twiggs and Jordi Puig-Suari,
respectively [12, 13].

Figure 1 shows an example of a 3U CubeSat, ZACube-2, developed at the French
South African Institute of Technology (F’SATI), of CPUT (Cape Peninsula University
of Technology), Cape Town, South Africa, for the services of maritime vessel tracking
[14, 15]. ZACube-2 was launched by Soyuz-2-1a Fregat-M launcher on December 27,
2018, and it communicates with the ground station at the earth via an S-band patch
antenna.
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Despite the potential interests of CubeSats, the major challenge after a successful
lunch mission is to connect them with the ground station at the earth to uplink tele-
commands and downlink telemetry and payload data [16]. There is an urgent need for
the high gain antenna system to transfer information and accomplish other downlink
tasks. Therefore, CubeSats need suitable antennas for realizing various services such as
tracking, telemetry, command (uplink and downlink at different operating frequencies),
Earth-observations, global positioning system (GPS), global navigation satellite sys-
tems receiving; and inter-satellite communications [4]. Thus, the CubeSat antenna
system plays a critical role in remote sensing and establishing communication links
with the Earth.

The most powerful parameter of CubeSat antennas is the gain which is proportional
to the full size and then compels antenna engineers to compromise link quality for
compliance with the size and weight requirements of a standard structure of CubeSat.
Conforming to these requirements and maintaining good performance of high gain,
wide-band, good impedance matching, and low back radiation, represent the major
CubeSat RF and mechanical challenge for both Low-Earth orbit (LEO) and deep-space
missions.

(a) Final structure of ZACUBE-2 (before launch operation) (b) Conceptual Layout (c) Zacube-2 S-Band transmitter 
patch antenna (d) Quadpack CubeSat deployer, (e) Soyuz-2-1a Fregat-M Launcher

(f) First Ocean vessel position from AIS (Automatic Identification System) data received by ZACube-2

Fig. 1. ZACUBE-2: 3U CubeSat of South Africa, January 01, 2019 [14]
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In this regard, the scientific community is actively working toward the development
of advanced antenna systems that can meet strict dimension and weight requirements
for high-data-rate and resolution while miniaturizing the physical size and maintaining
high gain designs will be more challenging [17].

Generally, various antennas at different working frequencies for Small-Sat appli-
cations are proposed in the literature of CubeSats [4, 5, 18]. Monopole antennas [19],
printed Inverted-F-shaped antennas [20], patch antennas [21–23], slot antennas [24],
and helical antennas [25], are good choices for CubeSat applications. In particular,
mainly taking the size and high gain into account, patch antenna and slot antenna
outperformed the others, especially for high operating frequencies such as S-, C-, and
X-bands [5]. Moreover, Single-feed patch and slot antennas have been widely used
because of their compact and low-profile advantages. Nevertheless, the inherent
drawbacks of low gain and narrow bandwidths limit their use for space applications.

To deal with these limitations, current works on planar antenna designs for
CubeSats have used metasurface superstrate structure (MSS) and metamaterial for wide
AR and impedance bandwidth (BW), high gain and directivity, large beamwidth angle,
and low back radiation [26–28]. In this article, we have used in our design a specific 2D
metamaterial structure above an optimized slot antenna to increase the gain at our
targeting frequency of 2.45 GHz, and so the quality of CubeSat-Earth communication
will be improved. The proposed 2D metamaterial or metasurface is a periodic structure
or an array of unit cells specially designed to act as radiator or reflector in order to
improve performances of the slot antenna [29–33].

In our previous study in [28], we demonstrated that performances of a slot antenna
could be improved significantly by adding a specific 2D metamaterial structure atop of
the principal design. We have seen that 2D metamaterials can suppress side lobes
generated by the slot antenna. The 2D metamaterial structure together with the slot
antenna was named metamaterial antenna.

The main objective of this paper, and compared to our previous paper [28], is to
design an optimized metamaterial antenna that operates at an unlicensed targeting
frequency of 2.45 GHz, in a completely different approach, with miniaturized size, less
weight, suitable bandwidth and gain for a 3U Cube satellite under development by
University of Wollongong (UoW), Australia [22–24], refer Fig. 2.

Fig. 2. 3U Cube satellite of UoW: (a) Box of a 3U CubeSat (b) Conceptual Layout
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(a) Full system (CubeSat + our antenna)  (b) The Metamaterial antenna

(c) Top view of the CPW-Fed Slot Antenna      (d) 2D Metamaterial matrix: 7×7 unit cells

(e) CPW-fed + ground plane

Fig. 3. Full description of the proposed metamaterial antenna
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2 Antenna Structure and Its Design Mechanism

Figure 3 shows the CPW-fed slot antenna with a specific planar metamaterial structure
has been designed and analyzed using ANSYS HFSS [34]. It consists of a CPW-fed
slot antenna and an MSS placed atop the slot with an air gap of 8 mm. The design
mechanism can be divided into the following steps:

• Design the CPW-Fed slot antenna to work at an operating frequency of 2.45 GHz
(S-Band).

• Add a specific 2D metamaterial structure atop the slot antenna and so optimize the
air gap in order to maximize RL, and BW of the metamaterial antenna.

• Improve the antenna gain at the target operating frequency of 2.45 GHz by opti-
mizing dimensions of the unit cells.

Plots of Fig. 3 depict the 3D view of the constructed antenna atop of a 3U CubeSat
(10 cm � 10 cm � 30 cm), its geometrical layout, metamaterial structure, and the
dimensions these are optimized using Quasi Newtonian method (QNM). The slot
antenna is fed by a 50-X CPW and is etched on the FR4 dielectric with a dielectric
constant er of 4.4, and loss tangent of tand = 0.02. FR4 is commonly used in antennas
design for CubeSat with small thickness because of its low cost and it provides
acceptable performance for Small-Sat communications [35]. The proposed 2D meta-
material structure consists of a 7 � 7 matrix with 3 mm circular-shaped conducting
elements with 1 mm gaps between each element. It is printed on an inexpensive FR-4
substrate (thickness of 0.8 mm). The geometrical parameters are summarized in
Table 1.

As it is shown in Table 1, our metamaterial antenna can be analyzed using many
parameters and so can be optimized by many manners. In this paper, the parametric
study focuses on the ground plane size (d4), and dimensions of the metamaterial
matrix.

3 Parametric Study and Results Synthesis

We now present a parametric analysis of the slot and metamaterial antennas in terms of
RL, impedance matching (Zin), gain and directivity at our operating frequency of
2.45 GHz. The main goal is to achieve the best performances using QNM, which is a
part of the ANSYS HFSS package.

Table 1 Parameters of the proposed antenna

Comp. Param. Ground plane CPW-Fed MSS Diel. (FR4)

Parameter W1, 2 R1 d4 W0 d0 d d1 d2 d3 R2 d6 d7 L W hl (hu)

Value 3.4 28.83 10.8 2.4 1 2.8 1.2 1.2 1.2 3 2.424 6.4 54 62 1.6 (0.8)
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(a) Log|S11| (in dB) and VSWR of the CPW-Fed slot antenna vs. d4.

(b) Input impedance of the slot antenna vs. d4

Fig. 4. Performances of the CPW-Fed slot antenna vs. d4: -RL, VSWR, Gain and directivity at
2.45 GHz
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i. Slot Antenna

Simulation results of the slot antenna show that its performances are inversely
proportional to the ground plane dimension d4. It has an RL of 33.13 dB, VSWR of
1.05, and Zin = 51.38 + j1.76 at our operating frequency of 2.45 GHz where
d4 = 10.8 mm, see plots (a) and (b) of Fig. 4.

Moreover, the slot antenna achieves maximum gain of 3.07 dBi, and high direc-
tivity of 4.52 dBi at the same working frequency and value of d4. Nevertheless, the
first one evolves inversely with this dimension (d4), see plot (c) of Fig. 4.

Therefore, the obtained results give us an idea that the optimized slot antenna gives
high RL, VSWR close to one, and good impedance matching at our operating fre-
quency. However, the medium gain and narrow bandwidth are not enough for long-
distance communications imposed by CubeSats. Then, an optimized 2D metamaterial
matrix of 49 unit cells is implemented atop the slot antenna for gain and bandwidth
improvement.

ii. Metamaterial Antenna

RL and VSWR of the metamaterial antenna are depicted in the plot (a) of Fig. 5.
We have seen that the BW is increased from 93.72 MHz (slot antenna alone) to
261.47 MHz (metamaterial antenna). Additionally, the new structure has a highest RL
of 20.82 dB and low VSWR, i.e., 1.20.

(c) Gain and directivity of the slot antenna at 2.45 GHz vs. d4. 

Fig. 4. (continued)
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On the other hand, plot (b) of Fig. 5 prove that the proposed 2D material structure
with its optimized dimensions, gives a high gain of 5.4 dBi and maximum directivity of
6.0 dBi at 2.45 GHz, as compared to the slot antenna alone. This is because the use of
the proposed 2D metamaterial structure focuses more radiations in the main direction,
compared to the slot antenna alone.

(a) RL (or log |S11| in(dB)) and VSWR of the proposed metamaterial antenna

(b) Total Gain and total directivity at 2.45 GHz.

Fig. 5. Radiation performances of the constructed metamaterial antenna: log |S11|, VSWR, gain
and directivity at 2.45 GHz.
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Moreover, the distribution of current illustrated in Fig. 6 shows that the 2D
metamaterial Matrix of unit cells locks onto the radiated energy of the slot antenna, and
hence reinforces radiation in the main direction. This is due to the important coupling
between the proposed Matrix of unit cells and the slot antenna and so improvement of
gain of 2.33 dBi was achieved.

Consequently, our results show that planar metamaterials (or metasurface super-
strate structures) can improve significantly the gain without increasing the full length
and full width of slot antennas for 1U, 2U, and 3U CubeSats where dimensions are
very limited. Thus, we can consider metamaterial antennas as big solutions for

(a) CPW-Fed slot antenna      (b) 2D metamaterial Matrix

(c). Metamaterial antenna

Fig. 6. Distribution of current of the optimized metamaterial antenna at 2.45 GHz.
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small/very small/ultra small satellite communications. Moreover, metamaterial as a
field of very high technology will contribute in the rapid growth of miniaturized
satellites that will have a big future in space technologies, industries, and economics
[36, 37].

4 Conclusion

We have presented and analyzed in this paper, an S-band slot antenna with 2D
metamaterials fed by a specific coplanar waveguide (CPW) for Cube satellite com-
munications. Parameters of both the CPW-fed slot antenna and the 2D metamaterial
structure are optimized using QNM. Our metamaterial antenna is low profile and has a
suitable size for 1U, 2U, and 3U CubeSats. The antenna achieves an effective BW of
261.47 MHz, high gain of 5.4 dBi, and maximum directivity of 6.0 dBi at our targeting
frequency of 2.45 GHz. These results prove that the 2D metamaterial unit cells can
significantly improve the radiation characteristics of slot antennas.

Our next step is the stretching of this study to include the full system (3U Cube-
Sat + our metamaterial antenna) in order to define the best location of our antenna on
the body of a 3U Cube satellite under development by UoW, for satisfactory radiation.
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Abstract. A metasurface superstrate structure (MSS) is highly useful for
improving the performance of planar antennas and reducing their size due to
their unique electromagnetic properties. In this research article, a very small
microstrip patch antenna (MPA) with MSS is proposed and analyzed using
ANSYS HFSS to operate at 8.20 GHz for ultra small satellites; i.e., FemtoSats.
The antenna is composed of an MPA, and an MSS matrix of 41 unit cells placed
periodically in the horizontal direction and atop the first one. The results indicate
that the proposed antenna achieves high RL and high gain at our required
frequency as compared to the MPA alone. The overall performances make our
antenna very appropriate for FemtoSat communications.

Keywords: Microstrip patch antenna (MPA) � MSS � Low-profile antennas �
X-band � FemtoSats � Unit cells

1 Introduction

In the last decade, advancements in both science and technology in areas such as
electronics, telecommunications and modern materials have hatched a dramatically
change in the modern understanding of spacecrafts as big opportunities in space
industries and technologies. Miniaturization of mass, volume and power consumption
of a spacecraft for space services such as Earth observation, remote sensing, and
scientific research in general has led to the rapid growth of a new generation of small
satellites, i.e., pico-, and femto-satellites. Recently, there are hundreds of PicoSats with
total mass less than one kgs orbiting our planet and performing various services for
several governmental, commercial, and scientific organizations. The new generation of
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university PicoSats can successfully perform Earth observation and other space service
in a budget of 100000 USD dollars that a few years ago were in the budget of million
dollars [1–3]. Henceforth, the technological advancement gives to FemtoSats their
place with all other type of Small satellites; i.e. Nano Satellites and Cube Satellites.

Moreover, modern Commercial of The Shelf (COTS) electronic devices are suffi-
cient to meet the requirements of space environment [4] and enable the design and
implementation of the next generation of ultra small spacecrafts for scientific missions.
Femto-satellites (FemtoSats) with a mass less than 100 g allow access to space more
affordable. They can radically achieve a significant decrease in mission cost and design
time of ultra small spacecrafts [5]. Femtosat is the only spacecraft that it meets the
requirements of both very small size and low cost mission.

To date, tens FemtoSats have been launched into space to provide low cost training
and education for students at universities, engineers and scientists in space related
skills. Study of existing FemtoSats has allowed us to classify the proposed structures
for these satellites into two families. The first manipulates the size and weight without
developing missions, where the satellite adequacy service was the second. In fact,
considering the kicksat on board, we note that control from space is possible with
FemtoSats [6].

Actually, the new FemtoSat structure primarily is based on COTS components and
that is capable of rendering several functionalities. These advancements of the Fem-
toSat technology are targeted for the new space mission because FemtoSats became
totally composed of marketed and simply implemented instruments. Actually, space
technology is accessible for the entire world. This orientation helps many countries,
societies and even individuals to build their personal satellites. For example, an Indian
team of students built KalamSat in 2016 [7], i.e. the smallest satellite in the world in
2017. FemtoSat is the future solution if it guards structure with a simpler and more
services, low power consumption, low and reliable cost, very low weight, and ultra
small size.

In this regard, swarm of FemtoSats can let any satellite to communicate easily and
directly with one another in order to cover large geographical areas, and to increase
contact time with ground stations at the earth [8]. Swarm is envisaged to have tens to
hundreds of cooperating FemtoSats. The aim is to share and distribute power, data and
tele-commands. The resulting cooperative FemtoSat network is thus envisaged to have
a high degree of functionalities than conventional satellites. Another advantage of
FemtoSat swarms is that they can take multiple and distributed measurements for many
applications such as remote sensing. Figure 1 depicts a proposal of FemtoSat swarm
that could significantly improve transmission capacity and mission lifetimes of 11
FemtoSats.

In this regard, a swarm of FemtoSats is used to control, from the orbit, the climatic
change in order to provide the security [9]. In this international space mission,
observers focus on the countries that are situated on the cyclone orbit or that have
nuclear constructions in order to reform dynamic data based on the climate, the
atmospheric temperature and the gaze concentration.
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Moreover, the essential prerequisite in designing a small satellite is to have
knowledge of its mission requirements and proprieties of its communication link. Due
to the special environment in space and the design requirements of FemtoSats, antenna
designs for FemtoSats have many challenges. The prominent challenges include:
Antennas must be of very small size, low mass and highly reliable as there is no
redundancy [10, 11]. Materials for the antennas fabrication must be chosen closely,
considering the effects of vacuum and micro-gravity. High data rate is the present day
requirement due to enormous use of small satellites for plenty of applications. The high
data rate requires a high antenna gain (HGA). Nevertheless, the very small area
available on FemtoSat makes more difficult to design a HGA. Costly pointing is also
obligatory for HGAs. However, during the satellite’s separation from the launcher,
stabilization of the FemtoSat may not be achieved.

To address the aforementioned limitations, planar antennas (patch and slot anten-
nas) as FemtoSat communication subsystems are the best choice due to their light-
weight, low cost, mechanical robustness and are easily integrated with the FemtoSat
devices [12, 13]. Nevertheless, they have fewer capabilities for long distance com-
munication [14].

To deal with this limitations, we propose a very small MPA with MSS that operates
at 8.20 GHz for 4 cm � 4 cm � 4 cm FemtoSats; for e.g., KalamSat, see Fig. 2. Our
main idea is to use Metasurface Superstrate Structure (MSS) in order to improve the
antenna performances. MSS as an array of small metallic unit cells is designed to work
as reflector, or radiator for enhancement the antenna gain, and then long distance
communications will be achieved [15].

Fig. 1. Proposal layout of a swarm of 11 FemtoSats
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2 Problem Statement

The design of FemtoSat and its devices begins with the choice of the suitable satellite
orbit. Generally, these orbits are conveniently classified to:

• LEO (Low Earth Orbit): The altitude is about 1000 km, or above the atmosphere.
• MEO (Medium Earth Orbit): It is ten times greater, that is 10,000 km.
• GEO (Geostationary orbit): The altitude is uniquely 35,786 km as stated above.
• HEO (High Earth Orbit): It is at about 20,000 km. The acronym HEO means highly

elliptical orbit.

This classification of satellite orbits is quite appealing and is based on the orbit
radius, see Fig. 3. Besides distances, inclination and eccentricity are also two other
important proprieties of a satellite orbit. Henceforth, distance between the satellite and
a ground station at the earth becomes too long in the big radius of an elliptical orbit,
and so the communication system will require very high gain antenna. The orbit is
chosen depending on the satellite application, constraints of the satellite equipments
and their capabilities. For instance, LEO is preferred for FemtoSats in order to mini-
mize power consumption, reduce the FemtoSat antenna size, minimize the time delay,
for a trajectory of bilateral communication, and maximize the transmission of data.
Moreover, proprieties of satellite swarm can be used to mitigate losses due to blockage
and multipath effects by receiving data simultaneously from more than two satellites.
Thus, high data rate can be realized by the use of satellite constellation where at least
two FemtoSats are visible at all times, or the use of satellite antenna proprieties. In this
paper, we will focus on the FemtoSat antenna because size, power, and gain are
relatively modest.

Fig. 2. Indian FemtoSat “KalamSat” (4 cm � 4 cm � 4 cm; 64 grams) [7].
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The FemtoSat-FemtoSat or FemtoSat-Ground station communication system
requires at least one high gain antenna (transmitting antenna or receiving antenna). The
antenna gain is expressed as a function of FemtoSat–FemtoSat (or FemtoSat-Earth)
distance, resonant frequency, input and output powers [17]:

Pout ¼ Pin:Gt:Gr:
k
4pr

� �2

Therefore, for a constant input power Pin, the output power Pout of the receiving
antenna is proportional to the gains, but it is inversely proportional to the resonant
frequency and the distance that separate the two antennas. This means, for a long-
distance r, given values of Pin and a resonant frequency fr, we need very high values of
antenna gains to radiate the maximum powers. Then, how we can increase the gain of a
miniaturized FemtoSat MPA for a requested value of Pout, where Pin, r, fr are given in
the FemtoSat datasheet?

In literature, many techniques are used to enhance gains of MPAs. They include:

• Use of good conductor for metallic parts to reduce the conductor losses [18].
• Use of good dielectric as substrate to reduce the dielectric [19].
• Reduce the dielectric value of the substrate or increase its thickness by giving the

substrate a dielectric constant close to one (permittivity of air), or high thickness
[20].

• Use of an antenna array by making n-elements, based on a basic single patch
antenna [21].

• Use of parasitic elements in order to focus radiation in the main direction and hence
increase the antenna performances [22].

However, these techniques have some disadvantages which limit the effectiveness
of an antenna. The proposed techniques of good conductor and good dielectric lead to
an increase in the antenna construction cost. Ideas of increasing the substrate thickness
and decreasing permittivity will generate the surface wave which resulting in distorts of
the radiated field pattern. On the other hand, an antenna array is a good approach and
the gain is proportional to the number of the array elements. Whilst, high number of

Fig. 3. Satellite orbits [16].
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patches will increase the full size of the antenna array and then the antenna will not
suitable for a specific architecture of FemtoSat. Moreover, the use of parasitic elements
besides the main MPA can’t give high value of gain.

In this regard, MSS are proposed in our design. We added a specific MSS matrix of
unit cells atop of the miniaturized MPA. We have seen that MSS can increase the gain
of our principal antenna without increasing its full length and full width.

3 Configuration of the Proposed Metasurfaced Antenna

As it is mentioned in the previous section, the design of any antenna for FemtoSat
applications must consider that it has to be compact, to have good performances, and to
be mounted on one face of the FemtoSat. Due to geometrical constraints on FemtoSat,
a very small metasurfaced MPA with size of 12.63 mm � 12.85 mm is designed and
analyzed using ANSYS HFSS for FemtoSat communications, see Fig. 4.

The constructed antenna is designed consists of two parts: first one is a very small
MPA that is designed to resonate at 8.20 GHz (X-band), and second is an MSS.
Radiating elements of the first antenna are Perfect Electric Conductors (PECs) and are
etched on FR4 substrate. This dielectric has relative permittivity of e = 4.4, loss tan-
gent of tand = 0.02, thickness of h = 1.6 mm, and it is used because of its wide
availability and low-cost fabrication [22]. Moreover, a ground reflector is etched under
the dielectric and has the same size. This antenna is fed by a strip feed line of 50 Ω, and
all its parameters are optimized using Quasi-Newtonian method (QNM) which is a part
of the ANSYS HFSS package, except the main MPA dimensions that are calculated
using the following formulas [22].

Width of the patch:

Wp ¼ c= 2 frð Þð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2=ðer þ 1Þ

p
ð1Þ

fr: Operating frequency.
er: Relative permittivity of the lower dielectric.
c: Light speed in free space.

Length of the patch:

LP ¼ Leff � 2� DL ð2Þ

Leff : The effective length,

Leff ¼ ðc=ð2� frÞÞ ffiffiffiffiffi
ere

p ð3Þ

DL: The extension of the length,

DL ¼ 0:412� h� er þ 0:3
er � 0:258

� �
� WP

h
þ 0:264

� �
=

WP

h
þ 0:813

� �� �
ð4Þ
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ere: The effective dielectric,

ere ¼ er þ 1
2

þ er � 1
2

� 1þ 12� h=WPð Þð Þ�1=2 while ðWP=hÞ � 1 ð5Þ

The proposed MSS is an array of 41 metallic unit cells having physical dimensions
optimized by QNM, see flow chart presented in Fig. 5. It is printed on an inexpensive
FR4 dielectric (height of 0.8-mm). This MSS has dimensions of 12.63 mm � 9.53 mm
and is mounted above the miniaturized MPA with air gap distance of 4.45 mm. The
1 mm � 1 mm unit cell is selected and optimized as square-shaped metasurface ele-
ment because it provides better performance [23].

On the other hand, the best setup in this work is the exploration QNM program to
design a very compact MSS antenna with high gain for FemtoSat communications [15].
Parameters of this optimization program include width and length of the unit cell,
spacing between unit cells, height of the air-gap between the MPA and the MSS,
constraints on the upper dielectric thickness, and constraints on full size of the desired
structure (full length � full width).

First, we calculate the antenna parameters and then we analyze its performances. If
the criteria are met, optimization is terminated. Else, the results are not satisfied and we
go to the next iteration of 1000 iterations used for the proposed optimization program.
Geometry of the optimized MSS antenna is depicted in the plot (c) of Fig. 4.

Fig. 4. Configuration of the optimized antenna: (a) full system (FemtoSat + antenna); (b) 3D
view of the proposed antenna; (c) MSS; (d) Unit Cell; (e) Miniaturized MPA;
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4 Antenna Performances and Results Synthesis

In the present study, we focus on Bandwidth (BW), return loss (RL), VSWR, gain, and
shape of the radiation pattern (RP) at our operating frequency, i.e., 8.20 GHz. The
purpose is to achieve the best antenna performance, i.e., maximum RL and gain, and
large beamwidth angle, by optimizing the antenna parameters using QNM. The results
show that our antenna achieves wide-BW of 410 MHz (7.99–8.40 GHz), RL of
20.18 dB, and VSWR of 1.22, at 8.20 GHz; see Fig. 6.

Therefore, very high RL, and a VSWR close to one at a required frequency of
8.20 GHz, means that the losses are minimum in our designs, and then the antenna
radiate perfectly outside of the FemtoSat. Moreover, the MSS antenna gives a high gain
of 5.8 dBi, directivity of 6.83 dBi, uniform distribution of current, and large beamwidth
angle at 8.20 GHz, refer plots (a), (b), and (c) of Fig. 7.

Fig. 5. Flow chart of the QNM program used to optimize the proposed MSS antenna.
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From the results, we can say that,

• Our antennas (design without/with MSS) have very small sizes for FemtoSats; e.g.,
KalamSat.

• The proposed MSS array improves the gain from 5.05 dBi (miniaturized MPA
without MSS) to 5.75 dBi (metasurfaced antenna).

• Radiation pattern with large beamwidth angle is achieved, and then the MSS
antenna can cover large area for FemtoSat communications.

• The MSS array has a uniform distribution of current and improves the antenna gain
because of its electromagnetic coupling with the miniaturized MPA via an air gap of
4.5 mm.

Therefore, very small size, high gain, high RL, minimum losses, and large
beamwidth angle, make our metasurfaced antenna very appropriate for Ultra small
satellites applications; i.e., FemtoSats communications.

Fig. 6. Log |S11| (in dB), and VSWR of the proposed antenna (without/with MSS)
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 (a): Total gain and total directivity of the designed antenna at 8.20 GHz.

(b): 2D RP (E and H fields) of the metasurfaced antenna at 8.20 GHz.

Fig. 7. Gain, directivity, radiation pattern, and current distribution of our antennas at 8.20 GHz

366 M. E. Bakkali et al.



5 Conclusion

We have presented a high gain MPA with MSS for FemtoSat communications. The
proposed antenna has a very small size, which can easily mounted on the Femto
satellite body for many applications such as tracking, telemetry, command link,
redundancy, and so on. It achieves large impedance bandwidth of 4100 MHz, high gain
of 5.8 dBi and maximum directivity of 6.83 dBi at 8.20 GHz (X-band). It has also a
very large beamwidth angle of 210° that permit the antenna to cover large area for
FemtoSat communications.

Future works would be locating the position of antenna fixture on the body of a
4 cm � 4 cm � 4 cm FemtoSat at which maximum radiation can be directed towards
the ground station.
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Abstract. The Internet, computing systems, and web consumers have
become prone to cyber-attacks. Malicious uniform resource locator
(URL) is a well-known cyber-attack commonly used with the intent of
data, money, or personal information stealing. This work focuses on ana-
lyzing URLs through machine learning techniques for their attack type.
Our work uses lexical features of URLs to classify them according to
their attack, namely phishing, Spam, benign, and malware. Four dif-
ferent classifiers are used, such as Decision Tree, Random Forest, SVM
(Support Vector Machine), and Neural Network. The test results on our
informational index show that this paper achieved the highest accuracy
of 99% using Random Forest classification algorithm.

Keywords: Feature extraction · URLs classification ·
Lexical features · Machine learning

1 Introduction

With the continuous increasing growth of internet technology, the security con-
cern in front of security providers, to provide guard from scams, malware, and
some malicious activities over the internet and another connectivity source. Inter-
net users are continuously ranging from the internet through URLs, which may
contain some malicious activity. Hence, there has been lots of research dedi-
cated to protecting internet users from impairment. In the present eon, Internet
clients have generally expected fast results: they may end up anxious if there
is any additional inactivity in substance conveyance [19]. In this manner, any
classifier that is worked to shield the client from malevolent substance must con-
vey its choices rapidly. Anyway, there is a trade-off between productivity and
effectiveness. We must choose how many wells being we are happy to forfeit to
carry content as flawlessly as could be expected under the circumstances.

The most precise methodologies for ordering noxious website pages will, in
general, take the most time. Dynamic classifiers execute the page thoroughly to
search for harmful substance in the conduct of the page (for example, honeypot
customers). This is vital when a harmful content is clouded adroitly. Nonetheless,
because of the asset what is more, tedious nature of this methodology, it is not
good with the continuous administration expected by the client. As it were,
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the errand is to rapidly distinguish malignant pages while keeping up a high
level of precision [18,20]. Blacklisting is a run of the mill way to deal with an
arrangement with vindictive sites which is essential and give better exactness.
This procedure is compelling just when records are conveniently refreshed, and
websites are visited broadly to discover malignant pages. Sadly, it misses the
mark for giving convenient assurance of online clients.

In this paper, we adapted machine learning techniques to classify malicious
URLs. We have taken four class of URLs such as spam URLs, phishing URLs,
site URLs conveying malware where pages have a place with the trusted however
traded off locales and distinguish a lot of substantial lexical features [21]. These
features can be utilized in perceiving the type of URL attacks. The essential
contribution of this paper is, in the categorization of obtaining effective clas-
sifier for multi-class URL classification, use four different classifiers to perform
cross-validation over a dataset with their selected features. The test results on
our informational index show that the fusion of the URL features extracted in
this paper and the Random Forest Tree classification algorithm can attain 99%
accuracy.

Organization of this paper is as follows: The Related Work part is explained
in Sect. 2. The methodology of the proposed work is described in Sect. 3. The
Experimental Results and Comparison with existing work is presented in Sect. 4.
Limitations of our approach is presented in Sect. 5. Finally, the Conclusion of
the work is described in Sect. 6. And the future research directions are explained
in Sect. 7.

2 Related Work

M. Saiful et al. [13] has proposed a method for detection of malicious URLs of
all popular attack types like malware, phishing, spam, defacement, etc. using
machine learning. They have some prominent features used for analysis. They
have 114,400 collected real-life data from various sources. Machine learning algo-
rithms such as Decision Tree and Random Forest was used for the multi-label
classification problem to identify attack type. They evaluated their method on
35,300 benign URLs and 79,100 malicious URLs and reported the accuracy of
97% using random forest classification and using SD filter they reached up to
around 99% accuracy.

C. Baojiang et al. [7] has proposed a work in which they are detecting mali-
cious URLs. In there work, they were using statistical analyses based on gradi-
ent learning and feature extraction using a sigmoidal threshold level based on
machine learning techniques. They have used some machine learning algorithms
like naive Bayes, Decision Tree, and SVM classifiers to validate the accuracy
and efficiency of this method. The experimental result shows excellent detection
performance, with an accuracy rate above 98.7%.

D. R. Patil et al. [17] has proposed a work based on an effective hybrid
methodology with some new features to deal with this problem. For evaluation,
they used state-of-the-art supervised decision tree machine learning classifica-
tion models. They performed their experiments on the balanced dataset. Their
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experimental results show that by the inclusion of new features all the decision
tree learning classifiers work well on their labeled dataset, and achieved 98–99%
detection accuracy with very low False Positive Rate (FPR). Also, they gained
99.29% detection accuracy with very low FPR using a majority voting technique.

Michael Darling et al. [8] has described a lightweight approach for classifying
malicious web pages using URL lexical analysis alone. Their goal is to explore
the upper-bound of the classification accuracy of a purely lexical approach. They
use 76 features and the J48 algorithm to build a system that correctly classifies
URLs of malicious web pages with 98.2% accuracy, 1.6% false positive rate, and
an F1-Score of 98.2.

Patgiri et al. [15] has proposed a work in which they are using malicious
URLs detection. They have used some machine learning algorithms like Random
Forests and Support Vector Machine (SVM) for high accuracy. These algorithms
were used for training the dataset for classification of good and bad URLs. The
dataset of URLs was divided into training and test data in 60:40, 70:30, and 80:20
ratios. The accuracy of Random Forests and SVMs are calculated for several
iterations for each split ratio. According to the results, the split rate 80:20 is
observed as the more fundamental split an average accuracy of Random Forests
is more than SVMs. SVM is perceived to be more fluctuating than Random
Forests in accuracy.

Dharmaraj et al. [16] has proposed a work in which they are using binary
detection of URL’s, i.e., either the URL is benign or malicious. The method-
ology was used to detect malicious URLs and its attacks based on multi-class
classification. They have used 42 new features of malware, spam & phishing and
multi-class, and the binary dataset is constructed using 49935 URLs like benign,
spam, phishing & malware. The online machine learning classifiers and state-
of-art supervised batch were used for classification. Confidence weight learn-
ing classifiers were achieved the 98.44% average detection accuracy and 99.86%
detection accuracy in binary setting used there proposed URL features.

3 Proposed Methodology

In this section, we have discussed the architecture of our work, as shown in
Fig. 1, which is to classify the URLs as malicious, spam, phishing, and Benign.
The proposed methodology is divided into four sub-modules:

– Data Collection
– Feature Extraction
– Feature Selection
– Classification

3.1 Data Collection

In the data collection phase, we collected our dataset from various sources.
Around 77,580 URLs were gathered, containing Benign at first and malicious
URLs are divided into three classes: Malware Phishing, and Spam.
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Fig. 1. Architecture of proposed methodology

– Benign URLs: Approx 28,054 URLs were gathered from kaggle-dataset.
– Malware URLs: 15,744 URLs were gotten from kaggle-datasets [2], mal-

waredomainlist dataset [4], and malc0de database [3] which is a venture that
keeps up rundown of malware locales.

– Phishing URLs: Approx 15,744 URLs were gathered from Phishtank [6]
and OpenPhish [5].

– Spam URLs: 18,038 URLs were gathered from web spam dataset which is
openly accessible.

All collected datasets are checked-out via Virustotal [1] and labeled with the
following: 0 represent the Benign URL’s, malicious URL’s like Malware, Phishing
& Spam is labeled with 1, 2 & 3.

3.2 Feature Extraction

The biggest challenge is to extract the features from URLs. After doing lots
of search about features, this work finds that Lexical features are more used by
the researchers and well-explained features for Malicious URLs detection [12,14].
Table 1 shows the extracted features. (F Id is feature Id). Details of some features
are given below:

– Url dots: Phishing URLs contains more number of dots. For example, http://
payment.coustomer.service.com.onlinecoustomerhelp.inc-help-desk.updated-
setup.connect.urlproct.com.br/uesraccount/. This type of URL rarely exists
in Benign URL.

– Length url: Length of malicious URLs is long as compared to benign ones.

http://payment.coustomer.service.com.onlinecoustomerhelp.inc-help-desk.updated-setup.connect.urlproct.com.br/uesraccount/
http://payment.coustomer.service.com.onlinecoustomerhelp.inc-help-desk.updated-setup.connect.urlproct.com.br/uesraccount/
http://payment.coustomer.service.com.onlinecoustomerhelp.inc-help-desk.updated-setup.connect.urlproct.com.br/uesraccount/
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– Presence of tld: A domain name is used by the multiple top-level domains
within some phishing URLs.

– URL slash, query slash: Some suspicious special character contained by URLs
like //, and they contain high-risk redirection.

Table 1. Extracted features

F Id Feature F Id Feature F Id Feature

F1 url dot F2 url hyphen F3 url underscore

F4 url slash F5 url question mark F6 url equals to

F7 url at rate F8 url ampersand F9 url exclamation

F10 url space F11 url tilde F12 url comma

F13 url plus F14 url asterik F15 url hash

F16 url dollar F17 url percent F18 url double slash

F19 length url F20 length host F21 length path

F22 length query F23 length file F24 presence of path

F25 presence of email F26 Number of digits F27 number of tokens

F28 number of tld F29 presence of tld F30 length of parameters

F31 presence of query F32 host dot F33 host hyphen

F34 host underscore F35 host slash F36 host question mark

F37 host equals to F38 host at rate F39 host ampersand

F40 host exclamation F41 host space F42 host tilde

F43 host comma F44 host plus F45 host asterik

F46 host hash F47 host dollar F48 host percent

F49 host double slash F50 url shortened F51 server client

F52 number of vowel F53 domain entropy F54 is host ip

F55 path dot F56 path hyphen F57 path underscore

F58 path slash F59 path question mark F60 path equals to

F61 path at rate F62 path ampersand F63 path exclamation

F64 path space F65 path tilde F66 path comma

F67 path plus F68 path asterik F69 path hash

F70 path dollar F71 path percent F72 path double slash

F73 query dot F74 query hyphen F75 query underscore

F76 query slash F77 query question mark F78 query equals to

F79 query at rate F80 query ampersand F81 query exclamation

F82 query space F83 query tilde F84 query comma

F85 query plus F86 query asterik F87 query hash

F88 query dollar F89 query percent F90 query double slash

F91 file dot F92 file hyphen F93 file underscore

F94 file slash F95 file question mark F96 file equals to

F97 file at rate F98 file ampersand F99 file exclamation

F100 file space F101 file tilde F102 file comma

F103 file plus F104 file asterik F105 file hash

F106 file dollar F107 file percent F108 file double slash
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3.3 Feature Selection

In feature extraction, we have extracted 108 lexical features. However, all the
features are not necessary while training the model because there may be some
features which do not affect the performance of the model or perhaps make our
results worse. Therefore, in this section, we use feature selection technique to
reduce the dimensionality of the feature vector. Info-gain algorithm used as a
feature selection algorithm that uses a filtering approach. This stage aims at
ranking subsets of features based on high information gain entropy in decreasing
order. Prominent features are selected and drop the rest of the feature according
to their ranked. Some top-ranked attributes are listed in Table 2.

Table 2. Info-gain result for selected features

Rank F ID Feature Rank F ID Feature

0.735148 F21 length path 0.047297 F 73 query dot

0.723264 F 4 url slash 0.032828 F 7 url at rate

0.503519 F 24 presence of path 0.032147 F 25 presence of email

0.475607 F 19 length url 0.032076 F 79 query at rate

0.446386 F 53 domain entropy 0.028393 F 54 is host ip

0.407717 F 27 number of tokens 0.023541 F 17 url percent

0.375661 F 23 length file 0.02227 F 76 query slash

0.353965 F 91 file dot 0.016513 F 11 url tilde

0.353965 F 55 path dot 0.014333 F 5 url question mark

0.353965 F 32 host dot 0.014268 F 77 query question mark

0.280317 F 26 number of digits 0.014143 F 50 url shortened

0.248859 F 13 url plus 0.009855 F 89 query percent

0.220654 F 1 url dot 0.008942 F 18 url double slash

0.151546 F 22 length query 0.008547 F 92 file hyphen

0.140429 F 6 url equals to 0.008547 F 33 host hyphen

0.12876 F 78 query equals to 0.008547 F 56 path hyphen

0.124298 F 30 length of parameters 0.007754 F 90 query double slash

0.104467 F 20 length host 0.003186 F 51 server client

0.093292 F 3 url underscore 0.002816 F 12 url comma

0.083911 F 52 number of vowel 0.00214 F 64 path space

0.083764 F 85 query plus 0.00214 F 41 host space

0.081252 F 8 url ampersand 0.00214 F 100 file space

0.076359 F 80 query ampersand 0.001812 F 16 url dollar

0.075976 F 31 presence of query 0.001748 F 10 url space

0.059898 F 2 url hyphen 0.001617 F 84 query comma

0.05755 F 74 query hyphen 0.001405 F 9 url exclamation

0.057355 F 67 path plus 0.001353 F 88 query dollar

0.057355 F 103 file plus 0.000957 F 14 url asterik

0.057355 F 44 host plus 0.000758 F 34 host underscore

0.050303 F 75 query underscore 0.000758 F 57 path underscore
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3.4 Classification

Machine learning is a widely used innovation in numerous areas of present-day
society, including data security. This paper use supervised machine learning algo-
rithms like Decision Tree [10], Random Forest [9], and SVM which will be used
for classification among Benign, Malware, Phishing and Spam URLs with the
help of WEKA tool [11].

Table 3. Configuration details of neural network

Layer (type) Output shape Param #

dense 1 (Dense) (None, 101) 5151

p re lu 1 (PReLU) (None, 101) 101

dropout 1 (Dropout) (None, 101) 0

dense 2 (Dense) (None, 4) 408

activation 1 (Activation) (None, 4) 0

This work also uses state-of-the-art simple Neural Network (NN) for clas-
sification and configuration details of the neural network is shown in Table 3.
For classification, split the dataset into 70:30 ratio that means 70% dataset is
used to train the classifier and rest 30% dataset is used to predict. This work
achieved the highest accuracy of 99% using Random Forest classifier. The ten-
fold cross-validation used for the effectiveness of this study to detect multi-class
URLs.

4 Experimental Results and Comparison with Existing
Works

Features vector of data samples will be used to train and test the four classifiers:
Decision Tree, Random Forest, SVM, & Simple Neural Network. The results of
10-fold cross-validation using these classifiers are presented in Table 4.

Table 4. Experimental results 10-fold cross-validation using various classifiers

No. of features Model accuracy %

Decision tree Random forest SVM Neural network

10 95.46 96.08 71.06 90.07

20 97.62 98.52 84.42 94.24

30 97.68 98.51 85.87 97.26

40 97.691 99 85.95 97.29

50 97.691 98.52 85.95 97.3

60 97.69 98.52 85.95 97.36
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This area demonstrates the test results accomplished by our methodology
and furthermore demonstrates the correlation with different works results. Even
though an outstanding piece of our experimental datasets (benign, malware,
phishing, and spam). Table 5 and Fig. 2 demonstrates the Accuracy between
methodologies and result comparison, this work proposed with the others.
Table 4 demonstrates the diverse classifiers result from comparison utilized in
this work, and with our Results, Random Forest classifier outperform the others
& yielding 99% accuracy respectively.

Table 5. Result comparison with existing works

Authors Dataset Accuracy %

M. Saiful et al. [13] 35,300 Benign, 12000 Spam 97%

10,000 Phishing & Malware 11,500

Baojiang Cui* et al. [7] 2,953,700 Benign 98.70%

356,215 Malicious

Dharmaraj R. Patil et al. [17] 26,041 Benign, 8,976 Phishing 98–99%

11,297 Malware and 5,721 Spam

Michael Darling et al. [8] Benign 122,550, Phishing 25,388 98.20%

Malware 42,643

Our approach 28,054 Benign, 15,744 Malware 99%

15,744 Phishing, 18,038 Spam

Fig. 2. Results comparison
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5 Limitations of Our Approach

Considering our methodology, some significant limitations are present in it. Fol-
lowing are some of the limitations of our approach:

– Our methodology only considers the lexical features for URL’s; there is a need
to investigate the obfuscating techniques over the URL.

– To characterize Malicious URLs from social networks, there is a need to inves-
tigate the relevant features.

6 Conclusion

In this work, we have investigated a methodology for the classification of diverse
attack types of URL’s as Benign, Malware, Phishing, and Spam. Since we only
extract lexical features from urls. For classification of the varied attack types of
URL first, we collect a large number of URLs of different attack types in the
second step extracted 108 lexical features in collected URLs. And to reduce the
dimensionality of the feature vector, info-gain uses as a features reduction algo-
rithm. The feature model was evaluated with four machine learning classifiers on
a fixed data set. The classifiers, namely Random Forest, Decision Tree, SVM, and
Simple Neural Network to classify the URLs into its type. 10-fold cross-validation
was executed. The performance evaluation showed that Random Forest classifier
outperformed the others with the highest accuracy i.e. 99%.

7 Future Scope

As future work, planning for the browser extension for malicious URL classifica-
tion & work on Real Time IoT Network for URLs detection using Deep Learning
Algorithms.
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Abstract. Clustering and Classification are significant and widely used task in
data mining. Their incorporation together is rare. When we integrate them
together they can give more promising, accurate and robust results compare to -
unaccompanied. The integration of these methods can be done by an ensemble
method or hybrid method. This paper uses a hybrid model; K-means clustering
method for the preprocessing of the data. Pre-learning by K-means clustering
keeps similar cases in the same group. This improves the on-hand classifier’s
performance. To demonstrate applicability of this new hybrid approach the
experiments on PIMA diabetic datasets from UCI repository were conducted
and the results are compared on several parameters. Clustering before classifi-
cation provides an added description to the data and improves the effectiveness
of the classification task. This model can be deployed with any classification
algorithms to improve its performance.

Keywords: Data mining � Clustering � Classification � K-means �
Hybrid model

1 Introduction

“Data mining, a synonym to knowledge discovery in databases - is a process of
analyzing data from different perspectives and summarizing it into useful information.”
This process reveals patterns and trends by understanding the relationships among the
data. It is often viewed as a “process of extracting valid, previously unknown, non-
trivial and useful information from large databases” [1]. Data mining tasks are gen-
erally classified according to the types of data, knowledge, and techniques used. People
do not make good or bad decisions; they make decisions on information received. The
right information, in the right format at the right time is important. Data can be
transformed into good information by efficient methods of processing, filtering, mod-
eling, evaluating, analyzing and visualizing data. Data mining is applicable in several
aspects and can be used to forecast the future.

The complexity and volume of data is increasing day by day; the existing data
mining techniques are facing a lot of challenges particularly for classifying large scale
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multiclass data. Therefore, the combination of clustering and classification becomes an
active research area to deal with data in large volume with high dimensions. One such
solution to the problem is the integration of clustering and classification techniques.
Taking the advantage of both methods of clustering and classification techniques is a
significant research problem. As, it has been noticed that the integrated model of
clustering and classification gives promising results, compared to classification alone.
So, here in this paper we have tried to integrate them to enhance the classification
accuracy and scalability.

Supervised and unsupervised methods of learning when combined together the
integrated model built could reflect the best prediction of class. Based on the simi-
larities, input features can be compared and clustered. The process of clustering is
performed prior to the classification task. So, that grouped and similar records can be
input to the classifier. The classification task is performed on each partitioned dataset.
The combination of two learned results, have developed accuracy, comprehensibility
and pace of the integrated model. The combined methods have increased the prediction
and generalization capacities, as it provided a flexible and strong mapping input into
the spaced valued for diabetes dataset. The target variables and factors have been used
to find the significant attributes by using the integrated unsupervised & supervised
learning methods.

Clustering prior to classification can serve the following purposes.
Feature compression & extraction:

• Features can be clustered together based on clustering criteria. This method reduces
feature dimensionality by combining similar features for the classification task.

Create a fully labeled training set from the unlabeled set:

• Getting a fully labeled data is difficult when we label it manually by human
expertise it becomes expensive, error-prone and time-consuming. Clustering is used
in such cases to label unlabeled information to boost the performance of the clas-
sification task.

Co-train classifiers:

• This method uses clustering as a preprocessing process for classification. It reduces
the training data set size and its dimensionality by dividing the whole Dataset into
smaller sub-sets leads to a smaller and less complicated classification task becomes
quicker and easier to solve.

Imbalanced Data to balance:

• Imbalance class distribution became noticeable with the application of data mining
techniques in real-world applications. Received attention in a Workshop [2].
Learning from imbalanced data is one important issue drawing the attention of the
data mining community for decades. This issue of imbalanced data handling is also
identified as an open research problem by the data mining community.

Since years, Data mining problems are being solved by Single model method
(supervised or unsupervised techniques), Hybrid methods (Hybrid learning combine
heterogeneous machine Learning approaches) or by Ensemble methods.
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The ensemble learning primarily used to improve the performance of a classifier. It
is a process by which predictions of multiple classifiers are combined. The new
samples can be classified with better prediction accuracy [3]. The commonly used
ensemble techniques are bagging, boosting, voting and stacking. Despite recent
researches have mentioned some problems in ensemble learning mentioned in research
papers [4]. Amongst the Data available, the information available in medical field is
enormous hence Medical Data analysis is a broad area for data scientists various
medical data sets including PIMA Indian diabetes dataset has been utilized may time,
hence surveying all research consumes times. Hence only a few are listed on the single,
ensemble, and a hybrid of clustering and classification method performed using UCI
repository medical datasets.

Zeng et al. (2003) all presented a clustering based classification (CBC) approach
when sufficient labeled data is not present as most of the traditional text classification
algorithm’s accuracy degrades drastically on the insufficient amount of labeled data.
They have proposed an approach which is more effective with small training data and
easier to achieve its high performance particularly when the labeled data is sparse [5].
Zehra et al. (2014) have focused on the importance of data pre-processing for data
mining. The results show a significant improvement on the accuracy of preprocessed
data over not preprocessed data [6].

Asha. T, S. Natarajan, and K.N.B. Murthy (2012) This paper proposes a combined
approach of clustering and classification for the detection of tuberculosis (TB) pa-
tients’-means clustering algorithm with Naive Bayes, C4.5 decision tree, Support
Vector Machine, Ada Boost and Random Forest tree are combined to improve the
accuracy [4].

Gaddam (2007) have proposed a cascaded method for classifying anomalous
activities in a computer Network, a machine mass beam an active electronic circuit.
Two rules are deployed to combine K-means and ID3 (1) The Nearest Neighbor rule
(2) the nearest consensus rule; they compared the proposed cascaded approach with the
individual K-means and ID3 method over six significant parameters on 3 datasets.
Results show that the proposed method outperforms in terms of all 6 performance
measures over 3 datasets [7]. Buana and Jannet (2012) paper used Term frequency-
Inverse document frequency (Tf-IDF) to weigh the words then group the datasets into
clusters by K-means clustering algorithm. The cluster centers are used as the new
training sample for KNN classification algorithm [8].

Ahmed and Khan (2009) proposed an integrated approach of subspace clustering
and K nearest neighbor for text classification. Authors proposed innovation by applying
the impurity component for measuring dispersions and chi-square statistic for dimen-
sions of the cluster. The experiments are conducted on NSF abstract datasets and 20
Newsgroup datasets [9].

Lópezet (2012) paper presented an approach to predict the performance of the stu-
dents based on the of Forum data usages. The objective of their study is to determine [10].

(I) Whether, the participation in the course forum, can be a good predictor to evaluate
the performance of the student in their examinations.

(II) How well his proposed integrated model performs over traditional classification
approach particularly for the forum data usages.
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The outcomes show that student participation in the course forum is a good pre-
dictor of the result of the course and the proposed integrated approach. The highest
results are obtained by naïve bays with six attributes is 89.4%.

Kyriakopoulou and Kalamboukis (2008) they addressed the incorporation of
clustering as a complementary step to text classification and the feature representative
of the texts boost the performance of SVM/TSVM classifier experiments were carried
out on ECML/PKDD discovery challenges 2008 for SPAM detection in Social
bookmarking system [11].

Sumana and Santhanam (2014) have proposed a hybrid model by cascading
clustering and classification. Here they have used K-means with 10 fold cross vali-
dation preprocessing algorithm with 12 classifiers on 5 different medical datasets. They
have used the best –first search (BSF) and correlation-based feature selection (CFS) for
relevant feature selection. The performance of the algorithm was measured in terms of
accuracy, Kappa, mean absolute error and Time. Experimental results showed that the
proposed model with CFS and BFS as feature selection methods and with the com-
bination of preprocessing gives the enhanced classification accuracy over medical data
sets [12].

The performance of the proposed hybrid model is compared with the literature
work and results are displayed and compared.

Creating predictive (classification) models is one of the machine learning appli-
cations in order to uncover novel, interesting, and useful knowledge from large vol-
umes of data in many medical domains such as diagnosis, prognosis and treatment.
They are successfully developed through applying several machine learning
techniques.

2 Clustering

It is used to organize information with-out any prior knowledge about the distribution
of data. A clustering of D dataset is a partition of D into K clusters C1, C2, C3……Ck
where i = 1,2,3…………..k and Ci 6¼ NULL and D = Uk

i Ci and Ci \ Cj = NULL
i 6¼ j i, j = 1,2,3……………K.

2.1 K-Means

K-means method of data clustering is one of the oldest and yet very popular among
Data Miners community. One reason for the popularity is it is data driven so less
number of assumption are required. It uses greedy search strategy so it is able to divide
large datasets into segments based on the number of cluster supplied as A popular
centroid-based algorithm is K-means; the input parameter is taken as k, and then
partitions the whole dataset into k clusters resulting into a high intra-cluster similarity
and low inter-cluster similarity. The mean value of each cluster is calculated by its all
objects. The cluster similarity are determined through cluster’s centroid. In k-means
algorithm initially we need to input k objects, each of the objects is considered as center
of cluster or cluster mean. One of the objects is assigned to the cluster according to the
similarity distance between the cluster mean and object. For each cluster iterating

386 S. Gupta et al.



computation of the new mean occurs till the convergence of the centriod function. Full
convergence of clusters uses the square-error criterion, generally It aims to mini-
mize squared error given by

Sum of Squared Error =
Pk
i¼1

Pik
j¼1

distðxi;yjÞ
Distance can be calculated by following distance metric between xi and yj is given

by

• Euclidean distance =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn
k¼1

ðxik; yikÞ2
s

Þ

• Minkowski =
P

xij � xik
�� ��� �

1=q

• Manhattan distance =
Pn
k¼1

jxik � xjkj
• Mahalanobis distance = [ðai; biÞt S�ðai; biÞt]
• Cosine Distance = AB

jAjjBj

Here in this model we have used Euclidean distance measure.

3 Classification

It is a two step process at first stage we built model using historical data and learning
algorithms and in the later stage we deploy this on test data to classify unlabelled data.
This model performance is highly dependent on the nature and quality of data which is
being used for the training purpose. For training purpose data should be labeled. There
are many classification algorithms provided in literature.

3.1 KNN

K-Nearest Neighbor (KNN) algorithm also known as Lazy learning approach is most
appropriate when prior information is not known. KNN is simple to implement and it
can easily handle missing values from the data. it find out ‘K’ nearest neighbors from
training data and then assigns class label to a newly unlabeled instance based on the
maximum nearest neighbors [15, 16]. It is an instance-based classification method.

3.2 SVM

Support vector machine is applicable in linear and non linear data. SVM is an extremely
slow method takes too much time in learning but its results are highly accurate and is
capable to handle complex non linear data as well. It is less prone to over fitting [1].

3.3 J48

J48 is the implementation of ID3 (Interactive Dichotomize 3) developed by WEKA
team. J48 is an extension of ID3. ID3 developed by J. Ross Quinlan was the first kind
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of decision tree. In the late 1970s. It uses divide and-conquer and greedy strategy to
construct a Top-Down tree structure. Tree is built on Training set. It recursively par-
titioned into small sub trees. The J48 has the capability to handle missing values. A leaf
node is represented by a class or class distribution. The route from roots to the leaf
denotes classification rule. Decision tree algorithm’s three major parameters are

1. An attribute-selection-method
2. A training data partition
3. An attribute-list

4 Weka

“The Waikato Environment for Knowledge Analysis (Weka) is a comprehensive suite of
Java class libraries that implement many state-of-the-art machine learning and data
mining algorithms” [17]. The algorithms can be called from your own Java code or
directly can be applied from dataset. The tools in Weka contain association rules, data
preprocessing, regression, classification, visualization & clustering. It is a good tool for
the development of new machine languages. Here we have used Weka 3.8 to imple-
ment our algorithm with java class libraries.

5 Datasets Description

The database contains data for 768 diabetic patients. The data is obtained from Pima
Indians Diabetes Dataset (PIDD) from machine learning repository of the University of
California, Irvine (UCI). Data preprocessing is applied to improve the performance of
classifiers. A total of 768 cases are available in Pima Indian Diabetes Database. Few
attributes contain some missing values. After deleting these values we have 335 cases
with no missing values. Table 1 presents the information about the types of attributes
its mean value and Standard Deviation of each attributes. Table has 8 attributes which
are responsible for positive or negative results of the patients.

Table 1. Table presents the features of Pima Indians Diabetes Dataset.

Features of Pima Indians Diabetes Datasets
No Attributes Mean S. Deviation

1 Number of times pregnant 3.8 3.4
2 2-hour OGTT plasma glucose 120.9 32
3 Diastolic blood pressure (mm Hg) 69.1 19.4
4 Triceps skin fold thickness (mm) 20.5 16
5 2-hour serum insulin (mu/ml) 79.8 115.2
6 Body mass index (BMI) (kg/m) 32 7.9
7 Diabetes pedigree function 0.5 0.3
8 Age (years) 33.2 11.8
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6 Methodology

6.1 Training and Testing Data Preparation

During the initial phase separate the datasets into a training set and testing sets and
remove output classes from training and testing datasets. Removing output class labels
is important to make the clusters unbiased basis of class attributes.

6.2 Clusters Building

After data separation, we partition the datasets to build K clusters. Here we have
considered K as 2, 3 or 4. when we take k = 2 we will get 2 clusters from training set
and two clusters from testing set, when we take k = 3 we will get 3 clusters from
training and 3 from testing and when k = 4 we will get 4 clusters for training and 4

from testing after this whole process, we will have 9{Ik
2

1 ; I
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2 ; I

k3
1 ; I
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4 } for training without output

classes. Now we will add corresponding output classes to each cluster. After this
process we will apply classification task.

We have done this process to indentify which value for K and which classification
algorithm is most suitable for the given classification task.

6.3 Building the Classification Models

Now we will train classifiers by clustered training datasets and build classification
models from each cluster of the previous step in this process we construct a model for
every partitioned number. Here we named the model as Mki

n where ki indicates con-
structed model number trained by cluster number K. We test the model’s validity and
generalization ability by testing data. This model will be evaluated on several
parameters. Results show that this integration of clustering and classification methods
generate a more precise and accurate model.

Figure depicts the model’s flow of control through a pictorial form.
Figure 1 depicts the flow of integrated model first we will apply data into the model

then we preprocess it and remove resultant output classes so the clusters will not get
biased by class labels. Then we partition datasets into k number of clusters and now we
will add corresponding class labels to each cluster and now we will send these clusters
to the classifiers and combine and compare the results.
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7 Model Evaluation Parameters

7.1 Accuracy

Accuracy is defined as the percentage of correctly placed instances in the correct
classes.

Accuracy = TPþTN
TPþFPþFNþTN

7.2 Precision

Precision is the measure to check the exactness of the model. It is defined as the
percentage of instances that are actually positive and labeled positive by the model as
well.

Precision = TP
TPþFP

Applying Data Set

Pre Process Data

Removal of Output 
Class 

Clustering Module 

Addition of Output 
Class

Classification Module  

Combination Module 

Result Analysis

Fig. 1. Model’s control flow diagram
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7.3 Recall

Recall is the measure to check the completeness of the model defined as the percentage
of positive instances model label as positive.

Recall = TP
TP þ FN

7.4 F-Measure

It is defined as the harmonic mean of precision and recall.

F = 2�precision� recall
precision þ recall

Perform k-means clustering method prior to classification, the number of mis-
classified cases decreases. K-means clustering method divides the data into K clusters.
These clusters are applied to various classifiers to construct a model.

7.5 ROC

Accuracy is always not a good measure its results can be misleading. While evaluating
binary classification problems Receiver Operator Characteristic (ROC) curves is rec-
ommended, it shows the relationship of correctly classified positive examples with the
incorrectly classified negative examples [11].

7.6 Kappa Statistics

The kappa is a correlation coefficient. Square of the kappa gives the amount of
accuracy in the data because of similarity among the data collectors.

Table 2 displays the reported values for F-measure, Kappa Statistics and ROC area
on unprocessed (original) datasets, and clustered data sets (K = 2, 3, 4).

Table 3 displays Performance measures (F-Measure, Kappa Statistics, TPR, FPR,
ROC Area) for K Nearest Neighbor, Support Vector Machine and J 48 Decision Tree
and proposed Integrated Approach.

Table 2. Integrated approach performance on different cluster number

S. No Parameters Unprocessed After pre processing
K = 2 K = 3 K = 4

1 F measure 0.79 0.91 0.9 0.9
2 Kappa statistics 0.35 0.82 0.76 0.76
3 ROC area 0.67 0.91 0.89 0.91
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8 Algorithm

Step 1: Preprocessing the dataset by deleting all missing values instances
D = {I instance, Oinstance}
Here I stand for Input Instance and O stands for output instances
Step 2: Divide 2/3 of the dataset as training and 1/3 as testing
TrainingSubset = 2/3 fI instance;Oinstancegtraining
TestingSubset = 1/3 fI instance;Oinstancegtesting
Step 3: Remove the Corresponding output class from the dataset

Ik
2

1 TrainingSubset = fI instancegtraining
Step 4: Apply k-means clustering algorithm for k = 2, 3,4 cluster
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Step 5: Add target classes for each cluster

TrainingSet 1 = Ck2
1 þOinstance

Training

n o

TrainingSet 2 = Ck2
2 þOinstance

Training

n o

Step 6: Train classifier by the clustered datasets for each combination of K.

Step 7: for each value of K get the corresponding constructed model name Mki
n where n

defines model number and ki defines cluster number
Step 8: Integrate all cluster values classified to produce the final outcome for the whole
dataset.
Step 9: Create a confusion matrix for furthest analysis

Figure 2 Give a comparative sight of unprocessed data with K = 2, K = 3 and
K = 4. The plot displays the F measure, Kappa Statistics and ROC area. We get the
values between zero(0) to one(1). It can be identified by seeing the figure that we get an
elevated performance of all the considered measures with k = 2.

Figure 3 depicts the performance of our hybrid model with the performance of
KNN, SVM and J48 classifiers. And it can be easily identified that our model is
performing better with K = 2 over KNN, SVM and J48 algorithms.

Table 3. Performance measures comparison

S. No Classifier algorithm Performance measures
F-measure Kappa

statistics
TPR FPR ROC

area

1 KNN 0.77 0.33 0.79 0.47 0.65
2 SVM 0.83 0.46 0.89 0.45 0.72
3 J48 0.79 0.35 0.72 0.29 0.67
4 Proposed integrated

approach (k = 2)
0.91 0.82 0.89 0.06 0.91
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Fig. 2. Chart for the performance of classifiers on 3 values of K with unprocessed data
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9 Conclusion

When we compared the results of our model’s performance measuring parameters
before and after clustering, we found an improvement in the performance of those
parameters. When we partitions the whole dataset using the k-means clustering algo-
rithm and apply these cluster as training set to the classifiers it returns promising
results, compare to the performance of reported literature on Pima Indian Diabetes
Database. We have compared our proposed model’s parameters with the parameters of
KNN, SVM, and J48 algorithm.

When we examine this model on different values for K we choose k = {2, 3, 4} we
achieve the best performance reported is with K = 2. This algorithm can be imple-
mented on highly dimensional, large scale, multi-class and imbalanced datasets.

All classifier’s accuracy gets affected positively when supervised and unsupervised
learning method are Combined. More number of clustering experiments can be per-
formed, where its applications in different fields with different databases can be eval-
uated innovatively. For big database like business, where classification is important;
this method may work.
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Abstract. Code Clones are well-known Source Code Smells that impacts the
Software maintenance thus research community proposed various real-time
clone detection approaches to proactively manage them during the software
development process. The present-day real-time Code Clone identifiers have at
least one of the five inadequacies: (a) entails Developer involvement to start the
Clone Detection process, (b) despite of having focused search capability from
few tools, Clone Detection necessitates to be triggered by the Developer, (c) in
spite of few plug-in tools instigating concentrated search a large portion of
available plug-ins procedure Clones in bunch mode and in this way expends
much time to find clones, (d) despite being plugins to the IDEs, current tools
require Software Programmer to trigger the visualization of Clone Detection
results thus deficits instantaneous real-time Clone recognition functionality,
(e) uses indexing techniques that can further be replaced by other available more
efficient techniques to reduce the response time. This paper presents the
Architectural Framework of underdevelopment real-time Code Clone Detection
plug-in tool, which is proficiently adequate as a resolution to all the above-
unveiled issues. The tool architecture description clearly indicates the profi-
ciency of our approach in the application of automatic triggering of Clone
Detection process as well as focused block level search on interception of block
end leading to instantaneous real-time identification of clones and immediate
recommendation mechanism.

Keywords: Non-obtrusive Code Clone Detection �
Instantaneous real-time identification � Software clones �
Architectural framework

1 Introduction

Software maintenance research has revealed that an abundant software program
encompasses a substantial replica of the source code [1]. This duplicated code poses
challenge towards the maintenance of the software via increasing maintenance cost of
the software due to multiple copies of the code [2, 3] and also leading to incorrect
program behavior by propagating faults due to inconsistent changes to the cloned code
[4, 5]. Software clones also decay the reliability of the whole software system [6].
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A clone basically is a copy of the original code fragment and is identical to other
fragments according to some definition of similarity [7]. Searching these identical code
fragments in the code repositories has been a major focus of research on software
systems [8]. In response to the negative impact of software clones, to discover duplicate
code, a large number of code clone revealing methodologies have been suggested [9].

To alleviate the harmful effects of code duplication during software maintenance, a
new field of clone identification i.e. real-time code clone detection came into existence
as a way to proactively manage clones inside an IDE during the software development
process. The core idea of this real-time/instant/just-in-time/on-the-fly clone detection
methodology is to search for all the matching fragments of the input code fragment
from the active code editor of the concerned IDE.

There are about 33 tools related to this research, but we discuss just a few tools, as
an illustration, to portray our findings as presented in Table 1.

Although, there exists a large body of research on real-time identification of clones
e.g. [13–16], etc. but unfortunately, existing real-time approaches traditionally focus on
large scale and batch mode detection of code duplication only that also needs to be
triggered by the software developer, thus lacking non-obtrusive and instantaneous real-
time identification and recommendation of clones. Literature study revealed that these
real-time clone identification approaches have various limitations that lead to their
possible extension as discussed in this paper. We observed that these tools have at least
one of the following five inadequacies:

(a) Entails Developer involvement to start the Clone Detection process,
(b) Despite having focused search capability from a few tools, Clone Detection

necessitates being triggered by the Developer,

Table 1. Illustrative related work with motivation and possible extension

Reference Tool Motivating scenario and possible extension

[10] SourcererCC-I It is a real-time clone detection tool that detects clones of the
source code within the active code editor but requires the
developer to view the clones and thus no automatic
recommendation is offered thus motivating us to implement
the same

[11] SHINOBI It is a Microsoft Visual Studio Add-in that detects clones on
cursor hover over code or at file opening or editing. It uses
suffix array technique for indexing for quick detection but
there are other better indexing techniques available that may
further reduce the memory consumption and response time

[12] SimEclipse Despite being capable of sensing save operation and then
reporting clones, it cannot be utilized as an instantaneous
clone recommender due to the limitation of firing clone
search only when save operation is triggered thus motivating
us to implement the possible recommender while developer
in coding inside code editor
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(c) In spite of few plugin tools instigating concentrated search a large portion of
available plugins procedure Clones in bunch mode and in this way expends much
time to find Clones,

(d) Despite being plugins to the IDEs, current tools require Software Programmer to
trigger the visualization of Clone Detection results thus deficits instantaneous real-
time Clone recognition functionality.

(e) Current tools mostly use suffix arrays, suffix trees, FM-index, etc. indexing
techniques that consume less space and thus leads to quick response. But as we
know there are other better indexing techniques that may further reduce the
memory usage and response time.

We argue that to have better proactive clone management the clone detection
should be non-obtrusive and instantaneous and thus justifying the title of this research.
Addressing the unveiled limitations of the present-day real-time clone detection tools
viz. non-obtrusive, instantaneous real-time code clone detection and immediate rec-
ommendation mechanism is the significant focal point of our research. In this paper, we
introduce the architectural framework of our work-in-progress real-time clone search
and recommendation tool.

In the next Section, we discuss our proposed approach starting with the overview of
the approach. Then we discuss the developer interaction with Eclipse IDE with the help
of the sequence diagram. Next, to it, we discuss the use case diagram of the proposed
approach. Proposed tool architecture is then elucidated along with the proposed gen-
eralized algorithm for this approach. Section 3 lists various benefits of this proposed
approach over other approaches. Then finally conclusion and future work are presented
along with acknowledgments and references in support of this discussion.

2 Proposed Architectural Framework

As revealed in the preceding section, most of the real-time clone identifiers have some
inadequacies that should be addressed to induce a more proficient proactive clone
management tool. Taking all the unveiled limitations of these tools under consideration
we propose an efficient architectural framework for non-obtrusive and instantaneous
real-time identification of clones during software development process i.e. while the
developer is coding inside a code editor of the IDE. The detailed description of the
design elements of the proposed model is discussed in succeeding subsections.

2.1 Overview of the Proposed Approach

Figure 1 demonstrates the conceptual framework of the proposed model for real-time
identification of clones with the potentiality of instantaneous and non-obtrusive
detection of code duplicates during coding tasks. Our proposed model has four major
modules viz. code interception, code extraction, indexing, and clone detection. We are
implementing novel code interception, extraction and indexing techniques in our work-
in-progress on-the-fly clone detector. As depicted from Fig. 1, while developer inter-
acts with the IDE, more specifically code editor of IDE (in this case Eclipse IDE) our

An Efficient Architectural Framework 399



proposed code interceptor and recommender keeps tracking the key events inside code
editor right from the launch of the Eclipse IDE. Our plug-in on interception of the block
end events extracts the code blocks and then performs indexing of the extracted code
fragments. Finally, code duplicate search is done for the extracted code fragment and
then finally a message is popup to the developer as a recommendation for further
action.

Fig. 1. Overview of the proposed approach depicting the conceptual framework

Fig. 2. Sequence diagram depicting developer interaction with proposed Eclipse Plug-in
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2.2 Sequence Diagram Depicting Developer Interaction with Eclipse
Plug-in

With the help of Sequence Diagram in Fig. 2 we portray the interaction of the
developer with the proposed Eclipse Plug-in. Our proposed plug-in get activated on
Eclipse startup and then keeps tracking the key events within the code editor. When a
developer commits the block end event it is intercepted by our plug-in and then code
extraction is done at intercepted block level along with checking for other nested code
blocks. Then after preprocessing and normalization of the extracted code fragments,
indexing is performed. And, finally, code duplicates are searched in the index followed
by a popup message as a recommendation to the developer.

2.3 Use Case Diagram of the Proposed Real-Time Clone Detection
Approach

Figure 3 limns down the use cases of the proposed model. As depicted, software
developer interacts with the proposed plug-in in two different but interrelated ways:
(a) in first case developer interacts with code editor (where our proposed model has
been actively tracking key events from early startup) during source code development,
and (b) after recommendation is popup to the developer in the currently active code
editor at the location of the intercepted block end. In the first case two modules viz.
Code Interceptor and Block Extractor of our proposed model directly interacts with the
Eclipse code editor to intercept and extract code blocks. In the second case Clone
Recommender module which is responsible for informing the developer of committed
code duplication presents the developer with the duplication information retrieved from
the Clone Searcher module. Clone search is applied on the preprocessed and indexed
code fragments from the Preprocessor and Indexer modules respectively.

Fig. 3. Use case diagram of the proposed real-time clone detection approach
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Fig. 4. Proposed architectural framework
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2.4 Proposed Tool Architecture

Our proposed tool architecture embraces six significant processing steps as illustrated
in Fig. 4, which are (1) real-time source code interception, (2) bottom-up source code
extraction, (3) preprocessing of extracted code fragments, (4) code clone searching,
(5) feedback mechanism with recommendation, and (6) code clone visualization. Each
progressing phase processes the output of the preceding phase. On committing the
block end by developer inside the active code editor of the eclipse, interception phase
of this proposed model intercepts the key event committed by the developer. On
commit of block end this model automatically i.e. non-obtrusively gets initiated with no
necessity of programmer to begin clone discovery during the software development
process. After an automatic interception of block end, this model checks for other
nested blocks present inside or outside the intercepted key location. Further extracted
code is then tokenized and normalized. This processed code is then indexed using
better indexing technique not yet been utilized. Finally, as our model detects code
duplication utilizing the above steps it instantaneously pops up a message to the
software developer warning him about the code duplication committed. Thus with this,
our approach justifies the title of non-obtrusive and instantaneous real-time identifi-
cation of code clones. The indexing details are not yet been disclosed in this paper as
our approach is still in progress of development.

2.5 Proposed Algorithm

Figure 5 lists the sequence of steps of Fig. 4 in the form of an Algorithm. This
proposed algorithm is still in progress of implementation as a plug-in tool for
Eclipse IDE. Two aspects raised in this paper i.e. non-obtrusive and instantaneous code
clone identification can clearly be justified from this proposed algorithm. Another main
aspect i.e. clone duplicate detection depends upon implementation, the usability of
which can be evaluated after the final implementation of the proposed model.

3 Benefits of the Proposed Approach Over Other
Methodologies

It is obvious from the preceding discourse that this methodology may serve as
preferable to the Software Developer over the present real-time code clone recognition
approaches. The key advantages of this proposed methodology are enumerated below:

• Non-obtrusive Code Clone Identification
• Instantaneous real-time identification of clones
• Immediate Feedback Mechanism (IFM)
• Focused block level search
• Real-time source code interception
• Bottom-up source code extraction
• Usefulness towards refactoring purpose
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4 Conclusions and Future Work

In this research, we presented an architectural framework of our work-in-progress non-
obtrusive and instantaneous real-time clone search and recommendation tool. Our
methodology exploits the bottom-up approach for code extraction where each nested
block is extracted as a unique block and early startup functionality of the Eclipse
environment for automatic firing of real-time interception of the key events. The design
elements viz. conceptual framework, sequence diagram, use case diagram, tool archi-
tecture and pseudo code acquainted to describe the proposed model clearly indicate the
detailed functionality of this developed approach which is (as per theoretical obser-
vation) and after completion of implementation will be much proficient than any other
available tools for real-time code duplication detection. With the discussion presented
in this paper, it evidently suggests that our proposed approach is non-obtrusive with no
involvement of the software developer to trigger clone detection, thus applying system
triggered approach. The recommendation mechanism elaborated in this research also
formalizes the instantaneous duplication detection and recommendation of this pro-
posed approach.

As a major aspect of future work, we intend to complete the implementation of our
proposed algorithm and advance our framework to streamline precision and response
time.

INPUT: Real-time Key Events inside Code Editor of Eclipse IDE
OUTPUT: Popup to the developer recommending code duplication has happened
Begin

STEP 1: Intercept all the key press events inside the active code editor of the Eclipse 
IDE

If Code Block End intercepted, then GOTO STEP 2, else do nothing and keep 
intercepting  

STEP 2: Extract the Code Block ending with the intercepted Block End Character 
from STEP 1 and Check for other internal and external sub-blocks 

If internal or external block found, then repeat STEP 2, else GOTO STEP 3
STEP 3: Perform Preprocessing and Normalization on the extracted Code Fragment 

from STEP 2 involving tokenization and removing unwanted comments, spaces, etc.
STEP 4: Perform Feature Extraction and Indexing of preprocessed and normalized 

code fragment from STEP 3, involving the extraction of chunk information and the 
addition of these code fragment details to the Clone Candidate Base (CCBase)

STEP 5: If CCBase contains no elements then add the chunk information to the 
CCBase and Repeat STEP 1 to 5

Else For all indexes in the CCBase, Check if the STEP 4 chunk information 
to be updated into the CCBase is already present or not

If present, then popup to the developer in the active code editor and 
recommend him/her about the code duplication identified and possible further steps to 
manage it. Else add the chunk information to the CCBase and Repeat STEP 1 to 5
End

Fig. 5. A generalized algorithm for real-time code clone detection
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