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Preface

The Third International Conference on Advanced Informatics for Computing Research
(ICAICR 2019) targeted state-of-the-art as well as emerging topics pertaining to
advanced informatics for computing research and its implementation for engineering
applications. The objective of this international conference is to provide opportunities
for researchers, academics, industry professionals, and students to interact and
exchange ideas, experience, and expertise in the current trends and strategies in
information and communication technologies. Moreover, participants were informed
about current and emerging technological developments in the field of advanced
informatics and its applications, which were thoroughly explored and discussed.

ICAICR 2019 was held during June 15–16 in Shimla, India in association with
Namibia University of Science and Technology and technically sponsored by the CSI
Jaipur Chapter, MRK Institute of Engineering and Technology, Haryana, India, and
Leafra Research Pvt. Ltd., Haryana, India.

We are very thankful to our valuable authors for their contribution and our
Technical Program Committee for their immense support and motivation for making
the first edition of ICAICR 2019 a success. We are also grateful to our keynote
speakers for sharing their precious work and enlightening the delegates of the con-
ference. We express our sincere gratitude to our publication partner, Springer, for
believing in us.

June 2019 Ashish Kumar Luhach
Dharm Singh Jat

Kamarul Bin Ghazali Hawari
Xiao-Zhi Gao
Pawan Lingras
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Naïve Bayes Model Based Improved K-Nearest
Neighbor Classifier for Breast

Cancer Prediction

Sonia Goyal and Maheshwar(&)

Government Boys Senior Secondary School, Holambi Kalan, Delhi, India
sonia.ymca88@gmail.com, maheshwar1524@gmail.com

Abstract. Breast cancer is one of the major cancers that is common to women
all over the world. Though, the cancer is curable and can be prevented if it is
detected in early stages. In medical science, lots of different strategies have been
developed to detect and diagnose the cancer patients. Data mining techniques
are no far behind and are widely used to extract information from large data-
bases of the cancer patients to discover some patterns making decisions. Clas-
sification is one of the data mining techniques that can be used to classify the
data in two stages i.e. benign or malignant. This paper presents the Naïve Bayes
improved K-Nearest Neighbor method (NBKNN) for breast cancer prediction
and compares the results with traditional classifiers like traditional K-nearest
Neighbor and naïve Bayes. In the experiments, the standard dataset used is taken
from UCI repository. Sensitivity and specificity have been used as accuracy
measures for comparing the results. Experimental results show that proposed
classifier is better than traditional classifiers.

Keywords: KNN � Naïve Bayes � NBKNN � Sensitivity � Specificity

1 Introduction

Breast cancer is most common cancer in women worldwide and has overtaken other
cancers. In India, 144,937 women were newly detected with breast cancer and 70, 218
women died of breast cancer in 2012 [1]. So, in India, for every two women newly
diagnosed with breast cancer, one woman is dying of it. We are now seeing the more
number of patients with breast cancer at younger age (in thirties and forties). Fig-
ure shows the breast cancer at different age group in India 25 years back and at present
[1]. The trend reflects that presently, there is an increasing number of patients in the 25
to 40 years of age which is very disturbing (Fig. 1).

This study shows that how it becomes crucial to detect and diagnose the breast
cancer at early stage to reduce the deaths. Breast Cancer Estimation (BSE) and clinical
breast examination (CBE) are two common methods used in medical science to screen
the breast cancer [2]. Mammography, CAD, Ultrasonography, MRI are some other
techniques used in medical science for diagnosing breast cancer [3].

Data mining is the process to discover the relation between items in a dataset and
extract the hidden information to make decisions. It has been now used widely in health
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care industries [4]. Various data mining techniques like classification, clustering are
now used to detect diseases and getting the better results than the traditional methods
for curing the diseases. Among these techniques, classification is one of the most
widely used method in health sector. Various classification techniques like decision
tree, KNN, SVM and Naïve Bayes have been used for detection of breast cancer. This
paper is focused on using Naïve Bayes model based improved K-Nearest Neighbor
method (NBKNN) to classify breast cancer in either benign or malignant categories and
compares the results with other classifiers (Table 1).

The whole paper is organized as follows: Sect. 1 discussed the breast cancer
severity, trends in India, different methods used in medical science to diagnose it.
Section 2 shows the related work done and various approaches used by researchers.
Section 3 discusses the proposed approach following with the result analysis and
comparison in Sect. 4. Finally, Sect. 5 concludes the paper with some future directions
to the work done in this paper.

2 Literature Survey

Paper [5], compares the different data mining method for predicting the breast cancer
survivability. In this papers authors have used two popular data mining methods:
Artificial Neural Network (ANN) and decision tree. 10-fold cross validation method
was used to measure the biasing of the used algorithms. Different data mining clas-
sification techniques have been used in [6] for breast cancer diagnosis and prognosis.
This paper is actually a review paper and summarizes various review and technical
articles on breast cancer. In paper [7], authors have used decision tree classifiers for the
diagnosis of breast tumour in medical ultrasonic images. The authors have described a
novel computer-aided diagnosis (CADx) system that uses decision tree technique for
classification to provide the immediate opinion for the physician. Paper [8] presents a
diagnosis system for detecting breast cancer based on RepTree, RBF Network and
Simple Logistic. This study uses the simple logistic for reducing the dimension of

Fig.1 Breast Cancer trend in India.
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feature space and Rep Tree and RBF Network model to obtain fast automatic diag-
nostic system for diseases. Different decision tree algorithms’ performance analysis for
breast cancer classification is done by authors in [9]. Various classification algorithms
like j48, CART, AD tree and BF tree are used on cancer data set for classification and
prediction. In Paper [10], Kharya et al., have used the Naïve Bayes classification model
for breast cancer detection. The aim of their work is to provide a GUI to enter patient
record and probability of breast cancer in women.

In paper [11], breast cancer risk prediction is done by using data mining techniques.
In this paper, the authors have used Naïve Bayes classifiers to predict the breast cancer
risk in Nigerian patients. In paper [12], Survey of different data mining approaches for
healthcare is discussed. In this paper, authors have discussed the various challenges and
issues of data mining in healthcare sector. In paper [13], authors have used KNN
classifier along with PCA for feature extraction. The authors used the traditional breast
cancer dataset for performing the result analysis. Nearest Neighbor classifier has also
been used in [14] for prediction of human cancer from imbalanced data. Support Vector
Machine (SVM) classifiers have also been used for breast cancer recurrence in [15]. In
paper [15], authors have used decision tree, support vector machine (SVM) and arti-
ficial neural network (ANN) to develop predictive models. Sensitivity and specificity
are used to measure accuracy. In Paper [16] authors evaluate KNN, SVM, logistic
regression classifiers using resampling on breast cancer dataset. Predicting breast
cancer by combining two or more data mining techniques is also quite prevalent. In
paper [20], breast cancer prediction is done using support vector machine and K-
Nearest Neighbors. K-Nearest Neighbor classifier is most common and widely used
machine learning technique that is used by many researchers [23–27]. A comparison of
different machine learning techniques for predicting the breast cancer is done in [21,
22]. The main aim of the authors is to find the best classifier which grants the maximum
accuracy and revealed that quadratic support vector machine provides largest accuracy.

3 Proposed Approach

Classification is the data mining technique in which the model is trained using the
predefined class labels of each instance and then is used to predict the class label of
unseen data. Classification comes under the category of supervised learning. Different
classification models have been proposed and well used in different areas like fraud
detection, credit card risk evaluation, recommender systems design. The traditional
models for classification are decision tree, Naïve Bayes and K-nearest Neighbor. These
model as discussed in related work section have been used by different authors in
healthcare sector.

Naïve Bayes Model Based Improved K-Nearest Neighbor Classifier 5



Naïve Bayes classifiers are statistical classifiers and use the concept of probability
to predict the class of unseen data. Naïve Bayes classifiers assumes the attributes of the
dataset independent and use Bayes theorem. An input data, X, will belong to the class
for which it is having highest probability. The probability that X belong to a class Ci is
derived from Bayes’ theorem.

PðCijXÞ ¼ PðXjCiÞPðCiÞ
PðXÞ ð1Þ

Since P(X) is constant for all classes. So main focus is to maximize the

P CijXð Þ ¼ P XjCið ÞP Cið Þ ð2Þ

Naïve Bayes classifiers get trapped if the probability of any attribute comes out to
be zero. This is handled by using Laplace estimator or Laplace correction.

KNN comes under the category of lazy learners [17]. It keeps on storing the data
until it is actually having the input data whose class or label is to be predicted. KNN
classifier uses some distance measure to predict the closeness of the unknown tuple to
the K training tuples. The most common distance metric is Euclidean distance given
below:

D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx1 � x2Þ2 þ y1�y2ð Þ2
q

ð3Þ

KNN is conceptually simple, yet able to solve complex problems. It can work with
relatively little information.

In the proposed NBKNN method, both Naïve Bayes and K-Nearest Neighbor
(KNN) models are used. First, the Naïve Bayes model is applied on the initial database
and find the predictive probability for each instance in the dataset. This predictive
probability of each instance is used as an input to the KNN classifier. The distance
function used to find the distance of an instance from the other instances is same as
given in Eq. (3). The algorithm given below shows the steps involved in the proposed
approach.

The instances in the dataset are represented as multidimensional vectors with class
labels. During training phase, the model stores the feature vectors for each instance
along with the class labels. When a new testing data is arrived, the model compares the
testing instance with each of the training instance stored using Euclidean distance.

A 10-fold cross validation technique is used for evaluating the accuracy of each
classifier. At each fold only 10% instances are used for testing purpose and rest are
used training purpose. All these partitions are mutual exclusive. Before apply model,
data cleaning is also done so as to remove outliers and missing values. After pre-
processing the dataset, the models are applied one by one (Fig. 2).
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4 Result and Discussion

The breast cancer dataset has been taken from UCI machine learning repository [18,
19] as input data. The dataset contains 699 instances and 10 attributes with two classes
i.e. either benign or malignant.

The study of different classification models provided the basis for comparison
among them. Confusion matrix for each classifier gives the effectiveness of each
classifier. Sensitivity and specificity are used to calculate the accuracy of the model.
Sensitivity and specificity are defined as below:

Table 1. Dataset details

Dataset details Number of instances Number of attributes Number of classes

Breast Cancer Wisconsin 699 10 2

Fig. 2 Proposed NBKNN Method
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Sensitivity: proportion of the positive instances that are correctly classified as such.

Sensitivity ¼ true positives = true positives þ false negativesð Þ ð4Þ

Specificity: proportion of the negative instances that are correctly classified as such

Specificity ¼ true negatives = true negative þ false positivesð Þ ð5Þ

Table 2 shows the comparison of sensitivity and specificity of different classifiers.
The comparison study shows that proposed method gives highest sensitivity with
97.4%.

The accuracy of each classifiers is calculated using accuracy formula given in
Eq. 6.

Accuracy ¼ TPþ TN = TPþ TN þFPþFNð Þ ð6Þ

Where,
TF = True positive, TN = True Negative, FP = False Positive, FN = False

Negative
Table 3 below shows the accuracy comparison of KNN, Naïve Bayes and proposed

NBKNN method. The study shows that NBKNN method outperforms when compared
to others classifiers in terms of accuracy giving an accuracy of 97.5%.

Table 2. Comparing sensitivity and specificity

Algorithm Sensitivity Specificity

KNN 96.6 97.5
Naïve Bayes 95.2 97.5
NBKNN 97.4 97.5

Table 3. Classification Accuracy Comparison

Algorithm Accuracy

KNN 96.7
Naïve Bayes 95.9
NBKNN 97.5
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Figures 3 and 4 show the graphical representation of the result to have a more clear
view of the result. So, overall result and analysis of different classification models
shows that proposed method is giving best result when compared with traditional Naïve
Bayes and KNN methods.
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5 Conclusion and Future Work

Comparing to all other cancers, breast cancer is one of the major cause of death in
women. Early detection of it can significantly reduce the life losses. Various early
detection techniques are being used for breast cancer cell detection. This paper also
shows the use of machine learning techniques namely KNN, Naïve Bayes along with
the proposed method. Results and comparison study shows that proposed NBKNN
method gives high accuracy when compared to other classifiers.

This paper can be further extended by considering other classification models like
using Support Vector Machine (SVM). Using different methods for features selection
and finding the best model among all the classifiers to predict breast cancer is a really
challenging task. Using classification models for large dataset and analysing how each
classifier behaves can be a future direction to this paper. Moreover, different bio-
inspired techniques like Ant Colony Optimization (ACO), Particle Swarm Optimiza-
tion (PSO) can be used to optimize the result.
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Abstract. Intrusion detection system (IDS) is one of the complete solution
against harmful attacks, as well as the attackers always keep changeable their
tools and techniques. However, implementing an approved intrusion detection
system is also a challenging task. In this paper, we have taken the dataset of
KDDCUP99. KDD cup99 is the most widely used data set for the evaluation of
the system in anomaly based detection. This paper we have used twelve attri-
butes from the KDD 99 dataset and weka tool for simulation. In this paper J-48
with other classifier shows the better results in terms of precision and recall
metrics. It achieves to compute several performance metrics are available for the
measurement in order to evaluate the selected classifiers.

Keywords: KDDCUP99 � IDS � Weka tool � J-48

1 Introduction

Enormous Data is the information that are hard to store, oversee, and break down
utilizing customary database and programming strategies. Enormous Data incorporates
high volume and speed, and furthermore assortment of information that requirements
for new procedures to manage it. Interruption recognition framework (IDS) is equip-
ment or programming screen that dissects information [1] to distinguish any assault
toward a framework or a system. Conventional interruption discovery framework
methods make the framework increasingly mind boggling and less effective when
managing Big Data, since its examination properties process is perplexing and take
quite a while.

In Today’s reality, a few associations store their information in a few different
ways. These associations’s solitary necessity is to protect their private and authority
information from the intruder and outside, inner intruder. It might likewise be con-
ceivable that a few approved clients may release the information of the association for
any reason. Continuously, it is trying to perceive the aggressor since copy IP and
assault bundles can make. Methods utilized before like firewall, and IDS was not ready
to distinguish the ongoing aggressors which happened without the administrator
without his insight [2]. A PC organize is the mix of a lot of equipment and pro-
gramming. The two segments have their dangers, vulnerabilities and security issues.
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The assault in the programming makes the information powerless. The ones who know
programming and frameworks can without much of a stretch discover the different
exercises performed on the frameworks utilizing log records.

As there exists different kinds of expert system, some of them are rule based expert
system, reasoning based expert system and framework expert system [3]. There is
another kind of method that is known as pattern matching which is used for intrusion
detections.

The IDS has three methods for detecting attacks. First one is signature based
detection, anomaly based detection and hybrid based detection. The signature based
detection is used to detect known attacks by using signature of those attacks [4].
Anomaly based detection compares current user activities against pre-defined profiles,
that is used to detect abnormal behaviors [5, 6].

They can help in guaranteeing security. The issue arrives when individuals try not
to have any basic information of programming, and their framework gets assaulted by
the gatecrashers, and they can’t discover out the issue. There are different kinds of
attacks. Be that as it may, the most difficult one is to discover the insider/interior
attacks. The system security is a territory where each client needs his frameworks to
shield from all the harmful attacks (inward or outer assaults). The outer attacks by the
interlopers can be recognized by IDS, and IIDS can distinguish the inner unauthorized
person.

2 Literature Survey

2.1 In This Section Literature Review Is Being Discussed

Jianguo and pei [7] in his researched work asserted that designation of expert system
that is intrusion detection system which is used to check and supervised equipment of
underground railway transit system and all about its environment. He also focused on
the designing of engine of intrusion detection system which is based on expert system.

Akash and prachi [8] asserted that in their researched work they provided a security
strategy for endeavoring to recognize different types of attacks. He checked on grunt as
intrusion misuse detection system framework just as NETPAD that is based on sta-
tistical algorithm of anomaly.

Arkadiusz and Grzegorz [9] asserted that intrusion detection system plays an
crucial role in the field of cyber security area. They asserted about the intrusion
detection system that is anomaly based. In the network area anomaly based intrusion
detection refers to the finding of problem about irregular events that do not adjust to the
normal ordinary patterns. For detection of anomalies various types of security system
performs clustering and classification algorithm.

Liwei Kuang asserted that in his researched work the steadfastness of an Intrusion
Detection System (IDS) depends on two components capacity to identify interruptions
[10] and survivability in antagonistic conditions. He proposed a Dependable Network
Intrusion Detection System which is based on the Isolation measure K-Nearest
Neighbours (CSI-KNN) algorithm.
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3 Type of Attacks

3.1 This Section Consists of Following Types of Attacks in an IDS
Network

A. Active attack: Active attack involves creation of false statement including some
changes of the data stream. Active attack refers to the exploitation in the network
security in which the attacker making an attempt to break down into the network or
system. At the time of active attack, the intruder will create changing in data
potentially. Masquerades, distributed DOS, replay session are the types of active
attacks.

B. Passive Attack: The passive attacks does not making an effect on the system
resources and it is a kind of network attack in which system is sometimes scanned
for open ports and monitors vulnerabilities without any interaction. The types of
passive attacks are encryption, scanning and tapping. An attack can be created and
caused by the insider and outsider of the organization.

C. Insider Attack: An attack can be created and caused by the insider and outsider of
the organization. An insider attack is a type of destructive attack that is carried out
by a person with authorized system access into the system and computer network.
The types of insider attacks are UBS and PaineWebber.

D. Outsider Attack: An outsider attack is initiated by the illegal use of the computer
system. The outsiders attack do not have directly access to any one of the
authorized nodes in the network. The examples of the outsider attacks are spoofing,
spin and spam.

E. Denial of service (DOS): Denial of service is a such type of cyber attack in which
the malefactor seeks to make a resources of network and machine unavailable to its
intended users. The denial of service attack is mainly characterized by the attackers
for the prevention of recognized use of a service. The Dos attacks are mainly in two
forms- one is those that flood services and other is those that crash services. The
most common examples of Dos attacks are flooding in the network, prevention in
the access of individuals, disrupting in the connections.

4 Types of Dataset

4.1 Datasets and Tools

Here in this work we have taken the dataset of KDDCUP99. .From the last decade the
KDD CUP 99 has been become the point of interesting for many researchers in the field
of intrusion detection. KDD cup99 is the most widely used data set for the evaluation
of the system in anomaly based detection. Investigation on the anomaly based detection
we have used KDD data set. To apply KDD there are two types of common approa-
ches. In the first approach KDD 99 training portion is employed for sampling both the
trained sets and test sets. However, in the second approach, the training samples are
randomly collected from the KDD train set, while the samples for testing are arbitrarily
selected from the KDD test set. It consists of mainly 42 attributes but here class
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attribute should not be considered as an attribute, because it shows whether the given
instance is a normal one or an attack. Therefore here only 41 attributes should be
considered.

In this Table 1 we have used twelve attributes from the KDD 99 dataset. Here in
the below table all twelve attributes are given.

5 Performance Metrics

There are different types of metrics are available for the measurement or to calculate the
performance. Some of them are

5.1 Precision Metric

Precision ¼ L
Lþ S

ð1Þ

where L represents True Positive and S represents False Positive value respectively

Table 1. Twelve attributes of the KDD99 Dataset

Attributes name Description

Duration It describes time about the connection
Protocol type It demonstrates the protocol that is used in the connection
Src BYTES Total no. of data types transferred from the destination to source in single

connection
Dst BYTES Total no. of data types transferred from destination to source in single

connection
HOT It shows the no. of hot indicators in the content such as creating and

executing programs
Num Failed
Logins

It shows the total failed login attempts

Logged in It shows login status: it shows 1 if successful logged in otherwise it
shows 0

Count It shows the total no. of connections to the same destination host as the
current connections as the past in the past 2 s

Urgent It shows the number of urgent packets
Class Normally or anomaly
Srv count Total no.of connection to the same service no. or port no. as the current

connection in the past two seconds
Wrong_fragment It shows the number of wrong fragments

Evaluation of Model Using J-48 and Other Classifier on Kddcup99 15



5.2 Recall Metric

Recall ¼ L
LþN

ð2Þ

Here L represents True positive and N represents false negative value respectively.

Table 2. Analysis between different types of classifier

Researcher Type of
classifier

Database Performance metric

Accuracy Precision Recall F-
measure

Roc Sensitivity Training
time (s)

Prediction
time

Specificity

Mustapha
and Salah
[13]

SVM UNSW-
NB15

92.28 NA NA NA NA 92.13 38.91 0.20 91.15

Salah and
Idhammad
[13]

Naïve
Bayes

UNSW–

NB15
74.19 NA NA NA NA 92.16 2.25 0.18 67.82

Sahilpreet
and
Meenakshi
[14]

Multi
Layer
Perceptron

NSLKDD NA NA NA NA NA NA 26.72 NA NA

Zahangir
and Tarek
[15]

Deep
Neural
Network

KDD99 90.12 NA NA NA NA NA NA NA NA

Vimalkumar
and Radhika
[16]

DNN KDD99 79.86 NA 60.62 NA NA NA NA 40.83 89.82

Vimal and
Radhika
[16]

SVM Syncropha
sor Dataset

75.92 NA 73.26 NA NA NA NA 15.69 76.01

Rohit and
Suman [17]

J48 Balance
Scale

NA 73.0 77.0 0.75 0.81 NA NA NA NA

Rohit and
Suman [17]

J48 Diabetes NA 74.0 74.0 0.74 0.75 NA NA NA NA

Kanupriya
and Ritu
[18]

DNN KDD99 98 98.2 98 98 99.0 NA NA NA NA

Suad and
Fadl [1]

SVM NA NA 94.36 94.36 NA 96.80 NA 25.5 1.37 NA

Suad and
Amal [1]

Chi-SVM KDD99 NA 96.24 96.24 NA 99.55 NA 10.79 1.21 NA

Govind and
Manish [19]

SVM KDD99 78.84 NA NA NA NA 90.53 479.124 10.08 30.48

Govind and
Manish [19]

Logistic
Regression

KDD99 91.56 NA NA NA NA 89.91 289.105 12.9 98.4

Manish and
Priyanka
[20]

Logistic
Regression

KDD99 91.64 NA NA NA NA 90.02 341.66 21.23 98.31

Raushan and
Govind [20]

SVM KDD99 92.13 NA NA NA NA 92.17 561.04 26.36 91.18

Proposed
Method

J-48 KDD99 NA 98.4 98.3 98.4 99.9 NA 6.15 NA NA
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5.3 F-Measure

FMeasure ¼ 2� P� R
PþR

ð3Þ

Where, P = Precision R = Recall.

5.4 Accuracy

Accuracy ¼ Lþ T
Lþ T þ SþN

ð4Þ

Where L represents true positive, T represents true negative,
S represents false positive and N represents false negative.

6 Comparisons Made by Different Researchers

6.1 Comparisons

In the above comparison table we have compared the different types of performance
metrics by various researchers. In this Table 2 different classifiers are classified on the
basis of real time dataset (Unsw-nb15, Kdd99, NslKdd, Synchrophasor, BalanceScale,
Diabetes) Here different types of performance metric have been taken such as accuracy,
sensitivity, specificity, precision recall and F-measure. Training time and Prediction
time are also compared on the basis of given parameters. Where NA represents not
available in Table 2. In this the evaluated value of these parameters of performance
metric are calculated in the percentage form.

7 Proposed Work

7.1 Work

In this paper we have taken twelve attributes of Kddcup dataset. Attributes are selected
according to the requirement in the IDS network. Here in the Table 4, three classifiers
are used to create the models. Multilayer perceptron, J48 and Logistic regression are
some of the classifiers that we have taken. In multilayer perceptron we have taken the
learning rate at 0.3 and 0.2 respectively. The results that are obtained using learning
rate 0.2 shows the better precision and recall value as compared to the other (Table 3).

Table 3. Outcome of multilayer perceptron classifier

Classifier (Multilayer Perceptron) Precision Recall ROC Time taken (sec)

Learning Rate (0.3) 94.9 94.9 99.1 392.42
Learning Rate (0.2) 95.3 95.2 99.1 394.31
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The precision and recall values that are obtained using j-48 classifier in Table 4
shows the better results as compared to the other classifiers. Also the time taken to
build the model is less than the other classifiers.

8 Conclusion

Here the comparisons between the previous work done by the different researchers the
proposed work is shown. The proposed method shows the best results among the
existing methods. Therefore the J-48 classifier shows the promising results as compared
to the others methods.
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Abstract. Malaria is a life-threatening disease and is a concern of global health
threat. The standard way of diagnosing the malaria is by visually examining
them under microscope and is very lengthy and tedious task. In this paper, the
authors has purposed custom Convolutional Neural Network model for detec-
tion of malaria on blood smear slide images. The images are available on
website of U.S. National Library of Medicine. The proposed model uses various
deep learning layers like convolution layer, max pooling layer, batch normal-
ization layer and fully connected layer. The model achieves 99.71% accuracy in
training and 98.23% accuracy on the test data. The study purposes a robust CNN
models for detecting infected cell. The training and testing were performed on
the 27,558 single cell images.

Keywords: Convolutional neural network � Deep learning �
Malarial machine learning

1 Introduction

Malaria is a very serious life threatening, mosquito borne blood disease affecting both
humans and animals. The Anopheles, a mosquito of a genus which is most prominent
in the warmer countries, transmits the malaria parasite of the genus Plasmodium to the
human. According to the WHO report in 2000, the number of malaria cases are
estimated to be 262 million globally and which in turn counts to 8,39,000 deaths. And
in 2017, the malaria cases had been decreased to 219 million, shrinking down the death
count to 4,35,000. Majority of these deaths had been in warmer countries and in Sub-
Saharan Africa regions. This can be concluded from the fact that the environmental
conditions facilitate the growth of the malaria and also due to the poor socio-economic
conditions of country which inhibits the access to the better healthcare program and
resources [1]. Malaria being caused by a Plasmodium parasite infection, there are many
types of Plasmodium parasites out of which only five infects human, namely, Plas-
modium malariae, Plasmodium falciparum, Plasmodium knowlesi, Plasmodium ovale,
and Plasmodium vivax. Among all, the one being lethal is Plasmodium falciparum [2].

Dealing with malaria, it becomes extensively difficult to identify the uninfected
cells and infected cells. The mortality rate for the malaria can be increased by
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increasing the diagnosis accuracy or by eradicating malaria. The latter is still on long
road and there are countries trying to eliminate malaria by devising better malaria
surveillance system [3] but for our concern, increasing the diagnosis accuracy will
suffice the goal of this research paper.

The common traditional way of detecting malaria is to take the blood sample under
the microscope observe the color and morphological changes in erythrocytes and
determine if it is infected or not. The traditional process is very tedious and requires
substantial amount of pathological lab experience. This being perceptual problem is
prone to misdiagnosis. Using the microscope imagery techniques, it requires expertise in
the domain and if person lacking the required training, it will certainly yield out irrel-
evant or ambiguous information, which in turn will certainly misdiagnose the malaria.

There are several studies pertaining to the malaria diagnosis and methodology [4–
8]. Pattanaik et al. [7] used the object detection technique with different level of
procedure, they are Kernel-based detection and Kalman filtering process to figure out
the infected malaria cell. Hendrawan et al. [8] used the color image segmentation using
cascading method with various colour normalization process, edge enhancement, fuzzy
c-means clustering and malaria infection for four plasmodium types from 574 images.

2 Related Work

Saraswat et al. [9], proposed a system automating the manual work done by a tech-
nician in order to cut down the human error and increased the accuracy of the malaria
diagnosis. They are using the HSV segmentation technique. With this technique they
have accomplish a 98.5% sensitivity, 75% specificity, 95% accuracy and 95.7% ppv.
Liang et al. [15], used the custom designed CNN model and from Focus-stack of blood
smear Images acquired using Custom-built slide scanner, they have acquired accuracy
in terms of sensitivity as 97.06% and 98.50% in terms of specificity. An evaluation
paper [10] gives a great insight while comparing the well-known Convolution neural
network models, namely the LeNet, AlexNet and GoogLeNet. The simulation accuracy
for all the models have reached an accuracy above 95%. The details for each CNN
model with their accuracy is given Table 1.

Table 1. LetNet-5, AlexNet and GoogLeNet comparison with their accuracy

CNN LeNet-5 AlexNet GoogLeNet

Number of layers 4 8 22
Number of convolutional layers 3 5 21
Kernel size 5 11, 5, 3 7, 1, 3, 5
Number of fully connected layer 1 3 1
Number of parameters 3628072 20176258 5975602
Dropout No Yes Yes
Data augmentation No Yes Yes
Inception No No Yes
Local response normalization No Yes Yes
Accuracy 96.18% 95.79% 98.13%
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3 Proposed Methodology

In this section, proposed method for detecting the infected and uninfected cells is
discussed. We have used the deep learning, especially the CNN models. The custom
CNN models were designed and the simulation was performed on system running
Ubuntu 19.04 with following configuration: Nvidia GTX 1050 4 GB GPU, 8 GB
RAM and Intel Core i5-8300H processor. Deep Learning, a machine learning subfield
is a learning technique based on data representations. There are three types of learning:
supervised, semi-supervised and the unsupervised. For feature extraction and trans-
formations, it uses the cascade of layers comprising the nonlinear processing units.
The, output of the layer serve as the input for the successive layer. As the number of
layers increases, the ability to learn the abstract feature increases and this is carried
upon only by the better representational layer. A hierarchy of concepts can be con-
cluded from the different levels. The number of successive layers in the model counts
for the “deep” in the deep learning and it also exhibits how the data is transformed.

3.1 Convolutional Neural Networks

Convolutional neural network is an artificial neural network which are inspired by the
animal visual system [11]. CNN architecture mainly comprises three main types of
layer, they are namely the Convolutional Layer, the Pooling Layer and the Fully
Connected Layer. CNNs has this ability to extract unique feature without losing any
spatial correlations. Each and every neuron in one layer is connected to the every
neuron in the another layer. And because of this “fully-connectedness”, CNN is very
prone to overfitting. CNN, because of its architecture, requires less preprocessing time
than other Image classification algorithm. CNN consists of input, multiple hidden
layers and output layer. The hidden layers in CNN generally comprises of Convolution
layers, Activation Layer (generally ReLU), pooling layers, fully connected layers and
normalization layers [12]. The Fig. 1 shows diagrammatic representation of the CNN
model [13].

Fig. 1. CNN model
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The CNN’s using filters is able to capture minute image features as possible. As,
the architecture of the CNN model get complex, this demands the need of more
powerful computational resources. Use of high-performance GPUs, cluster computing
and the High- Speed Computing significantly reduces the training time. Since, the CNN
models are data hungry, a deficit in data will not be suffice to train a large deep learning
model with many parameters. Transfer learning can be an alternative where the time for
training can cut off cost of performance.

3.2 Configuration of CNN Model

The basic modus operandi of the deep learning is to apply a series of transformation
from the input layer to the output layer through the multiple hidden layers in between.
This optimal mapping of the input data to the output data through the multiple hidden
layer is carried upon by a process called the back-propagation. The partial derivative of
the output layer supplies the parameter for the partial derivative of the input layer. This
in turn helps recursively compute the changes in one layer, by analyzing the changes
made to the layer connected to it. Two inverse computation takes place in CNN: The
feed-forward and the back-propagation [14]. The feedforward propagation is used to
propagate in the forward direction of the model and compute the output for each layer
and from the preceding layer, all the weighted sum of the input is aggregated and then
the non-linear activation function is applied [15]. The activation function, generally
Rectified Linear Unit (ReLU) is mainly used for the hidden layer, but hyperbolic
tangent (tanh), logistic function etc. is also used. Back to fine tuning each layer, back
propagation is applied which works by optimizing the weight of each layer. By
applying above propagation mechanism, the CNN architecture feeds in data and
propagates it through the entire network.

3.3 CNN Architecture for Malaria Image Classification

Our custom CNN model comprises of 12 layers. Each layer allows enhanced learning
and allow better representation. The proposed CNN model takes in images with
50 � 50 � 3 as input shape. The first convolution layer has 32 filters, with 3 � 3
kernel size and “ReLU” as activation function followed by Max Pooling layer with
2 � 2 pooling size and finally the Batch Normalization layer which reduces the
Covariance shift, which in turn helps determine the value shift in hidden layer. Also,
the Batch Normalization allows each layer to learn a little bit more independently than
other layers. With every block, the number of filters are increasing, this helps extract
high-level abstract features. This is in accordance to the VGG16 architecture but to
reduce the cost of computation, extra parameters had been cut off. The proposed CNN
model has 11,44,258 parameters compare to actual VGG16 model which has
14,36,65,448 parameters.
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4 Results and Discussion

We archived the Image dataset of the malaria from the U.S. National Library of
Medicine website [16, 17]. It comprises of the uninfected and parasitized images of
27,558 cells. The ratio to the uninfected and parasitized images is 1:1. The images in
the dataset has width and height as 121 and 106 pixels respectively. All the images are
normalize, with height and width reduced to 50 � 50 pixels for both the training and
testing, with all three colour channels.

4.1 Data Preprocessing

The images in the dataset is resized to the 50 � 50 pixels to generalize the input.
Before feeding the data to the model, we have applied normalization, gamma correction
and logarithmic correction to improve brightness and adjust contrast as shown in
Fig. 2.

We have used two techniques first without using data augmentation and second by
using the augmentation. The latter showed increased in accuracy and image augmen-
tation parameter like horizontal flip, vertical flip, width shift, height shift, fill mode,
zoom range, rotational range has been applied. The Fig. 3 demonstrates the proposed
CNN architecture for the proposed methodology.

Image outputs have been visualized from different layers as shown in Figs. 4, 5,
and 6 respectively. The model outperforms the accuracy achieved by [15] and with less
layers compared to the proposed model as shown in Fig. 7. The model uses 1144258
parameters which is relatively very less compared to the well-known model like the
LeNet and the AlexNet and still manages to achieve higher accuracy as shown in
Table 2. This being comprised of less parameter, cut off the computational cost and
makes the algorithm faster as compared to the other known model.

Fig. 2. Image correction
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Fig. 3. Proposed architecture

Fig. 4. Image output from first layer
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The performance of the model was concluded from the following evaluation
metrics

1. Accuracy = (TP + FP)/(TP + FP + TN + FN)
2. Sensitivity = TP/(TP + FN)

Fig. 5. Image output from the second layer

Fig. 6. Cell Image output from the eight layers

26 R. Kumar et al.



3. Specificity = TN/(TN + FP)
4. Precision = TP/(TP + FP)
5. F1 Score = 2 � Precision � Recall/(Precision + Recall)

where TP = True Positive, FP = False Positive, TN = True Negative, FN = False
Negative

5 Conclusion

The proposed custom designed CNN models correctly classify the infected and unin-
fected cells, with relatively less parameter and higher accuracy, it does a better clas-
sification with 22558 images as training data and 5000 images as training data.
Therefore, it makes it computationally less expensive without making any trade off. As
with the deep learning advent, the perceptual problem is significantly solved and with
the global health threat as malaria is imposing, diagnosing malaria will be very precise
and fast and avoid misdiagnosis.

Fig. 7. Model training accuracy and loss

Table 2. Accuracy measure of proposed model

Measure CNN model

Accuracy 98.23%
Sensitivity 96.44%
Specificity 99.99%
Precision 99.09%
F1 Score 97.74%
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Abstract. Job scheduling is major problem in advanced computing system. To
tackle the issue of larger Makespan and Flowtime, several techniques are being
researched over. This paper works towards creation of job scheduling policy
where burst time is considered for arranging the jobs in clusters. Proposed
system is categorised into two phases: first phase arranges the jobs by following
smaller burst time first scheduling. The queue thus formed is presented to round
robin scheduler with time quantum that varies depending upon the burst time of
job. Jobs are arranged in batches of 10% of total jobs in queue and arranged
according to Ranks. On basis of requirement of resources the ranks are given to
jobs. SJF scheduler considered is non premptive where RRS scheduler is
premptive. Second phase executes the jobs by looking at the resource clusters.
Multi-source shortest path dynamic algorithm is used for selecting jobs from
cluster of resources assigned. Once job execution is complete Ranks are
assigned which will be from 0–10. Higher the Rank more proficient is the result.
The application of proposed system is done and optimum result is obtained in
terms of Makespan and flowtime. Simulation is conducted in MATLAB
showing improvement of 6% in overall result.

Keywords: Job scheduling � SJF � RRS � PBS �
Rank based multi source shortest path � Rank

1 Introduction

Advanced computing provides resources on as you pay as use to the users. As the user
of cloud increases, resources availability degrades. Resource utilization thus becomes
critical within advanced computing like cloud. Resource allocation and management
within distinct fields of advanced computing has been researched over. The in depth
study of resource selection and allocation policies are provided in this section.

1.1 Resource Allocation Within Cloud

It is critically based on cost. Resources can be served as service in advance computing
over the internet. Dedicated connection is rare in chance of cloud.
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In other words shared resources are used among customary clients of cloud. Buyers
not required to buy costly resources rather they can get distributed computing
administrations on the basis of as you pay as you use (Mirashe and Kalyankar 2010).
The equipment support is given the assistance of information centers(DCs). As it were
physical resources are given through DCs. The DCs are additionally divided into
virtual machines. Abnormal state versatility, spryness and accessibility is guaranteed by
DCs. As indicated by (Armbrust et al. 2010) the flexibility of resource pool is
remarkable system given to assist IT industry without paying an overwhelming add up
to specialist organizations. This allows reduction in cost during maintenance and
deployment. Demand of resources from the cloud is enhanced over the past decades.
The availability associated with resources becoming an issue which is tackled using the
techniques suggested by (Singh et al. 2012; Ranganathan et al. 2002). The growing
demands of resources through single cloud provider are lacking scalability and hence
availability decreases. To resolve the issue, public and private cloud is merged to form
federation of cloud.

Cloud computing infrastructure weather associated with single or multiple clouds,
is a complex multitude resource cluster (Kaur 2014). The resources that are computable
required to be managed to resolve the issue of starvation or performance degradation
(Kaur et al. 2014). Cloud resource are significantly managed the cost affect, availability
and performance issues efficiently. Resource management in cloud distinct layers are
unique from one another in many aspects. Main differing aspects include elasticity,
workload complexity and availability. In case fluctuation in workload is present,
booking of resources policies comes into picture. In case unplanned spikes in workload
auto scaling of workload can be done to balance the load out. Auto scaling of work
load is provided by PaaS providers. Spikes in workload are unpredictable and hence
centralised resource control by single cloud provider is inefficient.

1.2 Resource Allocation in Grid

It generally depends of level of different resource requirement along with booking of
resources scheme. (Depoorter et al. 2014) booking of resources in grid computing is
critical since it provide simultaneous access to resources hence increasing performance
according to the condition of resource availability and speed (Li et al. 2014). Booking
of resources (AR) for global grids turns into a critical research zone as it enables clients
to increase simultaneous access for their applications to be executed in parallel, and
ensures the accessibility of resources at indicated future circumstances (Yousif et al.
2011; Kaur 2014). Booking of resources (BR) is a methodology of requesting
Resources for use at a specific time later on. Normal Resources whose utilization can
be held or requested are CPUs, memory, circle space and framework information
transmission. BR for a framework Resource handles the above issue by empowering
customers to increment concurrent access to adequate Resources for applications to be
executed. BR in like manner guarantees the openness of Resources to customers and
applications at the required conditions. Surveying distinctive BR circumstances can’t
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conceivably be finished on a certified matrix condition on account of its dynamic
nature. During booking of resources in Grid, there exists life cycle accompanied with
states. These states are elaborated as under:

• Requested: it is an initial state when resources are first requested.
• Rejected: The booking of resources process is not successful or existing reservation

is expired.
• Accepted: Booking of resources is successful. The reservation process yield

resources for the process and it can be successfully completed.
• Committed: Resource reservation is committed before expiration of policy. Hence

resource is assigned to the process and process can execute.
• Active: Process is currently executing since resources are successfully allotted to it.
• Cancelled: User does not require the resources anymore and request cancellation of

allotted resources.
• Completed: Booked end time is reached.
• Termination: The user ends the reservation before end time is reached.

Resource allocation in federated Cloud depends on the distance of virtual
machine from the jobs. Need for federated cloud originate as the resource dep-
recate from single cloud platform. As the distance increases so does the cost asso-
ciated with the resources. In order to tackle the issue, nearest neighbour is identified
and selected for allocation to virtual machines within federated cloud.

Rest of the paper is organised as under: Sect. 2 gives the literature survey con-
sisting of existing approaches used to optimise the resource allocation process, Sect. 3
gives the flow of proposed system with experimental details, Sect. 4 gives the per-
formance analysis and result, Sect. 5 gives conclusion and future scope and last section
gives the references.

2 Literature Survey

Ideal resource allocation to execute job inside cloud condition is basic to ration
Makespan and Flowtime. (Horng and Lin 2015) proposed a joint effort of insect
settlement and ordinal advancement to take care of the issue of job scheduling. Job plan
is situated through the said system and after that executed. Result got is diminished
execution time. Calendar to be pursued is spoken to with insect for this situation.
Change portrayal is utilized to demonstrate activity inside the timetable. Ordinal
improvement component is utilized so as to dispose of replication if any inside the
calendar to advance the spending allocation process. (Barbosa & Monteiro 2008)
proposed an instrument to allocate jobs started from numerous clients to the bunch.
Fixed arrangement of resources are allocated to every client in this work. The execution
of jobs relies on the quantity of jobs inside the bunch.
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Makespan and Flowtime increments as number of jobs increments. (Xhafa et al.
2011) proposed hybridization of hereditary and tabu scan instrument for job allocation
and execution. (Rodger 2016; Elghirani et al. 2008) To execute the jobs hereditary
methodology is pursued and to find the resource tabu inquiry is utilized. Wellness work
is characterized as far as expense. The wellness work consequently must be limited and
is accomplished through said writing. (Switalski and Seredynski 2014) proposed a
summed up external improvement (GEO) which is upgrade of hereditary methodology.
The examined methodology comprises of two stages. In the primary stage, ideal virtual
machine out of the accessible machines is chosen. In the second stage, bunches are
booked to execute on chosen virtual machine. (Kliazovich et al. 2013) proposed an
energy mindful job scheduling inside the server farms. Energy efficiency and system
mindfulness is being introduced in this writing for accomplishing improvement as far
as Makespan and Flowtime.

Writing overview of multi heuristic methodologies recommend that there is
absence of essential scheduling approaches alongside premption. This could
prompt starvation. To yield ideal outcome, Premptive scheduling and be con-
verged alongside non premptive scheduling and credit based component for
choosing most ideal answer for executing jobs out of accessible arrangements.
Next segment presents stream of proposed framework.

3 Proposed System

The proposed system consists of two phases used to optimize job scheduling process.
Phase 1 consists of hybridization of three algorithms: Non premptive SJF, Premptive
Round robin and Process batch scheduling mechanism to form batches to be submitted
to the next phase. Next phase consist of multi source shortest path to identify the jobs
which are related to previous jobs for execution.

Environment Considered for Experiment in the Proposed System is Public
Cloud: The cloud environment is divided into data centres and virtual machines.
Virtual machines are selected for allocation of resources.

The flow of proposed system is given in Fig. 1.
According to Fig. 1, initially job list is fetched from source. Source in proposed

literature is initialised randomly. The burst time is obtained through random function in
MATLAB environment. The algorithm in 3.1 considers sorting of jobs according to
their burst time. Algorithm of data structure known as bubble sort is used for this
purpose. The obtained result is sorted jobs which are maintained within the queue. The
obtained jobs are fed into shortest job first scheduler.
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3.1 Working of Shortest Job First Scheduler

The shortest job first scheduler (Suri and Rani 2017) get the burst time of each job and
arrange the jobs in ascending order to burst time. Pseudo code for the SJF is given as
under

Initialise job list

Apply SJF to sort the jobs according to 
shortest job(Burst Time)

Set time quantum= where n 
is the total number of jobs

Apply PBS for batch formation on the 
basis of time quantum 

Phase 1

Apply multi source shortest path 
algorithm for finding related jobs 

Assign jobs to the resource cluster

Job list 
empty

Result Makespan and 
Flowtime

False True

Fig. 1. Flow of hybrid rank based system.
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For i=1:N
For j=1:N-i 
If(Job_bursttimej>Job_bursttimej+1 ) 
Temp= Job_bursttimej 

Job_bursttimej= Job_bursttimej+1

Job_bursttimej+1=Temp
End of for
End of for

Algorithm 1: Shortest Job First Algorithm.

3.2 Working of Round Robin Scheduler

As in Fig. 1, SJF scheduler once finished operation, round robin scheduler works to
achieve premption. This mechanism ensures that starvation problem can be resolved.
The starvation could occurs if resource is occupied by job for long periods of time.
Time quantum is evaluated using the equation

TimeQuantum ¼ JobBursti
N

Equation 1: Time quantum evaluation.

3.3 Working of PBS

As in Fig. 1: The main task of PBS scheduler is to form batches of jobs that can be
allocated to the virtual machine clusters. Tasks that are present within PBS are analysed
for relatedness. Since jobs are partitioned according to time quantum, hence tasks from
same jobs may lie in distinct clusters. Relatedness thus becomes critical to join the
processes for evaluation of parameters like Makespan and flow time.

3.4 Working of Multi Source Shortest Path Algorithm

As in Fig. 1 This algorithm is used to identify the relatedness from PBS system. Multi
source indicates that there are multiple clusters and tasks from multiple jobs may lie in
distinct clusters. Shortest path indicates the closeness of tasks which are initiated from
same job. The pseudo code for the multi source shortest path algorithm is given as
under
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Receive batches of jobs 
Bufferi=batches
For(i=1:N) where N is the total number of tasks within each batch
If(batch_jobi_Pid== batch_jobi+1_Pid

Distancei=0
Else 
Distancei=1
End of if
End of for
Algorithm 2: Multi source shortest path algorithm.

The distance factor if 1 then job is from similar source. After finding the similarity
jobs are merged and executed.

Result is obtained in terms of Makespan and Flowtime. Makespan is total time
taken to execute each and every job. Flowtime on the other hand is obtained by
determining execution of individual job. The steps are repeated and credits are assigned
at each step of job execution. The simulation finishes when specified number of iter-
ations are completed. Iteration with the highest credit value gives desired Makespan
and Flowtime. Pseudo code for entire proposed system is given as under

Phase 1
• Index all the jobs using SJF-RRS-PBS with time quantum 4 and arrange 

them into temporary batch.
• Repeat the following until all jobs in cluster are processed 
• Check whether resources are available in cluster or not, If available  than 

Allocate the resources and obtain the make span, flow time.
• Otherwise 

Choose the new job from batch using Dynamic programming 
algorithm  and update the jobs using SJF-RRS-PBS 

End if 
End Loop

• Go to Phase 2
Phase 2

• Shuffle the jobs in the clusters.
• Repeat the following steps until all jobs are processed 

Apply dynamic programming to obtain optimal solution for jobs in 
cluster  
Calculate the number of jobs for which optimal solution is obtained
Obtain the normalized function

• End Loop
• Apply credit depending upon  the values of make span and flow time
• Go to phase 1 until required number of generations met.
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The algorithm collaborate all the steps from 3.1 to 3.4 to determine optimal value of
Makespan and Flowtime. Next section gives the results obtained and performance
analysis.

4 Performance Analysis and Results

Job scheduling within cloud environment is simulated through this research. The job
relatedness is the main criteria along with the rank assigned to each iteration of batch
execution. The process continues until specified number of times, simulation executed.
Highest rank value assigned to iteration gives desired Makespan and Flowtime.
Obtained results are given in this section.

First of all results are given in terms of Makespan (Table 1)

Plot for the Makespan is given as under (Fig. 2):

Table 1. Result in terms of makespan.

Number of jobs Without rank based system With rank based system

10 43 39
20 58 40
30 61 52
40 75 65
50 87 79
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Fig. 2. Makespan plot.
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Flowtime is generally smaller than the Makespan. The result obtained through
proposed system and existing system is given as under (Fig. 3):

In terms of plot Flowtime is given as under (Fig. 4):

Results obtained from proposed system in terms of Makespan and Flowtime is
better hence proving worth of the study.

5 Conclusion and Future Scope

Job scheduling becomes critical in order to utilize the resources efficiently. To this end,
proposed system uses hybridization of multiple scalar schedulers along with PBS for
efficiently forming a batch. Job execution is associated with the rank values. Schedule
formed are entered into the execution mechanism and relatedness is identified by the
application of multi source shortest path algorithm. Obtained results are in terms of
Makespan and Flowtime. Result improvement of nearly 10% is observed.

In future, relatedness calculation mechanism can be further improvised by incor-
porating multiheuristic algorithm like genetic approach to improve Makespan and
Flowtime.

Number of jobs Without rank based system With rank based system
10 25 10
20 32 16
30 42 20
40 49 25
50 58 28

Fig. 3. Result in terms of Flowtime.
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Abstract. The role of assembly lines has never been more critical as it is now
with the world entering the 4th Industrial Revolution, commonly referred to as
Industry 4.0. If the focus of the previous industrial revolution was on mass pro-
duction, the focus of Industry 4.0 is on mass customization. One of the major
changes mass customization brings about to an assembly line is the need for them
to be autonomous. An autonomous assembly line needs to have the following key
features; ability to provide a ubiquitous input, the ability to optimize the model in
real time and achieve product variety. Product variety, in this context, refers to
different variants of the same product as determined by the user. Assembly lines
that make provision for introducing product variety are termed as mixed-model
assembly lines. Mixed-model assembly lines become stochastic in nature when
the inputs are customized as time cannot be predetermined in a stochastic process.
The challenge, as it stands, is that there are limited discussions on real-time
optimization of mixed model stochastic assembly lines. This paper aims to
highlight this challenge by considering the case study of optimizing a mixed
model assembly line in the form of a water bottling plant. The water bottling plant,
which needs to produce two variants of the bottled water, 500 ml, and 750 ml,
takes customer inputs through aweb interface linked to themodel, therebymaking
it stochastic in nature. The paper initially details how the model replicating the
functioning of the water bottling plant was developed in MATLAB. Then, it
proceeds to show how the model was optimized in real time with respect to certain
constraints. The key results of the study, among others, showcase how the opti-
mization of the model is able to significantly reduce production time.

Keywords: Real Time Optimization � Cloud manufacturing � Mixed model �
Assembly lines � Stochastic processes � Industry 4.0

1 Introduction

Assembly lines are critical to the operation of any successful manufacturing plant [1].
This holds value even as the world is embracing the fourth Industrial Revolution [2]
commonly termed as Industry 4.0 (I.4.0). The industrial revolutions of the past focused
on mass production [3, 4] and reducing production time.

However, with the advent of I.4.0, the focus has shifted from mass production to
mass customization [5]. Mass customization is key to introducing product variety [6]

© Springer Nature Singapore Pte Ltd. 2019
A. K. Luhach et al. (Eds.): ICAICR 2019, CCIS 1075, pp. 39–50, 2019.
https://doi.org/10.1007/978-981-15-0108-1_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0108-1_5&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0108-1_5&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0108-1_5&amp;domain=pdf
https://doi.org/10.1007/978-981-15-0108-1_5


into manufacturing. With product variety, customers are given the opportunity to make
variations in the final product.

Product variety is achieved by using Multi/Mixed model assembly lines [7, 8] with
stochastic task times [9] and as a result poses problems in assembly line balancing.
Assembly Line Balancing Problems (ALBP) are a study of the different types of
problems [10] encountered in balancing assembly lines.

There have been many classifications of ALBP’s, but the most referenced include
that by Ghosh and Gagnon in 1989 [11], Scholl and Becker in 2006 [12] and finally by
Sivasankaran and Shahubdeen in 2014 [13]. The later study has split Multi/Mixed
model Stochastic (MMS) assembly lines in accordance to the line layout to be either S-
type or U-type.

The complexity of a MMS assembly line is exacerbated if one considers real-time
inputs as this would need Real-Time Optimization (RTO) [14, 15]. As it stands there is
very limited research done on MMS assembly line balancing and even less literature on
Real-Time Optimization of MMS assembly lines.

Therefore, in order to garner fresh perspectives in this research niche area, this
paper considers optimization of a real-time mixed model assembly line. A case study of
a water bottling plant that can manufacture 500 ml and 750 ml with real time inputs
from a web server is considered for this purpose.

The paper initially considers the design criteria for the water bottling plant. Then it
looks at how the plant was modelled in MATLAB and real-time inputs were provided
through a Web Server. Thirdly, the paper focuses on the problem formulation and
optimization of the model and finally the results thereof are discussed.

2 Water Bottling Plant as a Case Study

As stated in the introduction, in-order to design a multi mixed assembly line, a case study
needs to be selected. In this study, a business plan [16] to realize a water bottling plant at
the Bloemfontein campus of the Central University of Technology, was chosen as the
case study. A three-dimensional CAD model of the proposed model is shown in Fig. 1.

Fig. 1. 3-dimensional CAD model of the plant
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The CAD model was split into three main subsystems for creating a Simulink
model. The three subsystems with their specific tasks are defined as follows;

• Subsystem A – Source and Storage tank
• Subsystem B – Bottle manufacturing and storage
• Subsystem C – Water filling

The Simulink model is depicted in Fig. 2 with the different subsystems. As seen in
Fig. 2, the input is provided through a web server. The input is fed to the water filling
substation. Based on the inputs, the water filling subsystem triggers water and bottles
from subsystem A and B respectively.

3 Model Overview

This section elaborates on the Simulink model described in Fig. 2. This is done by
initially focusing on the web input and how it is setup. Secondly the focus will be on
the three subsystems with an aim to explain the functioning of each block in the
respective subsystems. This will form the base for discussion on the problem formu-
lation and optimization, which is discussed in Sect. 4.

3.1 Customer Inputs Using Web Apps

Web apps are MATLAB [17] applications that can run in a web browser. An interactive
Graphic User Interface (GUI) is created using the App Designer and packaged using a
Web App Compiler and hosted on the MATLAB Web Server App. A unique URL is
created for each web app and can be accessed from a browser using HTTP or HTTPS
protocols.

In this paper, the web app is designed to first collect information from customers on
the number of 500 ml and 750 ml bottles of water that needs to be ordered and the

Fig. 2. Simulink model of the plant with three subsystems
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required date of delivery. This information is captured and saved on the. A program
written in MATLAB is used to access this saved file and process it so as to start the
water filling process. A picture depicting the GUI is shown in Fig. 3.

3.2 Source and Storage Subsystem-Subsystem A

As depicted in Fig. 3, subsystem A acts as one of the inputs to subsystem C. Sub-
system A consists of two subsystems being the water source and the storage tank. The
source subsystem is designed to provide purified water to the plant. For design pur-
poses, the source subsystem is a masked meaning that parameters such as the flow rate
and upper limit of water from the source system are user defined in the mask.

The storage tank subsystem needs to take purified water from the source subsystem
and pump it into the water filling subsystem. These conditions make it a continuous
state subsystem. Continuous states, in the context of Simulink, refers to a variable
whose value is determined through numerical integration of its derivative with respect
to time.

As with the source subsystem, the storage tank subsystem is also masked, with
values like the upper limit of the tank, maximum capacity and pump flow rate defined
under the mask. For optimization purposes, the pump flow rate is defined as ‘x’ in the
mask as it acts as the handle and needs to be varied with respect to the constraints.

3.3 Bottle Manufacturing Subsystem-Subsystem B

Subsystem B consists of the bottle manufacturing subsystem and the bottle storage
subsystem. Subsystem B is independent of subsystem A and the output of the bottle
storage subsystem is fed to subsystem C.

The bottle manufacturing subsystem, in keeping with the design parameters, require
that bottles be manufactured in two sizes, 500 ml and 750 ml. The bottles are manu-
factured according to the order from the web input through the bottle ordering app
depicted in Fig. 3.

Fig. 3. GUI for bottle ordering app
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The manufacturing and storage is done by retrieving the orders, saved on the server,
into a one dimensional look-up table. The data in the look-up table can be transposed
and flattened to appear as a row of information to the table. A relational table with a
memory block can be used to check if the number of bottles in each row has been
reached.

3.4 Water Filling Subsystem-Subsystem C

As explained previously, subsystem C takes inputs from subsystem A and B. Sub-
system A provides the water and subsystem B provides the bottles. The data from the
one dimensional lookup table described in subsystem B is used for filling the bottles.

As soon as the number of bottles in the first row has been achieved, a trigger
element can be set up to first index the data and move to the next row in the look-up
table. This can be continued till the last row in the look-up table has been read into the
model and defined in the index.

The distinction between 500 ml and 750 ml bottles can be made by calling a
function in the model which checks the index where the data has been read from. By
default, the 500 ml bottles will be indexed in the odd rows while the 750 ml will be
indexed in the even rows. The output of the bottle storage unit is then provided as input
to subsystem C.

4 Problem Formulation and Optimization

The model that has been designed in this study has customized inputs as the inputs are
fed through a web interface. This would mean that model will have real inputs.
Therefore, the optimization problem needs to be formulated [20] as a Real Time
Optimization (RTO) problem.

The formulation can be split into five steps described as follows;

• Step 1: Determine process variables – The plant model has the following variables;
• Water stored in the tank in the Source subsystem
• Flow rate of water from the pump in the storage tank subsystem
• Initial number of 500 ml bottles in the bottle manufacturing subsystem
• Initial number of 750 ml bottles in the bottle manufacturing subsystem
• Expected date of delivery of customer orders

• Step 2: Defining the objective function – The objective function of the plant model
is to reduce the production time for completing the customer orders. The hypothesis
is that with optimization the production time can be significantly improved.

• Step 3: Development of process models - The model has considered three con-
straints being firstly the water level of the tank and secondly the number of 500 ml
and 750 ml bottles available in storage. The water level in the tank should never go
below 25%. The number of bottles in storage should never go below zero as this
would result in the system crashing in a physical setup.
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• Step 4: Simplify the process model – In order to simplify the process, the initial
number of bottles is kept above zero. The pump flow rate from the storage tank
subsystem acts as the handle which can be varied to meet the constraints.

• Step 5: Apply a suitable optimization technique – On analyzing the objective
function, process variables and the constraints, it is noted that they exhibit a non-
linear relationship. Since the modelling is done with Simulink, the optimization can
be done using MATLAB.

The Optimization ToolBox™ in MATLAB [21] offers variety of functions to solve
the different types of optimization problems. Step 5 described in the problem formu-
lation localizes the problem in this paper to focus on analyzing constrained nonlinear
optimization techniques.

There are mainly three functions available in MATLAB for nonlinear constrained
optimization. They along with their specific purpose is listed as follows;

• fminbnd – Finding minimum variable function on fixed intervals
• fmincon – Find minimum of constrained nonlinear multivariable function
• fseminf – Find minimum of semi-infinitely constrained multivariable nonlinear

function

It is evident that in the listed MATLAB functions, fmincon, is best suited for the
plant model optimization as it accommodates the minimizing of nonlinear objective
equations with constraints and multivariable functions. The fmincon function has the
following syntax;

x ¼ fminconðfun; x0;A; b;Aeq;Beq; lb; ub; nonlcon; optÞ

Where,
x0 = starting point of minimization
fun = function to minimize
b and beq are linear constraints
A and Aeq are nonlinear constraints
lb = lower boundary of constraint
ub = upper boundary of constraint
Here, the syntax needs x0, a starting point for the minimization. This is kept at 0.1.

Next it needs a lower and upper boundary for the pump flow rate, which is the handle.
This will ensure that the solution is always within the range of lb � x � ub. Here,
lb = 0 and the ub = 1. As there are no inequality constraints, Aeq = [] and beq = [].

5 Results and Discussion

This section presents the results of the work described. This is done by comparing the
non-optimized and optimized pump flow rate against the constraints defined in the
problem formulation. Firstly, the customer requirements as obtained from the cloud
server for this set of tests are shown in Table 1.
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Secondly, the pump flow rate, which acts as the handle, is varied. A set of three
tests are done on the inputs shown in Table 1. The first two being with manual, non-
optimized pump flow rates and the third one a model generated, optimized flow rate.
The flow rate can be varied between 0 m/s to 1.0 m/s.

As a first test, the model is provided with a manual pump flow rate of 0.6 m/s. The
assumption here is that with a high flow rate the orders will be completed at a fast rate.
The result of this test is given Table 2.

It can be deduced from Table 2 that first four orders (Customer’s 1, 2, 3 and 4) are
completed before the required date of delivery. However, the last two orders (Cus-
tomer’s 5 and 6) are not completed on time. This is owing to the fact that the high water
flow rate has resulted in the water in the tank being depleted. Therefore, the assembly
line process has to be halted to allow for the tank to be replenished.

After the tank has been replenished, the assembly line process continues, but the
time lost during the replenishing cannot be made up and hence the customer orders 5
and 6 fall behind of schedule. A GUI depicting the status of the constraints using
gauges is shown in Fig. 4. It can be seen here that the gauge showing tank level has

Table 1. Customer requirements table as per the input from the cloud server.

Customer
number

Number of 500 ml
bottles required

Number of 500 ml
bottles required

Required date and time
of delivery

1 100 100 16-Jan-2019 15:00
2 85 95 16-Jan-2019 15:00
3 120 120 16-Jan-2019 15:00
4 100 150 17-Jan-2019 15:00
5 120 150 17-Jan-2019 15:00
6 79 69 17-Jan-2019 15:00

Table 2. Customer requirements table with non-optimized delivery date with pump flow rate at
0.6 m/s

Customer
number

Number of
500 ml bottles
required

Number of
500 ml bottles
required

Required date
and time of
delivery

Non-optimized date
and time of delivery

1 100 100 16-Jan-2019 15:00 16-Jan-2019 02:54
2 85 95 16-Jan-2019 15:00 16-Jan-2019 03:14
3 120 120 16-Jan-2019 15:00 16-Jan-2019 03:42
4 100 150 17-Jan-2019 15:00 17-Jan-2019 12:07
5 120 150 17-Jan-2019 15:00 17-Jan-2019 16:37
6 79 69 17-Jan-2019 15:00 17-Jan-2019 17:01
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gone below 25%. This is a fail as in the problem formulation the first condition was that
the tank level should not go below 25%.

The second tests had the model being provided with a manual pump flow rate of
0.1 m/s. The assumption here is that the slower pump flow rate would result in the
constraints being met and therefore the orders will be completed in time. The result of
this test is given Table 3.

It can be seen from Table 3 that the rate of completing the orders is much slower in
this instance. This is evident in that customer orders 3 and 6 are not completed within
the required time. However, unlike with the previous test, all constraints are met in this
test. This is depicted in Fig. 5.

Fig. 4. GUI showing the status of the constraints at 0.6 m/s pump flow rate

Table 3. Customer requirements table with non-optimized delivery date with pump flow rate at
0.1 m/s

Customer
number

Number of
500 ml bottles
required

Number of
500 ml bottles
required

Required date
and time of
delivery

Non-optimized
date and time of
delivery

1 100 100 16-Jan-2019 15:00 16-Jan-2019 12:50
2 85 95 16-Jan-2019 15:00 16-Jan-2019 13:23
3 120 120 16-Jan-2019 15:00 16-Jan-2019 21:25
4 100 150 17-Jan-2019 15:00 17-Jan-2019 07:14
5 120 150 17-Jan-2019 15:00 17-Jan-2019 13:26
6 79 69 17-Jan-2019 15:00 17-Jan-2019 15:53
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The instances where production time exceeds the allotted time is termed as positive
drift [3]. These tests and results put a strong emphasis for the need for a robust
optimization function for this model. The optimization should be able to meet all
constraints while ensuring that the required delivery dates are met.

As described in the problem formulation in Sect. 4, the MATLAB optimization
function, fmincon, is applied on the model. The syntax defined in the problem for-
mulation is expanded out as follows;

½xOpt; TTMOpt� ¼ fminconðfun; 0:1; 0:1½ �; ½�; ½�; ½�; ½�; 0; 0½ �; 1; 1½ �; funConstr; optÞ

Here, the starting point of the pump flow rate and the lower and upper boundaries
of the constraint are defined. The starting point is defined as 0.1 and the lower
boundary is 0, while the upper boundary is 1. XOpt is the optimized pump flow rate
which will meet the defined constraints and TTMOpt is the ‘Time To Manufacture’
with optimized pump flow rate.

After completing the optimization, the fmincon function does a further check to test
the robustness of the model by adding 0.001 to the optimized pump flow rate. The
check should meet the constraints as before to ensure the model is robust and not prone
to even the minutest of changes. The result of the optimization is summarized in
Table 4.

Fig. 5. GUI showing the status of the constraints at 0.1 m/s pump flow rate

Table 4. Customer requirements table with optimized time and date of delivery

Customer
number

Number of
500 ml bottles
required

Number of
500 ml bottles
required

Required date
and time of
delivery

Optimized date
and time of
delivery

1 100 100 16-Jan-2019 15:00 16-Jan-2019 02:54
2 85 95 16-Jan-2019 15:00 16-Jan-2019 03:30
3 120 120 16-Jan-2019 15:00 16-Jan-2019 04:26
4 100 150 17-Jan-2019 15:00 16-Jan-2019 05:17
5 120 150 17-Jan-2019 15:00 16-Jan-2019 06:42
6 79 69 17-Jan-2019 15:00 16-Jan-2019 08:47
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The optimized pump flow rate for this specific set of inputs was 0.36. It can be seen
here that at the optimized pump flow rate, all the customer orders are met well before
the required date and time of delivery.

On further analysis, the constraints such as the level of water in the tank and the
number of bottles available in the inventory are met on completion of the orders. The
status of the constraints is depicted in Fig. 6.

6 Conclusion and Future Work

This study was necessitated due to the limited research done on Real Time Opti-
mization of Multi Mixed Stochastic assembly lines. In order to facilitate this study, a
case study was chosen.

The case study was on a water bottling plant that can manufacture 500 ml and
750 ml with real time customer inputs provided through a web server. The paper
initially describes how the plant was modelled on Simulink. Secondly, the paper shows
how a web app was developed on MATLAB and finally how the optimization problem
was formulated.

The results of the paper initially discuss how a set of orders received through the
web server is completed using a manual pump flow rate. Two sets of pump flow rates
were chosen for test purposes. The first pump flow rate was chosen to be 0.6 m/s and
the second pump flow rate was chosen as 0.1 m/s.

The first test instance showed that the first few orders were completed at a rapid
pace. However, this resulted in the water in the tank being depleted at a fast rate. This
meant that after the first few orders had been completed, the process had to be halted
for the water in the tank to be replenished. This eventually resulted in two orders not
meeting the required delivery date and time. These results are summarized in Table 2
and Fig. 4.

The second test, which used a slower pump flow rate, resulted in all constraints
being met as depicted in Fig. 6. However, like in the first instance, a few orders were

Fig. 6. GUI showing the status of the constraints at 0.1 m/s pump flow rate
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not met as per the required date of delivery and time. This is evident from the data
shown in Table 3.

The required date of delivery was not met in both instances and necessitated the
need for optimization. The MATLAB optimization function fmincon was used to
optimize the production time based on the customer inputs and the required date of
delivery. It was seen that the required delivery date and the constraints were met upon
optimization. This is depicted in Table 4 and Fig. 6.

This proves that optimization technique used in this study was successfully able to
reduce the production time for a mixed model stochastic assembly line with real time
inputs. As part of future work, to establish the veracity and robustness of the model,
numerous sets of inputs with various scenarios as far as the required date of delivery
and number of orders needs to be applied to the model. The number of constraints,
three in this study, could also be increased to see the stress it creates on the model.

The results of the suggested tests, as part of the future work, can add valuable
insight into the field of mixed model stochastic assembly line balancing. The results
could also determine if this model can be tested on an existing manufacturing plant and
form part of creating an industry standard that can be used in future to combat problems
related to positive drift.
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Abstract. Cardio vascular disease can be described as any disorder that con-
strains the normal functioning of heart or blood vessels. Diseases such as heart
disease, Angina, Myocardial Infraction, Arrhythmia all can be termed as cardio
vascular disease. One of the most common and frightening term is heart failure.
It does not mean “failure” of heart or heart has stopped working but the heart
does not pump as well as it should. This retains salt and water which result in
swelling and shortness of breath. Cardio Vascular Disease is primarily caused by
Building-up-of fatty deposits inside the arteries or damage to arteries in brain,
kidneys and eyes. Increased level of blood pressure, cholesterol, diabetes and
weights leads to cardio vascular diseases in human body. In this paper work, our
interest is to discover ideal diet recommendation plan for people with cardio
vascular disease and to obtain this we are implementing Analytic Hierarchy
Process (AHP). Ideal plan of diet recommendation for people with CVDs is
recently discovered. The outcomes reveal ideal diet recommendation among the
currently available ones for people with CVDs ailment. The diet consists of food
items to be taken up at breakfast, lunch and dinner by CVDs patients. In order to
justify our work we are implementing fuzzy method which uses preference order
similar to absolute solutions. The outcomes justify our work with results using
Analytic Hierarchy Process.

Keywords: Recommendation system � CVD � AHP � Entropy � Model

1 Introduction

Cardio vascular disease, mainly cause due to overweight, poor nutrition, smoking and
other factors such as high blood pressure, physical inactivity, lack of sleep, diets with
high fat combined with carbohydrates, excessive drinking cause symptoms such as
pains in the chest, slurred speech, cramping pain in leg. The symptoms vary from
person to person and are specific for condition of an individual. Cardio Vascular
diseases (CVDs) are one of the leading contributors to the burden of deaths in
developing countries. In 2016, 17.9 million deaths recorded from CVDs. Year 2015
recorded 17 million premature deaths from Cardio Vascular Disease. Recent studies
indicate that cardiovascular diseases are significantly present among the males from
both rural and urban population. In India, there are annually more than 10 million
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deaths due to diseases of circulatory systems with 40 percent as women. These diseases
are the considerable cause of death among women, in middle age, in rural and in urban
women. In western world risk factors for cardiovascular are enlarging terribly. One
fearful aspect with cardiovascular disease includes that it evokes numerous significant
ailments eventually giving rise to innumerable body problems. This global perva-
siveness of CVDs is due to unhealthy eating habits, physical inactivity, social isolation
and financial issues leading to irregular medical checkup. Earlier, works have dis-
covered deal diet recommendation by using several techniques and methodologies.
Diet-Right an ideal diet recommendation system has been developed. It is based on
cloud and use users’ pathology reports for selecting an ideal diet to fulfill one’s
requirements for nutrition. Diet-Right, a system has been developed for ideal diet
recommendation. It uses pathology reports of users and is based on cloud. It resolves
the problem of selecting an ideal diet to fulfill nutrition requirement of CVDs patient.
The system use an algorithm named ant colony to determine the optimal list of foods
and thus prescribes appropriate diets in accordance with values mention in the
pathology report of the patients [1]. The limitation with the system includes recom-
mendations for three meals at different times of a day i.e. breakfast, lunch and dinner
with nutrition amount in different food items as per timings and daily needs of the
patients. In 1970s, Thomas L. Saaty developed a structural technique for categorizing
and examining complicated outcomes, based on mathematics and psychology termed
as Analytic Hierarchy Process [2]. Hwang and Yoon proposed a fuzzy method which
uses preference order similar to absolute solutions for solving MCDM problems. The
technique involves that the selected alternative should be with minimum distance to
Positive Ideal Solution (PIS) and with long distance to Negative Ideal Solution
(NIS) [3]. The previous works on diet recommendation emphasize more on exterior
aspects including necessity, methods, trend, opportunity etc. instead of internal aspects
like the nutrients to be present in the diet.In our work nutrients plays a vital role in
determining the meals for CVDs patients instead of the other exterior aspects. In the
proposed work we have implemented Analytic Hierarchy Process for recommending
the diet containing nutrients with due importance. It involves AHP for determining an
ideal diet plan comprising of three meals intake for the CVDs patients in order to
preserve nutrients in body all through the day. As, AHP formally implement selecting
the best substitute comprising of all essential elements our paper aim this in order to
determine the ideal diet plan for CVDs patients [4].

2 Methodology

Multi Criteria Decision Making (MCDM) technique is applied as a piece of circum-
stances when the results depends on the basis and the influence of those models on the
outcomes. AHP is a MCDM technique which was introduced and arranged by
Thomas L. Satyr of in 1980. It is a to an incredible degree significant system, one
which incorporates both numerical instruments and mental methodology [11]. It settles
on complex essential initiative a basic endeavor by making pairwise connections of all
the fundamental elements in view of requirements. It in like manner settles on pairwise
relationships of the decisions in view of all components. The Eigen regards, Eigen
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vector, Consistency rundown and Consistency extent assist in deciding the outcomes.
Consistency extent with regard under 10% presents an anticipated result. AHP uses the
use of examination grids (Table 1). So as to play out the analysis, Satyr proposed a
primary size of inside and out numbers which is showed up in the table underneath
(Table 2). This scale suits the numbers which can be used to present a connection
among establishments and the choices in perspective of each measure [8]. Usage of
AHP is positive as the eating regimen elective ends up being really easy to do as it
melds all the fundamental supplements in the proposed devour less calories in
numerous respectable ways. The very first step in diet selection process is to establish
the factors to be used to evaluate the diet. In order to meet the factors and their
importance for the selection process diet the data is collected by taking reviews from
the peoples itself. Based on the above mention decision parameters, each parameter is
passed through and given the rank on the scale of four points (i) Less important (1 to 3)
(ii) Little important (4 to 5) (iii) Somewhat more Important (6 to 7) (iv)Very important
(8 to 9) [4]. A relationship is established between the diets (D1, D2 and D3) and the
selection factors (C1, C2, C3 and C4). AHP method is used. Analytic Hierarch Process
(AHP) is a very powerful tool for decision making. Analytical Hierarchy Process has its
own ability to make rank of the choices, in order to make an effective result out of
conflicting objects. Another favored outlook of AHP is that it examines the uniformity
of a Decision Maker’s responses likewise taking out any biasness in the essential
initiative procedure. For these purposes of intrigue and the limit of AHP to assist settle
on correct decisions we have used this system in our paper. Entropy technique is one of
the assorted systems for discovering weights. This strategy is used for assurance of
weight of surveying file in fuzzy mathematics, which joins the opinions of the expert
with fuzzy analysis survey, realizing a specific level to sort. It is a blend strategy of
subjective examination and quantitative examination [9]. The entropy weight is dic-
tated by the framework developed and, its structure of the choice execution cross
section is demonstrated in lattice beneath (Fig. 1).

Analy cal 
Hierachical 

Process 

Entropy 
Method 

Valida on 

Recommended 
Diet Alterna ve 

Fig. 1. Methodology adopted
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3 Experimental Work

The Diet outline of cardiovascular disease relies upon a few essential segments. These
factors were settled with the help of an investigation driven by the creators. Various
famous dieticians and specialists gave their feedbacks. Essential, four parts/measures
were settled which are mentioned in the table exhibited as takes after (Table 1).

In light of the above parts we are presently showing the elective eating routine
outlines which were given to us by esteemed Doctors, who are contemplated pros in
medication of Anemia and have enormous inclusion of this area [12]. These eating
regimen choices are readied remembering the above parts (Fig. 2).

Table 1. Factors and their importance in the diet

Factors Importance of the Factors in the Diet [5]

Coenzyme Q10 The human heart beats 86,400 times on an average. Therefore it requires
tremendous amount of energy. CoQ10 recharges mitochondria of the cells
which are the factories for energy production

Omega-3S It consists of fish oils which decrease the risk of heart attack or strokes. It
also enhances insulin sensitivity

Niacin It decreases Lp (a) an autonomous danger aspect for heart ailments. It also
helps in lowering the cholesterol

Vitamin K It comes as K1 and K2 flavours. K1 is responsible for clotting and K2 is
responsible for regulating the amount of calcium in bones

Fig. 2. Proposed hierarchical model
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i. By using AHP method, one best diet is to be selected based on the priority vector
out of three alternatives.

ii. First compare all four types of Decision factors w.r.t each other (C1 to C4). Then
diet is compared with each decision parameter to show their relative importance.

iii. Calculate the consistency index (C.I) and consistency ratio (C.R) for each matrix
and ranked three diets using AHP Methodology.

iv. Validate our work using Entropy Method

The nutritive estimation of the feast is moreover remembered to give the required
proportion of supplement required by a particular patient in perspective of the ordinary
admission of the supplements. Each eating regimen elective includes three fundamental
dinners of the day to be particular: Breakfast, Lunch and Dinner. The components of
diets are mentioned in the tabubar underneath (Tables 2, 3, 4, 5, 6, 7 and 8) (Fig. 3).

Table 2. Alternatives of diet and their components

Diet
Alternatives

Components of the Diet [6–8]

Diet 1 (D1) Breakfast: One cup Scottish oats with fruits and walnuts garnish, one cup fat
free milk, one banana
Lunch: Oven-bake chicken with Multi-grain bread, sliced avocado and
tomato, black beans combined with vinegar and olive oil
Dinner: Leafy vegetables, Half bowl brown rice, Few blackberries

Diet 2 (D2) Breakfast: Few slices of whole-wheat bread, Six or eight ounces of one
percent, yogurt along with blueberries and seeds of sunflower. Three-fourth
cup of calcium-fortified juice of orange
Lunch: Half-bowl brown rice and black beans, Half-bowl spinach or
cauliflower with roasted fish or roasted chicken toppings
Dinner: Three ounces stir-fry chicken with basil, One bowl brown rice with
one tbsp diced apricots, One bowl steamed cauliflower, One red wine

Diet 3 (D3) Breakfast: Omelet of one egg and one egg white with one sliced orange and
yogurt
Lunch: Beans or chilies soup low in sodium with toppings of avocado slices
Dinner: Cucumber raita, Spiced bhindi, one bowl cooked green beans

Diet 4 (D4) Breakfast: One cup Kellogg’s all bran wheat flake, 1 cup fat free milk, Half
cup strawberries
Lunch: Tuna salad of half smashed avocado with diced walnuts and grapes
Dinner: Two bowls baked tofu, one roasted potato, one cup reduced fat milk.

Table 3. Pairwise comparison matrix of criterions

Coenzyme Q10 Omega - 3S Niacin Vitamin K Eigen Vector

Coenzyme Q10 1.0000 3.0000 7.0000 7.0000 0.5654
Omega - 3S 0.3333 1.0000 5.0000 7.0000 0.3001
Niacin 0.1429 0.2000 1.0000 3.0000 0.0879
Vitamin K 0.1429 0.1429 0.3333 1.0000 0.0466

kavg(max) = 4.2278, C.I = 0.0759, C. R = 0.0844
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Table 4. D1, D2 and D3 w.r.t Coenzyme Q10

DIET 1 DIET 2 DIET 3 Eigen Vector

DIET 1 1.0000 0.3333 5.0000 0.2790
DIET 2 3.0000 1.0000 7.0000 0.6491
DIET 3 0.2000 0.1429 1.0000 0.0719

kavg(max) = 3.0649, C.I = 0.0324, C. R = 0.0559

Table 5. D1, D2 and D3 w.r.t Omega - 3S

DIET 1 DIET 2 DIET 3 Eigen Vector

DIET 1 1.0000 3.0000 7.0000 0.6694
DIET 2 0.3333 1.0000 3.0000 0.2426
DIET 3 0.1429 0.3333 1.0000 0.0879

kavg(max) = 3.0070, C.I = 0.0035, C. R = 0.0061

Table 6. D1, D2 and D3 w.r.t Niacin

DIET 1 DIET 2 DIET 3 Eigen Vector

DIET 1 1.0000 7.0000 5.0000 0.7306
DIET 2 0.1429 1.0000 0.3333 0.0810
DIET 3 0.2000 3.0000 1.0000 0.1884

kavg(max) = 3.0649, C.I = 0.0324, C. R = 0.0559

Table 7. D1, D2 and D3 w.r.t Vitamin K

DIET 1 DIET 2 DIET 3 Eigen Vector

DIET 1 1.0000 7.0000 9.0000 0.7854
DIET 2 0.1429 1.0000 3.0000 0.1488
DIET 3 0.1111 0.3333 1.0000 0.0658

kavg(max) = 3.0803, C.I = 0.0401, C. R = 0.0692

Table 8. Reliability index for diet alternatives

Results Rank

DIET 1 0.459435 1
DIET 2 0.453883 2
DIET 3 0.086681 3
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4 Validation of the Work

Entropy method is one of the different frameworks for finding weights. This system is
utilized for affirmation of weight of studying document in fluffy arithmetic, which joins
the assessments of the master with fluffy investigation study, understanding a particular
level to sort. It is a mix procedure of abstract examination and quantitative examination
[9]. The entropy weight is managed (Tables 9, 10 and 11).

Table 10. Entropy calculations

Coenzyme Q10 Omega - 3S Niacin Vitamin K

D 0.7518 0.7519 0.6802 0.5937
E 0.2482 0.2481 0.3198 0.4063
W 0.203 0.2029 0.2616 0.3324

Table 11. Ranking

Diet 1 Diet 2 Diet 3

R3I 0.6447 0.2517 0.1036
Rank 1 2 3

0 0.1 0.2 0.3 0.4 0.5

DIET 1

DIET 2

DIET 3

0.45943
5 

0.45388
3 

0.08668
1 

AHP

Fig. 3. AHP results

Table 9. Diets vs Nutrients matrix

DIET 1 DIET 2 DIET 3

Coenzyme Q10 0.2790 0.6491 0.0719
Omega - 3S 0.6694 0.2426 0.0879
Niacin 0.7306 0.0810 0.1884
Vitamin K 0.7854 0.1488 0.0658
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5 Results and Discussions

Investigative Hierarchy Process is used to choose the most fitting and reasonable eating
routine among the three options recommended or endorsed by master dieticians and
exceptionally experienced specialists.

i. By AHP method we observe that the Diet type 1 has the rank I among all other
available types of diet.

ii. Obtained rank is same to the rank obtained by Entropy.
iii. Outcomes obtained are validated and thus diet D1 is the best substitute amongst

all types of diets.

The results eating regimen among the others (Fig. 4).

6 Conclusions

India is seen as the growing capital of the world in terms of cardiovascular disease. As
shown by recurring pattern measures, India will before long have the most raised
number of cardiovascular disease cases. This paper presented three eating regimen
choices which are most appropriate to fix and additionally forestall cardiovascular
disease. These eating methodologies were figured after a study which included very
experienced specialists and master dieticians. These eating routine options comprise the
majority of the four most essential/required supplements by a cardiovascular ailment
understanding. Along these lines logical procedure, which is AHP a Multi Criteria
Decision Making strategy, was utilized to associate those supplement and eating reg-
imen options. We collected the data from esteemed dieticians to figure out the
essentials factors in the CVDs patients’ diet. Validated the data collected (Calculated
consistency). Selecting various diet factors on the basis of the responses given by
various dieticians. Diet plans finalised on the basis of selected diet factors. Then we
obtained the ranking among the finalised diet plan. Analytical Hierarchical Process
(AHP for ranking). Entropy by weights Method(For validation) Thus, it was seen that

0 0.5 1 

D1

D2

D3

AHP vs. Entropy

AHP Entropy

Fig. 4. AHP vs entropy results.
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Diet elective 1 was the most great and eating regimen 2 was second to it and eating
routine 3 was third. This outcome or perception was then approved by utilizing the
strategy for Entropy. The Entropy approved the outcomes and gave indistinguishable
outcomes from AHP. Henceforth, it very well may be inferred that the relationship of
the eating regimen options and supplement, and the choice, that eating routine elective
1 is the best, is substantial and deductively just.
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Abstract. Breast cancer is among world’s second most happening cancer in a
wide range of cancer. Early location of cancer followed by the best possible
treatment can decrease the danger of passings. AI can assist restorative experts
with diagnosing the illness with more precision. Where deep learning or neural
networks is one of the strategies which can be utilized for the characterization of
ordinary and strange breast detection. This exploration presents a double tree
complex valued discrete wavelet transform constructed in ConvNet and ANN to
conduct breast cell density grouping out of mammography. For mammogram
image characterization assignments, customary Convolutional Neural Networks
(ConvNet) are: (1) slanted to disregard significant surface data of the image
because of the constraints of pooling methodologies, and (2) inadequately
vigorous to commotion. To defeat the hindrances, an other area transformation
procedure is embraced in ConvNet. In ConvNet (WConvNet) the convolution
layer is connected with double-tree complex valued wavelet Through complex
valued discrete wavelet transformation, the picture winds up flexible dimen-
sional way, enabling exact characterization. The WConvNet deteriorates the
image into various wavelet subbands, and lessens boisterous information. The
exhibition of WConvNet is tried on MIAS datasets, and connected for early
conclusion of cancer. Contrasted with the conventional ConvNets utilizing
maximum valued pooling, trial outcome show that the WConvNet method
acquires remarkable evenness and exactness. The study is finished utilizing 322
images of the MIAS database and has brought about characterization achieve-
ment rates running from 90% to 94.00% for various breast cell density category
(Scattered fibroglandular density, Heterogeneously dense, Extremely dense).

Keywords: Double-tree complex valued discrete wavelet transform �
MIAS database � Breast cell density �
Double tree complex valued discrete wavelet transform ConvNets (WConvNet)

1 Introduction

Cancer in breast is one of the most common malignancies in women around the world.
Subsequently, numerous investigations of programmed analyze and characterization
framework have been realized in the writing that can be useful for radiologists and
specialists. Inside this extension, mini-MIAS databases of mammogram [1] and Digital
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Database for screening Mammogram [2] individually are the commonly used data-
bases. Breast cell density is a significant factor in analyze of cancer from mammo-
graphic imaging [3–5]. In this paper, the breast cell density is arranged into three
categories, which are Scattered fibroglandular density, Heterogeneously dense, Extre-
mely dense. The feature extraction utilized in this paper is double-tree complex valued
discrete wavelet transformation (DTCWT) implemented in ConNet and classified using
ANN. Models are trained on an enormous number of datasets and ConvNet structures
containing numerous layers. The ConvNet actualize a stratified description of input by
sliding to enable extremity and maximum pooling to consolidate significant compa-
rable characteristic [6]. Despite that, maximum pooling down-samples the features that
have been extracted, together with the fast decrease in dimensional size, can actuate a
corruption of ConNet learning execution [7]. Among different spectral investigation
strategies, double-tree complex valued discrete wavelet transformation (DTCDWT) is a
wave signal handling strategy that provides translational invariance [8]. The usefulness
of calculations can be debased in cancer analysis when the images are in low resolution
because of inadequate data open to the ROIs. The utilization of complex valued dis-
crete wavelet transformation to ConNet allows high-recurrence loud information to be
removed. To characterize the breast cell density, a precise and parameter-disposed of
Double-Tree Complex valued discrete Wavelet ConvNet (WConvNet) is presented.
Inside this examination, 322 digital mammogram from the repository was used. Here,
fundamentally complex valued discrete wavelet transformation that is coordinated with
ConvNet was connected to the digital mammogram [13]. The subset of elements
acquired is isolated to two separate DWT decompositions (tree a and tree b) attribute
factor. Through these two separate DWT decompositions image attribute factor some
analytical information is determined. Then, 6 digital mammogram attribute vectors
altogether including 3 vectors for every part were developed, for which these analytical
information is connected to every one of the tree a and tree b part. The digital mam-
mogram utilized in this investigation is characterized independently utilizing 6 image
attribute vector, ConvNet and NeuralNetwork. The outcomes got in the most recent
phase of the investigation, by 6 arrangement gathering is consolidated. The outcome
identified with the framework was achieved in the last procedure.

2 Related Work

Sun [9] in 2017 introduced an intelligent gear fault diagnosis methodology using a
complex wavelet enhanced convolutional neural network. Habibzadeh in 2019 [10]
introduced analysis of white blood cell differential counts using dual-tree complex
wavelet transform and support vector machine classifier. Lu [12] in 2018 displayed a
DTCWT based CNN model for Human Thyroid Medical Image Segmentation. Yaşar
[13] in 2018 displayed a System Using Neural Networks and Complex valued discrete
Wavelet Transform for tissue Density classification in Digital Mammogram. This paper
proposes Double tree complex valued Discrete wavelet Transform implemented in
ConvNet models to perform Digital mammogram characterization to decide if its is
cancerous or not and This work provides assessment on the performance of charac-
terization of breast cell density.
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3 Proposed System

3.1 Database Used in the Study

This examination profited by 322 images from mini-MIAS repository of mammogram,
It is the most easily accessed repository and therefore the most commonly used. The
repository involves 322 digital mammogram of which 106 has Scattered fibroglandular,
104 Heterogeneously dense and 112 Extremely dense cell density. The first size of
digital mammogram from repository is1024 � 1024.

3.2 Double Tree Complex Valued Discrete Wavelet Transform

This calculates the complex transform of a signal using two separate DWT decom-
position (tree a and tree b). If the filters used in one are specifically designed different
from those in the other it is possible for one DWT to produce the real attribute factor
and the imaginary attribute factor. These attribute part are determined 6 distinctive way
(±150, ±450, ±750) for the two DWT decomposition. The block diagram is shown in
Fig. 2. In the Fig. 2, h0 is tree a high-cut filter factor, h1 is tree a low-cut filter factor,
g0 is reverse tree b high-cut filter factor, g1 is reverse tree b low-cut filter factor;
separately [13]. In the examination, the real and imaginary argument picture sub-set of
dimension 32 � 32 was acquired, Implementing DTCDWT to the picture territories of
dimension 256 � 256 in level 3. The Low pass filter LLLL sub band of the picture
sub-set was isolated into two separate DWT decomposition and is utilized in acquiring
the picture attribute vectors.

Fig. 1. Training and testing procedure for classification model
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3.3 Digital Mammogram Attribute Vectors

The Low pass filter sub band of the picture sub set was isolated into two separate DWT
decomposition (tree a and tree b). Then for both the parts correlation, contrast,
homogeneity, entropy and energies is determined independently. Utilizing these
measurable qualities, 3 picture attribute vectors for the two separate DWT decompo-
sition (tree a and tree b) parts is built [13].

3.4 Convolutional Neural Networks

The ConvNet same as neural network that includes convolution layers/pooling layers
that associate with each neuron connected to only subset of input images [12]. ConvNet
helps to reduce the number of parameters in the system and makes the computation
efficient, ConvNet consists of filter that slide over the complete image and along the
way take the dot product between the filter and chunks of the input image [12].

All the picture of consecutive chunks are denoted as a = {a0, a1, …, an}, when n
image tests are given and the yields are z = {z0, z1, …, zn}. The convolution layer
consists of set of filters. Filtering is independently performed in convolutional layer. In
the j-th convolution layer, assume that i-th filter is Mi, the bias factor is Bi, the output
after convolution from small chunk ay is [12]:

C j
i ¼ f

X

y
aj�1
m :M j

i þBi

� �

ð1Þ

After convolution is performed pooling is done to pack the image. Normally most
commonly used is max pooling. In max pooling, for the j-th layer the yield from small
chunk ay is:

p j
i ¼ MAXfaypug: ð2Þ

Fig. 2. Double Tree Complex valued Discrete wavelet transformation tree structure
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The scale in pooling is denoted by p and /. When picture data is properly packed
after convolving and pooling the ConvNet is ready to learn [11]. In final layer the data
is fed to a Neural network for classification of images. Training was done on 70% of
the dataset from Mammograms MIAS from an aggregate of 322 images.

3.5 Dual-Tree Wavelet Based Convolutional Neural Networks

A WConvNet architecture is planned in Fig. 3 with DTCDWT link. There are 5
convolution levels, DTCDWT pooling layer (WT1and WT2) linked to Con 3 and Con
4. Con1 and Con2 layers have kernels whose sizes are 1 � 1. Con1 and Con2 layers
have similar dimension of input with padding. Con3, Con4 and Con5 is of dimension
2 � 2 and the stride is 2 � 2 by not using padding. WT1 is linked to Con3 and WT2
layer is linked to Con4 for feature extraction [12]. ANN is connected to yield layer and
prediction is performed.

3.6 Artificial Neural Networks (ANN)

In this paper, a lot of ANN are utilized to classify the mammograms in various levels.
In the training stage, wavelets coefficients are utilized as a network input. The training
procedure proceeds until an acceptable order rate is achieved. In the test stage, the

Fig. 3. A WConvNet model. The size of input pictures is 256 � 256. Con: Convolution; WT:
DTCDWT in ConvNet
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module utilizes a lot of mammogram images to test the framework finding assessment.
The number of the output nodes in the neural system module relies upon the classi-
fication levels of the framework.

4 Result Analysis and Discussion

In the examination, the outcomes acquired from WConvNet and ANN and the attribute
vector group for the three breast cell density gatherings, is presented in Table 1. The
value for three breast density groups is 92.03% to 98.21%. The proportion is 93.16%
and 95.65%, for mean genuine grouping. Six classification classes set up at the most
recent phase of this framework is joined and compared and the characterization out-
come is created. The outcomes of this joined framework is shown in Table 2. In
Table 2, it is concluded that the framework presented delivered “sure” outcomes of 305
from 322 digital pictures. Here, the framework that creates “sure” outcome is limited to
94.75%. From these outcomes, 280 outcomes was accomplished a genuine charac-
terization, and 25 outcomes was characterized false. Here, 91.8% was grouped as
genuine for pictures with “sure” outcome. Also, the genuine breast cell density group
of “unsure” picture of this framework is 98.24%. The information acquired from this
framework is gathered and found in Table 3. Some of information got utilizing the
normal system of CNN is appeared Tables 4 and 5.

Table 1. Characterization results acquired by attribute vectors for various breast cell densities in
WConNet and ANN

A Model for Classification of Breast Cell Density Using ANN 65



4.1 Test on Datasets

The WConvNet design in Fig. 3 is tried on the MIAS dataset. To comprehend the
WConvNet accomplishment, the ordinary ConvNet structure is connected for

Table 2. Results of proposed system (WConvNet and ANN)

“Unsure” “Sure” Total
True False

Scattered fibroglandulardensity 6 5 95 106
Heterogeneously dense 7 15 82 104
Extremely dense 4 5 103 112

25 280
17 305 322

Table 3. Informations of the proposed system (WConvNet and ANN)

“Sure” result
generation
capacity

Accuracy of “sure” results Reduction capacity to
two groups of
“unsure” results

True result
capacity of
“unsure” results

305/322 SG HD ED 17/17 16/17
95/100 82/97 103/108
95.09% 84% 95.37%

94.00% 91.8% 100% 98.2%

Table 4. Results of system using ConvNet

“Unsure” “Sure” Total
True False

SG 5 5 96 106
HD 29 15 60 104
ED 13 12 87 112

32 243
47 275 322

Table 5. Informations of the system using ConvNet

“Sure” result
generation
capacity

Accuracy of “sure” results Reduction capacity to
two groups of
“unsure” results

True result
capacity of
“unsure” results

275/322 SG HD ED 47/47 46/47
96/101 60/75 87/99
95.04% 80% 87.87%

85.40% 88.36% 100% 98.24%
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correlation by expelling the W T 1 and W T 2 layers in Fig. 3 and keeping up a similar
number of convolutional filters and the precision is determined for each model [11].

4.2 Results of Datasets

The WConvNet model exhibited the adequacy with a 94.00% precision on the MIAS
dataset, beating the customary ConvNet design.

4.3 Digital Mammogram Pictures Classification Outcomes

The assessment results are in Figs. 4 and 5. Contrasting among WConvNet and
ConvNet in Fig. 4 WConvNet demonstrates higher precision than ConvNet alone by
10–12%.

94.72 
85.40 

75 80 85 90 95 100

WCNN ANN
CNN

PRECIS ION

ConvNet

WConvN

Fig. 4. Comparison of precision between ConvNet and WConvNet models

Fig. 5. Comparison of precision ratio of “sure” results for each class between ConvN et and
WConvNet model
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5 Conclusion and Future Work

The last outcomes got were inspected and reasoned that that the framework capacities
with a high limit of 94.72% in getting “sure” results, and of these “sure” results 91.8%
are delegated “genuine”. Also, the characterization outcome is turn down to two
gatherings for the outcomes marked “unsure”. In this framework 98.24% of genuine
breast cell density group of the picture named “unsure” is accomplished. At the point
when “sure” and “unsure” results are thought about, it is seen that out of the 322
images 305 give genuine data to the radiologist who should execute the pertinent
classification. This research proposes a WCNN and ANN strategy for characterization
of breast cell density. The CWT with prevalence in shift in-variance guarantees viable
image pressure execution that is incorporated to the customary ConvNet engineering
during the image dimension contraction procedure, and grouped utilizing ANN. Here,
WConvNet model is overhauled, It also assessed the DTCDWT based ConvNet
(WConvNet) strategy on freely open datafile. From correlation of exactness between
WConvNet and customary ConvNet, WConvNet produces understandable picture side,
that enhance the precision and stability. The outcomes can be improved by utilizing
genetic algorithm. Thus a completely programmed framework is able to create, that
separate the digital mammogram pictures named “unsure” as per the outcomes acquired
from the ANN training sets.
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Abstract. Opinion Analysis is an articulate methodology that is indi-
visibly crypt to the sector of Emotional Sciences which concern the indi-
vidual supposition, emotions or thoughts and thereby identifies the per-
sonal deeds. Natural language processing techniques presume that in
common most of the user annotations are written in English dialect, but
as focus shifts onto processing comments from internet sources such as
microblogging services, this becomes progressively harder to guarantee.
Conveying the empathy in their own language can be well thought-out
as the homey means for expressing the exact opinion and it leads to the
generation of multilinguistic societal data. So the challenge is to analyze
the formal textual content along with the informal and mixed linguis-
tic nature of social data. This prompts the need of Sentiment Analysis
in multilingual dialects. This article surveys the methodologies used for
analyzing the sentiment of multilingual data and proposed a model built
using Long Short Term Memory approach.

Keywords: Deep learning · Multilingual · Malayalam ·
Opinion mining · Sentiment analysis · Long Short Term Memory

1 Introduction

People have always had a curiosity in what individuals assume, or what their
opinion is. With web-based social networking channels such as Facebook, Twit-
ter, and LinkedIn, it is becoming viable to automate and judge what well-liked
opinion is on a given subject, news thread, item, or brand. Viewpoints that are
mined from such feeds can be helpful for decision making. Reviews that are
accumulated can be examined and displayed in such a way that it turns out
to be easy to recognize if the frame of mind is optimistic or off-putting. This
enables the individuals or business to be proactive instead of reactive when a
c© Springer Nature Singapore Pte Ltd. 2019
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pessimistic conversational thread is budding. Instead, positive response can be
known thus permitting the identification of product advocates or to see which
parts of a business tactic are working. When applied to social media channels, it
can be used to mark the prickles in the sentiment, thereby enabling to identify
for instance the potential product promoters. So the opinion characterization is
nowadays a potential and intense research theme.

1.1 Motivation

Albeit the fact that English is the universal language, according to the statistics
[1], just 28.6% of the Internet clients used to commune in English. Dialect-
switching ensue when someone uses two or more languages in a single piece
of text. These days, an immense part of the population is able to handle two
or more dialects. English as being the universal language is highly possible to
be dialect-switched with the local tongue to form multilingual yet, linguistically
right and imperative sentences which necessitates the need of analysis in dialects
apart to English [2].

In India, among the roughly thirty official dialects, more than thirty five
million individuals spreading on the districts of Kerala, Pondicherry and Lak-
shadweep are having Malayalam as their local tongue. The rules and methods
are different for the Malayalam dialect compared to the English language. A
quick search shows that less works have been done on the Malayalam dataset
[3]. Additionally it is noticed that the majority of the clients while communicat-
ing their suppositions in Malayalam, they used to utilize some common words in
English like beautiful, good and so forth rather than the Malayalam term. So in
this article multilingual which comprises of a blend of Malayalam and English
tokens is consider for analysis.

The rest of the article is structured as follows. Brief descriptions about
major contributions on Sentiment Analysis in Malayalam dialect and various
approaches to multilingual datasets are summarized in the next section. In
Sect. 3, the proposed methodologies used to address the research questions and
the implementation are depicted followed by the Sect. 4 which sketches and dis-
cusses the experimentation results and proposed solutions for dealing with this
type of multilingual dataset. The conclusion and the future scope of the work
are delineated in the Sect. 5.

2 Related Works

As dialect changing nature of the Internet users’ increases, the growing need
to toil on blend of languages arises. The main issue in performing the multilin-
gual sentiment analysis is the lack of resources in the dialects [4]. A common
approach to handle the mulitlingual dataset is to translate them to the unilin-
gual dataset where the resources are available [5]. Languages that have been
considered for the study includes Chinese, Japanese, German, French, Italian,
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Spanish, Swedish, Arabic, Romanian etc, but only less works considered mul-
tilingual dataset. The resources constructed for a dialect is not applicable to
other dialects as each having its own unique constructs [6] Igor Mozetic, et al.
applied different supervised algorithms to the datasets in the selected thirteen
dialects and the role of human annotators in multilingual sentiment classifica-
tion is depicted [7]. Opinion mining generally reliant on built lexicons found in
dictionary or corpora while dealing with informal and scarce resource languages
[8]. The methodologies commonly used for the multilingual studies are lexicon,
corpus or translator based and the approaches based on concepts and sentics
[9]. The contributions using deep learning algorithms in other formal languages
such as Spanish, Japanese, Chinese and German are portrayed respectively in
[10–13]. More focus is required to improve results in the multilingual sentiment
analysis discipline [14].

The study also depicted that less works considers Indian languages especially
Malayalam. Analyzing the opinions marked in Indian languages micro text using
recurrent neural network is depicted in [15] and [16]. The major articles that men-
tions and explains the sentiment analysis on Malayalam dialect are summarized
in [3]. The deep learning frame work used for Malayalam sentiment analysis is
depicted in [17]. In this article, the multilingual data which consists of Malay-
alam and English dialects is considered for the experimentation and an LSTM
based model is proposed to perform their sentiment analysis.

3 Proposed Methodology and Implementation

The ratio of each linguistic phrase in the dataset considered is vital and so
necessitates concern while analyzing the opinion marked in the review. As no
standard dataset is available for the Malayalam dialect, human annotation is
required for labeling the dataset considered for the experimentation. The lexicons
in varied language need to be handled differently. The YouTube reviews are
extracted using YouTube Comment Scraper tool which is a free web-based tool
that can be used to scrape the comments from a YouTube video and save them
in either a JSON or CSV format. Here the user comments marked in that video
information for the search query “Sabarimala Women Entry Issue” is scraped and
extracted around 16580 comments. The proposed algorithm for the multilingual
social data sentiment analysis is depicted in Algorithm 1. The impact of data
preprocessing phase in sentiment analysis of Malayalam reviews is depicted in
[18].

3.1 Data Processing Phase

The reviews are tokenized into fitting units to build a representation of the data
which then undergone the process of cleansing to remove the noises and punc-
tuation marks. As every language has its own specific character patterns and
frequencies, they need to be handled differently. An off-the-shelf language iden-
tification algorithm called langid is used to detect the language of the tokens. In
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Algorithm 1. Multilingual SentiAnal

1 ReviewsList ← multilingual user reviews;
2 enum noisy = {punctuations, URLs,digits, hashtags, extraspaces};
3 languages = langid.setLanguages{”ml”,”en” };
4 foreach row in tempReviewsList do
5 ReviewsList ← ReviewsList.apply(word tokenize);
6 if ReviewsList.contains noisy then
7 ReviewsList.remove(noisy);

8 landet ← ReviewsList.apply(langid.classify);
9 if ReviewsList.langdet is én´ then

10 ReviewsList ← ReviewsList.remove(nltk.stopwords);

11 if ReviewsList.lang is ḿl´ then
12 ReviewsList ← ReviewsList.remove(mlstopwords);

13 Create a unique vocabulary of tokens and an indices vector;
14 Remove if any outlier reviews;
15 Pad all the reviews to a specific sequence length;
16 Split the dataset into training set, test set and validation set;
17 Define the hyperparameters for building the bidirectional LSTM model;
18 Define the layers of the model and classify the reviews;
19 Test the bidirectional LSTM classifier model;
20 Fine tune the accuracy of the model by modifying the hyperparameters;

view of the language detected, the dataset is splitted into unilingual datasets and
afterward experienced various text processing phases. The percentage of unilin-
gual lexicons in the multilingual dataset used for experimentation is delineated in
Table 1. The tokens in English get converted to lower case and the stopwords are
removed. While annotating the dataset, the main challenge is that the annotator
should be ease in handling the languages used in the review. So an interpretation
stage is additionally required to convert the multilingual to unilingual dataset.

Table 1. Percenatage of unilingual lexicons

Language identified Percentage of lexicons

Malayalam 37172

English 72680

Table 2. Feature data

Type Feature shapes

TrainSet (12976,200)

ValidationSet (1622,200)

TestSet (1622,200)
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Fig. 1. Proposed LSTM model for multilingual social data sentiment analysis

Google Translate is a free multilingual machine translation service that quickly
deciphers words, phrases, etc between English and over 100 other languages.

3.2 Data Encoding Phase

The audits are stored as individual list elements like [review 1, review 2, ..,
review n]. The vocabulary of tokens and the respective indices vector of every
audit are created. In index mapping dictionary, the recurrently occurring words
are assigned with lower indexes. Utilizing this dictionary, the audits are encoded
by replacing the individual terms in audits with integers. Now each individual
review is a list of integer values and all of them are stored in one huge list.

3.3 Removal of Outliers

By analyzing the length of the audit, it is found that some entries, nearly 360,
are of zero length. These were pulled out from the dataset. Likewise it is found
that there are quite a few reviews that are extremely long. They are manually
examined to check whether to include or exclude them from our analysis. To
manage the extremely long or short audits, padding/truncating have been done
to make all to a particular length. This sequence length is same as number of
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time steps for LSTM layer. Here the length of the vector is set as 200 and is fed
to the model.

3.4 Training, Validation and Test Dataset Split

Once the data is encoded and outliers are removed, the dataset is parted to three
sets – the training set, validation set and the test set. The ratio used for parting
is taken as 80% for the training set and the rest for validation and test set. The
shape of the resultant feature data is shown in Table 2.

3.5 LSTM Model Creation

The meaning of a word in the audit relies upon the context of the previous
text and accordingly a memory is required to store the word dependencies. The
LSTM network consists of a memory cell which is able to handle the dependencies
between the terms. A memory cell in LSTM is composed of four key elements:
an input gate, a neuron with a self connection, a forget gate and an output gate.
The neurons ensure that the condition of a memory cell can stay constant from
one time step to another. At each time step t, the values of the input gate It, the
forget gate Ft, the output gate Ot and the memory cell Ct is used to calculate the
output of the hidden layer Ht. The forget state figures out what to discard from
the cell state. The inputs to the forget state are Ht−1 and Xt where Ht−1 is the
output from the previous step. To generate the output values to be in between
0 and 1, a sigmoid activation function (σ) is used, where 0 means nothing to
remember and 1 to remember all. The equation used to calculate the value of
forget state can be given as

Ft = σ(Wf .Xt + Uf .Ht−1 + bf ) (1)

Accordingly, what data will be forwarded to the cell is resolved. The inputs are
Ht−1 and Xt. The input layer initially applies a sigmoid layer over the input to
figure out which portion of the memory need to be refreshed and a tanh layer
is then applied to produce Ct. These two values are then consolidated to refresh
the cell state Ct. The state Ct−1 is multiplied by Ft, to wipe out the terms that
are not needed further and the new information is forwarded to the memory.
Equations to calculate the values can be given as

It = σ(Wi.Xt + Ui.Ht−1 + bi) (2)

Ct = (It.(tanh((Wc.Xt + Uc.Ht−1 + bc) + Ft.Ct−1) (3)

The value of the output gate Ot can be determined by applying a sigmoid layer
to the Ht−1 and Xt as given in Eq. (4). Ct is then altered by a tanh function
and these changed cell values are multiplied by Ot to create Ht Eq. (5). This
output will be pipelined to the next stage in the network.

Ot = σ(Wo.Xt + Uo.Ht−1 + bo) (4)

Ht = (Ot.tanh(Ct) (5)
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(a) ModelAccuracy

(b) ModelLoss

Fig. 2. Model accuracy and loss using various activation functions
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3.6 Classification Phase

As depicted in Fig. 1, in the proposed model there are four layers. The input
is the set of integers where each integer represents a term in the review. The
term is fed into the next layer (embedding layer) where the term is changed to
a vector. An LSTM layer is then added where each feature is multiplied by a
weight. The final layer is the output layer fed with a neuron where the outputs
from the LSTM layer is taken and using the sigmoid function, a value of 0 or 1
is generated.

Dropout is used to avoid the over-fitting issue and 0.5 is fixed as the dropout
parameter for the experimentation. Adam is used as the optimizer for the model.
Various activation functions like Relu, tanh, Selu, linear and Elu are used for
the experimentation.

4 Results and Discussions

Here 572,245 parameters are considered for the model to be trained. As we need
to classify the reviews only into two classes, the loss function used by the model is
binary crossentropy. The Fig. 2 depicts the accuracy (2a) and the loss (2b) values
for each epoch on training and validation set. Various activation functions like
relu, tanh, linear, selu and elu are used for the experimentation. The embedded
dimension used for experimentation is 128. Both the input (It) and the output
(Ot) gates outputs a value between 0 and 1. The tanh function converges faster
and the gradient computation is less expensive. Relu seems more successful in
computer vision applications.

The diagrams (Fig. 2) depicts that the classifier using linear activation func-
tion outperforms the other models. The accuracy of the classifier model using
various activation functions is in the range of 70 to 75% which is a significant
result in this line.

5 Conclusion and Future Scope

The article depicts the analysis of reviews in multilingual dataset which consists
of Malayalam and English words using Bidirectional Long Short Term Memory
deep learning approaches. The reviews in Malayalam dialect are extracted and
physically annotated. The accuracy of the classifier model using various activa-
tion functions is in the range of 70 to 75% which is a significant result in this
line. The increase in the accuracy of the classifier can be obtained by fine tuning
the model and is a scope for future research.
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Abstract. The abundance of GPS embedded devices accumulates trajectories
in an excessive scale and it is enriched with personal information. While pub-
lishing traces for research activities, we must ensure to publish the anonymized
trajectory in order to prevent the disclosure of individual privacy. During
anonymization, we need to anonymize the stay locations where the user con-
sidered it as most sensitive instead of anonymizing all locations. For finding and
extracting the most sensitive stay locations, we adopt a new method by con-
sidering the individual spatial and temporal factors using SSLF function. This
combines the stay points within a threshold distance to form stay locations and
also anonymize these locations in a stay zone using the generalization SSLA
approach. The proposed model is tested with a real-world dataset and it guar-
antees a better trade-off between privacy and utility compared with other models
of same nature.

Keywords: Sensitive stay locations � Spatio-temporal �
Trajectory anonymization

1 Introduction

In recent years, the use of mobile phones and other embedded GPS devices like
navigation systems collects and stores the mobility traces of individuals in an
unprecedented manner. These huge mobility traces are called spatio-temporal trajec-
tories, because it contains the information like latitude and longitude about a location
and the time that the user has visited. The collection, storing and management of these
movement traces is little bit a cumbersome. The mobility traces are very important for
the mobility management people, since it is essential for the efficient traffic monitoring
and also for the smooth running of smarter cities. But publishing the spatio-temporal
trajectory database in its raw form definitely raises the issue of individual privacy.
Because it contains many sensitive parameters like religious habits, socio-economic
preferences, sexual preferences, health details etc. Even though the spatio-temporal
trajectory is a must for the research activities, without proper anonymization of these
could definitely results in the leakage of personal privacy details.

© Springer Nature Singapore Pte Ltd. 2019
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For the protection of sensitive data, simply removing external identifiers is not
adequate enough for the trajectory protection. The one work which was carried out
earlier, deals only with significant stay point protection [1]. The succeeding one work
considers the location frequency of the vehicles parked and anonymizing higher fre-
quency parking locations are enough for the trajectory protection [2]. The authors in [3]
suggests that above methods are not sufficient against moving attacks and a k-
correlation model along with the mix of location frequency function and inverse user
frequency function is better for the protection of location trajectory data. But all these
have resulted in unnecessary protection in certain parts of trajectory data. These
methods were not considered the temporal factors well.

In this paper, we propose a new model which considers the location frequency
within the stay location and also considers the frequency of the days in which the user
has stayed. A sensitive stay location finder function considers these factors and sug-
gests only one or few stay locations which are most sensitive to the user. This avoids
the over protection problem that are mostly found in the earlier works.

The rest of the paper is organized as follows. Section 2 discusses various privacy
attacks and existing models. In Sect. 3, some of the basic and essential problem def-
initions which needed for this work are given. Section 4 states the proposed structure
and methods which we adopted for the work. The experimental setup and evaluations
are described in Sect. 5. Finally, Sect. 6 is the concluding comments.

2 Related Work

In this section describes the various privacy attacks on location and trajectories and also
the trajectory protection models in a briefly manner.

2.1 Privacy Attacks

In order to prevent privacy attacks, we must know the capacity of the adversary whom
the attack is planning. An adversary is characterized based on the knowledge that
he/she has acquired from the history trajectories and also the outline of the attack that
he/she is going to target. Based on these, there are two types of adversaries: (a) weak
adversary and (b) strong adversary. The weak adversary is having a little knowledge
about spatio-temporal components and where as a strong adversary has the wider
knowledge about the user movements by analyzing QID’s (Quasi-Identifiers) and also
linking with related known databases.

Some of the attacks that commonly associated with location are location oriented
attacks, multiple query requisition attacks, spatial knowledge attack, maximum moving
area attack etc. Location oriented attacks are occurred when the adversary is inferring
the user movements based on continuous queries or snapshot queries. There are two
kinds of attacks may be possible when issuing snapshot query: (a) query sampling
attack [4] and (b) location linking attacks [5]. The multiple query requisition attacks
were happened when the adversaries are trying to know the actual location of the user
requester with the help of multiple spatial queries. The idea [6] of extracting exact
locations of the service requester by analyzing various cloaked region, since these
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requests are from various cloaked regions. The spatial knowledge attack [7] is hap-
pened when the user requests a LBS (Location Based System) query from a location
and also he doesn’t want to disclose this location to anyone. For that the user issues an
obfuscated region instead of actual location to the LBS. But a strong adversary is
having semantics about this location and inferred easily. This type of attacks occurred
when the user is unknowingly ignores the real semantics of the location. The maximum
moving area attack occurs when the adversary has the knowledge about the user
movements and the maximum boundary area that he may cover in two succeeding
position coordinate update. The authors in [8] developed a method with spatio-
temporal transformations to handle this type of attacks.

During trajectory data publication, simply removing external identifiers doesn’t
guarantee the privacy attacks. Inversion attack is one of the trajectory privacy attacks,
which is happened when an adversary is aware about the identity of k potential users
from their request. A solution to this type of attack is the reciprocity which was
suggested by the authors in [9]. Another type of trajectory attack is the inference attack,
which states that unlawfully gaining knowledge about a subject by the analysis of data.
This can be handled by different obscuration methods [10] like spatial cloaking, noise
addition, rounding etc. Query tracking is another type of attack on trajectory and these
are possible when a user is cloaked with different users at various instances during the
lifetime of query. By the usage of memorization property we can prevent query
tracking attacks [4].

2.2 Privacy Models

The base of all privacy protected anonymity models either in location or in trajectory
publishing is k-anonymity [11]. The authors in [12] extended the concept of k-anon-
ymity with (k, d) anonymity by considering the imprecision errors during the data
acquisition by the GPS devices and d being the possible location imprecision. The
work in [13] suggests a micro aggregation approach for the privacy protection in
trajectory data publishing with the use of micro-data anonymization. They clustered the
trajectories based on the similarities with a measure of at least k-size and replaced these
trajectories with synthetic data that are accumulated in the actual trajectories or in the
visited locations.

Some of the works are based on the power of QID’s. The authors in [14] presented
a model called LKC- privacy model, where the parameter L is the maximum back-
ground knowledge held by the adversaries. Another work [15] proposes km-anonymity
model for the location trajectory data, and while publishing the trajectory details it
doesn’t require the vast details about the QID’s or the distinction between sensitive and
non-sensitive data. In [2], the authors proposed to prevent de-anonymization attacks by
modeling an individual mobility based function using a mobility Markov chain. An
attack based semi supervised learning approach was presented by the authors in [16] to
infer the riding trajectory of the user. A scalable sanitization method (SafePath) for
publishing differentially-private trajectories by considering trajectories as a noisy prefix
tree and which was proposed by the authors in [19]. The authors in [20] introduced a
privacy model k t,є

– anonymity, which is a recent refinement of k-anonymity using the
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generalization approach and it gives a good solution to probabilistic and linkage attacks
against mobile user’s trajectories.

3 Problem Definitions

The traces left by the moving objects under LBS are trajectories, is a sequence of
spatio-temporal points. This section contains some important basic definitions that are
needed to illustrate the trajectory privacy concepts used in our work.

Definition 1 (Trajectory). A trajectory Trj is a sequence of time-stamped spatial
points represented as Trj = {Uid, p0, p1, …………., pn}, where pi = {lai, loi, ti}, in
which (lai, loi) is representing latitude and longitude and ti represents the timestamp at
this point. Also the Uid is the trajectory-id of the user U.

We also use TR(U) to represent the whole trajectories belongs to U in the historical
dataset.

Definition 2 (Stay point). A stay point Spi is a five tuple represented as {Sid, lai, loi,
arrti, depti}, where Sid is the stay point identifier, (lai, loi) is stay point’s spatial
coordinate and also arrti and depti are the arrival and departure time of the user from
point.

A stay point is formed when the user wishes to stay at somewhere for over a user
specified threshold time. The stay points may be different even if the person made
multiple visits in the same building or room. This may happened because of the person
may have moved a little or due to the imprecision of the GPS (Global Positioning
System). So in order to tackle this we have to define another notion called stay location.

Definition 3 (Stay location). A stay location STli is the collection of stay points within
the user specified distance threshold, µd. i.e., STli = {SLid, Sp, µd}, where SLid is the
stay location identifier and Sp is the collection of all stay points which is located within
the distance threshold.

These stay locations may be the real-world places like restaurants, shopping mall,
cinema theatre, parks, religious places etc. These stay locations are made available to
all the users who may wish to stay or visit.

Definition 4 (Sensitive stay location). A sensitive stay location SSli is the stay
location, which is identified when the following conditions were satisfied:

(1) A stay location where the user Ui has stayed for long time than the other stay
locations
(2) In this stay location, the user has to visit more than once
(3) The no. of days visited to this stay location also more than once.

This stay location is considered to be the most sensitive stay location and these are
the locations which have to be anonymized before the trajectory data publication in
order to preserve privacy of the individual. Otherwise the published trajectory details
may contain the sensitive information and publishing without proper anonymization
mechanism will certainly results in the disclosure of vital information’s like religious
customs, health details, social or sexual preferences etc. into the hands of adversaries.
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Definition 5 (Stay zone). A stay zone SZi is an area which is formed by combining the
sensitive stay location along with a k no. of adjacent grids containing stay locations
during the anonymization process for maintaining privacy.

During the publication of trajectory details to the public for research, we gave only
the stay zone’s bottom right corner coordinate and upper left coordinate of the zone
instead of actual sensitive stay location coordinate and the other coordinates outside the
zone will be published as such without any alteration.

4 Proposed Solutions

The proposed solution consisting of three major phases, namely sensitive stay location
extraction, anonymization of sensitive stay location and the utility analysis. These
phases are described as follows.

4.1 Overview of the Solution

The main aim of this work is to protect the sensitive stay location information from the
hands of adversaries at the time and after the trajectory data publication. We assume
that, the adversaries are capable of extracting the information from the published
database by linking with other known databases. So our aim is to protect at least the
sensitive stay location information from the published trajectories. Our main task is to
anonymize the input historical trajectory database ITrD to a publishable version OTrD.
The major and minor phases are shown through the Fig. 1 and also described as
follows.

Fig. 1. Proposed approach – Sensitive Stay Location Anonymization (SSLA)
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4.2 Stay Point Extraction

The stay points are extracted using the methods as adopted in the work [1] with minor
modifications. Stay points are the location points where the user has arrived at a time
arrt and departed from the location on dept. We have to find stay duration by finding
the difference between dept and arrt. i.e., | dept − arrt | > = dt, the user specified time
threshold.

4.3 Selection of Stay Location

The stay location STl, is the collection of adjacent stay points spread over a user
specified threshold distance, µd. Here we uses the Haversine distance measure instead
of Euclidean measure, which is very suitable for the spatial distance calculations since
the former considers the spherical nature of the earth very well.

4.4 Extraction of Sensitive Stay Location

The extraction of sensitive stay location is done through three steps. First step is to find
the stay location frequency. For this purpose we use the following equation.

SLF Ui; STlj
� � ¼ fr Ui; STlj

� �
P

STlp 2 L fr Ui; STlp
� � ð1Þ

Here SLF is stay location frequency, Ui be a user, STlj be a stay location, fr(Ui,
STlj) means the no. of times the user has visited at the stay location and the denom-
inator in the (1) is the sum of all total frequency of visits made by the user at various
stay locations.

The second step is to find the day frequency. For that we use the following
equation.

DF Ui; STlj
� � ¼ dr Ui; STlj

� �
P

STlq 2 D dr Ui; STlq
� � ð2Þ

Here DF is the day frequency of the user Ui at the stay location STlj, dr(Ui, STlj) is
the no. of days he/she visited at the stay location and denominator in (2) means the total
no. of days the user had went through the same route. The dr(Ui, STlj) must be more
than one day.

The third is the sensitive stay location finder function. For this we use the following
equation.

SSLF Ui; STlj
� � ¼ SLF Ui; STlj

� �� DF Ui; STlj
� � ð3Þ

This function gives as a numerical value and which predicts which stay location is
most sensitive to the user. The higher SSLF value among the various SSLF values is
the sensitive stay location of the user. We need to anonymize this sensitive stay
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location in order to achieve trajectory privacy. This will surely help as to prevent the
unnecessary or overprotected anonymization.

4.5 Anonymization and Publication of Trajectories

For the anonymization purpose we use the generalization approach as used in [1] and
we published the trajectory details in its anonymized form to the OTrD database. This
model guarantees the unnecessary anonymization of more stay locations; it anonymizes
only the stay location which is calculated as most sensitive. This will reduce the
information loss considerably.

The proposed algorithm describes the trajectory anonymization approach based on
the SSLF method.

Here we anonymized the most sensitive stay location in a stay zone by selecting
and combining other neighboring stay locations having the lesser SSLF value. Then
update the SSLF value and stay zone coordinates. During the publication of
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trajectories, the anonymized stay point coordinates were updated with the coordinates
of the bottom right corner and upper left corner of the stay zone and the non-
anonymized stay points were published as such without any alteration.

4.6 Utility Analysis

Each time the anonymization aims to minimize the information and maximize the
privacy. So each work has to measure the information loss occurred during the
anonymization process. If the information loss is lesser but the privacy will be inversely
affected. Everybody is aimed to achieve a better tradeoff between information loss and
privacy gain. The following formulae (4) [17] is used to measure the average infor-
mation loss occurred during the anonymization.

InL ¼
Xn

i¼1

Xm

j¼1
ð1� 1=area size of stay zoneðSZi; tjÞÞ þ

Xk

x¼1
Lx

� �
=ðN �MÞ

ð4Þ

Where InL represents average information loss occurred at the corresponding stay
zone of SZi at time tj when SZi stayed. Lx is the sensitive stay point that we are going to
delete. N � M represents the no. of locations that anonymized in the published tra-
jectory database. The value obtained from this analysis is certainly between 0 and 1.

5 Experiments and Result Analysis

The proposed work’s effectiveness is measured by the experimental evaluation and also
through various analyses.

5.1 Experimental Setup and Outputs

For the experiment here we used T- Drive trajectory dataset, real-word dataset from
Microsoft [18]. This dataset contains one week trajectories of 10,357 taxis run in China
and it contain about 15 million trajectories and the taxis were covered a distance about
9 million kilometers. Each observation was taken with 10 min interval. The experi-
ments were run on an Intel’s 8th generation core-i5 processor with up to 4 GHz speed
and the machine is equipped with Windows 10 operating system and having 8 GB of
RAM.

Here we set a time threshold as 1800 s and distance threshold as 100 m. We
randomly took 50 users trajectory samples for our experiments. The Fig. 2 shows the
selection and identification of stay locations for 5 users with their duration of stay at the
location from 4044 location samples. Only one stay location contains more stay points
of multiple days. So from the sample of five users only one user has a sensitive stay
location (User no. 54), which satisfies our method SSLA.

86 N. Rajesh et al.



The Table 1 shows the result of the extraction process of sensitive stay location for
the user no. 54 (TBL 54).

Here the other stay locations of user 54 don’t satisfy the condition of total number
of days visited at the stay location. So the user 54 has only one sensitive stay location
and it is STl3 and the highest is also the same.

5.2 Measure of Efficiency

Here we conducted two analyses and one algorithmic extraction. The Fig. 3 (a) shows
the measure of information loss against the privacy parameter k, and this analysis
shows that our approach SSLA is better than the approaches like Grid partition [1] and
TRAMP [3] in terms of less information loss. The less information loss means greater
privacy and so here the individual privacy protection comparatively well than the
existing approaches. The Grid partition method anonymizes all higher stay points and
TRAMP anonymizes the user’s moving preference locations. None of them failed to
protect the sensitive locations. But here we succeeded to protect this type of location
with less information loss.

Fig. 2. Output of the selection and identification of stay locations

Table 1. Extraction of sensitive stay location

User
No. and
location

No. of visits at
the stay
location

Total visits
at stay
locations

No. of days
visited at stay
location

SLF DF SSLF

54, STl3 9 13 4 0.692 0.571 0.395
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The analysis Fig. 3 (b) shows the average stay zone size during the anonymization.
As we compared it with TRAMP method, our approach SSLA accommodates less stay
zone size for the various values of privacy parameter k. So, unnecessary generalization
of location points is less in our approach.

The Fig. 4 shows the extraction of various parameters of SSLA like stay point, Stay
location and sensitive locations from a sample of randomly chosen 50 samples. The
result shows that some of the users have sensitive stay locations and most of the taxi
users have no sensitive stay locations. They were seasonal passengers and like trav-
elling to various spots and don’t have frequent visit spots or important locations.

6 Conclusion

The advancements in the field of GPS embedded systems has resulted a huge revo-
lution in data collection and publication of these details are essential for the techno-
logical developments. The publication of mobility trajectories itself definitely raises the

Fig. 3. Evaluation of SSLA. (a) information loss measure (b) average stay zone size

Fig. 4. Extraction of various parameters of SSLA
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issue of individual privacy. The existing models are hard to find a better solution to
reduce the information loss. In this work, we put forwarded a comparable solution for
shielding individual’s sensitive information through the anonymization of sensitive
stay location by considering the temporal factors using SSLF and SSLA approaches.
The proposed approach safeguards the most sensitive stay locations in stay zones and
reduces the over protection problems. This model avoided the unnecessary
anonymization of location traces, since only few individualized sensitive locations in a
trajectory were anonymized and also provided a better solution against adversary
attacks. We tested this approach with real-world dataset and result showed a positive
effectiveness. However this research area is still challenging, because the reduction of
information loss and maximizing the privacy is a major problem. In future, we are
planning to apply more sophisticated approaches in the areas like frequent sub-
trajectory mining, protection of customized sensitive locations in dynamic trajectories
etc.
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Abstract. The usage of ultrasound has changed the district of therapeutic fetal
examinations. The chance of distinguishing innate variations from the norm at
an early dimension of the pregnancy is incredibly basic. To augmenting the odds
of revising the ailment before it moves toward becoming dangerous. The issues
identified with the standard strategy are its intricacy and the way that it requires
many seeing around fetal life systems. Because of the deficiency of instruction
among birthing assistants, explicitly in considerably less created nations, the
outcomes of the examinations are as often as possible limited. Furthermore, the
descent of the ultrasound gadget is frequently limited. These boundaries propose
the requirement for an institutionalized method for the test to bring down the
amount of time required, just as a programmed methodology for introducing the
expectation of the embryo. Identification and grouping of medicinal pictures in
the field of AI are a standout amongst the most testing issue. For restorative
picture investigation, picture characterization is fundamental. In this paper, we
have proposed a technique for removed ultrasound pictures. In view of the idea
of standard view planes, a posting of predefined pictures is gotten of the embryo
at some phase in the typical ultrasonography. In this sets perceptible pictures to
contain with inherent irregularities. For the investigation of the medicinal pic-
tures, the information of therapeutic pictures and the unusual ultrasound pictures
are basic. A database is made to store the pictures of the embryo to perceive the
separated picture is the ordinary or strange baby organ. This paper thinks about
the order result by the utilization of Neural Network, K-Nearest Neighbor and
Support Vector machine classifiers. It has been outlined from the result that the
help Vector machine classifier outflanks a superior execution than Neural Net-
work and K-Nearest Neighbor classifier.

Keywords: Ultrasound � Support Vector machine classifiers �
K-Nearest Neighbor classifier

1 Introduction

• Advanced ultrasound (US) imaging is a broadly utilized logical anticipation strat-
egy, owing to its safe noninvasive nature, low esteem, the usefulness of creating
ongoing pictures, and continuing on with improvement in picture high caliber. It is
anticipated that one out of every four logical analytic picture investigate inside the
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worldwide includes US systems. Ultrasound imaging is utilized for picturing bulk
and a few inward organs and therefore uncovering positive neurotic variations from
the norm utilizing real-time picture. It is utilized for imagining the hatchling
eventually of repeating and crisis pre-birth care. Obstetric sonography is typically
utilized over the span of pregnancy. It has no respected long-term period feature
results and only from time to time reasons any soreness to the patient. As it does not
utilize ionizing beams, ultrasound involves no threats to the patient. It offers stay
photographs from which the administrator can choose the extreme gainful portion,
subsequently encouraging brief conclusions. The benefit of imaging is reduced by
utilizing signal-subordinate commotion called spot clamor. This is multiplicative
clamor that debases photograph extraordinary; therefore, it diminishes the capacity
of an onlooker to segregate quality data inside the analytic test and renders treat-
ment basic leadership hard. Edge security and clamor markdown are imperative for
precise analysis Speckle decrease is the strategy of getting rid of dot commotion
from the US. Dot commotion diminishes the skill of more pictures preparing
including edge location. De-noising systems ought to diminish dot without
obscuring or changing over the region of the edges, which are those focuses at
which the glowing force modifications pointedly and commonly reflect fundamental
changes inside the homes of the picture. Viewpoint identification is exceedingly
basic in making sense of and understanding the total picture. Edge identification is,
for the most part, the measurement and recognition of dim change, and in ultra-
sound depictions, its miles a troublesome test because of the reality the related
calculations might be delicate to clamor. Dot commotion additionally debases the
speed and exactness of US photo handling activities, comprising of division and
enrollment Thus, the upgrade of photograph palatable is the subject of an imperative
and exasperating examination, and this takes a gander at desire at smothering spot
clamor through saving edges in ultrasound pictures. Images segmentation is a
necessary part in the field of sample recognition and computer vision. The image
segmentation algorithms are rising. The Snake model has been proposed by Kass
et al. in 1987 [1]. Moreover, Xu and Prince have proposed the GVF-snake model in
1998 [2]. The major thought of dynamic structure present is fundamental. Right off
the bat, a figured shape with point or curve is manufactured. At that point, pictures
include are composed through the versatile twisting of the shape. A framework for
restricting an essentialness work is coordinated. Finally, the division is finished. The
dynamic structure model can be orchestrated into two headings as shown by the
reliant qualities of pictures of the vitality work, for example edge based unique
structures and district based powerful forms. It is difficult to achieve flawless
division results with those techniques that simply rely upon the local or point of
confinement information. The characteristic dot clamor and powerless edge of
ultrasonic pictures make the division progressively troublesome. At present, it has
transformed into an example to join region information and point of confinement
information in a working shape show.

• Support vector machines (SVM) are directed learning models with related learning
calculations that investigate information and perceive designs, utilized for order and
reversion investigation. Given an arrangement of preparing precedents, each set
apart as having a place with one of two classifications, a SVM preparing calculation
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manufactures a model that allocates new precedents into one class or the other,
making it a non-probabilistic paired straight classifier. A SVM demonstrate is a
depiction of the models as focuses in space, mapped with the goal that the prece-
dents of the different classifications are isolated by a reasonable hole that is as wide
as could be expected under the conditions. New models are mapped into that
equivalent space and anticipated to have a place with a classification dependent on
which side of the hole they fall on. Group learning has likewise been connected as
an answer for preparing SVMs with imbalanced datasets. In these strategies; the
common share class dataset is isolated into different associate datasets to such a
level that every one of these sub-datasets has a comparable number of models as the
minority class. This should be possible by arbitrary testing with or without sub-
stitution, or through grouping strategies. At that point an arrangement of SVM
classifier development so everyone is prepared with a similar normal data and
abnormal data. Finally, the choices made by the classifier gathering are consolidated
by utilizing a strategy [3]. Neural network (NN) are related in numerous logical
fields, for example, medication, computer science and engineering, neuroscience
and engineering. It can be also connected in data preparing structure to take care of
example examination issues or feature vectors classification for instance [4]. This
paper describes pre-processing stages before the utilization of neural network that
slot in (i) separating tools to reject noise, (ii) images segmentation to partition the
images zone into isolated regions of value, and (iii) the utilization of mathematical
strategy for extraction of feature vectors from each images segment. K nearest
neighbor algorithm is used which is based on distance between items. This algo-
rithm uttered in conditions of the similarity measure among the pair of data in N-
dimension, the number of nearest data that are trained for classification, and vector
of training data applied by the classifiers [5].

2 Related Work

Amid the most recent couple of decades, the utilization of ultrasonography for the
identification of fetal variations from the norm has end up being tremendous in many
industrialized nations. This brought about a move in time of the examination of
acquired variations from the norm in infants from the neonatal length to the pre-birth
time. This has foremost implications for both clinicians and the couples worried. In the
case of ultrasound prognosis of fetal anomaly, there are numerous alternatives for the
obstetric organization, range from widespread care to nonaggressive care and termi-
nation of pregnancy [6]. This paper investigates the system of together logical and
parental decision making after ultrasound forecast of a fetal variation from the norm,
with significance on the dutch situation. While ordinary discoveries at ultrasound
examination have vigorous helpful mental outcomes at the pregnant female and her
friend, the couple is frequently badly sorted out for horrendous news roughly the
wellness of their unborn little child on account of unusual discoveries. This is, espe-
cially, genuine in settings where ultrasonography for the identification of fetal
anomalies is offered as a basic piece of antenatal consideration without proper
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directing. A basic inquiry is to what degree the couple should be bolstered in decision
making when a fetal variation from the norm is perceived. Upon the discovery of
serious fetal variations from the norm, they will be looked with decisions on whether to
hold the pregnancy. This exposition investigates the set of basic leadership after
ultrasound conclusion of a fetal variation from the norm, with accentuation at the Dutch
situation. On account of fetal irregularities, the conviction of decision among pregnant
women shifts extraordinarily, troublesome the advising technique. These [7–12]
researches use Support Vector Machine (SVM) and K-Nearest Neighbor (KNN) clas-
sifiers. Support Vector Machine (SVM multiclass) shown a better classification per-
formance as compared with other classification techniques in the paper the SVM
multiclass will be used to classify many different classes at the same time while the old
versions of (SVM) used for binary classification. This three classifier is the finest in
training and testing time as its build N (N–1) classifiers one classifier to distinguish
each pair of classes.

3 Materials and Methods

3.1 Image Collection

The images were acquired from Dr. Mishrikotkar Prasanna, Shanti Imagining Center at
Aurangabad and Dr. Sachin Rathod, Rathod Diagnosis Center Buldhana, in India and
appear Table 1.

3.2 Method

Fetus study through ultrasound images are less contrast due to that proper guideline is
not given to the parents to know about the abnormalities present in their babies due to
that they can lost their child. The recognition and characterization of the fetus from
images are a difficult undertaking in light of the fact that an image more often than not
contains numerous groups and covering objects. The proposed framework helps
through image processing techniques the Physician to characterize both ordinary and
anomalous images precisely. The square chart for the proposed framework is appeared
in Fig 1. The different stages associated with the proposed strategy incorporate image
acquisition Set of test images are gathered from a ultrasound imaging framework. The
second one is an images pre-preparing area, apply pre- processing techniques for the
removal of inherent noises. Enhancement of images, segmentation of background cells,
features extraction, and finally the classification.

Table 1. Types of Images

Sr.no Typeof images Normal Abnormal

1 Heart 86 45
2 Kidney 55 63
3 Spine 100 51
4 Limbs 99 54
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3.2.1 Image Acquisition
Ultrasonography has developed as a helpful system for imaging interior organs and
delicate tissue structures in the human body. It is noninvasive, compact, adaptable, and
general ease. Ultrasonography can identify numerous fetal auxiliary and utilitarian
variations from the norm. Ultrasound works by utilizing sound to create a picture of the
baby. The principal arrange is the picture securing stage. High-recurrence imaging
utilizes high recurrence sound waves and their echoes to create pictures that can show
organ development progressively.

3.2.2 Image Pre-processing
Pre-Processing is to improve the interpretability of the data present in image for human.
Image Enhancement is utilized for better-quality picture and it very well may be
finished by either smothering the clamor or expanding the picture differentiate.

3.2.3 EdgeMap
In a picture, between two areas, many associated pixels are seen. Such a pixel bunch is
called an edge. The identification of the edge is the most widely recognized strategy for
distinguishing significant discontinuities, particularly in the therapeutic imaging field. It
is used for starting the division. It is utilized to discover the edges of the images. It is
used for initial segmentation. It is used to find out the edges of the images. Most of the
edge detectors work on measuring the intensity gradient at a point in the image [13].

3.2.4 Image Segmentation
For segmentation, two unique methods are utilized that is, wind miss happenings
utilizing GVF and Gabor. These strategies have effectively sectioned the kidney, heart,
appendages, and Spine. The segmented fetus images are utilized to GVF; it is pro-
cessed as dispersal of the angle vectors of an edge map subordinate from typical and
strange pictures.

3.2.5 Image Classification
In proposed system, three classifiers are used. The SVM classifiers are used in Ultra
Sound images of anomalies of fetal images (abnormal) dataset. The neural network feed
forward back Propagation is used to identify normal and abnormal fetus image. NN is
made out of three layers, information, yield and shrouded layer. Each layer can have a
number of axes and axis from information layer is related with the hidden layer. The
important Back Propagation (BP) Algorithm is proposed for feed forward NN calcu-
lations. The Back-propagation (BP) preparing calculation is an important agent of all
iterative leaning throws calculations utilized for directed learning in neural systems.
K nearest neighbor algorithm is used which is based on distance between items. K-NN
was the parameter free method, which uses a Euclidean distance measure.
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3.2.6 Training and Testing
The classification of fetus images of various part i.e. Kidney, heart, limbs and Spine
images are used to training data set and testing data set. The collected data were
grouped into two classes, namely normal fetus and abnormal fetus. The feature
extraction is applied on the training image dataset and features are stored as knowledge
base. The features extracted in the feature extraction phase are stored for classification
analysis. An equal number of normal fetus and abnormal fetus samples were randomly
picked from the total data set. In training, the normal fetus image is classified as normal
as true positive (TP) and normal fetus image is classified as abnormal as false negative
(FN).

4 Result Analysis and Discussion

In Analysis, we are comparing the performance level of three distinct classifier i.e
KNN, SVM and NN.

4.1 KNN

KNN algorithm depends on the separation between things. It is the easiest strategy,
which gives reasonable arrangement exactness. The K-NN has higher exactness and
security for pictures data. The K-NN guideline comprises of a preparation part and a
testing part. The exhibition of K-NN classifier with Gabor and GVF is appeared
Table 2. K-NN algorithm involves following stages:

Algorithm no 1: K-Nearest Neighbor classifier Algorithm

Input: Set of US images with Segmentation.
Output: Identify the fetus images as normal or abnormal.
Step 1: Begin
Step2: Load data set of fetus segmented US images.
Step3: Initialize the value of K.

Fig. 1. Block diagram of proposed system
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Step4: To find out the classified class, iteration can be done from 1 to total no of
training dataset.
Step5: Calculate the Euclidean distance between the points.
Step6: On the bases of distance value sort the calculated distance in non-decreasing
order.
Step7: Through the sorted array derived top K row.
Step8: Select the highest class through these rows.
Step9: Predict the accuracy of the classifier, which can identify the fetus images, are
normal or abnormal.
Step10: End

4.2 SVM

The essential idea of SVM classifier is to build up a hyper plane classifier that confines
the typical and irregular points of reference while boosting the smallest edge. The
presentation of SVM classifier with Gabor and GVF appears Table 3. The SVM cal-
culation includes the following stages

Algorithm no 2: The SVM classifier Algorithm

Input: Set of US images with Segmentation.
Output: Identify the fetus images as normal or abnormal.
Step 1: Start
Step 2: Fetus features of US image
Step 3: Determine optimal separating margin in hyper planes using
Step 4: Compute linear discriminate function with optimal separating margin using
Step 5: Classify US images as normal fetus or abnormal fetus
Step 6: End.

Table 2. KNN classifier results with Gabor and GVF

Gabor KNN GVF KNN

RCALL 0.8987 0.9431
Precision 0.9034 0.9402
Specificity 0.9861 0.9917
F-score 0.8998 0.9411

Table 3. SVM classifier results with Gabor and GVF

Gabor SVM GVFSVM

RCALL 0.9127 0.9553
Precision 0.9156 0.9605
Specifıcity 0.9883 0.9942
F-score 0.9135 0.9576
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4.3 Neural Network

The information is fed in the form of GVF-Snake. The calculation of ultrasound images
is done by feed forward and back propagation. The structure of neural system depends
on the error which is registered from distinction of the objective output and real output.
The error esteems are utilized to refresh the weight lattice of the neurons of the system.
The informational indexes used to prepare the neural system can be parceled in to the
autonomous weights. The performance of NN classifier with Gabor and GVF is shown
in Table 4.

Algorithm no 3: The NN classifier Algorithm

Step 1: numeral of input and output unknown neuron
Step 2: initial load and bias to chance value
Step 3: Do again until termination criteria satisfied present training and propagate it
through network
Step 4: input useful, multiplied by weight
Step5: output passed to each neuron in next layer and working backwards.

5 Comparison Between KNN, SVM and NN

KNN classifies data based on the gap metric while SVM need a right segment of
training. Due to the most useful nature of SVM, its miles assured that the separated
information would be optimally separated. KNN is used as multi-elegance classifiers
whereas popular SVM separate binary statistics belonging to both of one elegance. For
a multiclass SVM, One-vs-One and One-vs-All method is used. In One-vs-one

Table 4. NN classifier results with Gabor and GVF

Gabor NN GVF NN

RCALL 0.8681 0.9283
Precision 0.8762 0.9351
Specificity 0.9823 0.9903
F-score 0.8712 0.9302

Table 5. Comparison between NN, KNN and SVM classifier results with Gabor and GVF

GABOR GVF GABOR GVF Gabor GVF
NN NN KNN KNN SVM SVM

RCALL 0.8681 0.9283 0.8987 0.9431 0.9127 0.9553
Precision 0.8762 0.9351 0.9034 0.9402 0.9156 0.9605
Specificity 0.9823 0.9903 0.9861 0.9917 0.9883 0.9942
F-score 0.8712 0.9302 0.8998 0.9411 0.9135 0.9576
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technique, we need to educate n * (n − 1)/2 SVMs: for each pair of instructions, one
SVM. To feed the sample, which is unknown to the entity and the very last verdict on
the kind of records, is decided with the aid of the general public result among all
consequences of all SVMs. This technique is used frequently utilized in multiclass

Graph 1. (a, b) ROC curves using Gabor features for Neural Network, KNN and Support
Vector machine.
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classification. When it comes to One-vs-All approach, to train as many SVMs as there
are training of unlabeled data. As in the different technique, the unknown pattern to the
system and the result is given to the SVM with the largest decision price. In KNN, the
space metric is calculated on every occasion a across fixed recent unlabeled informa-
tion. SVMs have primary instances in which classes is probably linearly separable or
non-linearly separable. When the instructions are non-linearly separable, we use kernel
characteristic such as Gaussian basis characteristic or polynomials. Hence, we best
have to set the K parameter and select the space metric suitable for classification in
KNN while in SVMs we have to select the R parameter and Additionally the param-
eters for kernel if the instructions are not linearly separable. The Comparison between
NN, KNN and SVM classifier results with Gabor and GVF is shown in Table 5 and
Graph 1(a, b).

6 Conclusion

The outcomes and perceptions show that SVMs are increasingly trustworthy more
noteworthy classifiers. In any case, KNN is substantially less computationally serious
than SVM. Since KNN is easy to put in power, the class of Multi-style records should
be accomplished with KNN. The calculation that guarantees trustworthy identification
in capricious conditions depends upon the realities. In the event that the data focuses
are heterogeneously dispensed, both need to work appropriately. On the off chance that
the data is homogenous to watch, one is most likely fit for grouping higher by means of
introducing a portion into the SVM. For most extreme practical issues, KNN is a
terrible want as it scales severely - if there are 535 marked models, it may set aside a
long effort to find K closest neighbors.

Acknowledgments. We sincerely acknowledge the support provided by Dr. Mishrikotkar
Prasanna, Shanti Imagining Center at Aurangabad and Dr. Sachin Rathod, Rathod Diagnosis
Center Buldhana, in India for carrying out this work.

References

1. Kass, M., Witkin, A., Terzopoulos, D.: Snakes: active contour models. Int. J. Comput. Vis.
4, 321–331 (1987)

2. Xu, C., Prince, P.L.: Snakes, shapes, and gradient vector flow. IEEETrans. Image Process. 7,
359–369 (1998)

3. Qianqian, L., Qingyi, L., Lei, L., Yingxia, F., Peirui, B.: An ımproved method based on CV
and snake model for ultrasound image segmentation. In: 2013 Seventh International
Conference on Image and Graphics (2013)

4. Sheeja, S., Lavanya, V.S.: Empirical model decomposition based SVM classifier for
abnormality detection in fetus us images. Int. Sci. Press 10(12) (2017). ISSN 0974-5572

5. Mangayarkarasi, T., Jamal, D.N.: PNN-based analysis system to classify renal pathologies in
kidney ultrasound ımages. IEEE (2017)

100 N. Pathan and M. E. Jadhav



6. Bijma, H.H., van der Heide, A., Wildschut, H.I.J.: Decision-making after ultrasound
diagnosis of fetal abnormality. Eur. Clin. Obstet. Gynaecol. 3, 89–95 (2007). https://doi.org/
10.1007/s11296-007-0070-0

7. Manning, C.D., Raghavan, P., Schütze, H.: Support vector machines and machine learning
on documents, multiclass SVMs. In: Introduction to Information Retrieval. Cambridge
University Press (2008). http://nlp.stanford.edu/IR-book/html/htmledition/irbook.html

8. Avni, U., et al.: X-ray categorization and retrieval on the organ and pathology level, using
patch-based visual words. IEEE Trans. Med. Imaging 30(3), 733–746 (2011)

9. Joachims, T.: Multi-Class Support Vector Machine. Cornell University, Department of
Computer Science, Version: 2.20, 14 August 2008

10. Rifkin, R.: Multiclass Classification. 9.520 Class 06, 25 February 2008
11. Pal, M.: Multiclass Approaches for Support Vector Machine Based Land Cover,

Classification
12. Khademi, et al.: A review of methods for the automatic annotation and retrieval of medical

images. Int. J. Adv. Res. Comput. Sci. Softw. Eng. 4(7), 898–902 (2014)
13. Jayaraman, S., Esakkirajan, S., Veerakumar, T.: Digital Image Processing. Tata McGraw

Hill Education Private Limited,New Delhi (2010)

Medical Image Classification Based on Machine Learning Techniques 101

http://dx.doi.org/10.1007/s11296-007-0070-0
http://dx.doi.org/10.1007/s11296-007-0070-0
http://nlp.stanford.edu/IR-book/html/htmledition/irbook.html


Optimal Sizing and Placement
of Micro-generators Using Particle Swarm

Optimization Algorithm

R. Kiran(&), B. R. Lakshmikantha, and Shanmukha Sundar

Electrical and Electronics Engineering,
Dayananda Sagar Academy of Technology and Management, Bangalore, India

Kiran.Bengaluru@gmail.com

Abstract. A reliable electrical supply plays a vital role in present era. The
global electrification drives the industrial sector towards advancements &
automation. To achieve this, Power system should be operated with safe margins
& in stable state. It mainly depends on condition of several elements, envi-
ronmental factors, operating conditions, safe limits etc. Placing the micro-
generators in a power system & sizing helps in operating the power system in
stable & reliable condition. The purpose of this research paper is to incorporate a
micro-generator in the power system to have a reliable, stable electrical supply
& to reduce the losses in the system. Optimal Placement & sizing of Micro-
generators was implemented on IEEE-14 Bus system, producing efficient
results.

Keywords: Optimal location � Micro-generator � Stability � Monitoring

1 Introduction

The regularly developing populace and the utilization of electrical power have set off
the interest for reliable electrical supply. The power system network plays a vital job in
transmitting power from the generators to the buyers. To forestall events, for example,
loss of power, power network providers must perceive the quality and stability of
different parts of the power transmission system through observing and measuring gear.

The advent of global electrification drives the world advancement in technology in
every industrial sector. With thousands of generating units all interconnected by a
complex network consisting of ac, transformers, high voltage direct current (dc) system
and other complex equipment, the daily operation delivering safe, reliable and high
quality electric power energy to the user is a very complicated task. It requires con-
tinuous planning work on top of the constant monitor and action of the operator [1].

Increasing numbers of recent wide-area system blackouts have been a constant
reminder of the fact that the prevalent modus operandi on delivering power to cus-
tomers is not sufficient to maintain power system security during operation.

Modern electrical system is a complex system, operates under complex intercon-
nections, extreme conditions which is very close to the limits. Further, with expanded
computerization and utilization of electronic gear, the quality has increased most
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significantly, moving spotlight on to the ideas of voltage stability, oscillations, fre-
quency stability and so forth. The power system is very non-linear and dynamic
framework, with working parameters ceaselessly changing. Stability is henceforth an
element of the underlying working condition and the idea of unsettling disturbance [1].

The worldwide call for energy especially in developing global areas has been
seeing at colossal development because of fast populace increase, financial increase,
enhancing social presence, creating business divisions and urbanization. The devel-
opment of generation ability is the answer to fulfill the consistently expanding.

Need for energy. Enlarging the existing generation plants or incorporating in other
locations helps in increasing the power generation [2]. Expansion of new generators to
a present scenario has impacts on the network and the performance of the power
stations. Therefore, the new generator location is an absolutely important part for
planning of the power system.

Other than the technical and money related factors of finding the optimal location;
another important inconvenience is the environmental effect. Environmental effect is
produced from non-inexhaustible resources inclusive of coal, gas and oil. Those non-
renewable energy sources produce contaminating vaporous like sulphur dioxide (SO2),
oxides of nitrogen (NOX) and carbondioxide (CO2). These emission gases can’t be
tolerated. Growing global conscious of environmental safety has pressurized the util-
ities enforcing the usage of renewable energy sources [3]. For the above reasons, an
optimal location of new generator has to be decided based on technical, money &
environmental factors. PSO Algorithm is utilized for solving this placement problem.

This paper discusses an optimization method limiting complete propellant price
with negligible effects on nature susceptable to physical and mechanical limitations
with the aid of the utilization of PSO technique has been proposed to choose the perfect
region for new generation plant. The proposed strategy/technique suggested in this
paper can be helpful/useful for power system utilities with a preparation for
enhancement of generator capacity.

2 Voltage Stability

Voltage stability is engaged with “the capability of the energy system to sustain tol-
erable voltage at all bus in the system under usual circumstances and after being
exposed to disruption”. Voltage adherence depends upon maintaining equilibrium
between supply & demand.

Progressive & uncontrollable decrease in voltage, could lead to cascaded outages &
the framework goes into a phase of voltage vulnerability when a convulsion occurs.
This cascaded outages can lead to loss of synchronism of some generators which leads
to system blackout [4].

Voltage instability occurs when you are trying to consume more power beyond the
capacity of the network. The reactive power and voltage stability are dependent to each
other. Increase of reactive power leads to voltage raise while shortage of reactive power
reduces the voltage in the system.
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Voltage stability is sorted into following 2 sub-classes:

(1) Small Disturbance Voltage Stability:
It alludes to the system’s capacity to keep up the enduring voltages when exposed
to small changes in load.

(2) Large Disturbance Voltage Stability:
It alludes to the system’s capacity to keep up the enduring voltages when exposed
to extensive unsettling disturbances. It requires calculation of non-linear reaction
of the power system to incorporate collaboration between different gadgets like
motors, transformer tap changes and field current limiters.

Since power system devices are designed to be operated within specified limits,
most pieces of system are protected via automatic tool which can cause device to be
switched out of the system if those limits are violated. If the device violates those limits
(line limits, voltage limits and many others.) continuously, and if there is no alternate
action taken, then the whole device or massively a part of it may collapse & it is called
as SYSTEM BLACKOUT [4].

Voltage Collapse
Voltage collapse is a mechanism where a collection of activities following voltage vul-
nerability causing objectionable voltage profile in a large scale. It could be demonstrated
in numerous kinds of approaches. “Voltage collapses are identified as under:

i. The commencing occasion can be due to the following motives: Progressive
system adjustments like escalation of load or huge immediate disturbances which
include lack of generation or a loss of massively loaded line.

ii. The bottom line of the problem is the incapability of the system to satisfy its
susceptible power requirements. Whilst shipping of susceptible power from
nearby locations is tough, any exchange which calls for additive reactive power
strength help might also ultimately cause voltage exhaustion.

iii. The voltage collapse, apart typically, reveals itself as a gradual decrease in
voltage. It’s a outcome of more than one procedure together with the actions and
synergy of devices, control system as well as protection structures.

iv. Reactive power compensation can be formed handiest through an apt preference
of a combination of shunt capacitors, static var compensator and probably syn-
chronous condensers” [5].

Strategies of Enhancing Voltage Stability
“Voltage adherence of the system could be enhanced through these strategies:

(1) Reinforcing the localized reactive power strength (SVC, STATCOM) is efficient
and comparatively cheap.

(2) Reduction in Net reactance and increase in power flow is obtained by balancing
the line length.

(3) Extra transmission lines can be erected. It promotes reliability.
(4) Intensify incitement of generator, system voltage enhances and Q is endowed to

the system.
(5) There is a increase in voltage as the reactive power burden reduces due to

restoration of diplomatic load shedding [5].
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3 Problem Formulation

In locating the optimal generation place, a non uniform multiobjective optimization
situation which involves propellant price and discharge function of all alternators in the
framework is being designed.

A system having N number of generating units is considered. The Input-output
curve of the units are represented as C1(P1), C2(P2)….Cn(Pn). The objective is to find
the optimal location of microgenerator to reduce the losses, minimizing the cost
function

Minimize Fuel cost(F(Pg)), Emission Cost(E(Pg)) ð1Þ

Subject to: g(Pg) = 0 ð2Þ

h(Pg) \0 ð3Þ

here, g defines the power balance, equality restraint and h defines the power system
security, inequality restraint.

The net propellant price of the alternators can be expressed through a quadratic
characteristic equation as follows:

F Pgð Þ ¼
XNg

i¼1
aiP

2
gi þ biPgi þ ci ð4Þ

E Pgð Þ ¼
XNg

i¼1
diP

2
gi þ eiPgi þ fi ð5Þ

where,

ai, bi, ci cost coefficients of generating unit
di, ei, fi emission coefficients of generating unit i
Pgi real power generation at bus i
Ng number of generators in the system

The multiobjective optimization situation is reformed to one optimization situation
by means of proposing a rate retribution component h ($/kg) as given below:

Minimize f = F(Pg) + h E(Pg) ð6Þ

Where h is the ratio between the fuel price and
This is the proportion between the propellent price and the discharge of each

alternator at its peak capacity. h can be determined as:

hi ¼ Fi Pgimaxð Þ
Ei Pgimaxð Þ

i ¼ 1. . .. . .. . .::;Ng ð7Þ
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The insertion of the price penalty element h in the function has defined that, the
total operating price of the system is the price of fuel plus the implied value of
emission. The most price penalty thing has been selected for combining value of gas.

Plus the implied price of emission as it gives a completely appropriate solution for
emission limited fewer price situations [6].

This objective function is subjected to the following constraints.

A. Equality constraints
Power balance equations: it’s far important to Make sure the output of generator serve
the entire load and total losses in transmission lines.

The inclusion of the price retribution element h in the equation has shown that, the
net working price of the unit equals the price of propellent added to the latent value of
discharge.

The most cost retribution thing is tabbed for compounding value of gas added to the
intended price of discharge since it gives a completely appropriate result for discharge
limited price situations [6].

This equation is exposed to these restraints.

A. Equality restraint
Power balance eqs: it’s far more important to make sure the result of generator deliver
the entire heap and complete loss in transmission lines.

XNg

i¼1

PGi � PD � PLoss ¼ 0 ð8Þ

The computation of the system failure may be finished by distinct techniques such As
B-coefficients technique or general loss system. Here, power flow technique is used
for calculating the loss compatible with real and reactive power.

PGi � PDi � Vi

XNb

j¼1

Vi Gij cos di � dj
� �þBij sin di � dj

� �� � ¼ 0 ð9Þ

QGi � QDi � Vi

XNb

j¼1

Vi Gij cos di � dj
� �� Bij sin di � dj

� �� � ¼ 0 ð10Þ

B. Inequality constraints

(1) Power generation limit:

Pmin
Gi �PGi �Pmax

Gi ; i ¼ 1; . . .;Ng ð11Þ

(2) Voltage limit:

Vmin
i �Vi �Vmax

i ; i ¼ 1; . . .;Nb ð12Þ
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(3) Line flow limit:

Plj j �Pmax
l ; l ¼ 1; . . .;Nl ð13Þ

4 PSO Algorithm

PSO is a biologically inspired algorithm which works on individual improvement and
population criterion. This algorithm relies on simulation of social behaviors like bird
flocking, fish schooling and Swarm theory [7]. This algorithm is motivated from social
behavior. It is a mathematically driven model which is simple and cost effective in
terms of space, time taken. The particles possess quick occurrence to native and/or
global best location(s) considering a few ranges of generations. Swarm intelligence in
PSO contains different type of particles. Each represent a different solution for opti-
mization job. Each particle corresponds to a candidate solution. Every particle migrates
to a new location with current speed based on previous best and global best solutions.
The most effectual solution is used; every particle uses the path of local value however
additionally uses the global premier location [8]. The swarm size is denoted as follows.
In generic, 3 attributes are present, the particles’ current position, current speed, and
past best position, for particles within the search space. After every iteration the swarm
particles are updated with the values obtained. In Shi [9] a new parameter i.e. inertia
weight is accommodated in traditional PSO is used. The algorithm is depicted as given
below.

Figure 1 depicts the working of a PSO alg. At some stage in the PSO method, every
capability answer is depicted as a particle with a role vector x, known as phase weight
factor b and a motion velocity delineated as v. The position and velocity of the ith
particle For a K dimensional optimization may be represented as bi ¼ ðbi;1; bi;2;
. . .; bi;KÞ and vi ¼ ðvi;1; vi;2; . . .; vi;KÞ, respectively. Every particle has its own best
position related to the objective gain of each particle derived so far for a period t,
indicated as pbest. The global best (gbest) is shown by bG ¼ ðbg;1; bg;2; . . .; bg;KÞ,
symbolizes the prime value obtained so far at time t in the total swarm. The current
momentum viðtþ 1Þ for particle i is modified as

vi tþ 1ð Þ ¼ wvi tð Þþ c1r1 bPi tð Þ � bi tð Þ
� �þ c2r2 bG tð Þ � bi tð Þ

� �
; ð14Þ

here w is the inertia weight, viðtÞ is the previous momentum of the particle i at time t.
Allegedly in this, the current momentum is equated to the old momentum estimated

by using w and additionally related to the location of the particle and the global best by
means of acceleration constants c1 and c2. The acceleration constants in Eq. (14)
modify the quantity of tension in PSO. Minimum value permit particles to move from
required locations earlier than being returned, whilst excessive values bring about
unexpected motion closer to, or beyond, target regions. The acceleration constants c1
and c2 are hence called as the cognitive and social rates. Due to the fact they constitute
the weighting of the acceleration phrases that haul the character particle in the direction
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of the local best and global best locations. The momentum of the particles are given by
vmin; vmax½ �. If a momentum value exceeds threshold vmin and vmax, it is replaced by the
analogous threshold.

The inertia weight w in (14) is engaged to influence the effect of the past values of
momentums at the present momentum. A massive inertia weight helps seeking new
place while a minimal inertia weight ease great-looking inside the cutting-edge seek
place. Appropriate choice of the inertia weight furnish a equity between worldwide
expedition as well as neighborhood exploitation, and outcomes to less iterations on
common to discover a adequately precise result. Observational results advise to set the
inertia weight to a large value, giving preference to global expedition of the lookup
area, presice lowering wðtÞ, in order to reap suitable solution [7–12].

Fig. 1. Shows the flowchart of the PSO algorithm
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In the direction of aiming to provoke the mild uncertain element of natural swarm
behavior, two random functions r1 and r2 are carried out independently to offer sys-
tematic allotted numbers in the range [0, 1] to hypothetically alter the corresponding
pull of the personal and global best particles. Based on the updated velocities, new
position for particle i is calculated in accordance with the equation given below.

biðtþ 1Þ ¼ biðtÞþ viðtþ 1Þ ð15Þ

The populations of particle are then changed in keeping with the new velocities and
locations measured by using (14) and (15), and have a tendency to clump together from
specific instructions. For this reason the assessment of each related health of the new
populace of particles starts off evolved again. The set of rules runs thru those tech-
niques iteratively until it stops. These days, Clerc [13] made use of one more parameter
referred as constriction factor w, which additionally assist make sure concurrence. The
narrowing model depicts the way of selecting w; c1 and c2 which helps in guaranteed
concurrence. By selecting the numbers properly, the momentum of all the particles are
hindered in the scope of vmin; vmax½ �.

5 Proposed Algorithm

The planned PSO algorithm is defined as underneath:

1. Create a distributed framework with N range of DGs and related parameters. Make
use of the Distributed Power System as the particles with random position &
velocities.

2. Develop the cost matrix
3. Specify the fitness rule to decrease the collective cost over the disbursed power

system
4. Fitness is evaluated
5. The local & global best values is updated according to fitness rule.
6. Update the positions & velocities
7. Stop when the criterion met.
8. This will be the global best factor.

6 Case Study and Simulation Results

This paper proposes a method examined on IEEE 14 bus system. Programming using
MATLAB is developed to check the projected method.

In short, the system includes 14 Buses, five generators and eleven loads. In this
example, every load is consistently improved by 10% with the additional load of
336.7 MW. It is presumed that the 10% accelerated load was not met by the extremum
capableness of the present generators. In these state of affairs, increase or additional
installation is essential. Consequently, a new Generator with 100 MW ability may be
introduced to the framework to fulfill the predicted load development. The acquired
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fuel value, overall discharge and machine failure with the new generator at each bus
inside the system are depicted In Table 1. Figure 2 suggests the assessment of out-
comes acquired for every bus location graphically. For every gadget, a top-quality
vicinity can be observed immediately.

Based totally on the outcome in Table 1, it’s far discovered that exceptional fuel
price, overall emission and machine loss sample are acquired whilst finding the new
Generator at special buses. It is able to determine that finding it at bus 3 has the
minimum fuel price, general discharge and system failure with respect to all different
bus locations. Therefore, it’s selected because the maximum appropriate position for

Table 1. Outcome of new generator placed at each bus

Bus Number Fuel cost Emission System loss

1 15393 314 7
2 15353 313 5
3 15294 313 3
4 15297 311 4
5 15322 313 4
6 15347 313 5
7 15298 313 3
8 15300 313 4
9 15300 313 3
10 15312 313 4
11 15343 313 5
12 15377 314 6
13 15330 313 5
14 15311 313 4
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Fig. 2. Shows the variation of results for IEEE 14-bus system.
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mounting the new generation plant. Also, this region is Exceptional fit as there’ll not be
any trouble of Transmitting congestion, without even including Extra lines. Alterna-
tively, it is also observed that bus 1 and 12 are especially terrible positions for the new
era unit. Finding the new generator at those buses return maximum fuel value, overall
discharge and system failure.

7 Conclusion

The optimal plant location has been determined with the use of a PSO technique, for a
proposed method. The method has been developed with fuel value as well as emission
goals and is dependent to a number of restriction. The most appropriate generation
Plant position is chosen primarily appertaining to minimal fuel Value, overall discharge
and overall line losses of the plant. This approach is executed on IEEE 14-bus method
taking into account further additional load. The structure of fuel cost, gross emission
and system losses were acquired with newer generators placed at every bus. The
modeling consequences ensures that the optimum plant positioning can salvage a fuel
price in addition to cut down the overall discharge of generators and failure in the
network. Except, the planned approach guarantee the increase of new generator can be
completed without any trouble of transmitting line over-crowding. These rescue the
finance and operation cost of network elaboration. Consequently, for improved
extended time period operational welfare of the system, it’s far important to determine
the new plant at a Premiere position.

The optimal plant area has been resolved with the utilization of a Swarm based
methodology, for the proposed framework. Problems figured are with fuel value and
emission goals and is exposed to various restrictions. The most suitable Plant position
is picked essentially dependent on negligible fuel Value, by and large emissions and
generally line losses in the system. This methodology is executed on IEEE 14-bus
system thinking about forthcoming extra load. The examples of fuel cost, in general
discharge and losses were acquired from recent generator situated at all bus. The
recreation outcome demonstrate that an ideal plant area can spare a fuel cost an
incentive not withstanding decrease the emission of generators and leaks in the system.
But, this methodology guarantees that expanding further generator is done with no
inconvenience of transmission line blockage. This will spare the venture and task cost
of system extension. Thus, for more effective extended haul operational advantages of
the system, it’s far necessary to find the bran-new plant at a Premiere area.
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Abstract. It is very essential to identify shapes of different objects surrounding
us. Specially the early learner children should be able to recognize the geometric
shape of any object at a first glance. In this system, we are proposing a method
to identify both the geometric shape and object recognition when the child will
bring the item nearer to the web camera. Generally it is seen that most of the
time shape and object recognition are done in scattered and lengthy way. But in
this proposed work we have used two modules for identification and recognition
inside one methodo. Canny edge detection algorithm is used to distinguish and
check the geometric shape of an object in real time. We have also used SSD and
mobilenet to classify some of the common objects.

Keywords: Canny � BGR � Contours � Frozen graph � SSD � Mobilenet

1 Introduction

1.1 Child Learning

Now a days there are numerous ways to teach the children. Among them computer
aided technology is supposed to be more fruitful. A three to five years old child should
be able to recognize shape of an object. Also he/she should recognize what the object
is. Pictorial representation is always a good way of teaching. With the help of this
application a child will be able to understand and recognize the geometric shape of a
simple object when brought to the front of a digital camera in real time. We have not
tried for complex objects or shapes, as initially the children should be clear about only
the basic shapes and objects surrounding them. We think it will be best way to make a
child understand about appropriate classification of objects according to their shape.

1.2 Shape Recognition

When a child learn to identify objects near by him, at first the shape makes him able to
recognize the object. When we teach a child about a shape initially they should be
taught about the basic geometric shapes. Circle, triangle, square, rectangle etc. are
fundamental geometric shapes which are easy to remember for a child. Basic shape
recognition process can be divided into a number of techniques like Detecting and
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Indentifying, Miming and Memorizing for future. In this proposed work we are using
Open CV to built the system.

1.3 Object Recognition

For a child learner, object recognition means correctly identify the object from its
shape, texture and color. Here in this report we are considering commonly seen objects
on real time environment. There are a number of algorithms which can be chosen
collectively for object processing and identification. We can see huge applications
which are based on those group of algorithms. Appropriate model is required for
training of the images for accurate object recognition. Recognition process is based on
vastness of trained images. Accurate classification of objects from their distinctive
features is an important action. Platform to carry out all these tasks are dependent on
designer but we have to maintain the correct processing sequences.

2 Literature Review

As our work of shape and object detection is based on OpenCV platform, we have
studied a number of recent papers. A short discussion on these papers are as follows.

According to Lew [1] texture is the major feature for shape recognition. It is an
optical characteristics and can directly find segments that exists in a certain class. Marr
[2] proposed two types of edge detection. One is due to variation in intensity which can
range to a considerable scale and the other is surface discontinuities. He explained
boundaries can be detected due to intensity changes of the image. Another research
paper [3] experimented for identification of 2D geometric shapes of triangle, square and
many more with conversion from 3D RGB color model. They took help of red, green
and blue color and got result with high accuracy. Patel et al. [4] proposed method for
identification of location, which can categorize objects at different level. This paper
discusses about some of the methods which are used to detect different geometric
shapes from an image. Object detection is done with help of image processing algo-
rithms and compared those identified objects with features of geometric figures.
Kumbhar with his assistance [5] used Open CV and transformed objects into some
specific coordinate points, finally the objects were detected in a rectangular box. Their
method distinguishes an object if it is identified inside a box only. Another paper by
Gomez [6], gray scale concept was introduced and according to this method pixel
values have to be presented in a definite sequence. Different geometric shapes like
rectangle, circle, triangle etc. can be compared with one another to discover the proper
shape of the concern object.

3 Methodology

Most of the existing methods of shape and object recognition are done on scattered
systems such as camera calibration, motion tracking, feature extraction etc. and they are
done individually. It is a time consuming procedure. To remove this cumbersome
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individual processing we are proposing a method with only two modules. First one
deals with recognition of geometric shapes of a real time object and second module
recognizes or identifies the object. Object identification is tried with respect to category,
type and classification. Open Cv platform used here is compatible with most of the
programming policy.

The Fig. 1 shows the common block diagram which shows the flow of different
actions. Shape detection in real time depends upon the camera connectivity. It is
because capturing of an image with its proper shape is very important. OpenCv is the
best tool for real time shape recognition because of its upgrading versions and serial
updates. Different libraries of this tool also simply copes up with programming plat-
form like Matlab, Python etc. Moreover Numpy and Python image processing tech-
niques can easily be implemented. At the first stage of the application, the sample
image have to read accurately. Predefined inbuilt Python functions perform this work.
The attributes of the image are obtainable and properly mentioned such that they can be
passed as arguments. For image analysis purpose we are using in built functions such
as imread for outline identification. According to Fig. 1, if the user wants to detect the
geometric shape of the figure, then “object shape recognition” branch will be executed.
The phases in this branch are image preprocessing and enhancement, edges will be
detected next, contour generation will identify the shape and label it appropriately. On
the other hand if only object should be recognized then dependencies should be loaded
and proper set up of the environment should be performed.

Fig. 1 Single block diagram for shape detection and recognition
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3.1 Shape Detection

The Fig. 2 shows the steps to perform shape detection. Basically we are considering
this approach to detect five to six geometric shapes which a child should know.
Bounding rectangle approach is used for this purpose. It can detect shapes having the
sides of triangle, rectangle, square, pentagoan, hexagoan. For sphere and circle
detection another approach is used. Further with the help of these basic sides recog-
nition by bounding rectangle technique, recognition of extended figures can also be
done. This algorithm basically estimates height and width of shapes. The sizes of the
shape assists to identify the correct shape. As pointed out in the block diagram we are
using canny edge detection algorithm to recognize edges of the figures. We have
evaluated contours, then projected the contour with precision compared to contour
parameter, leave out minor or non convex stuff, calculated vertices of the polygons,
calculated cos() of all the bends. Then sorting was performed according to the degrees
which were calculated, also we computed total number of vertices to find out contour’s
shape. At last we were able to get the correct geometric shape of the object. We were
not trying for very complex geometric figures but were able to recognize some com-
mon shape aimed for very young learner. Identification of a spherical shape is done by
implementation of contour area and building rectangle process. As shown in Fig. 2,
radius of the figure will be found out. Next absolute value range of that radius is
assigned with respect to display screen. In our work absolute value of
(1 − width/height) is evaluated, if it is less than or equal to two and at the same time
absolute value of (1 − (area of circle/math pi * radius * radius)) is less than equal to .2
then the shape is recognized as a circle. We are going to discuss the steps used to
identify different geometric shapes.

Defining the Video-Capture Object: We have to generate a video captured object in
order to acquire frames. The argument of the video- capture is the index term or device
index of the camera. We need to assign the device index to specify the camera in use
with the following function. capt = cv2.Videocapture(0).

Defining the Codec: A Four Character Code called Fourcc is used for recognition of
color or pixel format, video format etc. It takes 32 bits or 4 bytes as the character used
here. It is an efficient one and easy to grip but very limited too. Some of the additional
renowned fourcc’s include “DIVX”, “JPG”, “JPEG”, “DX50” and so on.

fourcc = cv2.VideoWriterfourcc(*‘XVID’)

Video Writer Object Creation: The syntax of video writer object function is obj =
cv2.VideoWriter (‘output file’, ‘codec’, ‘fps’, (width, height)), as observed from the
syntax the first parameter is the output path, second parameter is the fourcc codec, third
parameter is the preferred frames of the output file, height and width are the dimension
of output file.

Capture Frame by Frame of an Object: ret, frame = cap.read(), we acquire the
return value from the camera frame using a Boolean called ret, this value is either true
of false. A true value means proceed to succeeding frame and if not we discontinue.
With cap as video-captured object and read function we capture frame by frame from
our video source.
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Canny Edge Detection Algorithm: It is a multi stage algorithm works efficiently to
distinguish edges of multiple objects from a digital image. It can work on real time with
the help of a camera thus able to recognize the appropriate shape of object. The
function signature is: cv2.Canny (frame,82,220,2). The first parameter of the function
indicates the frame; second and third parameters means Minvalue and Maxvalue. Last
parameter is aperture size which utilizes the image gradients. The fundamental oper-
ations of the algorithm is explained below.

Fig. 2 Block diagram for shape detection
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a. Noise reduction is the first action done by this algorithm. Noises obstruct in correct
detection of edges. A 5 � 5 Gaussian filter is used for smoothening the image. This
filter eliminates high frequency noises.

b. Intensity Gradient detection of Image: The smoothen image is now filtered from
both the direction with the help of Sobel kernel. This instructs the algorithm to gain
derivation in horizontal (Gx) then vertically (Gy). These two images help to find out
edge gradient and orientation for every pixel. Its value is finally rounded off to all
four directions.

c. Non maximum suppression: After getting the appropriate magnitude and direction
the unnecessary pixels have to eliminate from the image. Individual pixel is
experimented to know its local utmost in the neighborhood through the gradient
directions. Pixel’s maximum neighborhood is evaluated in different gradient
direction. Next hysteresis thresholding is considered otherwise set to zero
(suppressed).

d. Hysteresis Thresholding: With the help of this experiment real edges are deter-
mined. Two threshold values minValue and maxValue are considered respectively.
If intensity gradient of an edge is more than maxValue then it is considered, if less
than minValue then discarded. On the other hand if the value lies in between then
further test is performed for connectivity.

Contour Utilize: Another issue for shape detection is to identify the contour. Direct
Functions are available that calculates the length of an arc. That function checks
whether the shape is closed or only an arc. So it returns a Boolean value true or false.
Contour approximation estimates one shape to another with smaller number of vertices.
Convexity can be confirmed with another Boolean function.

3.2 Object Detection

We are using a number of imported packages which comprises of all common modules
that suits for python 2, python 3 and object detection as well as recognition. Six.moves.
urllib is an example of this package. We are discussing here some other modules which
are used for object recognition. Figure 3 shows the block diagram for object recog-
nition process. The Tarfile module is used to deal with lots of compressed files in a
simple way. Tensorflow is a accuracy based system and used in our application for
machine learning aspects of image processing and object detection. Sys module puts
admission to the variables and their allied tasks which are specific and maintained by
the interpreter. This is a python compatible module. Zipfile is an efficient and useful
module that facilitated us in object detection by providing tools to attach, write, create
and reading the captured objects. We are using String IO file module that reads and
writes string buffer separately. Another efficient module called matplotlib is used in the
application for plotting 2D objects. It basically provides many environments necessary
for image processing and image types compatible with diverse platforms. This module
also makes us possible to generate histogram, graphs. A default dictionary is used to
keep track of different objects and later retrieve them. Initially the key value is set to
zero. This dictionary will detect more items one after another which are already stored
as a set of keys in the dictionary. In python it is passed as a single code. For an
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application which can detect object, most important is deal of an object detection
environment. Reference to the imports in current localities are necessary and it is done
by setting up the environment. Next selection of modules are done by carrying out
different tests. These activities are performed by few simple code through Model name,
Model file and Download Base consequently. Objects can be determined by graphs.
Data are necessary to define a graph. A path is precisely allocated to the models for
loading. Next number of classes and strings list are entered correctly meant for labeling
which must appear after detection of the object. At last the objects should be labeled
with their names appropriately. For this a label map is loaded to the environment which
helps in proper detection of the object by their category name. Helper code is used to
move image closer to the detection area. For this all the parameters like image width,
height etc. have to be changed. The algorithmic steps for object detection is as follows:

1. Acquisition of the frame is done.
2. Image dimension expansion is completed.
3. Environment set up.
4. Model specification.
5. Direct the path for frozen detection and label map.
6. Load into memory the frozen tensorflow.
7. Label map loading.
8. For individual image get handles to input and output tensor.
9. Reframe from box co-ordinate to image co-ordinate.

10. Add batch dimension.
11. Run interface.
12. Display the output.

It is experienced that all images are not so easy to detect. Some images need
mathematical calculation to detect but some can be detected easily. Some helper codes
are necessary for the complicated images to detect. Our object detection job was tried
with ssdmobilenet (lightest weight model), SSDs (single shot detectors), fast and
efficient MobileNets architecture models.

The required image is searched by defining path or other alternatives. Session
objects determines operations of object execution and tensorflow object. Vital tensor
names are set as keys, these are consists of detection scores, detection masks, detection
boxes, number and class detection. If the displayed object matches with any of the
tensor key values then the object is detected. Reframing is performed for translation of
mask from box coordinates to image coordinates for the image fitting. As all the
detected images are in float Numpy arrays image initially, they should be transformed
to proper types such as classes, boxes and scores. Otherwise there will be lack in
detection. Initially arrays of pictures are loaded into Numpy array. Next dimension
expansion is carried out to fit our object. Then only actual detection process starts by
matching it with the dictionary stored database. Output will be finally detected and
pictures with associated key values like boxes, scores, class, number etc. will be
displayed.
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4 Results and Discussion

Throughout the whole work we have used Open CV which handles different compo-
nents capable of shape recognition as described in methodology section. We are
basically working for detection of simple geometric shapes which is supposed to be
very preliminary tool to teach a child about the surrounding objects. Polygon detection
is most significant task in shape detection. This method shows the way for an error free

Fig. 3 Block diagram of object recognition
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geometrical shape recognition. Canny edge detection algorithm is used to find out
accurate edges of different geometric shapes. Edges are adjusted using Bounding
rectangle formulae. Cos value of the angles and value of contours are evaluated. Thus
we get a efficient and correct geometrical shape recognition system captured from real
time video frame. As shown in Fig. 4, a circle on a mobile phone is detected when
brought nearer to the video camera of a laptop. We have used MS COCO model as
training set. All along we have also used “ssd” as localizer with “Mobilenet” as
classifier to detect the object. For better classification and recognition graphical pro-
ceedings like Frozen inference graph is used.

The near input images are tested very accurately and finally the image inside the
frame is recognized with their respective keys such as the box, its class and the score of
the detected object as shown in the Fig. 5. This screenshot shows an apple detected
from a photograph on a mobile with 65% score. This score means the probability of the
detected object to be a apple is 65%. In this way we are able to detect most of the
commonly available surrounding things with a good accuracy.

Fig. 4 Snapshot of a circle detection

Fig. 5 Snapshot of an apple recognized
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5 Conclusion and Future Work

In our system, for shape recognition initially the shapes are examined and determine
their geometric outline. We can see that approach for object recognition and geometric
shape detection is a fast and precise procedure. We have used Open CV, regular
polygon techniques, Canny Edge Detection algorithm, Bounding rectangle formula and
Contours for a fast, efficient and correct geometrical recognition of different shapes. On
the other hand, in object recognition procedure most important and mandatory is
importing different libraries which we have done efficiently. We have used a procedural
set up for object detection. MS COCO is used as a training dataset of images. Although
this method was able to recognize some shapes and objects, yet we left with some other
shapes. Limited number of object recognition is a drawback we have noticed. More-
over sometimes more time is taken by the system to process the acquired frame. There
is scope to improve the accuracy of this system in near future by taking a larger
database.
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Abstract. Adaptive learning plays a significant role in online learning. It
enables the students, to decide what to select, how to learn and how to assess
themselves. This method provides a personalized learning path and enabling
them to involve in, as they advance through the learning resources. To
demonstrate, this study has developed an adaptive e-learning system (AeLS),
using Lesson activity in Moodle, to teach a course in Computer Graphics, for the
undergraduate students of Computer Applications Programme. The Felder-
Silverman Learning Style Model has also employed with the intention of inte-
grating diverse learning styles of students. To evaluate the effectiveness of the
system, the study has resorted to the use of the statistical method; independent
two-sample t-test among two groups of slow learners. Experimental evalua-
tion demonstrates that AeLS is able to achieve comparable performance on a
group of slow learners, than who used traditional face-to-face class room
teaching method.

Keywords: Adaptive e-learning � Felder-Silverman Learning Style Model �
Learning path � Slow learners

1 Introduction

The role of education is highly significant in the development of a nation and many of
the countries are considering education as a thrust area for ensuring sustainable
development. In the field of teaching-learning, many changes are happening and tra-
ditional classroom teaching is moving to e-learning and m-learning. But, there is
significant difference in the way teachers give instructions to learners in a traditional
class room and in the delivery of instructions to learners in an online and/or blended
course. Monitoring learners in a classroom-based learning is relatively easy. But in a
self-access learning, it is more difficult because of the individualized nature of the work
and the reduced level of teacher contact.

In order to make the teaching–learning process more effective, it is required to have
an education model that uses recent technologies. With this intention, this study has
developed an efficient learning system which provides suitable materials according to
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the interest of learners and helps them to progress their academic performance. An
adaptive learning system can address all these issues in an effective way. To achieve
this, in this study, an adaptive e-learning system (AeLS) was developed in MOODLE,
for slow learners. The learning paths of these learners were also identified using the
activity logs obtained from the Moodle weblog data.

The remaining sections of this paper are organized as follows: Sect. 2 briefly
reports related works. Section 3 includes a theoretical framework of the study. Sec-
tion 4 elaborates the research method and processes involved in the development of the
proposed system. Section 5 provides the analysis result and its interpretation. Finally,
Sect. 6 concludes the study by mentioning the scope for further research.

2 Review of Literature

This section explains about some of the relevant studies happened in this research area.
Dealing with slow learners is a difficult task for many of the 21st century teachers [1]. It
is a big challenge for the educators to teach slow learners in a suitable way and
to provide them quality education [1]. In the current education paradigm slow learners
as well as fast learners are forced to learn the same learning resources in a similar
manner [2]. At present, teachers adopt their own techniques to handle them. In a
traditional classroom environment, most of the time teachers are compelled to follow a
prescribed syllabus and they are giving instructions, without considering the learner
characteristics like learning style, knowledge level, attitude, etc. But in an online
environment, slow learners are compelled to finish the learning process before they get
expertise in the respective learning content. Hence, there is a need for further research
to provide teachers with certain openings for supporting slow learners.

A study by Ives (2010) describes the significance of changing to a new paradigm in
the area of education where educators expected to be worked with students from
diverse backgrounds [2] and suggests to apply the instructional theory [2] to facilitate
teaching. There exist many studies explaining about the benefits of online learning to
disabled people. Since e-learning centers more on individual learners, it provides
personalized learning and helps learners to advance their learning from any location
[3]. A study on the impact of e-learning with regard to the academic performance of
learners and its benefits to higher educational institutions [4], showed that e-learning
considered different types of learner perspectives and provides an opportunity to dis-
abled students to progress their learning from any place.

According to the study [5], adaptive e-learning is one of the best method to provide
ultimate instruction to learners. An article on the topic ‘Integrating-Machine-Learning-
Education-Technology’ written by Harish Agrawal in 2017, explains the advantage of
adaptive learning in classrooms. It provides personalized learning and helps learners to
improve their academic performance by providing a continuous learner feedback. It
also helps them to adopt the mode of presentation of learning material according to the
requirements and interests of learners. In teachers’ perspective, they can assess their
students individually or as a whole through this method, and can provide extra care
individually. Teachers can adjust their speed of teaching as well as they can carry out
the delivery of learning material according to the progress of the learners.
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The study [6] explained about the need for understanding individual differences and
behavioral characteristics of each learner for providing the most suitable learning path.
The studies [7, 8] explain the advantage of integrating learning style into a personalized
e-learning system, for providing suitable educational resources and to satisfy the
request of learners. Hung et al. (2016) mentioned the significance of personalized
learning and the role of learning styles during the design of adaptive learning systems
[9]. The Felder-Silverman Learning Style Model is a widely used learning style model
by many intelligent learning systems to provide support to their tailored learning
services [10].

A study on, how to keep learners engaged with adaptive triggering [11], shows high
value and importance in the area of adaptive learning concept. An adaptive learning
system can be developed in different ways. Creating a course with learning contents of
different levels of complexity [12] and designing a learning path based on attributes
that describe learning contents and student characteristics [13] are some examples. In
order to improve an existing e-learning system used in Moodle, the study [14]
developed a method for creating adaptive e-learning systems, by considering learning
style as one key factor.

Log data related to student activities is a key resource for acquiring knowledge
about students’ learning behavior in online environments [15, 16]. A study has made to
understand students’ online behavior and developed a method using Moodle log data
for extracting and visualizing students’ learning behavior [16].

There are many studies explaining the application of data mining in an e-learning
environment. Poon et al. (2017) used the sequential pattern mining to perform weblog
data analysis and collected navigational patterns to get more understanding about the
learners [17]. A study on clustering of slow learners’ behavior [18] showed the
importance of applying clustering algorithms on slow learners’ data to find optimal
patterns of learning for improving students’ learning capability. According to Vieira
et al. (2018), students participating in a learning environment follow different learning
paths and modeling of students using data mining methods helps to explore their
learning paths [19].

All these studies indicate the importance of integrating recent technologies in the
teaching and learning scenario to acquire quality education. To achieve this, researcher
has developed an adaptive e-learning system (AeLS) to support slow learners, to
provide an efficient learning mechanism. It is an instruction design-based course
module, developed using Lesson activity in Moodle, to teach the subject Computer
Graphics. The system developed was evaluated by comparing variances of learning
performance between the group of students who used instructional design-based AeLS
and the group of students who used traditional face-to-face class room teaching
method. The topic ‘scaling’ in Computer Graphics was selected to explain the concept,
based on the understanding dimension in FSLSM. The learning paths of all learners
were identified using activity logs obtained from the Moodle weblog data.
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3 Theoretical Background

Realizing learning strategies, using pedagogical approaches is assuming great signifi-
cance in e-learning and blended learning. Since this work includes of some sort of
educational pedagogy, theories related to Felder- Silverman Learning Styles model
(FSLSM), slow learners’ characteristics, etc. are discussed in this section.

3.1 Felder-Silverman Learning Style Model

Learning style refers to the concept that individuals differ in regard to what mode of
instruction or study is the most effective for them [20]. Many studies have established
that learning styles not only affect the way a learner learns, but it also exerts immense
power on the way knowledge is delivered [21].

According to Graf and Liu (2009), there exist several learning style models [22].
This study has used the Felder–Silverman Learning Style Model [10] since it has been
widely applied in engineering education and research related to learning technologies
[23]. Figure 1 describes the four dimensions in FSLM. Perception relates to the type of
information a student prefers to identify; processing dimension shows how perceived
information is converted into knowledge; understanding describes the manner in which
students’ progress towards understanding; finally, input considers the way in which
students prefer to receive external information [24].

3.2 Characteristics of Slow Learners in an e-Learning Environment

The major difference between slow learners and fast learners is that slow learners
always work on all tasks very slowly; they need extra time to read and understand
learning materials properly. They prefer a step-by-step learning path and could grasp a
concept only when it is linked to the previous topic. There are many hints for

Fig. 1. Dimensions of Felder - Silverman Learning Style Model.
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identifying slow learners in an online learning environment (see Table 1) and these
hints can be used for detecting their learning style [22].

4 Research Methods

In the process of developing adaptive e-learning system, this study has gone through
various stages and considered many factors, like learners’ characteristics, educational
theory, etc. in the research process (Fig. 2 shows these steps).

4.1 System Description: Adaptive Learning Path Creation Using Lesson
Activity in Moodle

This section highlights the significance of proper instructional design for the devel-
opment of e-content in a course. A task analysis (instructional design) breaks down
tasks in the course and shows learners the steps they have to follow to complete the task
successfully.

Table 1. Hints used for identifying slow learners.

Behavioral pattern Meaning

Preference on the usage of learning objects
such as outlines, course overview,
page/details on a topic

Preference for details

Performance on questions Performance on questions dealing with facts
and concept of a topic

Time spend on learning objects such as
outlines, course overview, page/details on a
topic

Duration

Students’ navigational behavior Number of skipped objects/Preference to go
through the course(step by step or in large
leaps)

Fig. 2. Various stages involved in the design of the system (AeLS)
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In this stage, proper planning is required for the delivery of the course. Since
learners in an online learning environment have different characteristics, proper plan-
ning is needed for the selection of appropriate learning contents to deliver them.

In order to consider the diverse learning style of learners, this study has considered
the profile of learners, learning material/content types, its difficulty level etc. and also
the learning strategies during the design of learning path to this course. This is achieved
by considering various types of learning contents like power point presentations, video,
images, text files, etc. as well as by bearing in mind the order in which the contents has
to be arranged.

The Lesson activity in Moodle has used to provide an adaptive learning path to its
learners. In order to offer better learning experience to slow learners, researchers have
incorporated the characteristics of visual learning style and sequential learning style
dimensions in FSLSM.

In an e-learning environment, a learning path is considered as a sequence of
learning activities carried out by the learners while they are moving all the way through
learning units. Each learning unit is a theoretical depiction of a course, a lesson, a
workshop, or any other formal or informal teaching or learning event. A learning path
may be considered adaptive, if proper learning activities can be suggested for each
learner [25]. Figure 3 explains the process of adaptive learning through the roles of its
components.

According to moodle.org, adaptive ability feature is the most important difference
between a lesson and other activity modules in Moodle. The ‘Lesson activity’ in
Moodle helps to create content pages with a variety of alternatives and pathways for
learners [26]. This Moodle feature has used in this study to provide an adaptive
learning path and to make the course more interactive. The topic ‘scaling’ in Computer
Graphics was used to explain the concept. A Lesson consists of a sequence of HTML
web pages with two types-content pages and question pages. Figure 4 is an illustration
of the adaptive learning path creation using lesson activity.

Fig. 3. Three components in adaptive learning - instructors, adaptive technology and learners
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Initially, at Level-0, an introduction about the concept of scaling is explained. In
Level-1, further details like definition of scaling, various scaling equations and scaling
factors are discussed. In Level-2, evaluation of each learner is done. In this level,
students were supposed to answer few questions related to previous topic. If they
respond to all questions correctly, they are directed to Level-1 where the subsequent
matter is explained, otherwise, they are directed to the Primer page in Level-3 where
some remedial content for a detailed study is included. In this page, any number of
learning materials can be included. It helps to improve their knowledge in that topic.
The possibility of including more pages in lesson activity is an added advantage to all
types of learners. In this Lesson activity, different types of resources such as videos,
images, power point presentations, text files, a web page in which URLs provide links
to learning materials which contains images, power point presentations, etc. are
included.

In this study, the learning path of slow learners is explained with the help of page-
ids obtained from the log report of Moodle log data. Since a Lesson is a series of html
pages, in order to explain the concept ‘scaling’, this study has included many web
pages. These pages may be either content pages or multiple choice pages. Table 2
shows a detailed description of the pages used to explain the concept of scaling.

Fig. 4. An adaptive learning path creation using lesson activity for scaling
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Any number of pages can be included in the lesson activity and each content page
is made up of with text, images, videos, and so on. Students can do the learning process
through these pages in a linear pathway or they can select any branching paths. Since a
lesson activity has the capability of including questions, students can perform a self-
assessment about their learning. In this learning process, students can directly move on
to other content pages, feedback pages or further questions, subject to their responses.
Figure 5 shows a sample screen shot of the Lesson activity generated from Moodle.

5 Data Analysis and Interpretation

5.1 Learning Path Analysis of Slow Learners

Log data retrieved from Moodle could be used for understanding the learning path of
all learners. It provides information regarding the types of content used, the time spent

Table 2. Pages used in the lesson activity ‘Scaling’ - A summary

Page-id Page title Page code Page type

64 Scaling Introduction L0 Content
68 Review Question1 RQ1 Multichoice
65 Definition L1.1 Content
74 Scaling-Equation L1.2 Content
69 Review Question2 RQ2 Multichoice
70 Detailed Definition L1.3 Content
72 Review Question3 RQ3 Multichoice
75 Example Scaling L1.4 Content
78 Review Question4 RQ4 Multichoice
77 Impact of Scaling factor L1.5 Content
73 Review Question5 RQ5 Multichoice

Fig. 5. A screenshot of the lesson activity created for the small learning object ‘Scaling’.
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on each learning material, etc. Figure 6 shows an activity report of a particular learner
generated from Moodle.

A pictorial representation of the learning path generated by the first learner is
explained in Fig. 7. Repeated use of some page-ids and varying learning paths shows a
slow learner’s difficulty in understanding few learning materials. An analysis on the log
data showed that they visited some pages many times and spends more time on these
pages. This happens, because in the question page if they were not able to answer a
question correctly, it provides a chance for revisiting the page containing learning
materials.

5.2 Experimental Method

This section explains about the experimental design done among the two groups; an
experimental group and a control group. A comparative study of the performance of

Fig. 6. Log report of the lesson activity viewed by a student.

Fig. 7. A learning path showing the movement of a learner based on the page-ids.
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both groups has made; one group was taught using the adaptive e-learning system and
the other group was taught in the traditional face-to-face classroom teaching method.
The two groups were pre-tested and post-tested. The pre-test dealt with the topics
Translation and Scaling in Computer Graphics. A post-test on the same topics was also
conducted for both the groups after the completion of the course. The results of the pre-
test and post-test obtained are explained in Table 3.

5.3 Analysis of the Effectiveness of AeLS for Slow Learners

This section demonstrates the experimental evaluation of the system developed. In
order to evaluate the effectiveness of AeLS, the performance variance in the pre-test
and post-test marks of both the groups were compared and it is found that there is
significant difference in the post-test marks of both groups (see Table 3). Hence to test
the effectiveness of the teaching method, a statistical hypothesis testing, independent
sample t-test was used.

Table 4 shows the hypothesis used in the study. To carry out the test, researchers
used the statistic t as under:

t ¼ x1 � x2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n1�1ð Þs21 þ n2�1ð Þs22½ �ðn1 þ n2Þ
n1 þ n2�2ð Þðn1n2Þ

r ð1Þ

with d.f. = n1 þ n2 � 2.

Table 3. A descriptive statistics of pre-test and post-test marks obtained.

Mean SD
Results Pre-test Post-test Pre-test Post-test

Experimental group 10.2 17.85 2.745331 0.961085
Control group 10.425 16 2.763841 2.492093
N 20 20
t-value 0.23103 2.770504

Table 4. Hypothesis used.

Null Hypothesis H0: There is no significant difference between the learning performances
of the group of students who used instruction design based adaptive
e-learning method and the group of students who used traditional
classroom teaching method

Alternative
hypothesis H1:

There is significant difference between the learning performances
of the group of students who used instruction design based adaptive
e-learning method and the group of students who used traditional
classroom teaching method
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where x1 gives the mean of the first sample, x2 is the mean of the second sample, n1
is the total number of observations in the first sample, n2 is the number of observations
in the second sample and s1 and s2 are the standard deviations of the two samples.
Variance is the square of standard deviation. Table 5 shows the evaluation result on the
performance of both groups.

Since the observed t-value (2.201285) is greater than the critical value (2.0244), we
couldn’t accept the null hypotheses. It shows that there is a significant difference
between the two teaching methods. Since, mean value of the learning performance of
experimental group is significantly greater than the control group, it can be concluded
that the adaptive e-learning is more effective than traditional face-to-face classroom
teaching method. Hence this method will be an effective means to improve the learning
performance of slow learners.

6 Conclusion

The notion of personalized learning content and the effort to implement the same is
becoming a popular trend in e-learning. Hence, it is significant to incorporate the most
recent technologies into the process of teaching and learning, to cope up with the new
changes happening in a learning environment. In this study, the adaptive e-learning
system (AeLS) developed, facilitated the slow learners to improve their academic per-
formance. An analysis of Moodle log data helped to identify the learning path, as well as,
to gauge the effectiveness of the use of instructional design-based learning content from
the perspective of slow learners. An experimental evaluation done among a group of 40
slow learners showed that the proposed AeLS was highly effective. This study included
only a limited number of slow learners, and used only one concept scaling to implement
the system. As a future study, this method can be implemented among more number of
learners and to a complete course. As a further step, the behavioral features obtained
from the log data will be used for detecting the learning style of learners, based on
Felder- Silverman Learning Style Model. Integration of suitable machine learning
techniques like K-NN, Fuzzy clustering, Bayesian networks, Decision trees, Hidden
Markov model, etc. to the Moodle log data, can be used to classify the learners, based on
their learning style, and to predict their academic performance.

Table 5. Evaluation of performance difference of slow learners.

Experimental group Control group

Mean 7.725 5.575
SD 2.839918 3.17173
Variance 8.065132 10.05987
N 20 20
t-value 2.201285
Degrees of freedom (d.f.) 38
Critical Value for t (two-tailed) 2.0244
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Abstract. Ballistocardiography (BCG), a non-invasive technique for measur-
ing micro-body vibrations arising from cardiac contractions. It also contains
motion arising from breathing, snoring and body movements. Long-term
acquisition of respiratory signal finds relevance in various applications such as
sleep analysis as well as monitoring of respiratory disorders. Current methods
(such as nasal thermistor and Respiratory Inductance Plethysmography) are
costly, inconvenient and require technical expertise to setup and analyse. In this
paper we assess how BCG based contact-free methods can allow for an accurate,
cost-effective and convenient long-term monitoring from the ease of home
environment. We propose a novel algorithm to detect breathing cycles from
BCG signal, achieving an accuracy of *95% in determining respiration rate for
30 s epochs with a detection rate of 72.8% compared to current methods. Long-
term continuous monitoring of respiratory signals with a high accuracy will
allow for detection of abnormalities like respiratory distress and apnea/hypopnea
episodes.

Keywords: Ballistocardiography � Respiration rate � Respiratory effort �
Contact-free � Clustering

1 Introduction

Continuous monitoring of body vitals is poised to be one of the key elements of future
healthcare including monitoring critical illnesses, personalized therapeutics and pre-
dictive medicine. Continuous monitoring of patients by a team of healthcare profes-
sionals in a hospital setting has proven to be extremely effective over traditional (and
sparsely) periodic manual measurements by an attendant [1]. Such manual monitoring,
apart from being prone to inefficiency and human error, is also not feasible due to
already stressed healthcare systems, especially in developing countries where health-
care needs are already at severe odds with their fast growing ageing populations and an
increasing shortage of trained professionals – a projected deficit of 14 million
healthcare workers globally by 2030 [2].

We can broadly classify applications for continuous monitoring of body vitals into
two classes: (a) short term and (b) long term. The short term class involves uses like
generating real-time alerts based on abnormal deviations in vitals to prevent a critical
event like a cardiac arrest [3]. On the other hand, long term monitoring collects data
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over longer periods of time (days, months) to detect a gradual shift in vitals of an
individual from their healthy or expected baseline to monitor recovery (or relapse) or
catch a disorder at its onset. While the short term use cases are almost always appli-
cable to point of care establishments like hospitals, long term monitoring enables
collecting health data while an individual is at home, work, travelling and so on.

Continuous monitoring explored so far has primarily been for cardiac activity
(achieved using a full-sized ECG machine, a holter machine and the likes of these),
body temperature and blood pressure. Respiration rate has been a highly neglected
body vital [4], and has been shown to indicate health deterioration in critically ill
patients, leading to onset of critical events [5]. In a clinical setting, respiration is
measured as air flow using nasal thermistor or by respiratory effort using Respiratory
Inductance Plethysmography (RIP) belts for abdomen and/or chest. These are usually
costly, require a trained professional to set them up and cause discomfort to the
individual, making it infeasible for a regular use over long term. Innovative solutions to
overcome these challenges in a non-invasive manner can enable long-term continuous
monitoring of respiration in hospitals and at home.

Ballistocardiography (BCG) is one such promising technique. While it was origi-
nally developed to measure the micro body motions produced during each cardiac
contraction [6], the phenomenon is able to detect any physiological parameter that
produces a motion – including breathing, snoring and limb movements [7] and [8].
Moreover it can be made to work in a contact-free and non-wearable manner given a
medium that can propagate body vibrations, such as when placed on a solid surface
under a mattress, while a subject is lying over it. (For the rest of the paper, we assume
this setup.)

However, BCG has its own set of challenges. BCG is prone to undesired noise from
the setup environment. This could be mechanical vibrations or movement near and
around the setup. Even heavy body movements can overpower the cardiac and respi-
ratory signals resulting in a lower detection rate. Apart from these noises, BCG raw
signal is a superimposition of respiratory effort, cardiac contractions and vibrations due
to snoring; effective signal conditioning is required to segregate these signals for high
fidelity analysis. Additionally, the signal can vary for different people and with different
mattresses. It can even vary for the same subject in different postures and body
positions.

In this paper, we propose a novel unsupervised clustering algorithm that is effec-
tively able to identify each respiratory cycle from an unconstrained BCG signal. In the
next section, we discuss the previous related work. Further in Sect. 3, we describe the
algorithm with validation methodology and results in Sect. 4 respectively. Future
potential work is highlighted in Sect. 5 with conclusion in Sect. 6.

2 Background

A normal respiration signal comprises alternate inhales and exhales, and is typically a
sinusoidal waveform. The same is true for respiration effort as captured in a BCG
setup. Figure 1(a) shows raw BCG signal in comparison with respiratory effort
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captured from RIP belts on chest & abdomen along with airflow signal from the nasal
thermistor acquired simultaneously.

Previous studies have attempted to extract respiration rate from a BCG signal. One
study [9] describes an algorithm that uses the amplitudes of the filtered BCG signal as
the only feature with thresholding to identify inhales and exhales. While this approach
works good for normal sinusoidal respiration pattern, it fails to correctly identify
respiration cycles in the presence of movements and posture change events that
abruptly change the amplitude of the signal. This method is also inconsistent for
disorder respiration patterns like hypopnea events, Biot’s respiration where the respi-
ration signal has a non uniform amplitude. In another study [10], maximas in the
respiration signal, derived after removing the heart signal from the raw BCG signal,
were identified as the respiration cycles. This was tested in a controlled environment for
only 3 min per subject. The subjects were asked to breathe with an external sound
indication for a part of the 3 min. This approach, however, wasn’t tested in uncon-
trolled settings for longer durations such as overnight testing where the subjects are
asleep. Another recent study [11] proposes two methods, one to calculate breathing rate
using maximas in filtered BCG signal that cross a threshold. However, fixed thresholds
don’t yield consistent results across various breathing patterns. The other method
proposed only calculates an estimate to breathing rate through the most prominent
frequency in the fast fourier transform of the filtered BCG signal. The lack of identi-
fication of each breath limits this approach for detailed analysis of breathing signal.

3 Proposed Algorithm

In this section we describe our proposed algorithm for identifying respiration cycles in
a general BCG signal. The overall flow of the algorithm is shown in Fig. 2.

Fig. 1. (a) Raw BCG signal, (b) Respiration signal
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3.1 Pre-processing Raw Signal

The captured BCG signal contains several features in addition to the respiration signal
– cardiac contractions, snoring, limb movements, etc. Before identifying respiratory
cycles, we pre-process the raw BCG signal to remove such artifacts along with power
line noise, if present. The first step of pre-processing involves sifting through the data
epoch by epoch, where each epoch is of 30 s duration, for movement artifacts and
removing the epochs with movements. Movement artifacts are usually high frequency,
high amplitude signals that we identify based on their statistical properties. This results
in loss of data for which we do not find respiration cycles, reducing the detection rate;
we discuss this further in Sect. 4.4. Non-movement epochs are then passed through a
2nd order 0.1 Hz–0.5 Hz bandpass Bessel filter with a 3 dB cutoff to suppress high
frequency components such as cardiac contractions, snoring and 50/60 Hz power line
noise. Individual epochs are then further processed separately in the subsequent phases
of the algorithm.

3.2 Template Generation

Each pre-processed epoch is used for finding respiration cycles. While using nasal
thermistor (for air flow) and RIP belts (for respiratory effort), the respiration cycles are
typically identified by finding zero crossings in the acquired signals. However, using
the same technique for identifying respiration cycles in the BCG signal does not always
yield a high accuracy because of low amplitude secondary mechanical effects and other
noises that can still be present after pre-processing the raw signal. This can lead to
wrongly identifying additional respiration cycles as shown in Fig. 3(a). This gets even
worse if there is disordered breathing, such as apnea events, present in the raw signal –
any small non-respiratory signal that crosses zero line also gets counted as a respiration
cycle (see Fig. 3(b)).

Fig. 2. Proposed algorithm flow
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Instead, our algorithm focuses on local extremas in the signal. To begin with, we
identify all the local extremas in the signal. Templates are then generated by clipping
the pre-processed signal by 0.5 s on the either side of each local extrema in the signal.
If two templates overlap, we remove the (chronologically) later template.

There are several extremas in the pre-processed signal and not all of them represent
actual respiration cycles. Moreover, the extremas corresponding to respiration cycles
can sometimes be easily observed in the maximas of pre-processed signal and in the
minimas other times. Figure 4 illustrates an example of each of this case.

3.3 Principal Template Selection

Our goal is to identify extremas that correspond to actual respiration cycles. First, we
segregate all the identified templates from the previous step into groups of similar
patterns. For this, we use k-means++ [12], a modified form of k-means clustering [13]
which augments k-means with a simple, randomized seeding technique. From various
iterations, 3 was determined to be the optimum number of clusters for this process.
Figure 5 shows the 3 clusters obtained for a pre-processed epoch. If the absolute
amplitude of any of the extrema is greater than 15 times the absolute amplitude of
either of its neighbors extremas it is dropped before clustering.

Fig. 3. Pre-processed BCG signal with zero crossings

Fig. 4. Local extremas in pre-processed BCG signal that correspond to actual respiration cycles
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Each cluster now has a set of templates that are similar to each other, but in only
one of the clusters each template corresponds to a respiration cycle. To identify this
principal template, we compute the euclidean distance between all the three centroid
templates for each of the clusters. The cluster farthest from the other two clusters is
selected as the one to extract respiration cycles. Figure 6 shows the pre-processed
signal from Fig. 4(b), along with its extremas clustered into 3 clusters. Based on the
euclidean distance, cluster 2 is farthest from the other two and is selected for identi-
fying 8 respiration cycles in the signal.

4 Evaluation

4.1 BCG Data Acquisition

We used a commercial non-contact sleep activity and body vitals monitoring device –
Dozee, for acquiring BCG data. The system comprises a mesh of Polyvinylidene-
fluoride (PVDF) vibroacoustic sensors placed under the mattress to capture micro- and
macro-vibrations produced by the body when an individual is lying over it. The sensor
array is connected to a data acquisition unit sampling data at a rate of 228 Hz. Figure 7
shows the typical setup of the device in use.

Fig. 5. k-means++ clustering of extremas in a pre-processed epoch

Fig. 6. Clustered extremas
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4.2 Validation Data Acquisition

Respiration rate was computed from three different sensors – (a) nasal thermistor for
monitoring nasal airflow, (b) RIP belt around the chest and (c) RIP belt around
abdomen for respiratory effort. This data was acquired during overnight
polysomnography (PSG) recordings conducted at the Human Sleep Research Labo-
ratory, Department of Neurophysiology at National Institute of Mental Health and
Neuro Sciences (NIMHANS), Bangalore, India. All the recordings were done using
Nihon Kohden [14] Neurofax EEG-1200 machine (24-bit resolution, 1024 Hz sam-
pling rate and 0.1–250 Hz bandpass filter) with 24 electrodes (19-EEG: Electroen-
cephalography electrodes as per Jasper’s 10–20 [15] system, 2-EOG: Electro-
oculography and 3-EMG: Electromyography electrodes as per the guidelines of
American Academy of Sleep Medicine [16] and ECG was recorded using bipolar ECG
leads.

The impedance for all the electrodes was kept below 5 KX. Finger-pulse oximetry
was used to record arterial oxygen saturation. Three way thermocouple transducer (EB
Neuro, Italy) was used to record the airflow difference between inhalation and exha-
lation produced by the subject during sleep. To record subject’s thoracic and abdominal

Fig. 7. BCG data acquisition setup

Fig. 8. Standard Polysomnography Setup [source: https://www.sleep-apnea-guide.com]
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movements, one thoracic belt and one abdominal belt (piezoelectric sensors) were
placed at the respective positions, i.e. on chest and abdomen. A Snoring sensor
recorded the subject’s snoring vibrations during sleep with band pass filter of 10–
120 Hz. Figure 8 illustrates the typical setup for a PSG recording.

4.3 Validation Methodology

The algorithm was validated for 13 full-night PSG recordings on 10 subjects (for a total
of almost 11508 epochs) – details are shown in Table 1.

All the recordings were conducted as described in Sect. 3.2 and scored by an
AASM certified expert. During each PSG recording, the BCG data acquisition module
was also placed under the mattress. The validation data mentioned in Sect. 4.2 was
extracted from the PSG analysis. The raw BCG data was processed through our pro-
posed algorithm to identify each respiration cycle and respiration rate for each 30 s
epoch, as described in Sect. 3. Respiration rate for each epoch as computed by the
proposed algorithm was then compared against the same extracted from each of the
nasal airflow signal, chest respiratory effort and abdomen respiratory effort. The nasal
thermistor to monitor airflow is placed inside the nostrils of the subject and is sus-
ceptible to getting dislodged while the subject is asleep. The sleep expert conducting
the study manually identified such instances and removed the faulty data for them.
732 epochs (6.3% of total data) of nasal thermistor data was dropped. Similarly,
incorrect data for the respiratory efforts from both chest RIP belt and abdomen RIP belt
was dropped when these belts got loose and didn’t have enough tension to monitor the
respiratory effort. 866 epochs (7.5% of total data) of respiratory effort data from chest
RIP was dropped. Compared to these, in the pre-processing stage of the proposed
algorithm, after pre-processing, 3130 epochs of BCG data (27.2% of total data) was not
usable due to movements.

Table 1. Details of the subjects in the study

Subject Age Gender No. of recordings

Subject 1 (S1) 25 M 2
Subject 2 (S2) 24 M 1
Subject 3 (S3) 58 M 3
Subject 4 (S4) 33 M 1
Subject 5 (S5) 24 F 1
Subject 6 (S6) 25 M 1
Subject 7 (S7) 26 M 1
Subject 8 (S8) 28 F 1
Subject 9 (S9) 27 M 1
Subject 10 (S10) 24 M 1
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The accuracy was measured using the following formula:

� ¼
Xn

i¼0
BRVALi � BRBCGij jð Þ � BRVALi

Accuracyð%Þ ¼ ð1� �Þ � 100

where � is error, n is number of epochs, BRVAL is breathing rate from validation
sensors and BRBCG is breathing rate from BCG sensors using the presented algorithm.

4.4 Results

The detection rate for the proposed algorithm varied from 47.4% to 87.7%, with an
average of 72.8% for 11508 epochs of BCG data across 13 full night recordings. The
detection rate for all the subjects was above the average barring one subject (Subject 3)
who was extremely restless throughout the 3 recordings (detection rates of 47.4%, 50%
and 53.8%). Without the 3 recordings for Subject 3, the average detection rate increases
to 79.3% over roughly 8640 epochs of BCG data across 10 recordings.

Figure 9 shows the respiration rate computed from the proposed algorithm for the
whole night overlaid with each of the three validation sensors – nasal thermistor, chest
and abdomen RIP belts. For this recording, our algorithm achieved an accuracy of
97.89%, 97.75% and 97.94% from the BCG data when compared to nasal thermistor,
chest RIP and abdomen RIP belts respectively with a detection rate of 80.4%.

Table 2 shows the recording duration, detection rate and accuracy of the proposed
algorithm in comparison to all the 3 validation sensors. We are able to achieve an
average accuracy of 95.48% as compared to the respiration rate from nasal airflow,

Fig. 9. Whole night respiration rate comparison for Subject 2
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94.98% compared to respiratory effort from the chest RIP and 94.88% in comparison to
the respiratory effort from the abdomen RIP.

Further, when the respiration rate was computed with zero crossings in the BCG
signal over the same dataset, the accuracy was 87.9% when compared to the respiration
rate from chest respiratory effort signal, 87.68% when compared to respiration rate
obtained from abdomen respiratory effort signal and 88.14% when compared to res-
piration rate obtained from nasal airflow signal.

5 Future Work

The ease of use of a BCG-based contact-free respiration monitor allows it to be used for
long-term data acquisition with critical applications such as enabling continuous
monitoring as well as early detection of respiratory disorders and respiratory distress in
cardiac patients. The algorithm presented in this paper also needs to be validated on a
bigger and diverse group of subjects to study variability with age and gender. Further
work and studies can help build systems for detecting apnea and hypopnea events, as
well as other breathing abnormalities like Cheyne-Stokes, Biot’s, etc.

In fact, Subject 4 was diagnosed with moderate sleep apnea based on the recording
conducted in this study with an AHI of 25/h. The proposed algorithm was able to
correctly identify a reduced respiration rate during apnea episodes and can be further
enhanced to calculate AHI (see Fig. 10).

Table 2. Overall results for the proposed algorithm

Subject Time (h) Detection
rate (%)

Accuracy w.r.t.
air flow (%)

Accuracy w.r.t.
chest RIP belt (%)

Accuracy w.r.t.
Abdomen RIP belt (%)

S1 7.2 74.2 93.89 93.62 93.41

S1 7.1 78.3 96.04 96.12 95.84

S2 7.3 80.4 97.89 97.75 97.94

S3 7.7 47.4 NA 93.43 93.5

S3 9 50.0 NA 92.71 93.28

S3 8 53.8 NA 93.96 94.18

S4 8.3 75.3 96.47 95.86 96.18

S5 8.8 79.4 96.21 95.53 95.4

S6 6.2 80.7 95.92 95.75 95.84

S7 6.8 75.9 90.75 93.39 90.2

S8 7.3 87.7 97.02 96.91 96.75

S9 6.5 82.1 96.34 96.43 96.52

S10 5.7 81.2 94.31 93.34 94.34

Total/Avg 95.9 72.8 95.48 94.98 94.88
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6 Conclusions

A novel algorithm to identify respiration cycles and respiration rate in long-term BCG
recordings with a high accuracy was presented. To overcome several challenges posed
by the variable nature and quality of BCG data, the algorithm used unsupervised
clustering methods focussed on the shapes of localized extremas in the respiration
signal. Over a cumulative duration of about 96 h, the proposed algorithm was able to
achieve an accuracy of 95.48% for respiration rate for 30 s epochs when compared to
the respiration obtained from nasal airflow signal, 94.98% when compared to the
respiration rate obtained from the chest respiratory effort signal and an accuracy of
94.88% for the respiration rate computed from abdominal respiratory effort signal. This
accuracy is significantly higher than that obtained using traditional zero crossing
method on BCG data to identify respiration cycles. Further the algorithm showed
promising initial results in identifying potential apnea and hypopnea episodes.
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Abstract. Bank cheques, as documents issued by banks can be used as a form
of bills capable of monetary exchange, allowing a payee a certain sum of money
from the account of drawer. However, due to many fraudulent practices and a
need of faster cheque clearance, there had been advances in the process of
cheque clearance. Consequently, to aid the process of cheque validation this
research work focuses on implementing image processing techniques such as
OCR, ANN and Deep Learning to extract key parameters essential for cheque
validation. These techniques can be used in sequential manner to automate the
task of cheque validation. For extracting machine typographic information
Optical Character Recognition is used. Whereas, for the handwritten characters
we have used CNN trained using MNIST dataset. The accuracy achieved in
handwritten character recognition is 99.14%. For testing purposes IDRBT
cheque dataset is used comprising cheque leaflets of different banks.

Keywords: Optical Character Recognition (OCR) �
Artificial Neural Network (ANN) � Convolutional Neural Network (CNN) �
Reserve Bank of India (RBI) � Morphological operations

1 Introduction

Machine assisted simulation for reading scripts written in different forms and fonts has
become a major area of research in the past few years, and it is still undergoing
tremendous changes due to the introduction of new image processing techniques. In
this research work we would be focusing on bank cheque validations capabilities of an
automated document processing system. In present decade with the advent of CTS a
major factor in the delay of cheque processing has been countered. However, CTS is
incomplete in itself, as even after usage of an image of cheque for monetary transac-
tion, all the remaining work of validation and verification has to be done manually,
which need human work force and considerable time and most importantly technical
expertise which again require skilled work force. The validation of bank cheque
involves ensuring that the leaflet itself is a valid bank cheque leaflet issued to the
customer from a recognized bank. This research work would be focused on the vali-
dation of bank cheque leaflet using the image processing techniques. In a cheque there
are certain key parameters essential for transactions, these parameters are as per the
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guidelines of the regulatory body i.e. Reserve Bank of India. Conventionally, the
physical transfer of cheque used to cause several problems such as: chances of loss of
cheque, damaging of cheque leaflet, unwanted delay in transportation. However, in the
modern system after the implementation of CTS (Cheque Truncation system) only an
image in the prescribed format and resolution as per the guidelines, needs to be sent and
the image itself will be treated as a cheque. Again as the medium of monetary exchange
has become digital thus, it demands more fervor in the validation and verification
methods which are employed for the funds transfer. The feasibility of such techniques
depend on the factor of space time complexity, provided, it satisfies the primary target
of matching sample with standard image. As there is less chances of variation in case of
machine typographic characters. Thus, Optical Character Recognition technique is
employed in order to perform the task of recognition. Whereas, in case of handwritten
characters we would be using Deep learning based Convolutional Neural Network due
to nuances of variation in script writing which varies from person to person.

2 Literature Review

For efficient image processing operations we need efficient segmentation. In [1, 2]
emphasis is laid on surveying and getting high efficiency for segmentation of images.
On of such techniques used is Graph distance theory for primary segmentation and SVM
for the task of classification. The recognition rate achieved is 99.84%. Whereas, in [3, 4]
the segmentation techniques were used with wider implement-ability especially in
medical scenario, employing techniques such as grab cut segmentation for desired
outcome. Medical imaging is one of the most benefitted domains from the advances in
image processing techniques. Thus, in [5] the research have proposed a fully automated
tomography image segmentation method which using unsupervised approach is able to
evaluate information from visual data which is precise and accurate for the medical
prognosis, diagnosis and deduction. In [6] a technique is proposed involving charac-
terization of pixels in images to define the similarity relation between them. The results
they achieved validate the method to be efficient for image segmentation using texture
analysis. In [7] they have proposed a combination of Niblack and Sauvola techniques,
and consequently were able to overcome the limitation of both these techniques by
determining the mean of the thresholding values of both methods. The primary function
of OCR is to extract character from any document and based on the required prepro-
cessing of segmented document we can achieve higher degree of efficiency, in [8] their
research work had been able to obtain an accuracy rate of 93% for English characters.
They had employed Otsu’s algorithm for binarization and Hough transformation for
skew detection. Image segmentation and binarization is the standard when it comes
extraction of characters from any form of script however, if we have to identify the
different colors present in a segmented image then we would have to perform color
image segmentation to get in-depth features from an image. In [9] their research pro-
posed a technique for vessel extraction using image processing techniques. They were
able to get the required segmented region of colored retinal blood vessels, which can be
used for further medical diagnosis or prognosis. OCR have a widespread application and
with a well-defined thorough framework it can be used and complement high-cost radar
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systems as evident from the research in [10] in which they were able to use OCR to
propose a simple yet effective system to identify aircrafts using off-the-shelf cameras
making use of the registration number printed on the aircrafts. Similarly in [11] a
Markov Random Field framework is proposed for searching document images from
books, making it a highly desirable feature. The trained model can also be used to
determine required queries from books irrespective of the font size and type. Adding to
the applications of OCR in [12] an automated system is proposed for the extraction of
Invoice information considering the widespread usage of invoicing causing the addi-
tional burden on the human workforce. They have employed image processing,
template-matching, OCR and information exporting, they have used normalized coef-
ficient correlation matching based on the experimental evaluation. The accuracy
acquired was 95%. In [13] optical flow and eigen values for the precise detection of
moving objects is proposed. The results obtained in this research work was satisfactory
and as per required standards. Also, whereas, in [14] they have used SIFT and Random
Sample Consensus methods for optimizing fused images. The images were fused using
discrete wavelet transform. The proposed method was able to generate a robust image
which is independent of scale, orientation of camera and light intensity as well.

Image segmentation can be fruitful in the medical diagnosis allowing enhanced
efficient disease detection an attempt for early cancer detection. In [15] they performed
denoising of the image using wavelet transform and performed the analysis on inverse
transformed image they have used Back propagation Neural Network for the training
using the images as input. Th results obtained were with an accuracy of 89%. In case of
noise present in an image it becomes quite difficult to identify and recognize an image
therefore in [16] they have used Harris Corner Detector in order to obtain Interest point
to be matched using Fast Retina Key-point technique. The proposed method generated
result which was precise and robust.

3 Methodology

In this section, a method based on template matching is put forward in order to identify
the key parameters. The flowchart for the entire process is represented in the Fig. 1.

Fig. 1. Flow chart for validation process
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3.1 Image Acquisition

The Cheque Image can be acquired using a flat-bed scanner in a standard format.

3.2 Image Pre-processing

In order to ensure that the image is ready for segmentation we need to rotate the image
to make it parallel to the set horizontal axis so as to allow correct segmentation of
image.

3.2.1 Rotation
If there is any slight variation in the orientation of the image. We need to rotate it.
Therefore, in order to rotate two features are necessary: point of rotation and angle of
rotation. The point of rotation is set to the mid-point of the image. And the angle of
rotation is considered with the location information of the rectangular box of date
which is common and standard feature present in all of bank cheques. We need to
determine the pixel values of rectangular date box and label each vertices as A, B, C, D.
If Ax > Bx we need to rotate clockwise otherwise if, Ax < Bx, then we need to rotate
counterclockwise as represented in the Fig. 2.

3.2.2 Grayscale Operation
The acquired image is with three channels. We will be converting it into one channel.
In order to covert a 3-channel image to a 1-channel image, we will use the formula
given below as the Eq. (1) and image in Fig. 3.

Image ¼ 0:212671 � R þ 0:71516 � G þ 0:072169 � B ð1Þ

Fig. 2. Rotation of cheque image
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3.2.3 Gaussian Filtering
The image obtained after the grayscale operation still contains. We will remove the
noise using the gaussian filtering technique. Gaussian filtering technique is a linear
smoothening technique. The formula for 2-dimensional gaussian filter is represented in
the Eq. (2).

G x; yð Þ ¼ f 1
2pr2

� e
�x2 þ y2

2r2 g ð2Þ

Here, G(x, y) represents the 2-D normal distribution of the image. Whereas, r
represents the standard deviation of the image distribution.

3.3 Segmentation

When noise is removed the image is segmented into the key components of the image
which are required to perform character recognition. The segmented images are shown
in Fig. 4 except date all images will be used for OCR.

(a) (b) (c)

(d) (e)

(f) (g)

Fig. 4. Segmented Images of a bank cheque. (a) Bank logo. (b) Rupee symbol (c) Date
(d) Name of the bank (e) Micro-lettering (f) Printer name. (g) Void Pantograph

Fig. 3. Grayscale image of bank cheque

3.4 Algorithm for Date Verification

In order to validate whether the cheque is more than three months old we can use the
below mentioned algorithm. If it is issued more than 90 days earlier then as per the
guidelines of RBI, the cheque will be considered as invalid.
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Initialise array std[12] = [31, 28, 30…, 31] 
Initialise array Lyear[12]= [31, 29, 30…, 31] 
If year%4 not equal to 0 
{ If (day<1 OR day >std[month-1] OR 

month<1 OR month>12 OR 
year<0 ) 
return 0 

else
return 1 } 

elseif (day<1 OR day >Lyear[month-1] OR 
month<1 OR month>12 OR 
year<0)
return 0 

else
return 1 

function totalDays (Date) 
tDays is equal to days passed in Date 
if (dCorrect (date) is equal to 1) 
{ If (year%4) is equals to 0 

{ for i= 0 to month-1
tdays+=(Lyear--)
i+=1 } 

else
{ for i=0 to month-1

Tdays+=std[i-1]
i+=1 } 

print total days = tdays} 
else

print Incorrect date
Initialize current days to null 
Input dCurrent = days month year 
Currentdays =Call totalDays (dCurrent)
Initialize cheque days to null 
Input dCheque = ckdays ckmonth ckyear 
Chequedays = Call totalDays (dCheque)

if (ckyear==year) 
if (Currentdays < Chequedays ) 

{ if (Chequedays - Currentdays) is less 
than equals to 90 

print Date Valid 
else

print Date Invalid} 
elseif (Currentdays - Chequedays)
is less than equals to 90

return 1 
print Date Valid 

else
return 0 

Input: Current Date, Cheque Date 
Output : Date Valid OR Invalid Date 
dCurrent – Current Date 
dCheque – Cheque Date 
function dCorrect(day, month, year) 

print Date Invalid} 
else

print Invalid Date
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3.5 Algorithm for Cheque Validation

The algorithm mentioned below which considers all the parameters stated in this
research to conclude if an image provided is a valid bank cheque or not.

Input: Date Validity, Bank Name, Printer Name, Rupee 
Symbol, Bank Symbol, Void Pantograph. 
Output: Cheque Valid OR Cheque Invalid. 
stdBname← Standard Bank Name String 
stdPname← Standard CTS 2010 String 
stdLogo ← Standard Logo 
stdRupee← Standard Rupee Symbol
Date← Validity of Date 
Bname← Sample Bank Name String 
Pname← CTS 2010 Name String 
Logo← Sample Logo image
Rupee← Sample Rupee image
if (Date is valid) 

{ if (stdBname==Bname AND 
stdPname==Pname AND ) 

else { 
print Invalid cheque } 
if( stdLogo MATCHES Logo AND 

stdRupee MATCHES Rupee) 
print Cheque Valid } 

print cheque Invalid

4 Results and Analysis

Upon performing experimentation using the techniques mentioned above we were able
to get desirable results.

4.1 Date

As date is a handwritten parameter for validation of cheque we have used Transfer
Learning for digit identification. The segmented digits from date are represented by
using the bounding box in Fig. 5.

For testing when we used the MNIST dataset’s testing partition, the result obtained
is represented in the Fig. 6.

Fig. 5. Segmented digits of date
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Upon training the CNN for numeric handwritten digits the accuracy displayed is
represented in the Table 1.

The mean recognition rate for digits is 99.14%.

4.2 Bank Name

The technique used for the recognition of the bank name is Optical Character recog-
nition implemented on the MATLAB software, OCR requires that there should be
minimal to no noise present on the background. The result of Bank Name recognition is
represented in the Fig. 7.

Table 1. Recognition rate for handwritten digits.

Digit types Samples Recognition percent

0 50 99.10
1 50 98.98
2 50 99.20
3 50 99.13
4 50 98.96
5 50 99.55
6 50 99.23
7 50 99.11
8 50 99.20
9 50 98.96

Fig. 6. Testing accuracy of CNN

Fig. 7. Bank name recognition using OCR
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4.3 Printer Name

This is the name of the printer press where the cheques are printed as per the standard
of CTS-2010 and are present on the left side of every standard cheque in vertical
format. The results are represented in the Fig. 8.

4.4 Micro-lettering

As one of the security features to ensure the validity of bank cheques the horizontal
lines on the cheque are micro-lettered with the name of the bank. They require either
magnification or UV-lamps capable enough to ensure their readability. Using OCR we
were not able to get desirable or satisfactory results as it was not able to detect any
letters whatsoever present in the micro-lettering image, the result obtained is repre-
sented in Fig. 9.

4.5 Void Pantograph

In the early years of validation measures, void pantograph was a reliable parameter
however, as the printers were not fine-tuned and they behaved like Low-pass filters
which used to make the Void written in the pantograph to become visible However,
with the advent of modern printing like LaserJet printers, it has become possible to
obtain exact copy of pantograph without alarming the security measure or making it
visible in the photocopy (Fig. 10).

Fig. 8. Printer name recognition using OCR

Fig. 9. Micro-lettering recognition using OCR

Fig. 10. Void Pantograph on using Low-pass filters.
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4.6 Bank Logo and Rupee Symbol

After performing the denoising of the images of Logo and rupee symbol, we use the
local feature detection and extraction for feature matching using the SURF and BRISK
algorithms. The entire process is represented in Figs. 11 and 12.

As we have performed experiments on all segments of cheque samples images, we
can compare a sample cheque to ensure that if it is valid or invalid, the entire process is
represented using the cheque images obtained after performing necessary steps. The
different types of invalidities possible in a cheque so as to be rendered as an invalid are
represented using images in Fig. 13.

Thus, we can use OCR for the detection of machine typographic characters to a
significant degree of accuracy if there is little to no noise present on the image. Also
Void Pantographs are not a reliable parameter of validation due to the reason as the
general purpose printers nowadays are capable enough to fake it. Therefore it is not
used in this research on grounds of reliability (Fig. 14).

(e) (f) (g) (h) 

Fig. 12. Rupee symbol images using SURF and BRISK matching algorithms. (e) Original rupee
symbol Image. (f) Distorted rupee symbol image. (g) Matching points between original and
distorted image. (h) Images after matching between original and distorted images.

(a)  (b)  (c)  (d) 

Fig. 11. Bank logo matching using SURF and BRISK algorithm. (a) Original bank logo.
(b) Distorted bank logo image. (c) Matching points between original and distorted image.
(d) Images after matching between original and distorted image.
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5 Conclusion and Future Work

In this research work we have performed operations on various validation parameters
present on a bank cheque leaflet. After the parameters were segmented from the leaflet,
pre-processing steps were performed on them based on the techniques which were used
for task of recognition and matching. For OCR techniques images were converted into
grayscale format and were denoised using the gaussian denoising technique. Whereas,
for the task of handwritten digit recognition images were segmented separately. The
efficiency obtained was satisfactory. For the task of logo matching, in case of Bank
Logo and Rupee Symbol we used SURF and BRISK matching algorithms. The
matching was desirable and highly satisfactory as evident from the results obtained. For

(m) (n) 

Fig. 14. Cheque validation using invalid cheques. (m) Validation based on backdated cheque.
(n) Validation based on fake bank named cheque.

(i)     (j) 

(k)     (l) 

Fig. 13. Forms of invalid bank cheques for same bank cheque Leaflet. (i) Missing printer name
CTS-2010 string. (j) Missing bank name. (k) Invalid date. (l) Rupee symbol missing.
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Future works we can use UV-lamps for identification of symbols on cheque to achieve
higher rate of accuracy as the micro-lettering and Bank Logo present on cheques are
UV sensitive.
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Abstract. Disease means ‘shortage of comfort’ or ‘lack of ease’. Disease is
also known as illness, sickness, rot, affliction or complaint. Disease is caused by
tiny living creatures known as microbes. Pathology is the study of diseases and
medical experts means doctors study diseases everyday by using wonderful
instrument i.e. microscope which is used to make things look bigger. This paper
gives a deep cognition about the diseases, their reasons and the Arthritis. It also
provides us a sound noesis about the symptoms of the Arthritis. Basal dendrites
referring the receptive from where it’s getting the signals. Let’s suppose the
response of the inputs is not that which is desired. So, if the actual response is
different to desired. Naturally, we must adjust the internal parameters of nerve
cells. This paper gives a novel technique for prediction of arthritis on the bases
of the arthritis dataset.

Keywords: Disease � Arthritis � Symptoms � Diagnose � Prediction � kNN �
Classifier

1 Introduction

Disease means “shortage of comfort” or” lack of ease”. The disease is also known as
illness, sickness, complaint, monbus, rot, affiction or complaint. Basically, a distortion
in humans, plants or creatures is termed as a disease. Disease is a strange situation or
phase that adversely strikes or bears upon a person or a group of people [23, 24].
A disease is one that yields specific symptoms and attacks at a specific location. In
other words, it is said that a disease is an uneasiness, trouble or unusual feeling that
negatively determine the normal functionality of the body and causes discomfort [1,
17]. Diseases are rapidly growing day by day due to the unhealthy lifestyle of humans
or by some other factors. Nobody can run away from disease because the disease can
be anywhere like in the area a person breathes, in the ground a person walks on and
disease can be in water also. Disease is a worse enemy of everyone [19, 20]. Disease is
caused by tiny living creatures known as microbes. Microbes are too small to see
means microbes are invisible to the human eye. Pathology is the study of diseases and
medical experts means doctors study diseases everyday by using a wonderful instru-
ment i.e. microscope which is used to make things look bigger. Microscope consist of
magnifying glasses so that one could clearly see the creatures [2, 16].
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1.1 Arthritis

‘Arth’ means joint and ‘itis’ means inflammation and when combine both the terms, it
becomes arthritis which means inflammation of joints. Inflammation is a combination
of pain, redness, swelling and stiffness. Whenever viruses, bacteria, fungus, etc. enters
any part of body or attacks on specific area. The area where they attack the result is
swelling, pain, and stiffness. There are more than 100 types of arthritis. The risk factors
of arthritis are older age, sex, genetics, obesity, joint injury, certain occupations and
bone deformity. Although all the arthritis can present with similar symptoms, the
reason can be different [3].

The pain which is concerned with inactivity known as Inflammatory arthritis.
Inactivity means in this type of arthritis the pain becomes worse with rest means if one
doesn’t perform any physical activity the problem increases, and it improves with
activity. Rheumatoid Arthritis and Osteo Arthritis are the best example of inflammatory
arthritis. In inflammatory pain the morning stiffness duration is at least 35–40 min [4]
(Fig. 1).

Infectious arthritis as per the name implies, it is just like an infection in a joint and
this type of arthritis is also known as septic arthritis. It is caused by a virus or bacteria
means when an infected virus spread around the joint or infected fluid spread sur-
rounding the joint. Infectious arthritis affects one large joint in the human body, usually
the hip or knee. Chills, fatigue, fever, inability to move the limb with the infected joint,
severe pain in the affected joint and especially with movement, swelling, warmth are
the symptoms of infectious arthritis [5].

Fig. 1. Arthritis effect
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1.2 Rheumatoid Arthritis

It is a chronic, auto-immune and inflammatory disease in which joint cartilage is
damaged and it equally affects the both small and large joints. Joint cartilage is very
soft and smooth white tissues (just like a pillow) surroundings of the joints that covers
the terminals of the bones where they come together to form a joint [6].

Cause for Rheumatoid Arthritis: Quite frankly, the reason behind RA is not known.
It is not pin-point able yet. There is no certain cause for this disease because no idea
who will caught by this disease, but yes, sometimes one blames infections, genetics and
hormonal changes. Smoking and bad life style are also linked to the disease.

Symptoms of Rheumatoid: Ra affects the joints of fingers, wrist, knee, ankles, hip,
shoulders, etc. This disease often begins slowly and difficult to diagnose in early stages.
But early symptoms can include inflammation, minor joint pains, stiffness of joints,
joint fatigue (Fig. 2).

Artificial Intelligence: It is the branch of computer science which gives more
emphasis to developing automatic as well as automatic machines that think, plan, work
and react like humans. In other words, it can be said that artificial intelligence is a broad
idea that makes machines same as as human intelligence and it is a field of developing
computers or machines which can perform a task requiring human intelligence. [7, 18,
23, 25].

Artificial Neural Networks: These networks derived from human brains or in other
words, we can say neural network is inspired by the natural neural network of human
nervous system. The inventor of the first Neuro-computer Dr. Robert Hecht Nielson
denies that Neural Network is made up of simple but massively interconnected pro-
cessing parameters. If we talk about the human brain, it is highly complex, nonlinear,
massively parallel computer.

Fig. 2. Rheumatoid Arthritis
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Our human brain having billions (approximate 10 billion) of nerve cells with
trillion (approximate 60 trillion) of connections. Human brain consists of a cell body,
axons, synaptic terminals, basal dendrites, apical dendrites etc. where axons are basi-
cally acting as transmission lines that can carry electrical signals. In terms of its
electrical signals its having high degree of electrical resistance and large capacitor.
Synaptic terminals are basically used for making connections with the other nerve cells.
Synaptic inputs receive the signals from other neurons and dictating what is the signal
is going to be. The response will be transmitted to other neurons by synaptic terminals.
Basal dendrites referring the receptive from where it’s getting the signals. Dendrites
having more branches than axon, while the link of the axon is larger than dendrites.
Now will draw the artificial neural network with the help of biological neurons [8, 9]
(Fig. 3).

KNN (K Nearest Neighbors): In the past few years of analytics, there can be seen
several classifiers and regression models. In this ratio the classification has more
models as compared to regression. A widely used classification model is K nearest
neighbors (KNN). The reason of being biased towards classification models is These
are quite good at making decisions and predicting the outcomes. For diagnosis of the
arthritis KNN will play a good role. Which will predict that a person is an arthritis-
positive or arthritis-negative. Our focus will be primarily on how the model will work
and how the symptoms effect the output/prediction [10, 22].

2 Related Work

Shiezadeh et al. have discussed that arthritis is that chronic disease and its actual
causes are not known. For the early diagnosis of arthritis predictive model is proposed.
The dataset of arthritis patients are collected from rheumatology clinic which is depend
on several features such as elbow and knee joints, gender and ESR test value. After that
several classification or decision tree algorithms such that Adaboost and Cuckoo
Search applied to these features to check the highest precision. And the new algorithm
is also proposed named CS-boost which is the combination of existing algorithms that
are adaboost and cuckoo search. Initially adaboost has highest precision but after

Fig. 3. Model of Artificial Neural Networks
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checking the performance of CS-boost, it is observed that CS-boost enhanced the
accuracy of Adaboost in term of diagnosing rheumatoid arthritis [3].

Rathore et al. used the concept of thermography in this paper i.e. one of the
technique of analyzing dysfunctions in human body. But this technique had need to
improve its performance in case of diagnosing of rheumatoid arthritis and it produce
high vulnerability which is responsible for the changes of end results. So, artificial
neural network and C-means algorithm is proposed along with thermography for
analysis and diagnosis of rheumatoid arthritis [4].

Subramoniam explained that therapeutic approach along with images of affected
joints and applied image segmentation algorithm for early diagnosis and to check the
severity of the problem. The suspicious joint is observed by radiologist and then apply
image segmentation which helps in edge detection and extraction. By using this con-
cept of image processing normal and abnormal joint can be detected [5].

Gobikrishnan et al. uses thermography which one of the best tool in medical field
for diagnosis any type of disease. In this paper C-means algorithm is applied and
checked the significance of the results based on some parameters. People having fea-
tures like mean value above 5, standard deviation and kurtosis above 10, skewness
below 10 are suffering from rheumatoid arthritis and rest are under control [6].

Majumdar et al. defined that how severity of the rheumatoid arthritis as well as
osteoarthritis can determine along with the help of infrared imaging of knee joints. In
this paper, after acquisitioning the image of knee joint the feature of the joint get
extracted then proposed two algorithms one fuzzy C-means algorithm and second one
is region growing segmentation. The result of this proposed method is to detect
inflammation of joint [11].

Bhisikar, Kale tried to overcome the headache of radiologist because radiograph
analysis of arthritis is very time-consuming process and create accuracy. So, image
processing technique is proposed. This paper is the enhanced version of previously
discussed paper. The sample of five hand radiograph images are observed for the early
examine of the affected joints.

Bhisikar et al. proposed a method which used image processing to detect or
measure the space of the hand joints. The proposed algorithm used Gaussian filter for
pre-processing of an image. After that otsu’s binarization came into existence to sep-
arate the background as well as foreground then need to apply morphological filtering
to get the skeleton of the binary image (Fig. 4).

Fig. 4. Joints and bones of a human hand [12]
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Gobar filter is applied to extract the minimal space of hand joint automatically [12].
Mean joint accuracy, segmentation accuracy and error are 92%, 80% and 1–3%

after performing test on given five images. One of the best part of this proposed model
is that the diagnosis of rheumatoid arthritis is totally automatic. It provides good
accuracy and consume less time and the severity of the disease can also determine at
later stages [21].

Jobin Christ et al. diagnosed two types of arthritis in this paper that is reactive
arthritis and septic arthritis using some of the swarm intelligence techniques. For the
early diagnosis of these types of arthritis Ant colony optimization, switching opti-
mization and clown fish algorithm is proposed. The main goal behind the early pre-
diction of disease is to reduce the possibility of joint damaging. These meta heuristic
algorithms are applied on the hip joint images and compared the result of each pro-
posed algorithm which is used in this paper [13].

Nouri, Amirfattahi et al. proposed nonparametric windows for the early predic-
tion of the arthritis (Fig. 5).

Non-parametric windows processed in such a manner so that it could differentiate a
human body which is affected from rheumatoid arthritis hands well as normal human
body. In this paper 50 thermography images of hand are collected from rheumatology
clinic and estimate the histogram of every image to achieve the mutual distribution of
joint [14].

Snekhalatha, Anburajan have used two main concepts in this paper, the first one
is watershed algorithm which is used to perform image segmentation on the hand
radiograph images of the patients. To classify the images back propagation neural
network is used. The proposed method is to extract the feature from grey scale image.
This study used the radiograph hand images of ten rheumatoid arthritis patients and five
normal persons, then data applied to the neural network which classifies the normal as
well as RA patients [15] (Table 1).

Fig. 5. Bilateral images of human hands [14]
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Table 1. Review of literature

Year Author Title Techniques

2018 Sumit Sharma
et al.

Heart Disease Prediction Using Fuzzy
System

Fuzzy system

2017 Entin Martiana
et al.

Auto Cropping for Application of Heart
Abnormalities Detection Through Iris
Based on Mobile Devices

Image Processing

2017 C. Sowmiya
et al.

Analytical Study of Heart Disease
Diagnosis Using Classification
Techniques

SVM, KNN and
ANN

2016 kalyani Ohri
et al.

Fuzzy Expert System for diagnosis of
Breast Cancer

Fuzzy Systems

2016 Hatungimana
Gervais et al.

Computer aided screening for Acute
Leukemia blood infection using gray
level intensity

Image Processing

2016 Ms. Shivani S.
Puranik et al.

Morphology Based Approach for
Microaneurysm Detection from Retinal
Image

Image Processing

2016 Manpreet Singh
et al.

Building a Cardiovascular Disease
Predictive Model using Structural
Equation Model & Fuzzy Cognitive
map

Fuzzy Systems

2016 Sakom
Mekruksavanich

Medical Expert System Based Ontology
for Diabetes Disease Diagnosis

Fuzzy Systems

2016 Dr. R.R.
Janghel et al.

Soft Computing Based Expert System
for Hepatitis and Liver Disorders

ANN, Soft
computing

2016 Gobikrishnan
M, et al.

Diagnosis of rheumatoid arthritis in
knee using fuzzy c-means segmentation
technique

Fuzzy and image
processing

2016 Mrs. Swati A.
Bhisikar et al.

Automatic joint detection and
measurement of joint space width in
arthritis

Image processing

2016 Mrs. Swati A.
Bhisikar et al.

Automatic analysis of rheumatoid
arthritis based on statistical features

Image processing

2016 Ali Nouri Mutual information-based detection of
thermal profile in hand joints of
rheumatoid arthritis patients using non-
parametric windows

Image processing
and non -
parametric windows

2016 Meenakshi
Sharma et al.

Classification of Uterine Cervical
Cancer Histology Image using Active
Contour Region based Segmentation

Image processing

2016 Dimple Sethi
et al.

X-Tumour: Fuzzy Rule based Medical
Expert System to Detect Tumours in
Gynecology

Fuzzy system

2016 Ranjit Kaur
et al.

Fuzzy Expert System to Calculate the
Strength/Immunity of a Human Body

Fuzzy system

(continued)
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3 Methodology

The proposed work in this paper is to collect data from an authorized source and
process it to create a dataset for predicting arthritis in humans. The process includes
five steps as shown in the Fig. 6.

3.1 Selection of Parameters

Every disease has some unique symptoms. On the bases of which the disease can be
determined e.g. headache, runny nose and temperature can be symptoms for cold and
fever. In this step various doctors are consulted, ansd literatures are reviewed for deciding
the symptoms of the Arthritis. After an adequate research and consultation 11 symptoms

Table 1. (continued)

Year Author Title Techniques

2016 Meenakshi
Sharma et al.

Classification of Uterine Cervical
Cancer Histology Image using Active
Contour Region based Segmentation

Image processing

2016 Dimple Sethi
et al.

X-Tumour: Fuzzy Rule based Medical
Expert System to Detect Tumours in
Gynecology

Fuzzy system

2016 Ranjit Kaur
et al.

Fuzzy Expert System to Calculate the
Strength/Immunity of a Human Body

Fuzzy system

2016 Ranjit Kaur
et al.

Fuzzy Expert System for Identifying the
Physical Constituents of a Human Body

Fuzzy system

2016 Monica et al. Breast Cancer Diagnosis using Digital
Image Segmentation Techniques

Image processing

2016 Meenakshi
Sharma et al.

Classification of Clinical Dataset of
Cervical Cancer using KNN

KNN

2016 Dimple Sethi
et al.

X-Gyno: Fuzzy Method based Medical
Expert System for Gynecology

Fuzzy System

2015 Subramoniam.
M

A non-invasive method for analysis of
arthritis inflammation by using image
segmentation algorithm

Image processing

2015 Prateek Agrawal
et al.

Fuzzy Rule Based Medical Expert
System to Identify the Disorders of
Eyes, ENT and Liver

Fuzzy system

2015 Kirandeep Kaur
et al.

Classification of Follicular Lymphoma
Grades using Support Vector Machine

SVM

Fig. 6. Block diagram of proposed model
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are determined which will act as parameters in the further processes of this model. These
symptoms include gender, Age, Morning Stiffness, Joint Deformity, TLC, ESR etc.

3.2 Data Collection

Once the parametric quantities have been decided then the next footmark is to gather up
the information from the real world. This information should be ascertained and
examined by an authorized doctor or some Lab specialist. So that, the data should be
objurgate. We have collected data on more than 50 affected roles, which include well-
nigh every parameter of both male and female patients of all the age groups. This data
also admits some Arthritis-positive events and some Arthritis-negative consequences.

3.3 Data Pre-processing

Afterward collecting the data from the empowered laboratory, it should be processed to
have the error detached data. While aggregation it’s not potential that every individual
has gone through all the tests and have data under the heading of every parametric
quantity. Which results that the data have some omitting values. To deal with those
missing values we have following methods usable and worthy to our trouble: Mean
value, Median value and Most commonly used value. We have exploited “Mean value”
to occupy the absent values. For that estimate the mean value for Arthritis-cocksure
cases and fill it in all the positive cases where measures are missing, same for the
Arthritis-veto cases. This operation should be done to every parametric quantity.

3.4 Train Classifier

A dataset creative activity is an anterior foot-mark to the training the classifier.
A classifier is used to predict the arthritis in human-being. The aim of this paper is to
diagnose Arthritis by using machine learning algorithms. The algorithm put-upon is
kNN (k nearest neighbours). KNN is exclusively based on the Euclidean distance. This
distance is the length of the straight line between two points which can be calculated by
using formula-1.

d p; qð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn

i¼1

ðqi � piÞ2
s

: ð1Þ

where d (p; q) is the Euclidean distance and p; q are two points whose distance is to be
calculated. KNN produces two clusters from the training dataset, one for positive results
and another for negative results. The training dataset consist of 70% of the global dataset.

3.5 Testing

Once the training process is over, the next step is to test the model with some untrained
feature vectors, i.e. those examples of the global dataset which is unknown to the
trained model. In this paper 70% of the data is used for training and rest 30% will be
used for the testing process. Testing is a very important step because it will tell us that
how accurately this model is diagnosing the Arthritis.
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4 Results

Total 57 patients’ data were collected and processed through this model. For dealing
with the missing values mean values were computed separately for the positive cases
and negative cases. Then those values were copied to the respective fields. Then a KNN
classifier was trained by using MATLAB 2016a.

In Fig. 7 Green color represents the correct classification, red represents wrong
classifications and blue block have the overall accuracy i.e. 83.3%. There are 16.7%
cases which are false negative.

They should be classified to the positive cluster, but they are clustered to the
negative cluster. The Fig. 8 shows that how many classes are misclassified and how
many are correctly classified. The red color ‘*’ symbol represents misclassification and
blue ‘�’ represent classified examples.

Fig. 7. Confusion Matrix (Color figure online)

Fig. 8. Clustered feature vectors (Color figure online)
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5 Conclusion

This study gives deep knowledge about the diseases, their causes and the Arthritis. It
also provides us a sound knowledge about the Artificial Intelligence and KNN clas-
sifier. Artificial Intelligence comprises of various techniques, i.e. Classification,
regression and other Neural networks. This paper gives an overview of these tech-
niques and their working. A complete step by step process is also given in this paper,
which will lead us towards a novel technique for the diagnosis of the Arthritis in human
beings with accuracy 83.3%. This can be applicable in many areas like in Medical,
normal life, etc. where we need to determine that a person is suffering from the problem
of Arthritis or not. Arthritis have some specific symptoms like morning stiffness, which
means if a person has stiffness in the morning for more than one hour, then this can be
counted as a symptom of Arthritis. Likewise, joint pain, Anaemia, joint warmth, high
uric acid, etc. are the symptoms of Arthritis. This study involves the methodology by
which we can predict that a person is Arthritis-positive or Arthritis-negative.
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Abstract. Location sensing moving objects generate a continuous
stream of spatio-temporal data. Querying and analysis of this data can
give more inference on the mobility patterns of the objects. In this paper,
we are proposing a method for evaluating spatio-temporal aggregate
queries. For the effective processing of queries continuous clustering is
employed on moving objects. The frequency of clustering is determined
by the semantic properties of the travel network. Moving objects and
queries are combined together and processed incrementally all through
the travel network. The cluster membership of an object may change dur-
ing the course of the journey. By analyzing this, the pattern of the move-
ment of object can be ascertained. Special data structures are maintained
to keep track clusters to answer spatio-temporal aggregate queries. We
prove that our system can deliver answers to spatio-temporal aggregate
queries effectively without processing the entire records of the moving
objects.

Keywords: Location based systems · Moving objects ·
Semantic data processing · Spatio-temporal data mining ·
Spatio-temporal aggregate queries

1 Introduction

Clustering of moving objects works on two approaches. First, cluster the his-
torical movement data which is generally referred to as trajectory clustering
and second approach is based on the concept that, multiple objects move along
a constrained path in clusters like locomotion of vehicles in traffic junctions,
movement of animals and birds. These moving objects have uniform features
such as pattern of movement, change in speed, direction, destination etc. The
data of moving objects primarily hold spatial and temporal characteristics. The
spatial component represents the latitude and longitude of the object and tem-
poral component represents the time at which the object occupies a space.

The continuous changing nature of the moving objects necessitates special
approaches for mining of data on moving objects. In order to deal with the fea-
tures of moving object clusters such as changing the membership of objects in to
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different clusters during its life time, different concepts are discussed in litera-
ture. Some of them are cluster block, micro clustering [5], incremental clustering
[6] etc. Later new paradigm called data stream processing has evolved as an
extension of moving object data management systems [13]. Data Streams are
continually flooded data generated from various sources. Due to the limitations
of system resources in terms of space and time, it is tedious to process and entire
data. In order to extract information from this unbounded flow of data contin-
uous queries are used. Unlike one time queries which evaluates the expression
once over a point of time, continuous queries generates a stream of answers that
reflect data received over a course of time.

Apart from the explicit spatio-temporal data, moving objects hold lots of
contextual information that will give comprehensive outlook on the semantic
properties of the objects. These groups of implicit information comprise of the
direction of movement, the velocity of the object, stop points etc. and these are
also the factors that link the meaning and purpose of the journey. Moving object
data are conveniently represented in the form of time stamped locations called
trajectories. Enhancing these trajectories with contextual semantic attributes
likename of tourist spot, name and facilities of restaurants and theaters etc. are
examples of semantic enrichment. Recently, semantic enrichment of trajectories
are gaining more research attention as it simplifies querying and analysis of
spatio-temporal data.

As the number of objects being tracked and frequency of sampling rates
increases the number of GPS records also increases. Heavy computational
resources will be required to process such data. At this juncture clusters of
mobility data can be used for efficient and scalable processing of moving object
queries. Moving object queries are SQL like queries that are required to fulfill
spatio-temporal attributes. Sequential scanning of entire records to answer such
type of queries are not a cost effective. One suitable method is to consider both
the queries and moving object clusters as a single unit for processing. In this
paper we are following the SCUBA method suggested by Nehme et al. in [7].

The rest of the paper is arranged as follows: in Sect. 2 we narrate some of
the studies in dynamic clustering and querying of moving objects. In Sect. 2,
important concepts related to our work are explained. Section 3 provides the
algorithm. In Sect. 4 we outline experimental evaluation. We conclude the topic
by giving some future scopes in Sect. 5.

2 Related Works

2.1 Clustering of Continuous Data

Clustering of moving objects requires exceptional approaches due to its dynamic
nature. A challenge in clustering moving objects is the difficulty in managing two
dimensional geographical information with the time domain. One of the well-
known scheme for moving objects is incremental clustering. According to this
location are clustered upon the updation from different moving objects without
re-clustering the entire space time components. Incremental clustering avoids the
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necessity of preserving all location updates, due to this storage requirement can
be reduced. Several constraints arises at this stage, especially associated with
the cluster centroid, speed of movement and termination condition etc. Li et al.
[6] proposes an incremental clustering framework for a continuously updating
system called TCMM which is based on the assumption that new locations
will not influence the clusters distant from the incoming data. It executes the
operation in two steps. Initially the micro clustering phase is used to generate
representative trajectory line segments by comparing an incoming trajectory
with the exiting clusters. Similar micro clusters are merged together in periodical
fashion, which will avoid unnecessary maintenance of micro clusters.

SCUBA [7] is a framework that adopts the idea of grouping moving objects
and queries in a single unit according to its spatial temporal features. The
method utilizes concept of moving micro clusters for the effective and less
expensive evaluation of spatio-temporal queries. The clusters are updated for
its membership incrementally in every time units. During the motion cluster
member ship of individual objects may vary due to the change in speed. Hence
the abstraction of join between and join within are performed for filtration of
redundant data. In order to preserve the performance in the execution of mul-
tiple objects, authors have proposed semantic load shedding mechanism that
rejects insignificant points. This method doesn’t consider the splitting of mov-
ing objects in different clusters. One of the significant proposal in this approach
is the grouping of multiple object movements and queries in single cluster.

Periodical clustering of moving objects with multiple criteria in spatial net-
works is described in CMON [2]. It proposes a structure called cluster block for
maintaining the clusters. The distance between two moving objects are measured
as the length of the shortest path connecting them in the spatial network. Unlike
SCUBA this method effectively manages split and merge of cluster blocks. In
order to manage the termination point it also requires intermediate destinations
in the travel path. When an object in cluster block reaches the destination it
departures from corresponding block. To reduce the cost the split scheme is man-
aged based on the direction of movement and speed of the objects. However the
CMON framework doesn’t manage queries on moving objects.

Jensen et al. [4] outlines a new scheme that is capable of incrementally clus-
tering moving objects. This proposal employs a notion of object dissimilarity
that considers object movement across a period of time, and it employs cluster-
ing features that can be maintained efficiently in incremental fashion. A data
structure called clustering feature is set and updates incrementally with the key
properties of the moving object cluster. An average radius function is used that
automatically detects cluster split events which compared to existing approaches,
eliminates the need to maintain bounding boxes of clusters with large amounts of
associated violation events. Young et al. [12] presents a fast and stable incremen-
tal clustering algorithm that forces minimum memory requirement. The method
employs a Winner Take All paradigm, a computational model generally applied
in neural networks for competitive learning. In order to update the centroid of
moving clusters the starvation trace approach is adopted, it allows idle centroids
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to garner credit over the time when they are not considered as centroid. Once the
centroid is updated it loses this credit. Additional statistical measure is adopted
to stabilise the input parameters for clustering process.

2.2 Querying from Moving Object Data

Querying from a dynamic moving object database is rather different from query-
ing from a static database. Dynamic database queries are to strictly adhere with
the spatial and temporal factions of querying and queried entities. Based on the
parameters used for queries and outputs generated queries can be of different
types [9] such as distance queries, K-nearest queries, range queries, trajectory
queries, aggregate queries etc. Zhou et al. [17] presents close pair range queries
concept of moving objects that is used to identify pairs of objects closer than
specified distance during the specified time interval and within user defined spa-
tial range. Special storage and retrieval trajectories schemes based on Multiple
TSB-Tree method have adopted in this. Closed pair queries are particularly
applicable in air traffic control, battlefield configurations and intelligent trans-
portation systems etc. The query, Which airplanes were closer to each other
than 10 miles during the past month in Massachusetts, illustrates the purpose
of this concept. The SCUBA [7] framework efficiently manages moving queries
by combining it with moving objects. A continuously running query in SCUBA
is represented with different parameters such as id, location, time, speed, desti-
nation location and query attributes. Queries generated from multiple moving
objects are also clustered based on the attributes. The advantage is that instead
of monitoring individual objects, answers can be obtained from cluster table that
is maintained by periodical updation. Adjacently moving queries are merged
together by two inter related schemes called join between and join within. Once
the cluster that consists of moving object and moving queries reaches a desti-
nation, SCUBA assumes that it dissolves and the algorithm doesn’t consider
possibility of splitting the clusters. It is designed particularly for continuous
range queries. Gryllakis et al. [3] outlines a spatio-temporal database engine
Hermes@Neo4j for efficient storage and indexing of semantic trajectories. It pro-
vides number of utilities that facilitates hybrid indexing for spatio-temporal and
textual data. The framework also suggests special types of queries called Spatio
temporal-Keyword pattern (STKP) that will result semantic trajectories over a
geographical area.

2.3 Moving Object

A moving object at time t can be represented in the form O(id, x, y, t). The
coordinates (x, y) indicate latitude and longitude of the moving object and t is
the time in which the object resides the location (x, y). The position (x, y) is
called spatial component and ti is its temporal component [1], where ti−1 < ti <
ti+1. Apart from this implicit details such as speed and direction of movement
of the moving object are calculated form moving objects. Traces of movement
can be represented in the form of trajectories (Fig. 1).
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Fig. 1. Representation of periodic clustering of moving objects and queries.

2.4 Semantic Properties

Semantic properties are contextual information of the moving object trajectories.
Trajectories augmented with semantic information are called semantic trajecto-
ries. The derivation of semantic data depends on the interests of data mining
process such as Direction of movement, velocity, speed, maximum and minimum
speed, different objects traveled in parallel etc. A study of trajectories annotated
with semantic data can be seen in [16].

2.5 Continuous Clustering of Moving Objects

Clustering is the process of dividing given D objects into different classes as C =
{C1, C2, C3 ···Cm} based on definite similarity measures, where D = {O1, O2, O3 ·
· ·On}. Ci. is a cluster in the cluster set C, where i = 1, 2, 3 · · ·m and C ⊆ D [10].
Object moving on the constrained path are clustered periodically according to
their geographical distance. According to the mobility behavior, different number
of clusters are generated in each clustering time slot. The cluster membership
of each objects also changes along the slots according to its semantic attributes
such as velocity and direction of movement. Even though objects are considered
within a constrained environment, its mobility pattern can change within the
limits stipulated by the travel network. The frequency and places of querying
is set according to the preloaded locations. These locations, in the case of road
network could be major traffic junctions or diversions. New moving objects can
be added or existing can departed at this point. Such vital geographical points
also could be semantic locations identified according to the model specified in
[8].
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2.6 Cluster Based Continuous Querying

Queries as to moving object database are classified in to range queries, trajectory
queries and aggregate queries etc. Range queries are basic operations on trajec-
tory database [11] that retrieves records between a specific range. Trajectory
Queries works on historical spatio-temporal data. Our method employs process-
ing of spatio-temporal aggregate queries, which are aggregate queries specific to
moving object data. With respect to the final inference ascertained from both
clustering and aggregate queries both the abstractions provides general behavior
of a set of data.

Let Q denotes a spatio-temporal aggregate query for a given space time con-
straints and is represented as Q(id, x, y, t, Attr,Qtype). Given a tuple of attribute
values Attr = (attr1, attr2 · · · attrd) where attri ∈ dom(Attr), the domain value
specifies values for select and condition clause in the query. The coordinates
(x, y) indicate latitude and longitude of the moving object and t is the time
in which the query resides the location (x, y). Here (x, y) is the spatial compo-
nent and t is its temporal component, where ti−1 < ti < ti+1. Here the triplet
(x, y, t) is referred as query feature that describes the query. For the execution
of our algorithm we identifies two class of spatio-temporal aggregate queries,
that are applicable to the moving objects, as Static Aggregate Queries (SAQ)
and Dynamic Aggregate Queries (DAQ). Static aggregate queries are snapshot
queries while DAQ requires periodical updation of answers. There are two expi-
ration parameters applicable to DAQ, period(Δt) and distance Δd. Some of the
possible queries are listed below.

• Get total number of objects traveled between loc1 and loc2 during time1 and
time2

SELECT COUNT(*)
FROM clus_ds as c
WHERE c.tim BETWEEN t1 and t1
AND c.location BETWEEN loc1 AND loc2

• Average speed of objects traveling between loc1 and loc2 in next t seconds.

SELECT AVG(duration)
FROM clus_ds as c
WHERE c.location BETWEEN loc1 AND loc2 UNTIL c.curr_time + t

• Number of objects proceeding to loc1 travelling with a speed of speed

SELECT COUNT(*)
FROM clus_ds as c
WHERE c.location BETWEEN loc1 AND loc2
AND c.speed <= speed UNTIL c.curr_time + t

The parameter Attr specifies values for select and conditional clauses and
Qtype specifies in which category the query belongs. The selection of query
category between SAQ and DAQ are automatically done by the system based
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Fig. 2. The data model

on the querying parameters. The cluster results are stored in special structure
that keep tracks different parameters in various time slots and queries are applied
on this data structure. To reduce the execution overheads with respect to DAQ
the queries are grouped according to its spatio-temporal attributes. In order to
answer DAQ we first calculate the two expiration values. If queries with attribute
values of same domain are already running, such queries are grouped for common
segments.

2.7 Calculation of Clustering Parameters

The density clustering method adopted in this paper, DBSCAN, is driven by two
vital parameters Eps and MinPt. The Eps indicate minimum distance required to
be maintained for including objects in a cluster. MinPts is the minimum number
of points required to be there to form a cluster. As the objects we are considering
is continuously changing its location, there is no point in using an Eps a constant
value. Hence our method dynamically calculates the Eps Value according to the
semantic feature of the travel network. As a standard mechanism MinPts is
ln(n), where n is the maximum number of objects. Due to the unavailability of
real querying environment we have randomly generated both dynamic and static
spatio temporal aggregate queries for the experiment. Our focus is to evaluate
the efficiency of querying approach by the use of density based clustering.



A Method for Continuous Clustering and Querying of Moving Objects 179

2.8 Data Model

The Data model used in the clustering process is given Fig. 2. Spatio-temporal
attributes from the moving objects are stored in object tbl. Moving query also
tracked and stored in query tbl, since query is fired from another moving objects
spatio-temporal attributes are valid for moving query as well. The speed of the
query is an important parameter that determines the scope and extend of query.
Attributes of periodical clustering is stored in cluster tbl, the cluster index and
time slot id are two important attributes of the table that keep tracks cluster
membership of various objects in continuous time slots.

3 Algorithm

The pseudo code for the proposed method is given as Algorithm 1. Input for
the system comprises of moving object data and query data. Semantic location
list (SemLocList), number of minimum points to cluster(MinPts) and cluster
radius (Eps) are additional values required for processing. The cluster param-
eters are dynamically calculated based on the number of objects and semantic
properties of the road network. The spatio-temporal values and other parame-
ters of moving object and query are constantly updated in the data structures
obj tbl and qry tbl respectively. Accepted values are clustered in each pre-defined
semantic locations SemLocList and cluster results are maintained in the data
structure clus ds, as given in line 4. The queries received from different enti-
ties are classified in to two according to the contextual properties. If the query
belongs to the category SAQ no further processing is required, simply fetch the
data from clus ds. If the query belongs to DAQ category the scope of queries
are to be evaluated (line 10 to 15).

4 Experimental Evaluation

4.1 Environmental Setup

The real world trajectory data set TDrive [14,15] is used for experimentation.
Each record in the trajectory consists of latitude, longitude, altitude and tem-
poral information of the moving objects. For the ease of our work we exclude
altitude component. Since the traces of constrained paths, especially the road
networks is the focus of our study, it is evident that the elevation part is not
significant in computing the distances. GPS traces available in various formats
are pre-processed and loaded in MySQL database. To enable efficient processing
spatial indexing is used to store the coordinate values. The algorithm is imple-
mented in Java 1.8. All experiments are conducted in Intel Core i7 machine with
12 GB RAM.
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Algorithm 1. Clustering and Querying of Moving Objects
Input : Moving object O(x, y, t), Moving query

Q(x, y, t, attr, qtype),SemLocList
Output: Query results, Moving object clusters D

1 Accept O and Q over a constrained travel network and update the values in
obj tbl and qry tbl

2 Calculate MinPts, Eps
3 foreach location in SemLocList do
4 clus ds ← Density Cluster(clus ds, MinPts, Eps)
5 foreach Q received do
6 Identify Q.qtype
7 if Q.qtype = SAQ then
8 Fetch the result from clus ds
9 end

10 else if Q.qtype = DAQ then
11 Calculate the query expiry time Δt
12 Calculate the query expiry distance Δd
13 while Δt expires OR Δd expires do
14 Evaluate Q in each SemLoc
15 end

16 end

17 end

18 end

Table 1. Cluster generation statistics for ObjectCount = 10.

No. time slots No. records Time (Seconds) No. clusters generated max.

50 3673 0.56 2

100 7273 0.47 3

200 14545 3.5 3

500 35321 17.88 4

1673 49889 33.52 3

Table 2. Comparative study on detection of joining or attrition rate for different
number of objects

No.objects No. of objects detected (attrition/joining) Rate of variation

With clustering Without clustering

10 5 6 0.166666667

15 11 13 0.153846154

20 15 15 0

25 21 22 0.045454545

30 23 26 0.115384615
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Fig. 3. Comparative plot on execution time for different aggregate queries with number
of cluster slots = 200.

4.2 Discussion

The Static and Dynamic Spatio-Temporal Aggregate Queries are executed in
a simulated environment. The results of DAQ are computed in each semantic
locations along the network, which are loaded to the system in advance. The pre-
liminary tests shows that short values of spatial (Δd) and temporal (Δt) may
not receive any result. The time taken to cluster moving objects and maximum
number of clusters generate are given in Table 1. As the number of semantic
locations to cluster increases time for execution also increases. Number of clus-
ters generated depends on the moving pattern of the objects. Less number of
objects indicates that objects are traveling close and the speed variation is also
less. It is also a fact that number of clusters also depends on the geographical
feature of the moving path. During the journey some of the moving objects leave
from the path, identifying this attrition/joining rate is a valuable information in
mobile data management. This rate is effectively calculated using our approach
with minimal variation and in maximum speed. Table 2 reports the statistics
of drop off/joining rate of different objects that are detected with and without
clustering. Another highlight of our algorithm is that consideration of clusters
for answering the aggregate queries. By that heavy computation process can be
leveraged. Figure 3 pictures a comparative plot on time consumed for executing
different type of aggregate queries for different number of moving objects with
and without clustering.

5 Conclusion and Future Work

Clustering of moving object data is gaining more momentum as an area of
research due to the generation of huge spatial temporal data from wide range
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of location sensing devices. In this paper we are proposing an algorithm for
the effective processing of spatio-temporal aggregate queries. Our algorithm is
devised by ascertaining the fact that inferences obtained from clustering and
processing of aggregate queries provides same conclusion. Without processing
the entire data and with an incremental density based clustering process our
method effectively answer spatio-temporal aggregate queries. This will take care
of spatial temporal and semantic aspect of moving objects. In future we are to
extend the system by modifying the cluster data structures by accommodating
more semantic features of the moving objects.
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Abstract. The enormous growth of information available on the inter-
net poses a great challenge to Information Extraction tasks. Named
Entity Recognition is one of such an Information Extraction task which
works on locating the presence of entities belonging to some predefined
categories. It is a crucial pre-processing tool assisting in diverse Nat-
ural Language Processing applications such as Automatic Text Sum-
marization, Machine Translation, etc. In this article, we analyze the
performance of different supervised machine learning algorithms worked
for Named Entity Recognition task. For this, we use five diverse learn-
ing algorithms namely, Conditional Random Field (CRF), Naive Bayes
(NB), Support Vector Machine (SVM), Decision Tree (DT) and Mul-
tilayer Perceptron (MLP) based neural network to create a variety of
models based upon several combinations of different features that are
independent of any domain-specific knowledge. These algorithms are
evaluated mainly for the Hindi language. The evaluation of experimental
results shows how Multilayer Perceptron based neural network approach
performs better than other supervised learning methods used in this task.

Keywords: Named Entity Recognition (NER) ·
Conditional Random Field (CRF) · Naive Bayes (NB) ·
Support Vector Machine (SVM) · Decision Tree (DT) ·
Multilayer Perceptron (MLP)

1 Introduction

Named Entity Recognition (NER) works on identification and classification of
every word form in a text into some predetermined classes such as Person,
Location, Organization, Number, Measurement etc. NER performs a vital act
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in various NLP applications such as Question-Answering [1], Machine Transla-
tion [2], Automatic Text Summarization [3] etc. The research on Named Entity
Recognition was first considered in MUC-6 [4]. Later on, various scientific events
such as Automatic Content Extraction (ACE) [5], IREX-2000 [6], CoNLL-2002
[7], CoNLL-2003 [8], IJCNLP-2008 [9] brought revolution in the emergence of
NER. Various issues and challenges have been highlighted by [10] in recognizing
named entities. These challenges include dealing with nested entities, handling
of ambiguous data, annotation of the training dataset, lack of availability of lan-
guage resources, etc. Different researchers have worked upon different segment
representation techniques [11] to deal with the problem of nested entities. Till
now, Named Entity Recognition task has been performed in different languages
using different techniques. NER techniques can be sorted into three main groups
namely, rule-based, machine learning based and hybrid techniques. The accu-
racy of rule-based techniques [12,13] rely mainly on choosing of handcrafted
rules used for extracting named entities. Most of the earlier systems were rule-
based systems. Nowadays, machine learning based techniques [14,15] have taken
place of rule-based techniques to overcome the difficulties faced by earlier rule-
based systems. The success of machine learning based techniques depends upon
the effectiveness of features extracted, availability of huge training dataset as
well as the choice of the suitable classification algorithm.

The aim of the article is to find the appropriate algorithm suitable for the
extraction of named entities. Hybrid techniques [16,17] take the benefit of both
rule and machine learning based methods. In this paper, five different machine
learning algorithms namely, Naive Bayes [18,19] (Gaussian and Multinomial),
Decision tree [20] (Gini index and Information Gain), SVM [21,22], CRF [23]
and MLP based neural network [24] has been used for building different models
for extracting named entities out of Hindi data. The results obtained using these
classifiers are compared. Out of which, MLP based neural network technique is
found as the most suitable learning technique for recognizing named entities.

The remaining article is arranged as follows. Related work is discussed in
Sect. 2. A brief introduction of various machine learning techniques used in our
work is reported in Sect. 3. The approach used for NER task is depicted in Sect. 4.
Experimental results of each learning algorithm and discussions are reported in
Sect. 5. Finally, we finish with future works in Sect. 6.

2 Related Work

Preliminary work in the field of NER task highlights the progress made in this
area. Mahalakshmi et al. [18] presents domain based NER system for Tamil lan-
guage using Naive Bayes classifier. The authors divide the whole system into
two steps namely, analysis step and synthesis step. Analysis step includes pre-
processing, morphological analysis and parsing modules whereas the synthesis
step focuses on training and testing of Tamil dataset. Gorla et al. [19] presents a
generative model for extracting named entities from Telugu news articles using
Naive Bayes classifier. Paliouras et al. [20] proposes a Named Entity Recogni-
tion system for extracting person, location, organization using dataset obtained
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from MUC-6 [4] by learning decision trees. The authors make the use of decision
trees in constructing NER grammars which further outperform the results of
the system. Saha et al. [25] have proposed a hybrid NER system using vote-
based classifier ensemble technique. In this article, the authors combine the pre-
dictions of seven different classifiers using Multiobjective Optimization (MOO)
technique. Michailidis et al. [21] have performed the Named Entity Recognition
task for Greek language using Support Vector Machine, Maximum Entropy, and
OneTime method. This system exploits the linguistic features to get the desired
results. Ekbal et al. [22] have developed a NER System using Support Vector
Machine for Hindi and Bengali language by taking advantage of contextual and
other linguistic features. Ekbal et al. [23] have presented a CRF based NER
System for the Bengali language. Contextual information and other variety of
features have been used by the authors to train and test the dataset. Gallo et al.
[24] have presented a NER system using a neural sliding window. In this study, an
MLP based algorithm is implemented to perform context-based NER approach.
The authors have found this approach good for grammatically ill documents.
Das et al. [26] have presented a NER system for Bengali language using word
embeddings and Wikipedia categories. The authors found that word embedding
based NER outperformed CRF based NER. Banik et al. [27] have proposed a
NER system for Bangla online newspaper using Gated Recurrent Unit (GRU).
The authors have also explored that capability of deep learning algorithms are
more profound than traditional supervised learning algorithms in recognition of
named entities.

3 Supervised Techniques Used for NER

In this study, five different classification algorithms have been analyzed for rec-
ognizing NEs. A brief description of these algorithms is presented below:

3.1 Naive Bayes

Naive Bayes [18] is a popular classification algorithm which is widely used
for classifying inputs into binary or multi-classes in the field of Information
Retrieval, NLP, Pattern Recognition, etc. It works upon Bayes’ Theorem which
assumes that the feature vectors used for classification are conditionally indepen-
dent. Mean and Variance of attributes of each class are the two key parameters
of the Naive Bayes algorithm. The performance of the system decreases if the
computed variance increases.

Let n is the required target and m is the feature vector. So, our final aim is
to compute the possibility that feature vector m belongs to target n.

Pi(n|m) = Pi(n) ∗ Pi(m|n)/P i(m) (1)

Here, Pi(n) is the prior probability of target (n). Pi(m) is the feature vector’s (m)
prior probability. Pi(m|n) is the probability of vector m given target n. Finally,
Pi(n|m) is the post probability of target after considering the features. We have
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experimented with Gaussian NB and Multinomial NB in a Python environment
for our work. Out of these two, Gaussian Naive Bayes provides better results
than Multinomial Naive Bayes.

3.2 Decision Tree

Decision Tree Classifier [20] is the simple and most commonly used classification
algorithm. It has its wide scope in data mining and pattern recognition problems.
Decision Tree is a tree-like structure which consists of three types of nodes
i.e. root node, internal nodes and leaf nodes where internal nodes point to the
feature variables which further expands to its possible values at succeeding level.
The leaf node contains the target variable or class corresponding to the feature
vector. Let the training data be X= X1, X2, ..., Xn, where each set Xi is a
feature vector. For training, another vector is also available T = T1, T2, ..., Tn,
where each Ti represent the different category in which each training sample is
classified. The algorithm generates sub-trees at every particular node by selecting
the features that are most suitable for further expansion. This suitability is
determined by calculating normalized information gain. The highest value of
normalized information gain becomes the base of the selection of features. This
process continues until the final results are found out. We use Classification
and Regression Trees (CART) algorithm in Python which is very similar to the
decision tree algorithm C4.5. Default parameters of the decision tree are used
for the experiments.

3.3 Support Vector Machine (SVM)

Support Vector Machine [28] is one of the supervised machine learning models
which produces a linear hyperplane that divides the underlying data either in a
positive category or in the negative category as shown in Fig. 1. SVM is a non-
probabilistic classifier which is well suited to text categorization problems and
can deal with a large number of features with high accuracy. In spite of handling
a large number of features, it does not fall into over-fitting. SVM works well with
a binary-class problem: (P1, T1, . . ., (PN, TN) where Pi ∈ Fv is the feature
vector of the ith example and Ti ∈ {Yes, No} is the class of the ith example in the
training data. Basically, the main purpose of SVM is to separate the examples
into positive or negative categories with maximum margin.

(wt.p) + mx = 0 wt ∈ Fv,mx ∈ F. (2)

Here, two variables define the linear separator i.e weight wt assigned to each fea-
ture, and a maximum margin m which determines the distance between hyper-
plane and the origin.

3.4 Conditional Random Field (CRF)

Conditional Random Field [29] comes into the category of probabilistic graph-
ical models. It is well suited for sequence labeling problems like Named Entity
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Fig. 1. Support Vector Machine

Recognition, Object Recognition, Part of Speech (POS) Tagging, etc. CRF can
work well with a large amount of non-independent features. Conditional Random
Field provides conditionally trained model. It has a special feature of consider-
ing surrounding examples. CRF calculates the conditional probability of a target
sequence t = t1, t2, . . ., tn given an observation sequence s = s1, s2, . . ., sn which
is calculated as follows:

P ∧ (t|s) =
1
Z0

exp

( N∑
n=1

K∑
k=1

λk ∗ fk(n, s, tn−1, tn)
)

(3)

Here, fk(n, s, tn−1, tn) is a feature function. This function considers previous and
current target label to calculate the probability. λk is the learning weight and
Z0 is the normalization factor which is used to sum up conditional probabilities
up to 1. We have used sklearn crfsuite package in Python to build a model which
calculates the conditional probabilities to predict the class of unknown data.

3.5 Multilayer Perceptron (MLP)

A Multilayer Perceptron [24] is a class of artificial neural networks. It consists of
multiple layers namely input layer, hidden layers, and output layer. Perceptrons
are known as neurons based model. Neurons are a basic building block of any
artificial neural network. It is a computational unit which applies activation
function on weighted input signals and produces output signals. Hidden layer
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and output layer can contain a number of neurons. In this study, we have used
word embeddings to represent our inputs into a real-valued vector and designed
a sequential MLP model which is built on the top of embedding layer, dense
layer, and dropout layer. The size of feature vector representation is specified as
50 dimensions and a number of neurons used in the hidden layer are aligned to
64. The activation function used in the hidden layer and output layer is Relu and
Softmax respectively. Categorical cross entropy is used as the loss function for
output tuning. Adam is used to optimizing the cost of the network. Batch size
is fixed to 128 and 50% dropout is used to overcome the problem of over-fitting
at passing input to the network and at Softmax layer. The maximum length of
the sequence is set to 50 to equalize the length of all input sequences. A total of
20 epochs is used to train the network model.

4 Approach Used for NER

In this section, we present the details about dataset used, pre-processing of
the dataset, features extraction and evaluation metrics used to measure the
performance of the NER task.

4.1 Dataset and Pre-processing Used for NER

In this work, a named entity tagged corpora of 2,24,687 tokens of Hindi language
has been used which is defined for the IJCNLP-08 NER Shared Task [9]. Hindi
dataset obtained from IJCNLP-08 Shared Task is available in Shakti Standard
Format (SSF) [30] which is converted into a format suitable for training and
testing. Hindi corpora are originally annotated with 12 different named entities
as shown in Table 1 which is further converted into 4 entity tags namely, Person,
Organization, Location and Miscellaneous. Number Expressions (NEN), Time
Expressions (NETI) and Measurement Expressions (NEM) are mapped to Mis-
cellaneous Entity. Other entities of the shared task are mapped to ‘Other-than-
NE’ which is denoted by ‘O’. In this way, the newly mapped tag set becomes as
shown in Table 2. For determining the boundaries of named entities, these four
named entities are further tagged into IOB (Inside, outside, begin) format which
was followed in CoNLL-2003 Shared Task [8]. For training, 80% of Hindi dataset
is used and testing is done on rest 20% of the dataset.

4.2 Feature Extraction

Feature extraction is an important aspect to be considered while training and
testing data on supervised learning algorithms. In this work, most of the features
are extracted without using any language specific resources and deep domain
knowledge.

– Contextual Information: Contextual information is obtained by collecting the
surrounding words of the current token. This is based on the hypothesis that
context words contain intended information helpful in the identification of
named entities.
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– Part of Speech Tagging: Part of Speech are the different categories of words
which carry similar grammatical properties. It acts as an effective feature for
Named Entity Recognition. We have used CRF-based POS tagger [31] for
POS tagging.

– Word Prefix and Word Suffix: Word prefixes and word suffixes are the pre-
scribed length sequence of characters stripped from the left side and right
side positions of the words. The prefixes and suffixes of length up to 2 is con-
sidered for this work. Keeping the observation in view that NEs keep some
common prefixes and/or suffixes, this feature has been included.

– Initial Word: This feature contains binary value either ‘1’ or ‘0’ which checks if
the current word is the initial word of the sentence. This feature is considered
important because, in most of the Indian languages, Subject is likely to be a
named entity.

– Last Word: This feature contains binary value either ‘1’ or ‘0’ which checks
if the current token is the last word of the sentence. As most of the Indian
languages follow Subject-Object-Verb structure. So, verbs are mostly at the
last position of the sentence which separates it from named entities.

– Infrequent Word: Most frequent words are rarely a named entity because
they are mostly the stop words in any of the language. To separate frequent
occurring words from NEs, we maintain a list of words which occurs less than
or equal to 20 times in a document. This is the binary feature which is set
as ‘1’ if the current token appears in the maintained list otherwise it is set as
‘0’.

– String Length: This feature contains binary value which checks whether the
length of characters in a word form is less than or equal to a predefined
threshold value which is set as 3 here. String length feature is included to
keep in view that there are fewer chances of very short words to be the
named entities.

– Digit Features: Several digit features are included to check the presence of
symbols and/or digits in a word. These features include contain digits (word
contains digit only), two digits (word contains 2 digits), four digits (word
contains four digits), contain digit comma (word contains digit and comma),
contain digit hyphen (word contains digit and hyphen). These features are
helpful to identify number, date and measurement entities which are mapped
to Miscellaneous category.

– Word Embeddings: Word embeddings [26] are distributed representation of
words wherein the words which are in close proximity will have the same
feature vector representation. This feature vector represents different aspects
of input data and finds the semantic similarity among them. Feature vector
representation of those words is the same which are semantically similar. In
this study, word embeddings are only used for MLP based neural model and
the output dimension of word embedding vector is set to 50.
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Table 1. Original named entity tag set used in IJCNLP-08 NER shared task

Named entity tag Meaning Example

NEP Person Name kavIsha/NEP, kavIsha rAma gupta/NEP

NEL Location Name panipAtA/NEL, gt roDa/NEL

NEO Orgaization Name pAnjAba bishVbidyAlYa/NEO

NEA Abbreviation bi je pi/NEA, em di/NEA

NED Designation diRectAra/NED, cheYArmAn/NED

NEN Number 5/NEN, panCha/NEN

NEB Brand fYAntA/NEB

NEM Measurement dasa keji/NEM, tina meetrA/NEM

NETI Time 2008/NETI, 5 ema/NETI

NETE Term kemikYAla riYYAkchYAna/NETE

NETP Title-Person shrImana/NETP, shrImati/NETP

NETO Title-Object AfricAn biUti/NETO

4.3 Evaluation Metrics

For evaluating the results, standard intrinsic metrics namely, Precision, Recall,
and F-score have been used.

Precision is the proportion of a number of named entities correctly identified
as that of the total number of entities identified by the system.

Recall is the proportion of a number of named entities correctly identified by
the system as that of the total number of entities present in the test data.

F-score is the measure of computing harmonic average of Precision and
Recall.

Table 2. Tagset mapped in this task

NE tags Tagset used Meaning

NEP Person Single/Multi token person name

NEL Location Single/Multi token location name

NEO Orgaization Single/Multi token organization name

NEM, NEN, NETI Miscellaneous Single/Multi token miscellaneous name

NEA, NED, NEB, Others Other-than-NEs

NETE, NETP

5 Experimental Results and Discussions

We build two Naive Bayes models (with Gaussian and Multinomial), two Deci-
sion Tree models (with Gini index and information gain), one Support Vector
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Machine (SVM) model with standard parameters and one Conditional Random
Field (CRF) model using feature set containing part of speech, word prefix,
word suffix, initial word, last word, infrequent word, string length, all digit fea-
tures. Contextual information features are considered only for CRF based model
because CRF accommodates contextual information while training and testing
the data. One MLP based neural model is also developed with only word embed-
ding features. The results using different classification algorithms are reported
in Table 3. The MLP based neural network algorithm has outperformed all other
traditional algorithms.

Table 3. Results of different classification algorithms

Algorithm Precision (in %) Recall (in %) F-score (in %)

Naive Bayes (Gaussian) 30 19 18

Naive Bayes (Multinomial) 03 28 05

Decision Tree (Gini index) 24 13 17

Decision Tree (Information Gain) 24 13 17

Support Vector Machine (SVM) 24 25 23

Conditional Random Field (CRF) 74 62.9 67.7

Multilayer Perceptron (MLP) 75 74 75

In this study, difference experiments are conducted on different architectures
to evaluate the performance of the NER task. First of all, we have used two
models of Naive Bayes namely, Gaussian and Multinomial. Out of these two clas-
sifiers, Gaussian Naive Bayes has performed well for NER. The reason behind it
that Gaussian Naive Bayes takes continuous data into consideration while Multi-
nomial considers discrete data. Most of the features used in this study are of a
continuous nature. However, Naive Bayes is giving somewhat better results than
Decision Tree with the same features. Support Vector Machine is performing well
than Naive Bayes and Decision Tree but not than Conditional Random Field.
CRF considers dependencies among data from state to state and feature to state
naturally but SVM does not have such a property. Besides it, CRF takes into
account the contextual information while training and testing the data. CRF
has been considered as the most suitable traditional classification algorithm for
the NER task. But with the emergence of deep learning concepts, traditional
machine algorithms are going to be replaced with neural network algorithms. In
this study, we find the best results using an MLP based neural network model
with F-score value of 75%. Besides it, to achieve this output we rely only on
word embedding features and appropriate network tuning parameters.

6 Conclusion and Future Works

In this article, we have presented a NER system for Hindi language using differ-
ent frameworks such as Naive Bayes, Decision Tree, SVM, CRF, and MLP. The
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standard dataset of Hindi has been collected from IJCNLP-08 website which is
initially in Shakti Standard Format (SSF). First of all, the data set is converted
into an appropriate format which is suitable for training and testing. Differ-
ent language independent features like contextual information, first word, last
word, POS, several orthographic features have been used to build different tra-
ditional machine learning models which are applied on unknown data to extract
the coarse-grained named entities. However, contextual information feature has
been used additionally for CRF because it deals with the sequential data implic-
itly. But for designing the Multilayer Perceptron based neural model, only word
embeddings are used as a feature vector. The main motivation of this study is
to analyze the performance of different supervised machine learning algorithms
for the NER task. Out of all the classification algorithms used in this study, the
MLP based neural network has outperformed by giving F-score value of 75%.
Multilayer Perceptron networks can work better by overcoming the problem of
feature engineering and can be successfully applied to low resource languages.

Till now, several types of research have been conducted on Named
Entity Recognition. Numerous rule-based, machine learning based and hybrid
approaches have been suggested by different researchers. Named Entity Recogni-
tion for different languages/domains and for different entity types like ENAMEX,
NUMEX and TIMEX have been explored. But still, there is a scope to reach the
new dimensions in the field of Named Entity Recognition. Deep Learning based
techniques are rising in the area of Natural Language Processing nowadays.
In this study, we have not explored several neural networks like Convolutional
Neural Network (CNN) [32], Recurrent Neural Network (RNN) [33] which can
improve the performance of NER task so our future work can be to explore
these networks for the problem of Named Entity Recognition. Use of different
pre-trained word embeddings can be used to improve the performance of deep
learning based Named Entity Recognition. Earlier researches have concentrated
mainly on the extraction of coarse-grained entities so in future fine-grained enti-
ties can be considered for the extraction task. Besides, the development of the
NER system for different languages can also be considered in the future.
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Abstract. A variety of clusters are grouped together to form a multi-cluster
environment which can tackle the computational needs of a system which cannot
be addressed by a single cluster. Studying multi-cluster frameworks is turning
challenging day by day as it requires contemporary tools to move alongside with
rapidly development and enhanced complexity of one system. Job scheduling in
considered as NP hard problem in parallel and distributed computing environ-
ments such as cluster, grid and clouds. The way jobs are scheduled by the
scheduler is dependent on various factors like number of jobs, processor avail-
ability, arrival time etc. Metaheuristics techniques like Genetic Algorithms, Ant
Colony Optimization, Artificial Bee Colony, Cuckoo Search, Firefly Algorithm,
Bat Algorithm etc. are used by researchers to get near optimal solutions to job
scheduling problems. This work addresses a scheduling problem with multiple
objectives. The makespan and flowtime are minimized simultaneously solving
the issue of optimal job allocation. This work also includes the detailed
description of parallel computing and various types scheduling as well as
scheduling environments. The performance of the multi-cluster environment is
optimized by applying a novel meta-heuristic technique named Bacterial For-
aging Optimization Algorithm. This algorithm has better convergence and is not
affected by the size of problem. The proposed algorithm was evaluated for dif-
ferent job sets on 3 types of processor configurations. And the final values were
compared to those of the existing algorithm. The results show that the proposed
algorithm has performed better than the existing one and it can be concluded that
the proposed algorithm is feasible and effective for optimal allocation of jobs.

Keywords: Scheduling � Metaheuristics � Multi-cluster � Co-allocation �
Genetic algorithm � Bacterial Foraging Optimization Algorithm

1 Introduction

Parallel computing comprises of many different process executions being carried out
simultaneously. Larger problems are sub-divided into smaller ones. The smaller
problems are then solved individually at the same time. Earlier parallelism was used
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exclusively for high-performance computing but now its use is expanding in different
fields due to various issues such as power consumption, less memory etc. The results of
the smaller problems are then combined upon completion. Each process is broken into
independent parts in such a way that each processing element can execute its part
simultaneously.

Multi-cluster environments are comprised of a set of connected computers (clus-
ters) that work together to provide high-performance computing for solving large-scale
optimization problems. These clusters are connected via a dedicated interconnection
network [1].

Over the last few years, clusters and distributed memory multiprocessors have
gained a lot of attention. Multi-cluster systems are made up of multiple geographically
distributed clusters and hence provide large computation power as compared to single
cluster. Due to large groups being able to share the multi-cluster, job turnaround time is
reduced and system utilization becomes high. This leads to larger job sizes possible by
allowing jobs to use processors in multiple clusters simultaneously i.e. to employ co-
allocation [2].

Due to exceptional growth in the number of resources in diverse organizations,
efficient algorithms are needed for job scheduling. Scheduling in a heterogeneous
multi-cluster environment is considered as an NP-hard problem which is why
population-based meta-heuristics are used to obtain near optimal solutions. Scheduling
problems can be solved using mainly two types of algorithms: Deterministic Algo-
rithms and Approximate Algorithms. The latter are considered because they tend to
give near optimal solutions for large-scale problems in reasonable time. The former
however, are not suitable for large-scale problems as they do not guarantee to provide
optimal solutions even though they take lesser time.

Genetic Algorithm (GA) and Bacterial Foraging Optimization Algorithm (BFOA)
are two such approximate algorithms. In this work, we have compared both the
algorithms by using different job and processor sets. The algorithms are evaluated on a
real workload trace.

1.1 Contribution

In this work, the BFOA is compared with Genetic Algorithm in terms of makespan and
flowtime. Processors of 3 configurations 96, 112 and 128 have been used and 4 sets of
parallel jobs have been used i.e. 100, 300, 500 and 700. Since it is a multi-cluster
environment, so 5 clusters have been used. The parameters have been measured for
different job sets of all the three types of processors. The advantages of BFOA lead to a
considerable improvement in all the parameters which have been shown in their
graphical representations. The results prove that the proposed technique is better than
the existing one in terms of makespan, flowtime.

The rest of the paper is organized as follows. In Sect. 2, related work is discussed.
Section 3 discusses the Genetic Algorithm in brief, followed by Sect. 4 that discusses
the BFOA in a detailed manner. Experimental setup and results are shown in Sect. 5
that shows the comparison of the existing and proposed technique on various param-
eters. Finally, the conclusions are presented in Sect. 6.
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2 Related Work

Gabaldon et al. [1] have discussed that optimization of performance criteria and
scheduling are considered as NP-hard problems. So to solve these problems, a common
step taken is using metaheuristic algorithms. The real traces from HP2CN workloads
have been used and effectiveness of the work is determined. The experimental analysis
shows that by using the GA-MF metaheuristic, makespan can be minimized along with
minimizing flowtime. Gabaldon et al. [4] in their work described that since recent
years, energy consumption has been a major issue in the field of large-scale computing.
Their aim is a multi-objective genetic algorithm (MOGA) based on a weighted black-
list. The MOGA is implemented by making the use of non-dominated sorting genetic
algorithm II (NSGA-II) and GridSim simulator is used for carrying out the simulations.
MOGA showed a slight reduction in the makespan while keeping the same energy
consumption results. Also, the solutions hence found had low dispersion results which
conclude the fact that MOGA’s robustness is independent of the nature of workloads.
Dasgupta et al. [5] propose a novel load balancing strategy which makes the use of
Genetic Algorithm (GA). The main motive of this algorithm is to balance the load of
the cloud infrastructure and at the same time while try to minimize the makespan. The
experimental analysis for a typical sample shows that the proposed algorithm is better
than the existing approaches like First Come First Serve (FCFS), Round Robin
(RR) and Stochastic Hill Climbing (SHC). Kalra et al. [6] in their paper, review the
applications of metaheuristics in the field of scheduling. The environments mainly
considered in this work were cloud and grid environments. It is a fact that meta-
heuristics are generally slower than deterministic algorithms and the solutions that they
generate may or may not be optimal. Thus, the authors have done most of their research
towards the improvement of convergence speed and solution quality. Enomoto et al. [7]
discuss that the GAs having multiple dimensions requires a long time for execution.
The authors have in this work proposed a technique to make improvements in the
diversity of the individuals in GA by making use of MapReduce. The authors propose a
technique to parallelize the RCGA in order to improve the GAs to they can be applied
to a problem where solution space has multiple dimensions. The simulation results
show an improvement in the solution accuracy. Chana et al. [8] propose a novel
bacterial foraging based hyper-heuristic resource scheduling algorithm has been
designed to schedule the jobs effectively on resources that are available in a Grid
environment. The proposed algorithm’s performance has been calculated with already
existing common heuristics-based scheduling algorithms using the GridSim toolkit for
simulation. The experimental results show that the proposed algorithm outperforms the
hybrid heuristics in all the cases. The proposed algorithm minimizes the makespan
along with minimizing the cost. Yang et al. [9] developed a new bacterial foraging
optimizer by making the use of a newly designed chemotaxis mechanism. In the new
BFO-CC, each bacterium swims along one of the many standard basis vector direc-
tions. Then the BFO-CC was compared with other state-of-the-art algorithms and so
on. The experimental analysis shows that BFO-CC is a very competitive and efficient
method for solving single objective optimization problems.
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3 Genetic Algorithm

This is an optimization technique based on population and is grounded on Darwin’s
theory of evolution. In this algorithm, evolution of a population of individuals is done
for obtaining better solutions. Each individual possesses certain qualities which can be
altered or mutated. Each potential solution in GA, is denoted by a chromosome.
A preliminary population is taken arbitrarily and it is used as a beginning point.
A fitness function is computed for every chromosome so that it is acknowledged
whether the chromosome is appropriate or not. Crossover as well as mutation functions
are performed on the chosen chromosomes and offsprings for fresh population are
created. This process is repeated until enough offsprings are created [10]. The funda-
mental steps for genetic algorithm are:

– Initialization: An initial population is arbitrarily generated. Although the size of the
population is dependent upon the nature of the problem, but usually hundreds or
thousands of solutions are generated.

– Selection: The fitness function is calculated for each chromosome and the one with
best quality are selected.

– Crossover: The parent is crossovered to form a new offspring.
– Mutation:Mutation is performed to retain a genetic diversity of one generation from

the next.

However, GA has a slow convergence speed and there is no guarantee of finding
global maxima. Due to this we are motivated to study about a new meta-heuristic
technique called Bacterial Foraging Optimization Algorithm (BFOA) and compare
both of these techniques.

4 Bacterial Foraging Optimization Algorithm

BFOA, proposed by Kevin Passino in 2002, is a new member in the family of nature
inspired optimization algorithms. It has drawn a worldwide attention as it is a high-
performance optimizer. This algorithm is based on the foraging behavior of the E.Coli
bacteria present in the human intestine. Foraging refers to the act of searching for food.
The search of nutrients is done to maximize energy obtained per unit time. Also, the
bacteria can communicate with each other by sending signals. The foraging decisions
are taken after considering these factors. Animals searching for food and obtaining the
nutrients in such a way that their energy intake is maximized per unit time is the basic
assumption for the foraging theory. There are four basic steps in BFOA:

– Chemotaxis: Chemotaxis is achieved by swimming and tumbling [11]. These actions
are performed with the help of tensile flagella present of the surface of the bacterium.
When the flagella move in a clockwise direction, then each flagellum pulls on the cell
and the bacterium tumbles about. But if the flagella move in a counter-clockwise
manner, then they push the bacteria and it swims in one direction. When the bacteria
meet a favorable environment, swimming is continued in the same direction. The
favorable environment is the one in which nutrients increase as the bacteria swims. If
the nutrients are not increasing then the bacteria will tumble. The bacteria keep on
switching between these two positions during their entire lifetime.
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– Swarming: The E.Coli bacteria show an interesting grouping behavior where the
cells arrange themselves in the form of a travelling ring by moving up the nutrient
gradient. When the cells are stimulated by high level of succinate, they release an
attractant aspartate which helps them to aggregate into group and hence move as
concentric patterns of swarms. After each chemotaxis step, the bacteria reach new
point in space due to their movement. At each present location, fitness of each
bacterium is evaluated. Fitness is represented by cost function. Better the fitness,
lesser is the cost function.

– Reproduction: After calculating the fitness, the half healthy bacteria survive and
reproduce. This is an important point which leads to many applications and
advantages of BFOA, since only healthy bacteria reproduce and now, we deal with
only fit bacteria. They already have more fitness value and hence this leads to fast
convergence. The surviving bacterium splits into two and these two are placed at
same location keeping the population of bacteria constant.

– Elimination and Dispersal: The convergence speed is increased by reproduction and
local search is performed by chemotaxis. But this might not be enough to reach the
global minimum point. Also, the bacteria might get trapped in local minima. So, to
avoid this, elimination and dispersal event is performed. The bacterium having the
probability of elimination and dispersal is eliminated and one bacterium is placed
(dispersion) at random location. The population still remains constant [12] (Table 1).

Firstly, the job matrix is loaded and clusters are initiated. If the number of jobs is less
than or equal to the maximum jobs, then it is checked if the required resources are more
than available resources. If that is true then fragmentation of jobs into tasks is done.
Now BFOA algorithm is initialized. All the parameters are defined and initialized. Now
the stopping criterion in this case is returning the best schedule. If stopping criteria is not
met, then the chemotactic loop, reproduction loop and elimination-dispersal loop is
initialized. Fitness function of the bacterium is calculated at each location. Increase the
swim steps and calculate the new objective function. If the bacterium is not moving in

Table 1. Nomenclature for the Algorithm

Symbol Parameter

d Dimension of search space
Z Total no. of bacteria in the population
Nch Count for chemotactic steps
Nsw Swimming length
Nrp Count for reproduction steps
Neldp Count for elimination-dispersal events
Peldp Probability for elimination-dispersal
A(e) Step size taken by tumble in any direction
f Index of chemotactic step
g Index of reproduction step
h Index of elimination-dispersal step
v Number of variables to be optimized
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the favorable environment, then tumble. Finally, the best schedule is returned and
parameters are evaluated. The BFOA works in scheduling in this way:

– Scheduling in multi-cluster environment using BFOA involves allocation of jobs to
processors.

– While allocating jobs to processors (chemotactic steps), we search for the schedule
which returns the minimum value of parameters and best schedule for job allocation
is taken for further evaluation.

– During the swimming, bacteria checks for co-allocation.
– The schedules which are not fit are discarded (elimination-dispersal step) (Table 2).

Algorithm

(a)

(1)
(2)
(3)
(4)

(b)

(c)

(d)

(e)

(f)
(g)

(h)
(5)
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5 Experimental Evaluation

The experimental evaluation has been done in MATLAB environment. The observa-
tions for GA have been taken initially, followed by those of BFOA and are then
compared with each other. Based on the results, graphs have been designed which are
shown as we go further in the chapter. Three configurations of resources have been
taken i.e. 96, 112 and 128. They have been divided into a set of 5 clusters. The
evaluation is done using real workload traces (Parallel Workload Archives). 100, 300,
500 and 700 are the sets of jobs being used. The value of fitness function is taken as
0.6. All these configurations lead to the calculation of 2 parameters: Makespan and
Flowtime (Table 3).

(a)
(6)

(7)
(8)

(b)

Table 2. Analogy for BFOA

Symbol Full form Role in proposed algorithm

d Dimension of search space Number of clusters
Z Number of bacteria Number of random schedules using random

distribution
Nch Chemotactic steps Assignment of jobs to clusters
Nsw Swimming length Check for co-allocation
Nrp Reproduction steps Reproduction from random schedules
Neldp Elimination-dispersal

events
Eliminate those schedules which have lesser
fitness value

Peldp Elimination-dispersal
probability

Eliminate those schedules which demand more
resources

Qlast Last bacterium Last job in schedule
Qhealth Fitness function Fitness value
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First of all the GA was tuned by changing the values of Mutation Rate (MR) and
Crossover Rate (CR). 10 iterations and 30 chromosomes were used. The tuning has
been done on 100 jobs and 128 resources. The cluster for 128 resources is [32 32 32 16
16]. Three values of these parameters were used and the one that gave the best results is
chosen for further evaluation (Table 4).

The above table shows the average values of parameters after taking 10 sets of
values. This was done so as to stabilize the results. It could be clearly seen that MR-
0.03 and CR- 0.4 gives the least values of Makespan and Flowtime. Hence, these
values are used throughout the work (Table 5).

All further calculations are done using the above parameters. Now, taking the best
values of MR and CR and keeping the rest of the values same, the parameters were
calculated by varying resources and jobs. Firstly, 100 jobs were executed on 96, 112,
and 128 processors. The results show that with the increase in the number of pro-
cessors, the values of the parameters improve. Then the results for 300, 500 and 700
jobs are taken.

Table 3. Configuration

No. of processors Cluster configuration

96 [32 16 16 16 16]
112 [32 32 16 16 16]
128 [32 32 32 16 16]

Table 4. GA tuning

Values Makespan Flowtime

MR-0.01, CR-0.2 205389.4 64176.3
MR-0.03, CR-0.4 197552.3 61194
MR-0.05, CR-0.6 200817.7 63103.8

Table 5. GA parameters

Parameters Values

Initial population Random
Selection Linear selection
Crossover One point crossover
Dimensions 2
Chromosomes 30
Number of generations 10
MR, CR 0.03, 0.4
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Just as we did in GA, same configurations were followed during studying the
behavior of the BFOA. The values taken for BFOA parameters are shown in the
following Table 6:

Initially 100 jobs were run on 96, 112 and 128 processors. Then 300, 500 and 700
jobs were also run on the same processors. Then finally we compare the outputs of both
the algorithms. Firstly, the case with 96 processors will be compared taking all 4 types
of jobs into consideration. Table 7 shows the readings.

Table 7 indicates the comparison of the results of the existing and proposed
algorithm on 96 processors and 100 jobs. The results show that there is a very clear
improvement in the values of our proposed algorithm. It also shows the comparison for
the same number of processors but 300 jobs. An improvement can be seen there as
well. In the case of 112 processors, the values are smaller than the previous ones. But
also, if GA and BFOA are compared, BFOA performs better than the existing algo-
rithm. The makespan and flowtime are clearly improved in all the cases. The values in
the 128-processor set are the best because the number of processors is the highest in
this case. Since more number of processors lead to less time spent on execution, so the
results are the best in this case (Figs. 1, 2, 3 and 4).

Table 6. BFOA parameters

Parameter Values

Dimensions 4
No. of bacteria 50
Chemotactic steps 10
Swim length 4
Reproduction steps 4
Elimination-dispersal events 2
Elimination-dispersal probability 0.25
Elimination-dispersal probability 0.25

Table 7. Comparison on 96, 112 and 128 processors

Jobs 96 processors 112 processors 128 processors

Makespan Flowtime Makespan Flowtime Makespan Flowtime

GA BFO GA BFO GA BFO GA BFO GA BFO GA BFO

100 292093.3 243286 74233.2 66412.9 249402.1 217019 71390.1 58374.7 213003.3 177600.3 69716.4 46519.8

300 504538.6 444522 149301.7 121121.5 500032.7 396911 136024 105285.2 439991.5 339879.3 120632.8 83614

500 693482.2 629494.6 215531 178410.5 686663.3 585950.4 194775.6 152910.2 679961.6 536630.8 192612.5 150840.9

700 1084776.4 793765.4 297869.3 224458 959628.3 728156.9 280279.1 197084 914217.8 647656.5 253563.4 188175.1
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After considering the average values it was noted that there is 16.14% and 17.81%
improvement in the values of makespan and flowtime respectively for 96 processors.
For 112 processors, an improvement of 18.07%, and 22.99% was seen. And lastly for
128 processors, the makespan and flowtime improved by 22.39% and 27.85%. The
improvement in 128 processors is the highest which implies that more the number of
processors, lesser is the time taken for execution.

In the end it is safe to say that the proposed algorithm has performed better than the
existing technique in all the cases. We have successfully shown that the makespan and
flowtime are effectively optimized by BFOA better than the Genetic Algorithm for
every processor- job configuration (Table 8).
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6 Conclusion

Optimizing multiple metrics concurrently is a difficult task especially when they are
inter-related. However, multi-criteria optimization is essential to improve the perfor-
mance of the scheduling techniques. During studying the literature, we noticed that GA
suffers from the problem of local optima. Also, it has slow convergence and pre-mature
convergence issues while evaluating optimistic values. The performance of the multi-
cluster environment is optimized by applying a novel meta-heuristic technique named
Bacterial Foraging Optimization Algorithm. Initially we tuned the parameters of GA to
find the most optimal values and used those for further calculations. Real workload
traces were used for evaluating makespan, flowtime and waiting time using 3 types of
processors within 5 clusters. 96, 112 and 128 processors were used evaluation on 100,
300, 500 and 700 jobs. In this we have also considered the bi-objective function which
referred as normalization function that works on two parameters i.e. makespan and
flowtime.

For 96 processors, we saw 16.14% and 17.81% improvement in the values of
makespan and flowtime respectively. For 112 processors, an improvement of 18.07%
and 22.99% was seen. And lastly for 128 processors, the makespan and flowtime were
improved by 22.39% and 27.85% respectively.

The improvement in 128 processors is the highest which implies that more the
number of processors, lesser is the time taken for execution. Hence it can be concluded
that BFOA performs better than GA in all the cases be it any processor-job configu-
ration. Bacterial Foraging Optimization however still does have the tendency to get
trapped in local minima. So its hybridization with other algorithms will be considered
in the future. The study of new optimization metrics could also be considered. The
tuning of user-defined parameters will also be done. It can be considered for energy-
aware and communication-aware scheduling as well.

References

1. Gabaldon, E., Lerida, J.L., Guirado, F., Planes, J.: Multi-criteria genetic algorithm applied to
scheduling in multi-cluster environments. J. Simul. 9, 1–9 (2015)

2. Roberge, V., Tarbouchi, M., Labonté, G.: Comparison of parallel genetic algorithm and
particle swarm optimization for real-time UAV path planning. IEEE Trans. Ind. Inform. 9(1),
132–141 (2013)

3. Jones, W.M., Ligon III, W.B., Pang, L.W.: Characterisation of band-width aware meta-
schedulers for co-allocating jobs across multiple clusters. J. Supercomput. 34, 135–163
(2005)

Table 8. Improvement (in %)

Parameter 96 processors 112 processors 128 processors

Makespan 16.14 18.07 22.39
Flowtime 17.81 22.99 27.85

206 N. Kaur et al.



4. Gabaldon, E., et al.: Blacklist mufti-objective genetic algorithm for energy saving in
heterogeneous environments. J. Supercomput. 73, 1–16 (2016)

5. Dasgupta, K., et al.: A genetic algorithm (GA) based load balancing strategy for cloud
computing. Procedia Technol. 10, 340–347 (2013)

6. Kalra, M., Singh, S.: A review of metaheuristic scheduling techniques in cloud computing.
Egypt. Inform. J. 16(3), 275–295 (2015)

7. Enomoto, T., Masaomi, K.: Improving population diversity in parallelization of a real-coded
genetic algorithm using MapReduce (2014)

8. Chana, I.: Bacterial foraging based hyper-heuristic for resource scheduling in grid
computing. Future Gener. Comput. Syst. 29(3), 751–762 (2013)

9. Yang, C., et al.: Bacterial foraging optimization using novel chemotaxis and conjugation
strategies. Inf. Sci. 363, 72–95 (2016)

10. Garg, R., Mittal, S.: Optimization by genetic algorithm. Int. J. Adv. Res. Comput. Sci.
Softw. Eng. 4(4), 587–589 (2014)

11. Jun, L., Jian-wu, D., Feng, B.: Analysis and improvement of bacterial foraging optimization
algorithm. J. Comput. Sci. Eng. 3(1), 1–7 (2014)

12. Sharma, V., Pattnaik, S.S., Garg, T.: A review of bacterial foraging optimization and its
application. In: National Conference on Future Aspects of Artificial intelligence in Industrial
Automation, NCFAAIIA 2012 (2012)

Parallel Job Scheduling Using Bacterial Foraging Optimization for Heterogeneous 207



Performance Analysis of Different Fractal
Image Compression Techniques

Rupali Balpande(&) and Atish Khobragade

Department of Electronics Engineering,
Yeshwantrao Chavan College of Engineering, Nagpur, Maharashtra, India

rupalibalpande81@gmail.com,

atish_khobragade@rediffmail.com

Abstract. The FIC has the disadvantage of high computational cost. This paper
outlines the comparison of different encoding methods to reduce computational
complexity while retaining the quality of the image is retrieved. To increase the
PSNR of full search method (BFIC), EP-NRS method is introduced in which
image is partitioned into range and domain blocks of similar edge property.
Then they are mapped to lowest DCT coefficient in a vertical and horizontal
direction into 2D coordinate System. In another method new FIC scheme is
proposed based on the fact that affine similarity between two blocks is equiv-
alent to the absolute value of Pearson’s correlation coefficient (APCC) between
them. In comparing to the original technique, the APCC based method gave
number of MSE computations less, high PSNR value and high compression
ratio in image quality which is acceptable.

Keywords: FIC (Fractal image compression) �
PIFS (Partition iterated function system) � DCT (Discrete cosine transform) �
PCC (Pearson correlation coefficient) �
EPNRS (Edge based-Neighborhood region Search Method)

1 Introduction

The fractal image encoding is the technique which based on the self similarity property
within the image to improve the compression. In fractal image encoding no. of com-
putations required are larger due to full search mechanism therefore to reduced the
encoding time or the better quality of reconstructed image many schemes are used. The
main motivations are behind image compression – encoding speed and data storage.
Fractal image compression is a lossy compression technique which was first proposed
in 1985 by Barnsley and Demko operating from IFS (Iterated Function System). Fractal
image compression was first introduced practically in 1992 by Jacquin [14]. The main
disadvantages of all previous method were that they required more encoding time.

Jacquin [14] proposed a full search fractal image encoding method, in which image
is partitioned into non-overlapping range blocks and overlapping domain blocks. To
search the best Domain block for each range by finding the optimal affine transfor-
mation. But this required more time. Furao and Hasegawa [15] develop an encoding
method in which for best matching domain block direct assignment of specific domain
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pool as optimal matching one. This method speedup the encoding time and gives high
compression ratio with poor quality of retrieved image. In Fisher 72 classes scheme
which is variance based block sorting scheme in which an image is divided into 72
classes. This method is more efficient in encoding but it is difficult to arrange 72 parts.
Wu et al [21] develop a method based on standard deviation called fast fractal image
compression. Tong [19] proposed the same method fast fractal image encoding but
base on adaptive search. In Wang et al [20] paper used a fitting plane to present a
modified gray level transform. As the modified gray level transform reduce the mini-
mum matching error. It gives the high quality of reconstructed image. Another
approach like stochastic optimization [1, 2] method such as Genetic algorithm
(GA) can be used to speed up the encoder but does not preserve the image quality.
Some GA-based [3, 4] algorithms are proposed to improve the efficiency.

In this paper different methods are used to reduce search space in FIC. In first
method edge based Neighborhood region search method using DCT is used to speed up
the fractal encoder by gathering image blocks with similar edges in some specific
region. It has advantages of relatively high compression ratios and improvement in
reconstructed image quality which gives good fidelity [8]. In another method Fisher’s
classification method is used to classify the partitioned domain pool and range pool
blocks into 3 classes. In the meanwhile sorting of domain blocks using preset block by
calculating APCC between them [5]. Therefore encoding time is further reduced. For
performance analysis of Fractal image encoding algorithms are performed on images
using two different methods including the full search method, Edge based-
Neighborhood region Search Method and APCC based method.

2 Fractal Image Encoding

Fractal image compression has been proposed various variants and extensions so far. In
this paper we consider PIFS which is based on partitioning the original image into
smaller and larger pieces. Given an image in the rectangular array of pixels with size
(m � m). The original image can be partitioned arbitrarily; however, a natural choice
would be to use rectangular blocks. To simplify the partitioning we choose to use square
blocks. Thus the underlying image can be partitioned into (n � n) square blocks which
are called as range blocks. The lager blocks called as domain blocks. It is seen that the
non-overlapping range blocks cover the entire image, whereas the domain blocks may
overlap and they are two times greater than range block. Thus in FIC method usually an
image is divided in two blocks basically the range and domain block.

Table 1. The 8 Affine transformations

T0 T1 T2 T3 T4 T5 T6 T7

1 0
0 1

� �
1 0
0 �1

� � �1 0
0 1

� � �1 0
0 �1

� �
0 1
1 0

� �
0 1
�1 0

� �
0 �1
1 0

� �
0 �1
�1 0

� �
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The number of range blocks in an image is calculated using equation (m/n)2 from
the original gray level image f of size (m � m) which makes up range pool R of all
non-overlapping blocks of size (n x n) of the image f. And the no of domain blocks is
calculated using (m − 2n + 1)2 which formed the set of all possible blocks of size
(2n � 2n) of image f called as domain pool D. Then fractal affine transformation from
Table 1 is constructed by searching all of domain block from domain pool D for each
range block v from R [5].

The most important step in implementing fractal image compression is searching
best similar domain block for every range block over the entire image. A good match
for a given range block is obtained if more domain blocks are there. For best range-
domain block pair, the next step is to apply an appropriate transformation on the
underlying domain block to obtain an approximation for the range block. In FIC the
size of domain blocks are reduced to the range block size using contractive transfor-
mation as shown below:

The whole D blocks are contracted into blocks of same size as range blocks by
averaging four pixel values to one pixel value. The new extended domain pool is
obtained by 8 affine transformation operation as shown in Table 1. For each range
block in an image, to search best matching domain block from the entire extended
domain pool is to minimize following equation of mean square error [5]

MSEðR; sdþ o1Þ ¼ R� ðsdþ o1Þk k2 ð1Þ

Where :k k2 is the two-norm, s controls the contrast, o controls the brightness and I
is constant vector with the values of 1 in all elements. In fractal image encoding above
combination of (s, o, and index of d in the domain pool) formed the PIFS subsystem of
R [5].
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3 Edge Based Neighborhood Region Search Method [8]

Proposed method shows Edge based-Neighbourhood region Search Method to speed
up the fractal encoder and which improves the quality of reconstructed image. Instead
of block matching, we are only interested in edge [8]. In this method formation of
frequency domain two dimensional coordinate system using DCT method & the entire
range and domain block into this system is mapped. Then we find the lowest vertical F
(1, 0) and lowest horizontal F(0, 1) DCT coefficients [8]. We know the two dimen-
sional DCT of an image f (i, j) of size (N � N) defined by

Fðm; nÞ ¼ 2
N CmCn

PN�1

i¼0

PN�1

j¼0
f ði; jÞ cos ð2iþ 1Þmp

2N

� �
cos ð2jþ 1Þnp

2N

� �
;

where m; n ¼ 0; 1; . . .;N � 1 and

Ck ¼ 1=
ffiffiffi
2

p
; if k ¼ 0

1; otherwise:

�

Typically; forN ¼ 8;we have

Fð1; 0Þ ¼
ffiffi
2

p
8

P7
i¼0

P7
j¼0

f ði; jÞ cos hi and

Fð1; 0Þ ¼
ffiffi
2

p
8

P7
i¼0

P7
j¼0

f ði; jÞ cos hj

Where F(1, 0) and F(0, 1) are lowest vertical and lowest horizontal DCT coeffi-
cients [8].

In FIC to find the best domain block, similarity measurement is done between each
range block with all 8 affine transformed blocks of domain block. By using this method
number of Computations are reduces by embedding the edge property of blocks into
neighbourhood region method. Initially we have to divide the whole image into range
and domain block by applying PIFS function on the image. Then apply DCT on these
blocks to find the coefficients F(1, 0) and F(0, 1). Then we use affine transformations
T0 to T7 which are explained in introduction. In this method these transformations are
divided into two categories i.e. T0 to T3 of Table 1 in which T0 = T and the relation
between transformed block DCT coefficients of other 3 to the original block can be
calculated [8].

F1 1; 0ð Þ ¼ F 1; 0ð Þ
F1 0; 1ð Þ ¼ �F 0; 1ð Þ;

�
F2 1; 0ð Þ ¼ �F 1; 0ð Þ
F2 0; 1ð Þ ¼ F 0; 1ð Þ;

�
F3 1; 0ð Þ ¼ �F 1; 0ð Þ
F3 0; 1ð Þ ¼ �F 0; 1ð Þ;

�

Above transformed blocks will have the same directional edge since their Fi(1, 0)
and Fi(0, 1) are same. After transformation using DCT the transformed blocks coef-
ficients of other 3 to another is T4 to T7 is following [8].
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F4 1; 0ð Þ ¼ F 0; 1ð Þ
F4 0; 1ð Þ ¼ F 1; 0ð Þ;

�
F5 1; 0ð Þ ¼ F 0; 1ð Þ

F5 0; 1ð Þ ¼ �F 1; 0ð Þ;
�

F6 1; 0ð Þ ¼ �F 0; 1ð Þ
F6 0; 1ð Þ ¼ F 1; 0ð Þ;

�
F7 1; 0ð Þ ¼ �F 0; 1ð Þ
F7 0; 1ð Þ ¼ �F 1; 0ð Þ

�

Above 4 transformed blocks will also have the same directional edge since their |Fi
(1, 0)| and |Fi(0, 1)| are the same. Thus above Image blocks with same directional edges
will be determined in specific two regions X1 and X2 in coordinate system. If the
domain block is from the region X1 then for similarity comparison of a given range
block vj of the same region only the four affine transformations fk: k = 0, 1, 2, 3 of the
domain block is needed. Similarly in the X2 region, the vj also need only to perform
the similarity comparison with the four affine transformations fk: k = 4, 5, 6, 7 of the
domain block. Therefore by searching similar directional edge in specific region, only
four MSE computations required using this method instead of eight transformations.
Therefore the purpose of speedup can be increase by reducing the number of com-
putations further two times.

4 APCC Based Block Classification Using FISHER’S
Scheme [5]

In 1992, Fisher proposed classification scheme of image blocks using 3 classes given in
equation below. In this scheme domain pool is reduced with classifying the domain
blocks into Fisher’s 3 classes to speed up encoding [5]. First step is subdivision of
square block image into upper left, upper right, lower left and lower right quadrants,
[16] by computing the average pixel intensities and the corresponding variances of each
quadrant [17]. Then in second step possible orientation (rotate and flip) of the block in
such a way that the average intensities are ordered using canonical orderings in one of
the following three ways [5]:

a1� a2� a3� a4 - - - - - - Class 1 ð2Þ

a1� a2� a4� a3 - - - - - - Class 2 ð3Þ

a1� a4� a2� a3 - - - - - - Class 3 ð4Þ

Where a1, a2, a3, a4 are sum of luminance from upper left to lower right of its four
sub-blocks. Pearson correlation is calculated between range and domain block of same
class. Best matching domain block is searched in the same class in which range blocks
classified to reduce the pair wise comparisons further.

In image compression correlation is used for comparison of image to specify the
strength of the block’s relationship. PCC between two variables is calculated between
pixels of image blocks and its absolute value has range of −1 to +1. PCC is defined as
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covariance of two variables to the product of standard deviation of those two variables.
PCC can be calculated as below

qv;y ¼
cov x; yð Þ
dvdy

ð5Þ

Where, cov(x, y) is covariance and dvdy is standard deviation of the two variables.

4.1 APCC Based Block Sorting Using Trained Preset Block [5]

In Fractal image encoding to search best domain from domain pool it is necessary to
sort each domain class independently after domain block classification as given above
section using Fisher’s scheme. In APCC based FIC domain blocks are sorted with
respect to APCC between range and domain blocks. If Pearson’s correlation coefficient
absolute value between each range block R and domain block D is approximate to 1
means that domain block D which satisfy this condition |q(R, D) |! 1 is the
approximate domain block for that range block [5]. But it is difficult to search the best
approximate domain block D therefore it is necessary that using Eq. 5 compute the
APCC between each domain block and the preset block B and select a proper preset
block B. As domain blocks classified into 3 classes, there is need 3 preset blocks. For
searching matched Domain block in a set of domain blocks for each range block, there
is need of approximation between the APCCs of these domain blocks and preset block
and APCC between range block R and preset block B. Then for a range Block R of the
each class should be calculated APCC with preset block B. For a preset block B, we
first calculate the PCC between R and B then between D and B to search the matching
domain block for a current range block R meeting the Eq. (6) in this domain class [5]
(Fig. 1).

qðR;BÞj j � qðD;BÞj j ð6Þ

Preset Block1 4X4

Preset Block2 4X4 Preset Block3 4X4

Fig. 1. The 4 � 4 preset blocks trained for cameraman image
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5 Experimental Results

In these experimental results the various methods conducted on various images
(256 � 256, 512 � 512, 8 bit gray scale) and results are obtained. Figure 2 shows the
preset blocks trained for 4 � 4 image blocks of cameraman image corresponding to the
classes expressed in Eqs. (2), (3) and (4). Table 2 lists the performance analysis of FIC
using the edge property-based neighborhood region search method and absolute value
of Pearson’s correlation coefficient methods including full search method. The tested
images are Lena and cameraman. Here EP-NRS, APCC and FIC are the abbreviations
of the edge property-based neighborhood region search method, absolute value of
Pearson’s correlation coefficient method and baseline fractal image compression
method respectively. Experimentation has been performed using MATLAB software
on WINDOWS platform. Hardware requirement of proposed approach is general
minimum configuration, Pentium III Processor and 256 MB RAM (Figs. 3 and 4).

Fig. 2. The original 512 � 512 and 256 � 256 image and decompressed image using EP-NRS
method

Table 2. Performance comparison

Image APCC method EP-NRS method BFIC method

PSNR MSE Number of
computations

PSNR MSE Number of
computations

PSNR MSE Number of
computations

Lena
(512 � 512)

43.54 dB 8.56 53248 38.81 dB 2.88 169998 34.28 dB 24.26 184185

Cameraman
(256 � 256)

36.08 dB 16.02 13312 36.03 dB 16.21 41740 34.89 dB 21.08 149152
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6 Conclusion

The FIC has drawback of high computational complexity. To overcome this, I have
compared different technique of FIC as shown results. Using Edge based neighborhood
region method in which speedup rate can be increases further by reducing the no. of
computations by using edge property of block into the search process. Using this
method PSNR and compression ratio is also increases as compared with other methods
and reconstructed image quality is also improved. The proposed algorithm improved
the PSNR as compared to basic method fractal image compression. In this compression
scheme main concept is reproduction of image using Iterated Function Systems (IFS).
This Iterated Function System can be further optimized using Pearson Correlation
coefficient. Numbers of domain blocks are reduce by the APCC method, in which
absolute value of Pearson’s correlation coefficient of the blocks is calculated. The
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Fig. 3. Number of computations with different methods
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Fig. 4. PSNR values with different methods
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comparison of these schemes for 512 � 512 images Lena and 256 � 256 Cameraman
image with range block size 4 shown in Table 2.
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Abstract. In this world of digitized era there is immense desideratum of image
processing which manipulates the image information for analysis purport. Any
image can be characterized by its feature sets, which demonstrate the detailed
information of the images and enhance their visual interpretation. The features
are extracted corresponding to the whole image comprised of both ROI (region
of interest) and Non-ROI regions. Additionally, the region of Non-ROI shows
promising results for obnubilated information corresponding to expected dis-
ease. So, for that purport we have proposed a method that extract the feature
from the ROI and the Non-ROI region corresponding to the mark vertices in an
image utilizing mouse click. The proposed work utilizes a model that extracted
the categorical region by culling the concrete area and marks the vertices, double
click at the last vertices utilizing mouse, the area automatically extracted cor-
responding to the masking that is discretely exhibited. The proposed work uses
two neuroimaging modalities such as CT-Scan and MRI. As per the survey of
radiologist, Medico and medicos, most of the time they concentrated only those
components of the image i.e. ROI that can be facilely detectable and shows the
cause of disease. They have to leave the rest of the component of the image i.e.
Non-ROI that can be cause of the further detection of disease. In furthermore we
extracted the obnubilated consequential information from the unattended portion
of the neuroimaging modalities i.e. Non-ROI.

Keywords: ROI � Non-ROI � Neuroimaging modalities � Hidden features

1 Introduction

Image processing is a method to acquire enhanced images by converting it into digital
form, in order to extract some utilizable or obnubilated information from it by per-
forming many computations on an image. The main objective of image processing is to
visualize the image objects, image retrieval to find ROI, image renovation and
sharpening to engender a better image, apperception or distinguish image objects etc
[12]. The final result of the image processing is a numerical data rather than an image.
Image processing includes the following stages.
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(1) Image acquisition- in this stage enhanced images are acquired and stored in a
media for further processing. There are some techniques used to convert analogy
data into a digital form [13].

(2) Pre-processing- This is the most essential step of image processing in which
enhance the quality of acquired images by noise filtering, enrich edge, incre-
menting contrast, pseudo-coloring, resizing an image, sharpening the regions and
equalize the frequency level utilizing histogram equalization [14].

(3) Segmentation- in this stage digital image divided into multiple segments and each
segment contained sundry features such as color, special location, texture, intensity
and many other statistical properties. The main purport of segmentation is to
ascertain a concrete region of the image that is called region of interest (ROI) [4, 6].

(4) Feature Cull- The main objective of this step is to eliminate the entire extraneous
and duplicate feature and cull those features or attribute that are more germane
and which reduce the computation time and amend the precision of prognosti-
cation that formulate the better or optimized results.

(5) Feature Extraction- There are sundry items which provide the information of an
image is kenned as features e.g. texture, size, color, shape, composition, location
etc [15].

(6) Image Relegation- In this stage extracts the cognizance or information which
avails radiologist or medico for decision making. There are sundry kinds of
relegation methods such as texture relegation, neural network relegation, data
mining relegation etc. which uses machine learning, virtualization, statistical
methods, and other manipulation techniques to retrieve the information [1].

Evaluation

Image Classification

Feature Selection / Extraction

Image Preprocessing/ 
Enhancement/Segmentation

Medical Image Acquisition

Fig. 1. Model of image processing
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In this stage there are two types of datasets; training dataset and testing dataset. The
training dataset stored in the backend database and input dataset which is called test
dataset match with the data stored in database for the relegation and then we got the
trained datasets as an outcome that is further analyze and prognosticated for the final
results [18].

(7) Evolution- In this stage evaluates the relegated data on the behalf of some sta-
tistical parameters that shows the precision factor of the final outcome.

2 Neuroimaging Modalities

There are sundry types of Invasive and Non-Invasive Imaging Modalities such as MRI,
CT-Scan, X-Ray, USG etc. but in our research work we have discussed about only CT-
Scan and MRI images [5].

2.1 Magnetic Resonance Imaging (MRI)

To record the internal structure and some portion of function in the body, a non-
invasive medical imaging modality such as MRI is significantly utilized. MRI is a
spectroscopic imaging technique predicated on nuclear magnetic resonance principle,
uses non-ionizing electromagnetic radiation. The main advantage of MRI in medical is
that it is mainly used to provide in depth analytic imaging of soft tissues in the body
such as soft organs and cartilage tissues like encephalon and the heart [16]. MRI is
mundanely painless and not uses radiations so MRI scans generally considered safe in
gravidity and for children. MRI shows some unique information those other techniques
not capable to show and has the great impact for cell tracking and breast tissue
regeneration. On the other hand MRI does have many drawbacks such as it has very
tight space and an inordinate amount of strepitous. For some people it may be

Fig. 2. Classification process model [1]
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claustrophobic and quite sumptuous. MRI is not for intra-luminal abnormalities and
there is desideratum of sedation to little children because they can’t remain still [3].
Some sample images of MRI are shown in the Fig. 3.

2.2 Computed Tomography (CT-Scan)

CT-Scan is a diagnostic technology consists of a rotating frame which has two com-
ponents; one is an X-Ray tube at one side and a detector at antithesis side of the frame.
An image is acquired each time when the X-Ray tube and detector consummates one
round the patient body and many images will be accumulated from many angles. Every
profile of X-Ray beam is reconstructed by the computer to engender 2D image and then
scanned. 3D CT-Scan can withal acquire with the avail of spiral CT which is subsidiary
in visualization of tumor in three dimensions. Recently 4D CT-Scan introduced to
surmount with the quandary of respiratory forms of kineticism. It engenders temporal
and spatial information about the organs. It is painless and non invasive method to
diagnose the medical quandaries. It captures the picture of bones, soft tissues and blood
vessels in our body [7]. CT-Scan additionally provide detailed information about very
minute abnormalities even the body don’t have the symptoms of it. CT-Scan releases
relatively high radiations which has the jeopardy of lung and breast cancer and mainly
not recommended for enceinte women and has health issue for unborn babies and
fetuses [3]. Some sample images of CT-Scan are shown in the Fig. 4.

Fig. 3. Brain structure MRI

Fig. 4. CT-Scan images showing internal body structures
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3 Research Methodology

The first step of our research work is to acquire several medical imaging modalities
data by visiting sundry hospitals, clinics and diagnostic centers. For our work, we have
accumulated primary data, near about 6000 medical images from two different cities
such as Jaipur and Kota. The Neuroimaging Modalities such as MRI and CT-Scan
taken from “GETWELL Healthcare Center”, Jaipur and “Bharat Vikas Parishad
Hospital and Research Center”, Kota, Rajasthan. The amassed data will be in any hard
drive media like pen drive, DVD, CD etc. All the amassed medical image data was
stored in own database environment. The size and color of the amassed data is not
categorical, depending on the priority they have culled for the imaging. So, for image
processing we require to perform some alteration such as resizing and converting the
image into grayscale. The size should be 256 � 256. The intensity of grayscale image
varies from 0 to 255 where 0 approaches to consummately ebony and 255 approaches
to consummately white. We have accumulated images in DICOM format but stored in
database in JPEG format.

3.1 Experimental Setup

We have shown the experimental setup for the medical image processing, the research
work uses the hardware and software as follows:-

Hardware: Intel® core™ i3-3210 CPU 540 @3.07 GHz, 4.00 GB RAM, 500 GB
HDD. Software: MATLAB R13a, SQL database server.

3.2 Proposed Method to Extract Hidden Features from Unattended
Portion of Neuroimaging Modalities

The features are extracted corresponding to the whole image comprised of both ROI
and Non-ROI regions. Withal, the region of Non-ROI shows promising results for
obnubilated information corresponding to expected disease [9]. So, for that purport we
have proposed a model that extracts the features from the ROI and the Non-ROI region
corresponding to the mark vertices in an image utilizing mouse click. The proposed
work utilizes a model that extracted the concrete region by culling the categorical area
and marks the vertices, double click at the last vertices utilizing mouse, the area
automatically extracted corresponding to the masking that is discretely exhibited.

Proposed Algorithm
Step 1 Designate polygonal region of interest (ROI) for the input image.
Step 2 Create buffer for ROI with 256 * 256.
Step 3 Create buffer for Non-ROI with 256 * 256.
Step 4 Performs the binary masking corresponding to loop, to disunite the ROI and

Non-ROI region.
Step 5 Display the ROI and Non-ROI images discretely
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4 Results and Discussion

The results of proposed model as shown in the Fig. 5.

(a) (b)                                (c)

(d) (e)

(a) Original input CT-SCAN Image (b) Mark Abnormal Area using mouse click (c) 
Masking image (d) Extracted NON-ROI Image (e) Extracted ROI Image

(a)                                       (b)                                  (c)

(d) (e)

(a)Original input MRI Image (b) Mark Abnormal Area using mouse click (c) Masking 
image (d) Extracted NON-ROI Image (e) Extracted ROI Image

Fig. 5. Extracted ROI and Non-ROI region from Brain CT-Scan and MRI image
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The results of both CT and MRI images shows the ROI and Non-ROI region that
avails the radiologist to extract the ROI region discretely on mouse click in very
efficaciously manner and expeditiously. As per the survey of radiologist, Physicians
and doctors, most of the time they concentrate only those parts of the image i.e. ROI
that is easily detectable and shows the cause of disease. They have to leave the rest of
the part of the image i.e. Non-ROI that can be cause of the further detection of disease.
In further more we extracted the hidden meaningful informations from the unattended
portion of the medical images i.e. Non-ROI.

The input images are firstly process using the Wavelet Transform with daubechies
level four (db4) to obtain the approximated image that holds high intensity values and
entire detail band coefficient of pixels of image. There after extract Non-ROI region
from the medical images and then apply the model of GLCM (Gray Level Co-
occurrence Matrix) and Wavelet Transform to extract the categorical features from the
extracted Non-ROI region of the medical images [17, 19].

Now further we are going to elaborate the concepts and formulas of these features:

1. Maximum Probability: Maximum value represents the largest value of PI in matrix.
2. Minimum Probability: Minimum value represents the smallest value of PI in matrix

[19].
3. Mean: An average value. l ¼ 1

N

PN
i¼1 Ai

Where Ai denotes the ith observed value of the attribute. N is the number of data
points, we have in our data set.

4. Median: Middle value from the image matrix set.
5. Skewness:- Third moment of a real-valued random variable of X. The skewness can

be positive skewed, negative skewed and unskewed depending on whether Skew(X)
is positive, Negative or zero [18].

6. Kurtosis:- Fourth moment of a real-valued random variable of X. It is always Non-
negative, in fact strongly positive unless X is a constant.

7. Contrast: It measures variation between pixel and its adjoining pixel in terms of gray
scale change. Contrast can be calculated with the help of the following formula-

Contra ¼
X

a; b a� bj j2 Pi ða; bÞ

Where Pi (a, b) represents pixel at position (a, b).

8. Correlation:- It is define the strength of relationship between two variable suppose
X and Y [8].

9. Energy: It returns the sum of squared elements in the GLCM. Energy is 1 for a
constant image.

Energy =
X

a; b Pi ða; bÞ 2

10. Homogeneity: It measures changes in gray values. If there are large variation in
gray values then homogeneity will also be large and vice-versa [17].
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Homog ¼
X

i; j
Piða; bÞ

1þ ja� bj

Now, the output of the M-file program for 4th level decomposition and feature
extraction utilizing DWT and GLCM are shown in the Fig. 6.

The extracted features from the Non-ROI part of the medical images that utilizing
GLCM and Wavelet transform are shown in the Table 1.

Fig. 6. Extracted feature using proposed work in MATLAB R13a environment

Table 1. Extracted features from the Neuroimaging Modalities

Feature no. Feature name Feature value
Figure 1 Figure 2 Figure 3 Figure 4 Figure 5

1 Max 191.1 195.06 254.94 254.59 254.59
2 Min 3.0313 0.0313 1.96 0.78 0.78
3 Mean 340.71 291.88 1110.5 524.29 751.04
4 Median 82.1 65.75 939.28 247.86 604.04
5 Skewness 1.02 2.25 0.57 2.7 0.8171
6 Kurtosis 2.94 9.04 2.09 11.09 2.35
7 Contrast 0.3463 0.4694 0.6514 0.8479 0.4737
8 Correlation 0.9384 0.9318 0.9097 0.919 0.913
9 Energy 0.4605 0.5612 0.398 0.5435 0.3854
10 Homogenity 0.9238 0.9174 0.9136 0.9148 0.8985
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These features extracted from the Neuroimaging Modalities which are more ger-
mane and that avail the radiologist and medico to identify the cause of the disease.

5 Conclusion

During our research work we have proposed a ROI and Non-ROI extraction model that
avails the radiologists and medicos to extract the ROI region discretely on mouse click
in a very efficaciously manner and expeditiously. As per the survey of medical persons,
Medico and medicos, most of the time they concentrated only those components of the
image i.e. ROI that can be facilely detectable and shows the cause of disease. They
have to leave the rest of the component of the image i.e. Non-ROI that can be cause of
the further detection of disease. Furthermore we extracted the obnubilated paramount
information from the unattended portion of the medical images i.e. Non-ROI, that avail
the radiologist for early detection of the diseases.
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Abstract. SAVDerma predicts the association of a Single Amino Acid Varia-
tion (SAVs) with dermatological diseases. SAVs are basically non-synonymous
SNPs which are sometimes associated with various diseases. A single amino acid
mutation can affect various physico-chemical properties of a protein which then
effect the normal functionality of a particular protein and leads to disease. Studies
have shown that among various mendelian diseases, around 60% of them are due
to these types of SAVs. The scope of this study limits with dermatological
disorders and the process can be applied to all other types of diseases. We have
curated SAV’s physico-chemical and sequence-based features which are asso-
ciated with dermatological disorders and kept them as positive set and vice versa
as negative set. This data sets were feed to machine learning classifiers for
developing a model which can classify SAV’s association with dermatological
disorders. Our classifier obtained an accuracy of 87.29%. SAVDerma is a web
application where user can find all the curated and machine generated data about
SAVs and their predicted association with skin diseases. It has a user-friendly
interface where information regarding particular SAV can be retrieved using
three different parameters i.e. Gene symbol, Swissprot id and rs id and are
provided on the search page of the website (http://savderma.info/). SAVDerma
can be used as a single point information retrieval system by clinicians and thus
increasing the current knowledge on skin disorders.
.

Keywords: SAVs (Single amino acid variations) �
SNPs (Single nucleotide polymorphism) � Machine learning (ML) � SAVDerma

1 Introduction

Skin is always a fascinating organ of human body having distinct roles of protection,
sensation, thermoregulation and most interesting metabolism of Vitamin D. It provides
body, a complex barrier against external environment which comprises of dermis, sub-
dermal structures, surface keratinocytes and inter-keratinocyte substances. Socio-
economic scarcity is one of the major causes of skin diseases which adversely affects
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the lifestyle of the patients. Skin disorders are commonly found in different societies
influencing for about thirty to seventy percent of population of every age group [1–3].
The International Classification of Disease identifies skin disorders as the most
prevalent human disease, recording more than thousand cases, representing a heavy
load of skin diseases [4]. However, skin diseases are the most ignored and least
discussed in health debate in India. [4]. An incomparable magnitude of data about
amino acid substitutions has been shaped using genomic profiling tools like genotyping
arrays and next-generation sequencing. Recent data from 1000 Genomes Project has
revealed that more than 1.5 crore Single Nucleotide Polymorphisms (SNPs) and
approximately 0.3 crore insertions and deletions alongwith twenty thousand structural
variants exist in human genome and are still growing in number day by day [5–7]. It is
evaluated that there are three to five million single amino acid variations exist in human
as specified by the ongoing sequencing statistics of all-inclusive human genome. SAVs
are the most enormous type of SNPs that principally generate protein products which
contain amino acid substitutions [8]. From different studies on protein’s structure and
function, it has been observed that some amino acid substitutions may cause pernicious
diseases and are responsible for about sixty percent of Mendelian diseases while other
are totally harmless having no role in type of disease [9]. Information obtained from
studies on SAVs can give insights about the migration pattern of long-gone human and
ancestor line of existing humans. Moreover, the findings on SAVs can be utilized to
establish the foundation for their use in therapeutic practices by decoding the effect of
genomic variations and by setting up the connections with phenotypes [10].

To predict the functional influence of SAVs on protein, many computational
approaches like machine learning or statistical methods have been used in past decade
which employs protein related features like physico-chemical properties, 3-D structure,
amino acid sequence, intricate residue-contact network property, evolutionary evidence
and more. The dominant part of these strategies are being utilized by investigators
which can be connected as autonomous programming or web applications to outfit
unrestricted calculation of useful and functional impact of SAVs for informative and
non-business reasons [8]. In the current research paper, information associated with
skin diseases have been recovered through different web assets and literature accessible
on the web and all the SAVs, neutral along with disease-linked were mined then the
curated data were fed to various machine learning classifiers for training and a model
was prepared to calculate the linkage of SAVs with skin diseases, the model was
applied on the test data. Based on the prediction results, a web application named
“SAVDerma: Single Amino Acid Variations related to Dermatological disorders” is
developed. SAVDerma consists of data connected to SAVs and tells about the asso-
ciation of an SAV with dermatological disorders. SAVDerma caters the need of
research community especially in the area of healthcare. Data of SAVDerma can be
used to make easy to use and efficient diagnostic tools for skin disorders. In addition,
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anticipated unique SAVs whose role in skin disorders have not been perceived, but
rather they possibly have role in skin diseases can be additionally researched. This
investigation will be useful in unraveling the effect of SAVs in dermatological diseases
and in giving machine learning based analytic frameworks for clinical progressions.

2 Methodology

2.1 Extraction of SAVs

Skin disease associated genes were curated from literature and online web resources,
and mapped against Uniport ids. Present study focused on two groups of single amino
acid variations (SAVs), first group consists of skin disease causing variations in amino
acids and second group consists of neutral polymorphisms (having no role in skin
diseases) for making positive and negative cases in this study for machine learning
purpose [11]. By using HumsaVar.txt [12], Uniport ids were then drawn against 4279
instances of skin disease causing variations and 4895 instances of neutral variations.
The protein sequences of all the known human proteins were also extracted from
Uniprot and the sequences for specific amino acid substitutions have been extracted by
altering the specific amino acid residues at particular positions as demonstrated by
variation data from HumsaVar.

2.2 Examination of SAVs

Extracting Physico-Chemical Properties of SAVs
The physico-chemical features were retrieved through PROFEAT which is a web based
platform to retrieve features of proteins and peptides on the basis of amino acid
sequence. It provides information about amino acid constituents and the physico-
chemical properties like hydrophobicity, polarity, solvent accessibility etc. which are
exceedingly helpful [13] for the efficient application of statistical learning approaches
in predicting essential structural organisation, practically functional communication
profiles of proteins irrespective of sequence resemblances.

Extracting Properties Related to Mutational Effect of SAVs
In several human disorders, it is observed that protein aggregation complements or
alters the pathology of disease with which it is associated. Mutations has an important
role in protein aggregation, so we employed TANGO which performs various calcu-
lations on aggregation propensity of unfolded peptide chains which are useful to assess
the effect of mutation in protein aggregation. TANGO is hinged on the physico-
chemical values associated with generation of beta-sheet, drawn-out by the confidence
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that the core areas of an aggregated protein are totally buried [14, 15]. LIMBO which is
a position specific algorithm was used to distinguish loci of chaperone binding in
proteins. LIMBO is based on a PSSM matrix which is made proficient from in vitro
peptide binding data and structure modelling [16]. It is highly effective in foreseeing
the mutational effect on chaperone binding and their role in disease transformation. To
retrieve information of mutational consequences of SAVs on amyloid propensity of
protein, a program called WALTZ has been selected. WALTZ is a locus-sensitive
prediction algorithm that takes amino acid position, physico-chemical and structural
information of protein as input and generates a scoring matrix for protein aggregation
propensity. This properties are taken into consideration for assessment of aggregating
regions as an effect of SAVs [17]. Lastly, Grantham score is recovered which provides
the information of the distance between two amino acid in evolutionary sense and can
be utilized to predict harmful and neutral amino acid substitutions. The distance scores
for amino acid substitutions go from 5 to 215 in Grantham matrix [18].

2.3 Prediction of SAVs Association with Dermatological Disorders Using
Machine Learning

To train and test data related to SAVs, Waikato Environment for Knowledge Analysis
(Weka) is used, it is an accessible, user-friendly platform for machine learning tasks.
The state-of-the art methods of machine learning like random forest, J48 tree, multi-
layer perceptron classifier, classification via regression etc. were utilised for classifi-
cation purpose [19] and evaluated to discover the top performing classifier in terms of
accuracy, precision, recall, area under ROC curve and F-measure for prediction by
using 10-fold cross validation.

2.4 Construction of SAVDerma

SAVDerma was built utilizing WordPress and Caspio Bridge. SAVDerma incorporates
all the data of SAVs retrieved from various databases used in the study. WordPress is
an open source, Content Management System (CMS), which is developed to support
online blogs and sites. Caspio Bridge is a user-friendly cloud software and dais which
helps in building compliant Web databases and structures. Caspio Bridge is useful
platform for non-programmers for developing databases recourses both back-end and
front-end. It can also integrate with WordPress for wide accessibility through web
browsers.
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3 Results and Discussion

Physico-chemical and mutation associated data on SAVs were collected to make
training data for machine learning purpose through various tools like PROFEAT,
TANGO, LIMBO, WALTZ etc. To make test data, unclassified SAVs, which are not
known to be associated with any kind of skin disorder were retrieved from HumsaVar
and tested to check their relation with skin diseases.

3.1 Optimum Classifier Selection

Various machine learning classifiers were used to select a best performing optimum
classifier on basis of accuracy, MCC value, f-measure, recall, precision and ROC
curve. Random forest classifier was selected as optimum machine learning classifier on
the basis of obtained results and was used for testing the relationship of unclassified
SAVs with skin disorders. It showed the highest accuracy (87.29%) and precision
(87.40%) in prediction tasks. Furthermore, it provides outstanding performance based
on ROC area (93.40%) amongst other machine learning classifiers, refer Figs. 1, 2 and
Table 1.

Fig. 1. Pipeline of SAVDerma
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3.2 Testing of Different Types of Datasets

To test the discrete performance of different tools and SAVDerma, Random forest ML
classifier was used and the performance of every tool alongwith SAVDerma was
compared as shown in the Table 2. SAVDerma comes out to be the top performer in
terms of accuracy, ROC area, precision and other machine learning performance
measures. SAVDerma shows the highest accuracy of 87.29% and precision of 87.40%,
moreover, it showed ROC area of 93.40% which represents the eminence of binary
measure. All these performance results prove that SAVDerma gathers information of

Table 1. Results achieved for various ML classifiers used in the study.

ML classifiers Accuracy Precision Recall F measure MCC ROC area

Random forest 87.29 87.40 87.30 87.30 74.30 93.40
J48 82.23 82.40 82.20 82.30 64.20 82.80
Function logistic 76.65 76.70 76.70 76.70 52.70 84.50
JRip 80.80 80.80 80.80 80.80 61.00 82.30
Filtered classifier 82.89 83.00 82.90 82.90 65.50 86.70
Classification via regression 84.92 85.00 84.90 85.00 69.60 91.00
Multilayer perceptron 84.86 85.00 84.90 84.90 69.40 90.40

Fig. 2. Bar graph displaying various ML classifiers against their performance.
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high quality. SAVDerma contains 57389 unclassified SAVs which are present in 10204
genes. Out of 57389 SAVs, 5788 SAVs are predicted to be related with dermatological
diseases located in 1712 genes in which 77 SAVs are found to have highest prediction
margin.

3.3 User Interface Development of SAVDerma

SAVDerma is a web application which holds data about SAVs and their connection
with skin conditions. SAVDerma assembles profoundly curated physico-chemical and
features of SAVs based on sequence properties. Users can assess data with respect to a
specific SAV through parameters like Gene Symbol, Swissprot Id and rs Id. Search
outcomes will display amino acid position at which substitution exist along with their
relationship with dermatological disease (refer Figs. 3, 4, 5, 6 and 7).

Table 2. Performance of different tools against SAVDerma.

— Accuracy Precision Recall F measure MCC ROC area

PROFEAT 81.59 81.60 81.60 81.60 62.70 81.40
TANGO 57.72 56.70 57.70 53.80 10.50 55.70
WALTZ 57.23 56.40 57.20 50.20 08.40 52.00
LIMBO 56.74 55.30 56.70 51.10 07.40 51.90
Grantham 62.00 61.60 62.00 60.60 21.20 64.70
SAVDerma 87.29 87.40 87.30 87.30 74.30 93.40

Fig. 3. Bar graph displaying performance of various tools and SAVDerma.
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Fig. 4. Homepage of SAVDerma.

Fig. 5. Search page of SAVDerma.
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Fig. 6. Result page of SAVDerma after searching for a particular query.

Fig. 7. Help page of SAVDerma.
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4 Conclusion and Discussion

Dermatological diseases are one of the regular conditions that influences human and
their way of life. A collection of computational techniques has been created to gauge
the functional impact of SAVs on a protein and their association with disease utilizing
statistical methods or machine learning approaches. In this study, using the machine
learning methods, we tried to make predictions on relationship of SAVs with derma-
tological diseases and found many SAVs associated with skin disease that are not
previously known in any kind of skin disorder (refer Table 3). On-premise of the
findings, we have made SAVDerma, which encompasses more than fifty-two thousand
SAVs and their linked sequence-based and physicochemical properties. SAVDerma is
first of its kind user-friendly web application for the SAVs linked to skin diseases. This
will provide biologically substantial information related with SAVs to users, which will
undoubtedly working to give understandings about the cause of the skin conditions. We
proposed to refresh an ever increasing number of information related with amino acid
variations in coming time. The information about novel single amino acid variations
that we got from ML methods can be furthermore used to examine their association
with skin diseases and can be used to make effectual drugs for management of skin

Table 3. Analysis of putative SAVs

Rs ids Top
scoring
genes

Proposed role in skin diseases

rs122458138, rs753267653 ACSL4 ACSL4 gives directions to make a
protein that forestalls minerals,
including calcium, from being kept in
body tissues where they don’t have a
place. Any change in ACSL4 can
prompt cole infection

rs72559751, rs35404804 ABCC9 Any alteration in ABCC9 may modify
the structure of the potassium channel
which may prompts to skin disorder
called Cantú syndrome

rs777832794, rs387906592,
rs794728021, rs397516685,
rs121434528, rs121434527,
rs112602953, rs751300489,
rs121434526

ACTA2 Any modification to this gene can
cause allergic reactions due to
impairment of protein found in
various types of immune system cells
leading to urticaria

rs886043807, rs72549398,
rs72549399, rs756220860,
rs72549395, rs777469571,
rs72549400, rs72551306,
rs72551305, rs121908935,
rs72549394, rs72551307,
rs11568372, rs72549402, rs11568372

ABCB11 Modifications in ABCB11 prompts
disabled secretion of bile juice which
can cause serious pruritus and
yellowing of the skin
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related conditions. Additionally, this investigation will assist researchers and scholars
in finding improved machine learning based diagnostic frameworks for fast and
unswerving diagnosis of skin diseases.

Acknowledgement. This study has been supported by Department of Biotechnology,
Government of India, project file No. BT/PR5402/BID/7/408/2012.

Availability and Implementation. The developed SAVDerma is available as free online
resource at [http://savderma.info/].

References

1. Bickers, D.R., et al.: The burden of skin diseases: 2004. A joint project of the American
Academy of Dermatology Association and the Society for Investigative Dermatology.
J. Am. Acad. Dermatol. 55, 490–500 (2006)

2. Hay, R.J., Fuller, L.C.: The assessment of dermatological needs in resource-poor regions.
Int. J. Dermatol. 50, 552–557 (2011)

3. Schofield, J., Grindlay, D., Williams, H.: Skin conditions in the UK: a health care needs
assessment (2009)

4. Hay, R.J., et al.: The global burden of skin disease in 2010: an analysis of the prevalence and
impact of skin conditions. J. Invest. Dermatol. 134(6), 1527–1534 (2014)

5. Sachidanandam, R., et al.: A map of human genome sequence variation containing 1.42
million single nucleotide polymorphisms. Nature 409, 928 (2001)

6. International HapMap Consortium: A second generation human haplotype map of over 3.1
million SNPs. Nature 449, 851 (2007)

7. Durbin, R.M., et al.: A map of human genome variation from population-scale sequencing.
Nature 467, 1061 (2010)

8. Wang, M., et al.: FunSAV: predicting the functional effect of single amino acid variants
using a two-stage random forest model. PLoS ONE 7(8), e43847 (2012)

9. Botstein, D., Risch, N.: Discovering genotypes underlying human phenotypes: past
successes for mendelian disease, future approaches for complex disease. Nature Genet.
33, 228 (2003)

10. Fernald, G.H., Capriotti, E., Daneshjou, R., Karczewski, K.J., Altman, R.B.: Bioinformatics
challenges for personalized medicine. Bioinformatics 27, 1741–1748 (2011)

11. Srivastava, I., Gahlot, L.K., Khurana, P., Hasija, Y.: DbAARD & AGP: a computational
pipeline for the prediction of genes associated with age related disorders. J. Biomed. Inform.
60, 153–161 (2016)

12. Famiglietti, M.L., et al.: Genetic variations and diseases in UniProtKB/Swiss-Prot: the ins
and outs of expert manual curation. Hum. Mutat. 35, 927–935 (2014)

13. Rao, H.B., Zhu, F., Yang, G.B., Li, Z.R., Chen, Y.Z.: Update of PROFEAT: a web server for
computing structural and physicochemical features of proteins and peptides from amino acid
sequence. Nucl. Acids Res. 39(Suppl. 2), 32–37 (2011)

14. De Baets, G., Van Doorn, L., Rousseau, F., Schymkowitz, J.: Increased aggregation is more
frequently associated to human disease-associated mutations than to neutral polymorphisms.
PLoS Comput. Biol. 11, e1004374 (2015)

15. Fernandez-Escamilla, A.M., Rousseau, F., Schymkowitz, J., Serrano, L.: Prediction of
sequence-dependent and mutational effects on the aggregation of peptides and proteins. Nat.
Biotechnol. 22, 1302 (2004)

Deciphering the Association of Single Amino Acid Variations 237

http://savderma.info/


16. Van Durme, J., Maurer-Stroh, S., Gallardo, R., Wilkinson, H., Rousseau, F., Schymkowitz, J.:
Accurate prediction of DnaK-peptide binding via homology modelling and experimental data.
PLoS Comput Biol. 5, e1000475 (2009)

17. Maurer-Stroh, S., et al.: Exploring the sequence determinants of amyloid structure using
position-specific scoring matrices. Nat. Methods 7, 237 (2010)

18. Grantham, R.: Amino acid difference formula to help explain protein evolution. Science 185,
862–864 (1974)

19. Sharma, T.C., Jain, M.: WEKA approach for comparative study of classification algorithm.
Int. J. Adv. Res. Comput. Commun. Eng. 2(4), 1925–1931 (2013)

238 J. Meena et al.



Classification of Multi Source Ultrasonogram
Image of Steatosis

Nivedita Neogi1, Arunabha Adhikari2(&), and Madhusudan Roy3

1 MeghnadSaha Institute of Technology, Kolkata, West Bengal, India
nivedita.neogi@msit.edu.in

2 West Bengal State University, Barasat, West Bengal, India
arunabha.adhikari@gmail.com

3 Saha Institute of Nuclear Physics, Kolkata, West Bengal, India
roy.madhusudan57@gmail.com

Abstract. Aim of supervised classification is to obtain an algorithm that works
across the data sets collected from different sources. Ideally a classifier, trained
with sufficient variations in the input data, should be able to make reasonably
good prediction on test data, obtained from arbitrary independent source.
Medical images are sensitive to imaging devices and imaging conditions;
therefore, classification of medical images is, typically restricted to a single data
set where images are collected under similar conditions. In the present com-
munication human normal and fatty liver ultrasonogram images from two dif-
ferent sources are used. When one source is employed for training and the other
for testing, the classification accuracy is low. However, addition of a small
fraction of data from the testable source to the training set drastically improves
the classification accuracy indicating an algorithm to develop a classifier that
works on data from different independent sources.

Keywords: Multi-source � Anisotropy feature � PSO � Ultrasound � Steatosis

1 Introduction

Motivation behind the present work is to work out a suitable algorithm leading to a
Computer Aided Diagnosis (CAD) tool to look into liver steatosis from the human liver
ultrasonogram images (US). Steatosis of human liver, also known as fatty liver, a
common disease which often leads to liver cirrhosis and hepatocellular carcinoma [1],
if untreated. Ultrasound technology is readily available and less costly. This kind of
image identification modality is also useful to find out liver steatosis [1].

Over the years, in the literature, binary classification detecting steatosis was made
using different features like Gray Level Co-Occurrence Matrices (GLCM) features [2–
11], wavelet transform [12], radon transform and discrete cosine transform [13], GIST
descriptor [14] as well as using different classifiers, Multilayer Perceptron (MLP) [2, 5],
Support Vector Machine (SVM) [10, 13, 16, 17], Probabilistic Neural Network PNN
[13, 15], Decision Tree (DT) [15], fuzzy sugeno [13].

It is reported in literature that the highest accuracy of classification of ultrasound
image of normal and fatty human liver is achieved 100% using fatty liver disease index
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(FLDI) and FS with 5 features [13].100% accuracy is achieved by Alivar et al. [18] for
classification of diffused livers into normal or fatty using ‘serial feature fusing mode’.
However, these results are produced with test and train fraction drawn from the same
single source.

In our previous work we have proposed a set of anisotropy features [19] and it is
establish that these features are very efficient in binary classification of ultrasonogram
image (US) into fatty (steatosis) and normal classes [20]. Accordingly, we have
compared the efficiencies of five classifiers namely, Bayesian, MLP, PNN, SVM,
Learning Vector Quantization (LVQ) with the highest accuracy 99% with PNN, and in
a subsequent publication, we have found that ANN classifier with feature selection with
Particle Swarm Optimization (PSO) improves the classification to perfection [21].
100% accuracy is attained with only 6 features and the accuracy is maintained by
increasing the number of features.

In all the above communications, images are acquired from one source and always
results are reported with larger training set compared to the test set. This is the common
practice in pattern recognition relating the medical images. In nearly all published
reports, the database is built from a single source. As the images critically depend upon
the imaging conditions, a multisource database is rare to find. On the other hand, to find
whether these classification algorithms have any usability, we have to work on images
obtained from any similar sources. Ideally, a classifier, trained with sufficient variations
of input data, should be able to make reasonably good prediction on data obtained from
a different and independent source.

In a separate communication [communicated], we find that anisotropy- PSO-ANN
method can work on images from two different sources with equal elegance. In both the
cases, only 6 selected features lead to perfect classification. When images from both the
sources are pooled together, the problem becomes harder and 9 features require
achieving 100% classification.

In this communication, we have initially noted as to how the single source accuracy
depends on the training fraction. Next we have studied how these accuracies are
affected by keeping the training fraction same but supplementing with data from
another source. Precisely, our motivation is to minimize the training fraction by using
of an alternate dataset. We have also explored the effect in accuracy by replacing the
classifier ANN by SVM.

2 Data Acquisition

Data are acquired from two data sources which are independent to each other. These
data collection centres are

(1) Chittaranjan National Cancer Hospital (CNCI), Kolkata, West Bengal, India.
At CNCI ultrasound images of human livers are grabbed by a scanner (Siemens
Sonoline Versa Plus) in which abroad bandwidth phased array convex transducer
is used. Ultrasound probe frequency is 3.5 MHz and the image field size varies
from 6 to 24 cm.
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(2) Institute of Post-Graduate Medical Education and Research and Seth Sukhlal
Karnani Memorial (IPGMERSSKM) hospital, Kolkata, West Bengal, India.
IPGMERSSKM takes these ultrasound images of human livers by Philips HD7
machine using convex transducers with 2 to 5 MHz and ultrasound probe fre-
quency is 3 to 5 MHz, usually they set it 3 MHz.

Images from CNCI are categorized as either normal or fatty by the head of the
department of radio-diagnosis of CNCI using her visual perception of echo texture and
images from IPGMER and SSKM are identified by two radiologists. These images are
pathologically correlated and are acquired with proper settings of the echo graphic
instrument and stored in the Digital Imaging and Communications in Medicine
(DIACOM) format.

2.1 Data Preparation

Square shaped non overlapping sub images are manually cropped from each US image
of human liver. This sub images are called Region of Interest (ROI). Different number
of ROIs from each image constitutes two datasets which are obtained from two dif-
ferent sources.

(1) Data source-1 (CNCI): 5 ROIs from each US images of 34 patients having normal
liver resulting in a total of 170 inputs of normal sample and 10 ROIs from each US
of 17 patients are cropped creating total of 170 inputs for fatty liver samples. This
is balanced data base where no of data in both classes are same.

(2) Data source-2 (IPGMER and SSKM): 3 ROIs are cropped from 32 normal and 55
fatty US images of IPGMERSSKM hospital yields 96 ROIs of normal human
livers and 165 ROIs of fatty human livers.

Figure 1 represents the sample of the normal human liver and fatty human liver of
data source-1 and Fig. 2 represents the sample of the normal human liver and fatty
human liver of data source-2 respectively.

Normal liver                                 Fatty liver

Fig. 1. Human normal liver and fatty liver from data source-1
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3 Feature Extraction

On critical visual observation the texture of a US liver image appears as anisotropic.
A set of few novel features based on this anisotropy are introduced by the present
authors [19] are also found to be very efficient in classifying the data from data source-1
[20, 21].

These anisotropy features are obtained from different parameters. The parameters
are local directionality statistics using Edge Histogram and Line Likeliness [22], Pair
Correlation Function (PCF) [23], Grey Level Difference Histogram (GLDH) [24] and
randomness of texture using Gray Level Co-occurrence Matrix-chi square (GLCM-v2)
[25].

From local directionality statistics 4 features are obtained. They are FT [22],
Peakiness [19], Skewness [19] and Llike [19].

FT (formulated by Tamura, Mori and Yamawaki [22]):

FT ¼ 1�
X

h
h� hp
� �2

H hð Þ: ð1Þ

where H hð Þ is the normalized frequency at the angle h and hp is the angle with
maximum frequency. Two other features are proposed for the same purpose by the
authors [19].

Peakiness ¼ max H hð Þ � H hð Þ
� �

: ð2Þ

Skewness ¼ H hð Þ � HðhÞ
rH hð Þ

 !3

: ð3Þ
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Where an edge code co-occurrence matrix Ped is considered (i, j)th element of
which is the frequency of the pixel pairs with edge code i and j.

              Normal liver                                 Fatty liver

Fig. 2. Human normal liver and fatty liver from data source-2
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20 PCF features are derived according to 20 different neighborhood pixel pair
distances (d = 1, 2, 3, 4 and 8) and directions (h = 0°, 45°, 90°, 135°) [19].

Two features namely, Scale angle and Anisotropy index are calculated from GLDH
and GLCM-v2.

Scale-angle ¼ f 1; 0ð Þ � f d; hð Þh id;h: ð5Þ

Anisotropy index ¼ f ðd; 0Þ � f ðd; hÞh ih
� �

d: ð6Þ

Where f is parameter of interest f (1, 0) denotes its value at (d, h) = (1, 0) and the
average in the last term is taken over all d and h’s.

Mean and variance of grey level difference vector are determined from GLDH.
Therefore, 4 features namely,

Scale-angle index (GLDH mean)
Anisotropy index (GLDH mean)
Scale-angle index (GLDH variance)
Anisotropy indexes (GLDH variance) are predicted.

Similarly Scale angle and Anisotropy index is derived from GLCM-v2 and PCF
both. Details of these features are given in our previous communication [19, 20]. Total
32 anisotropy features are summarized in Table 1.

Table 1. Name of 32 anisotropy features

Feature number Name of the anisotropy feature

1. Peakiness
2. Skewness
3. FT
4. Anisotropy index (GLCM-v2)
5. Scale-angle index (GLCM-v2)
6.–25. PCF (20 different d and h)
26. Scale-angle index (PCF)
27. Anisotropy index (PCF)
28. Scale-angle index (GLDH mean)
29. Anisotropy index (GLDH mean)
30. Scale-angle index (GLDH variance)
31. Anisotropy index (GLDH variance)
32. Llike
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4 Feature Selection

With the help of the appropriate features set, classifier performs their best. Therefore,
feature selection is the important phase of the CAD system. In this study, a meta
heuristic optimization method called Particle Swarm Optimization (PSO) [26] is used
to select feature. Elaborate description of this algorithm is described at our previous
communication [21].

5 Classification Procedure

Two supervised classification algorithm namely Artificial Neural Network of
Levenberg-Marquardt back propagation algorithm (ANN) [27] with 10 neurons in one
hidden layer and Support Vector Machine (SVM) [28] are used to train the system.
For SVM, linear kernel is chosen.

6 Classification Measurement

The performance of the classification is measured by the following parameter

Accuracy ¼ TPþ TN
TPþFN þ TN þFP

� 100 ð7Þ

where TP is true positive (true fatty), TN true negative (true normal), FP false positive
(false fatty) and FN is false negative (false normal). High accuracy is always desirable
for a successful classification system.

7 Result

In this study, the proposed method is developed by MATLAB 2016 environment in a
standalone personal computer using Intel i5 8th generation 8250U proces-
sor@1.80 GHz with 8 GB RAM and 64 bit Windows 10 operating system. The
accuracies reported here are averages accuracies obtained in five independent runs.

Experimental data are collected from two different sources Data set 1: 170 normal
and 170 fatty data sample collected from Data Source-1 and Data set 2: 96 normal and
165 fatty data collected from Data Source-2.

In an initial experiment a traditional PSO selected ANN classifier is run on Dataset
1. In our previous communication we found that only 6 features (out of 32 total)
selected by PSO can achieve 100% classification accuracy for this data set [21] when
70% of the data are used in training under 5 fold cross validation. Here we changed the
training and test fraction of the data and found that accuracy decreases slowly as the
training fraction is reduced. Table 2 summarises the results. However, with only 10%
data in the training set, 95% accuracy is achievable. This is an important observation
since reports of training with such a small fraction of data does not exist so far at least
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in the field of liver ultrasonogram. This efficiency is a combination of the properly
designed feature set, the chosen classifier and the feature selection method.

In the next experiment we ask the question whether the deterioration of the classifi-
cation accuracy with small training fraction be resisted by supplementing data from
another source instead of increasing the training fraction of the dataset-1. Different
fraction of dataset-1 is used for training and the other fraction for testing but the entire
dataset-2 is used as a supplementary data included in the training set. Table 3 describes
the results which are obtained by using different data ratio from dataset-1 with fixed size
of dataset-2. Clearly the inclusion of the supplementary data increases the accuracy.
Comparing Tables 2 and 3, it is found that for 30% data in the training set the accuracy
goes up to 99% from 96% and 50% data in the training set the accuracy goes up to 100%
from 99% with the support of the supplementary data. Number of features could also be
reduced from 6 to 5. However, if the training set does not contain any data from dataset-1
the accuracy drastically drops. Training with dataset-2 and testing with dataset-1 can

Table 2. Accuracy for only Dataset 1

Train: tests (percentage of data used) Accuracy

70:30 100%
50:50 99%
30:70 96%
10:90 95%

Table 3. Accuracy with two Datasets number of features = 5

Training set
Dataset 1% + Dataset 2%

Test set
Dataset 1

Accuracy

70% + 100% 30% 100%
50% + 100% 50% 100%
30% + 100% 70% 99%
0% + 100% 100% 81%

Table 4. Accuracy comparison of two classifiers

Number of features Accuracy
ANN SVM

5 81% 74%
12 70% 69%
15 68% 69%
20 68% 69%
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maximum achieve 81% accuracy in this model. Further improvement needs a modifi-
cation in this model – either in the features or the classifier or the feature selectionmethod.

We explore the role of classifier in this model and change it to SVM from ANN.
The training is with dataset-2 and testing with dataset-1. Results in Table 4 shows that
SVM turns the maximum accuracy significantly lower, by increasing the number of
features both ANN and SVM perform similar and the accuracy decreases.

8 Conclusion

In this study, a CAD model is explored to identify human normal liver against fatty
liver from ultrasonogram images by developing a classifier that uses a novel set of 32
anisotropy features. A good CAD system should work on any ultrasonogram images of
human liver independent of its source and settings during imaging. In reality most of
the published report in the field of CAD of medical images, the training and testing are
restricted within a single source. In the present work we address the question how well
a classifier, trained with images from one source works on the images from a different
source. Data samples are collected from more than one independent data sources. We
use anisotropy features as they are of higher order statistics and they are found to be
efficient for classification of data from a single source [21].

In our previous paper [communicated], we show that our proposed CAD model
consisting of anisotropy features, PSO dependent feature selection and ANN classifier
achieves 100% accuracy on single source data for both dataset-1 and dataset-2 with
only 6 anisotropy features. Increasing number of features retains the accuracy level.
When dataset-1 and dataset-2 are pooled and fed to this model, 100% accuracy is
achieved and this time minimum number of features is 9.

In the present article, we use two sets of data collected from two independent
sources and our primary question is as to how the training with the data from one
source helps learn the classification characteristic of the other source. We find that if the
training is done by entire dataset-2 and dataset-1 is tested for classification the accuracy
achieved is 81%. This accuracy level is increased by including a small fraction of the
data from the dataset-1 set during the training. Only 30% of total data of dataset-1, if
included in the training set the test achieves 99% accuracy. However, if the training is
with 30% data of dataset-1 alone then the accuracy level is 96%. This increase in the
accuracy level comes from seeing the data of the other set during training. In other
words this is a kind of transfer of experience across the data sets.

In another experiment we replace ANN by SVM classifier but the accuracy of the
test drastically decreases. This indicates that the necessity of selecting features and
classifiers for better performance of this model. Precisely it is our seminal idea behind
the work and that is partially able to work across image sources. When a new source of
data arrives, inclusion of only a few samples from the new set would suffice a perfect
prediction. It is quite possible that, if only a handful of data from few other sources are
added to this training set, the model may become truly source independent.

As per our knowledge, multisource medical image data classification, with such
simple algorithm, so far is not reported in the earlier literature.
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Abstract. Massive Open Online Courses are a progressing advancement in
web based training went for boundless intrigue and open access with the
assistance of web. They are a possibly creating innovation, changing how
guidance is passed on and financed far and wide. In current and contemporary
world a critical increment is seen in the quantity of members learning through
MOOCs, supplemental online instruction and e-learning courses. Be that as it
may, the effective course fulfillment rate of the students and their execution is far
underneath than the conventional instruction framework. Hereafter, this paper
endeavors to unfurl the learning examples of MOOC members by distinguishing
numerous parameters, for example, Engagement, Persistence, Completion,
Attention, Relevance, Confidence and Satisfaction and group them as: Active
learners, Passive learners and Bystander learners This paper incorporates an
exceptional data file of 30,000 understudies relating to learning courses. The
data file has been used to accomplish various objectives: a. to process the
connection between the members and courses b. to analyze the learning example
of the MOOC with various recognized parameters c. to anticipate the student
classification for MOOC courses utilizing Data mining techniques.

Keywords: MOOC � Engagement � Persistence � Learners � Retention

1 Introduction

Massive Open Online Courses (MOOCs) are the rapidly developing strategy of
instructive arrangement, holding the possibility to open up access to world class
instructing with geological and social limits. These courses are intended for humon-
gous accumulation of students that can be recovered by anybody, anyplace as long as
they have a virtual network are available to all and one without section capabilities, and
prescribe a full course understanding for nothing. Most importantly benefits are
especially high for those understudies for whom the consumption of educational cost to
go to eye to eye training at best colleges would be restrictive. The rising notoriety of
MOOCs has lead to declare as a trend setting innovation and a genuine danger to
organizations of higher instructions. In addition, regardless of the capability of
MOOCs, degrees of consistency in general are ordinarily very low (figure of 10% are
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seen). This Study hence embarked to investigate the parameter which interlinked with
the pupils retention. An examination was led with students who finished MOOCs as
full just as the individuals who dropped out, in this way enabling correlation with be
made between these subgroups. The goal of this examination is to assess the con-
nection among members and courses. In the light of previously mentioned, this paper
tends to the investigation of Active, Passive and Bystander Learners by examining the
learning designs with the use of various parameters.

2 Literature Survey

The development of web education and innovative advances connote a significant
opportunity to improve education’s access. In this regard, the United Nations Educa-
tional Consultants, Scientific, and Cultural Organization have built up that free access
to educational resources is a technique to upgrade the quality of education, to inter-
change knowledge and to develop skills. This writing survey elaborates alternate points
of view. Advanced education suppliers are adjusting to later and fast worldwide
changes, markets and innovations, trying to keep up and improve quality, just as create
partnership with their students. MOOCs are resources that could potentially support
numerous positive changes. MOOCs might offer motivation for advance education
suppliers to revisit both learners and staff engagement, and what quality assurance and
enhancement entail in the MOOC context. This mirrors a discussion about whether
MOOCs ought to be intended for prominent engagement. From that point forward
many number of MOOC courses and MOOC giving stages were developing at a high
rate. MOOCs are unique because of the gigantic number of members and open to any
client who is engrossed for learning. MOOC courses offer for nothing out of pocket,
some MOOCs are issuing certifications or check the genuineness at a significant lower
cost.

MOOCs naturally have few regular trademark; short recordings, tests, peer base
or/and self-assignments and online discussions yet there are pedagogical differences in
courses even in the same platform. Offering or taking part in a MOOC has advantages
to each party. However, it is occurring because there are higher dropouts in MOOC,
which implies merely 7–13% of pass rate or sometimes less than that finish the courses.
MOOC has plenty of success stories since its birth. However, the MOOC style learning
has raised many issues along with its rapid development. The Main Problem Present in
MOOC is Student retention. MOOC dropout rates are known as 90% or even higher.
This research find out the persistence pattern of the student in the courses with using
regression analysis [1]. Second Research indicates corresponding variations in the
learning outcomes experienced by MOOC participants [2]. They used cluster analysis
to determine four prototypical engagement patterns for learners in MOOCs: auditors,
samplers, completers and disengages. They analyzed the low dimension of engagement
and did not find the user’s behavior with data mining techniques. Additionally, dropout
in an effort either to anticipate dropout or to depict the sorts of students liable to
dropout [4] yet these investigations did not analyze examination of data set. They found
that separate motivation is the best factor that enhance and enrich the participation in
the MOOC. Most broadly learners motivation can be classified as either intrinsic or
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extrinsic. [5] To date studies have documented many specific intrinsic and extrinsic
motivations among MOOC participants. These include intrinsic motivational factor
such as interest in the subject matter connecting with other learners and personal
development [6].

This paper focuses on types of learner behavioral factors and how these factors
analysis the learner pattern. One Prominent body of such research has centered on
differences in MOOC outcomes by Learning Characteristics. In holistic view to liter-
ature found Interactivity, colloborativeness, pedagogy and technology has a significant
role in making a MOOC effective to a learner. It is stated by in their research that peer
interactions and bonds impact on the dropout rates [10]. They discovered that fostering
a supportive and positive peer influence will reduce the drop outs. But, this paper
provide a dropout pattern of the MOOC and further how to the identify learners
behavior so this paper find all the learners characteristics.

3 Supplementary Classification of Learning

3.1 Online Social Learning Platforms

Web based learning is an elective type of open training that gives a chance to students
to acquire information and abilities in their very own learning way. Open instruction
was first presented around 50 years back, be that as it may, it is currently not the same
as the training in the 21st century since we are currently in an advanced age where
students can associate with the world by means of innovation and social platform.

3.2 Social Platform

Social stages are considered as a pivotal device for MOOC students to interface and
speak with friends and course facilitators explicitly outside MOOC stages.

Facebook and twitter are among the most widely recognized social stages utilized
in MOOCs for systems administration and information sharing among students and
companions or students and courses facilitators. Social stages additionally help advance
online social connections among students, course facilitators, and course assets. There
are three types of cooperation of “student communication, student course facilitator
collaboration, and student course asset connection”, and are considered as online social
association since they happen in online social learning stages.

4 MOOC and Participants Characteristics

This examination further inspected learning results in MOOC by various Types of
students with the goal so that retention issue could be resolved. Three kinds of MOOC
Learners were named Active Learners Passive Learners and Bystander Learners.
Activity Learners who submitted their work on time and as often as possible watched
video address recordings demonstrated a high fulfillment rate and a superior evaluation
in the courses. Activity students are on the track (“finished undertaking on time”).
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MOOC Learners who partook in address recordings however constrained cooperation
on courses and less endeavor assignments are Passive Learners. Spectator Learners are
who neither watch video nor finishing the assignments. The ward’s various leveled or
k-implies non progressive bunching strategies were utilized to arrange sorts of learner’s
behavior while they are occupied with the learning exercise on the MOOC stage.

Crucial attributes of a MOOC are being open, participatory and distributed:

4.1 Open

Investment in a MOOC is free and open to any individual who approaches the web.
One may take more than one course and all the substance is available to course takers.
At long last there is receptiveness as far as the student’s job. The courses are effectively
accessible on the web and join into exchange and contribute in the development of
learning inside a specific field.

4.2 Participatory

The learning in a MOOC is improved by cooperation both in the creation and sharing
of individual commitments and in the associations with the commitment of others
however the investment is deliberate.

4.3 Distributed

MOOC depends on the methodology wherein information ought to be disseminated
over a system of member’s. Most of the courses movement happens in learning con-
ditions, where members interface with the material.

5 Perseverance Analysis in MOOC

This Analysis assesses the commitment and steadiness utilizing courses, addresses and
Learners qualities across over one of the informational collection utilized in the
MOOC. Diverse examples of understudy conduct in MOOC require distinctive qual-
ities and Framework. An increasingly efficient and expansive scale examination of
student engagement persistence in MOOC is imperative to recognize the behavior of
students.

There are different terms utilized in the MOOC. Commitment alludes to any
example when an understudy connects with the any courses that imply Downloading or
observing any video address in the MOOC enlistment. The online recordings, evalu-
ations and online forms assume a critical job in MOOC. The understudies which are
enthusiasm for MOOC observe expansive number of address recordings and adhere to
the guidelines of MOOC educator. Presently the persistence is the prolonged
Engagement. To what extent the students include in the courses and watching a
quantities of video over a week. These data discover the characteristic inspiration of
students. In the wake of watching video address step by step the Completion is
characterized as engagement with the Course until the finish of Course. It implies that
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watching address video through the most recent week Or Earning a Certificate. The
Credit Consideration by state Agencies and placement Opportunities can give to the
Active Learners that implies those students very include in the course. Presently the
MOOC student selectivity focused on data that was firmly identified with their
objectives for courses and overlooked all other data.

Relevance of MOOC was self chosen to a substantial broaden. Students should be
all around educated why they need the content and how content identified with student
need. Relevance is consider as a Self Awareness and principle factor consider a the
enthusiasm for the subject matter, connecting with different students and the interest. In
Confidence the MOOC students were certain that they accomplish the objectives. The
educator’s Sympathy for the students in video were effective in expanding the cer-
tainty. So the cooperation between the teacher and student ought to be happen in
MOOC or the extraordinary enthusiasm for the course fabricate the self-confidence in
the student. After certainty the following stage go under as a fulfillment. In Satisfaction
implies that the information picked up from the courses Goal of inspiration more often
than not coordinate the investment and premium and the objective. Besides these
components supports the conduct of students. Active Learners are more include in this
investigation and Bystander students are not intrigued by the Course and this exami-
nation evaluates the conduct of various students and furthermore with the utilization of
Data Mining techniques that evaluates-patterns.

6 Research Methodology

This examination utilized a blended strategies look into configuration in structure an
analytical example in which distinctive information mining procedures are utilized.
Colleges can catch and record the manner in which understudies associated with the
courses (Fig. 1).

Numerous Student end up falling courses or pulling back and this contextual
analysis have combined tables utilizing one of a kind identifiers. In this examination,
we connected the informative successive structure, which begins with the gathering and
investigation of quantitative information pursued by the accumulation of subjective
investigation. The quantitative information was gathered from a vast informational
index and in this investigation an id_student distinguish the understudy. Such infor-
mation can give valuable and noteworthy bits of knowledge into understudies learning
conduct which colleges can use to improve understudy execution by furnishing them
with extra help at whatever point necessary. The database plot portrays data gathered
for understudies in various gatherings as Student Demographic, Student Activities and
Module Presentation. Final datasets is consisting by joining the different tables. The
student Info table contain demographic details of students, Student VLE and VLE
tables contain virtual learning environment information, Student Registration contain
information on when the students registered and unregistered for the course student
Assessment tables contain information on assessments. Course table is also consisting
of code module and code presentations. Information from VLE tables were summarized
to get the total sum clicks for various types of activities the student undertake for a
course module. Each student undergo several assessment over the duration of course.
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Assessment were weighted and students may opt to drop out of courses by withdrawing
from courses at any point the university deems fit. Data is in the form of rows and
columns for further justifications (Fig. 2).

Student Registration 
Code_module     
Id_student                             
date_registration                  
date_unregistration

StudentIInfo   Code_module      
code_presentation                       
id_student                                
gender  
num_of_prev_attempt 
student_credit   final_result

Student Assesment 

Id_student
Id_assessment                      
date_submitted              
scores

Student vle     

Id_site                                
Id_student
sum_click
code_presentation

Assessment

Code_module 
Date_INT

Course 
code_module    
code_presenta
tion

Vle                         
id_site 
code_presenationWe
ek_form Week_to

Fig. 1. Database schema

Student

Demographic Assessment Registration Vle 
Interation

Fig. 2. Data preparation methodology
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6.1 Research Settings

The study was conducted in the setting of MOOC, we would be able to explain the
important variables of an analysis by observing the top segment of the most decision
tree and analyzing the variable important matrix (Fig. 3).

Data_submitted, score, code_modules and sum_clicks are important variables and
later we will use these to build the decision tree. The classification and clustering (k-
means) method used to identify the behavior of the learner. (Active, Passive and
Bystander learners). Here the data can be analyzed by different attributes. We analyzed
engagement pattern at the lecture level by usage the methods and find the different type
of learners. We group the student assessment_type into one form and find the patterns
from the data mining methods.

Findings
K-means is the algorithm which is come under the unsupervised learning technique and
this technique is used when user have the labeled dataset. The main aim of this method
is to find out the groups in the dataset and the number of groups represented by the
variable k. The algorithm works as assigning the each data point to one of k groups
based on the features that are provided. Data points are clustered based on the feature
similarity. The conclusion of the k-means clustering algorithm is as follow: The cen-
troids of k-means, which is used to label new data and add labels on the training
dataset. We can also use the objective function for the cluster analysis. This is one of
the versatile algorithms for the grouping of the data.

The objective function

J ¼
Xk
j�1

XH
j�1

xðjÞj � cj
���

���
2

Fig. 3. Different fields in table final
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where xðjÞi � cj
���

���
2
is a chosen distance measure between a data point xðjÞi and the cluster

centre cj, is an indicator of the distance of the n data points from their respective cluster
centres (Fig. 4).

The four cluster are finding in the clustering analysis. Cluster 0 is for Withdrawn
(Passive Learners) Cluster 1 is called as (Passive learners) and cluster 2 is known as
(Passive learners). In the cluster analysis the full data conclude that the few participants
are passed in the examination and complete the MOOC courses with full active interest
and enthusiasm.

These groups pursue the various parameters like dynamic students pursue the high
steadiness, culmination, satisfaction and significance however the inverse is on account
of uninvolved and onlooker students. Detached students has high rate yet low as
contrast with the dynamic students. K-implies bunching is a sort of unsupervised
realizing, which is utilized when you have unlabeled information. The objective of this
calculation is to discover bunches in the information, with the quantity of gatherings
spoken to by the variable K.

The calculation works iteratively to allocate every datum point to one of K bunches
dependent on the highlights that are given. Information focuses are grouped dependent
on highlight comparability. The aftereffects of the K-implies bunching calculation are
as the centroids of the K groups, which can be utilized to mark new information and
names for the preparation data (each information point is allocated to single group.

Fig. 4. Clusters of active, passive and bystander learners
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7 Conclusion

Massive open online course (MOOC) is a free Web-based separation learning program
that is intended for the cooperation of expansive quantities of topographically scattered
understudies. MOOC enrollment is huge, free and not confined to understudies by age
or geographic area. They need to pursue the arrangement of a course i.e., incorporate a
prospectus and calendar and offer the direction of one or a few educators. Our Study
Represent a vital commitment to the examination on MOOC exceptionally identified
with the maintenance and investigation conduct of the Learners. Our examination
arrange the diverse students as Active Learners, Passive Learners and Bystander stu-
dents. This paper incorporates extraordinary data values of 30,000 understudies relating
to learning courses. The data values has been used to accomplish various objectives: a.
to register the connection between the members and courses b. to inspect the learning
example of the MOOC with various recognized parameters c. to anticipate the student
classification for MOOC courses utilizing information mining systems d. to recom-
mend components for holding and invigorating MOOC students according to as dis-
tinguished class. The commitment, Persistence and consummation are the most
grounded indicator to disclose the MOOC aim to utilize. This paper will discover the
technique for the Retention increases that is the MOOC has increasingly number of
Active Users as contrast with Bystander.
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Abstract. An exponential rise in amount of medical image data generation has
been recorded since two decades. In telemedicine based applications, this
enormous amount of data is initially stored and later, transmitted to medical
experts for required diagnosis. This whole storage and transmission process may
require extremely high memory space and large transmission bandwidth. An
attempt has been made to compress MRI (magnetic resonance imaging) data by
exploiting neighbouring pixel redundancy found in images along with the rel-
evant diagnostic information. A detailed analysis of MRI image compression
using asymmetric wavelet based frequency transformation techniques has been
carried out in MATLAB. It implements discrete wavelet transform using
asymmetric mother wavelet daubechies (db) in conjunction with a hierarchal
embedded bit coding scheme, set partitioning in hierarchal trees. Distinct dau-
bechies (db6, db12, db16 and db20) mother wavelets have been applied to a set
of ten MRI image (512 � 512) dataset. The performance of applied compres-
sion scheme has been evaluated by analyzing Compression-Ratio achieved,
Peak-Signal-to-Noise-Ratio and Bits-Per-Pixel. A high compression ratio (CR -
3.84) with considerably high peak signal to noise ratio (PSNR - 43.35) is
achieved with db20 wavelet. This high value of PSNR may help in preserving
the diagnostic details in input MRI image data to a great extent and high CR
would lead to less storage space followed by small transmission bandwidth
requirement as compared to earlier compression techniques. It could definitely
lead to development of more efficient remote healthcare systems.

Keywords: Asymmetric wavelets � Compression � Compression-Ratio �
Image � MRI � Peak-Signal-to-Noise-Ratio � Wavelets

1 Introduction

Medical imaging is a technique of acquiring and analyzing diagnostic information
through the visual representation. Magnetic resonance imaging (MRI) and Computed
Tomography (CT) provides high spatial resolution of a brain among distinct medical
imaging techniques including X-Ray, Positron Emission Tomography (PET) and Single-
Photon Emission Computed Tomography (SPECT) [1]. Magnetic resonance imaging is a
non-invasive technique and is dominantly adopted for brain tissue classification. These
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techniques have become important in certain body disorder diagnostics; however, mas-
sive data generated may result in inefficient storage space utilization [2]. This huge
amount of data is required to be compressed to optimally utilize the available storage
space and transmission bandwidth. The high degree of correlation between neighboring
pixels is exploited to obtain higher compression values [2, 3].

The compression techniques are mainly categorized as irreversible (lossy) and
reversible (lossless). The irreversible methods save storage space, require low band-
width and provide high compression ratio (CR). However, reversible (lossless) meth-
ods are just the reverse of above and generally used for compression of medical images
[2, 4, 5]. The maximum CR limit in lossless compression is around 4:1 while in lossy
methods this limit can be as high as 20:1 [2]. The compression can either be done in the
spatial (time domain) or transform domain (frequency transform domain) of the image.
The Fourier transform is the basic frequency transformation technique. It transforms the
input MRI data but with loss in phase related details of an input image data and only
provides information about frequency components. It can be replaced by using short
time Fourier transform (STFT) which is a windowing technique. It uses a certain size of
the window to get details in both domains. However due to fixed size window, it cannot
provide precise information every time [6]. In addition to these drawbacks the fre-
quency transformation techniques may also have blocking effects. Discrete cosine
transform (DCT) is a technique which reduces the blocking effects because it possesses
the property of even symmetric extension [7] and gives only real terms after trans-
formation. However, it is a lossy compression technique and generally band limited. To
completely eliminate blocking effects wavelet transform (WT) can be utilized. It can
transform and compress the whole image as a singular data object [8]. Unlike Fourier
transform, it preserves information both in time and frequency domain. It also elimi-
nates issues of constant windowing technique which was the case of STFT, as it utilizes
a Variable-Sized windowing method [6]. It works on the principle of recording the
neighboring signals at different scales and then calculates the difference between them.
To implement WT by only using the dyadic scales and positions, discrete wavelet
transform (DWT) can be used [9].

DWT has a multi-resolution feature close to characteristics of the human visual
system [3]. At the highest level of compressions, it is capable of reducing more artifacts
than DCT. It may reduce memory requirements since fixed point arithmetic is involved
instead of floating point and thereby reducing the number of arithmetic computations
[10]. In DWT the image is divided into four sub bands viz. LL, LH, HH and HL, by
using horizontal and vertical filters [11]. These sub-bands are of different spatial
domain and of independent frequency. The LL shows the low frequency coefficient
containing approximation information while the remaining three are high frequency
components containing detailed information of the image [8]. The LL coordinate can
be divided again and again into LL, LH, HH and HL as per the required depth of the
wavelet transform. Once a desired level of depth is achieved, the further decomposition
of the last LL approximation coordinate will be terminated [6]. This paper includes the
frequency transformation of input MRI images using asymmetric wavelets db6, db12
and db20. These are also called mother wavelet or basis functions of daubechies
wavelet.
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The compressed image obtained through frequency transformation technique
should go through the encoding process for further compression. The encoding of an
image can be done by considering storage space and neighboring pixel redundancy [12].
Encoding methods related to DWT are classified as Vector & Scalar methods of
encoding. Embedded zero tree wavelet (EZW), and Set Partitioning In Hierarchal Trees
(SPIHT) [13, 14] are examples of vector encoding schemes while Joint-Photographic-
Experts-Group-2000 (JPEG 2K) and Embedded-Block-Code-for-Optimized-Truncation
(EBCOT) are scalar methods of encoding [3]. Encoding can be done with Embedded-
Zero-Tree structures obtained by analyzing similarity in distinct sub bands [10, 15].

SPIHT algorithm is also a kind of embedded coding and has a zero tree structure
[16]. The zero-trees are spatial orientation tree pattern consisting of coefficients of
different sub band level. It is also a progressive transmission method like EZW which
can be stopped at any point. However, it provides higher compression ratio and better
performance. The partitioning of quad trees in SPIHT can be done on threshold values
by processing the image towards lowering threshold [13, 14, 16, 17]. Initially a
threshold value is defined and then the transformed coefficient tree is created by
comparing its value with the threshold value. The threshold value can be given as [14]

Tn ¼ ðTn�1=2Þ ð1Þ

It decreases after each of the iterations.
If the coefficient is at the highest level of the tree and is insignificant in comparison

to choose a threshold value it would be ignored. Its descendants are also proved to be
insignificant which are at lower levels hence ignored. In this way by only checking one
coefficient value many coefficients can be eliminated automatically. This will save the
time of encoding and may contribute towards achieving higher CR [18]. The pictorial
representation of DWT segmented image and its SPIHT encoded form is shown in the
Fig. 1(a and b).

Fig. 1. (a) DWT segmented image and (b) hierarchal representation by SPIHT [16].
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In SPIHT, large subsets are used to keep the insignificant information coefficients
together; hence partition of the coefficients is being done [19]. A vector quantization
based DVQ-DCCR (Dynamic vector quantization with distortion-constrained code-
book replenishment) method for compression has also been suggested in literature [12].
However, the compression ration achieved was very low. Table 1 presents the sum-
mary of distinct medical image compression techniques.

Different MRI compression techniques have been explored in detail and it has been
observed that compression using daubechies wavelet and its basis functions db6, db12,
db16 and db20 have not been explored extensively. An attempt has been made in this
research to present a detailed analysis of MRI image compression using asymmetric
wavelet based frequency transformation technique. Frequency transform technique is

Table 1. Comparison of different medical image compression methods

S.
No.

MRI image 
compression 

technique

Parameters Image 
Specification

Remarks

1. DCT + vector 
zig-zag order + 
DPCM + MSVQ 
+ entropy 
encoding [7]

PSNR BPP 512x512 Better scheme than JPEG and 
vector quantization &hybrid 
DCT-vector quantization

34.26 0.49
33.58 0.40

2. Set Partitioning in 
Hierarchal Trees
[14]

PSNR BPP 512x512 SPIHT is better than EZW in 
terms of PSNR37.2 0.5

34.1 0.25
31.9 0.15

3. a. JPEG [17] CR MSE PSNR 512x512 JPEG2K provides better 
reconstruction of compressed 
images

8.14 16.11 35.85
b. JPEG2K [17] 9.12 11.27 46.60

4. DCT+CSPIHT
[11]

BPP SPIHT 
(PSNR)

JPEG2K 
(PSNR)

DCT+
CSPIHT 
(PSNR)

512x512 Computational complexity 
reduced but with increase in 
transmission bandwidth 

0.025 33.4 36.1 39.5
0.50 49.8 50.5 52.0

5. For bit rate 3 [4]

Daubechies 4, 
Daubechies 6,
cdf9/7
cdf5/3 

3D-SPIHT BISK SPECK
3D medical 
images

Cdf9/7 with 3D-SPIHT 
outperforms db6, db12 and 
db20 in terms of PSNR and 
also crosses the limit of PSNR 
which is generally set at 50.

56.89
56.26
56.23
56.18

53.9
54.36
55.23
55.18

53.98
53.67
55.3

54.78

6. Chen Y. T. et al
[5]

MRI encoding time 
(s)

MRI decoding time 
(s)

512x512
A method of adaptive 
prediction implemented for 
lossless compression. 

SPIHT 1.8 1.8
JPEG2000 0.8 0.8
CALIC 3.2 2.4
SSM 4.8 3.3
WCAP 3.4 2.1

7. SPIHT encoded 
image 
transmission

[18]

BER, BPP PSNR Rate 512×512 Image transmission scheme 
for compressed SPIHT over 
BSC channel

0.01, 0.252 32.41 0.72

8. DWT(hardware 
implementation)

[19]
---

512×512 Resulted in small memory 
requirements and fixed point 
arithmetic implementation
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implemented to reduce the number of coefficients representing an image, hence to
reduce the size of an input image. It uses discrete wavelet transform using asymmetric
mother wavelet i.e., daubechies (db) in conjunction with a hierarchal embedded bit
coding scheme i.e., set partitioning in hierarchal trees. Real time brain images
(512 � 512) of human subjects were collected from a neural department of a hospital.
It compares results obtained by applying daubechies db6, db12, db16 and db20 mother
wavelets to compress the collected MRI image data. The performance of applied
compression scheme is evaluated by analyzing Compression-Ratio achieved, Peak-
Signal-to-Noise-Ratio and Bits-Per-Pixel.

2 Materials and Methods

The functional block diagram of MRI image acquisition and its compression is shown
in the Fig. 2. This block diagram describes the proposed compression method by fusion
of DWT transform, SPIHT encoding, inverse transform and finally reconstruction of
the image.

2.1 Input MRI Image

The real time MRI images were acquired from the neural department of a local hospital.
The acquired brain images (MRI) were in DICOM (Digital-Imaging-and-
Communications-in-Medicine) format and are not a readable format for MATLAB.
Input images were first converted into .jpg (Joint Photographic Experts Group) format
using DICOM converter software and then undergone through a compression process
which is defined in the next section. Input images in .jpg format have been exported to
MATLAB workspace for subsequent analysis.

2.2 MRI Image Transformation

In the MATLAB environment the images were first of all frequency transformed using
DWT’s basis functions db6, db12, db16 and db20. These are asymmetric wavelet
functions. Individual input images were first of all transformed through each of the
above mentioned wavelet and after getting transformed the images were individually
encoded through a common encoding method i.e. SPIHT. The given process resulted in
the compressed images which could either be stored or transmitted for further use. At the
receiver end decompression of the transmitted image is done. Inverse of DWT and

Fig. 2. Block diagram representation of medical image compression using asymmetric wavelets
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inverse of SPIHT has been used to convert the image into original form. After getting the
original image, the performance of the applied compression scheme has been evaluated.

2.3 Performance Metrics

Once the decompressed images are recovered, the performance of applied compression
methods has been checked using different performance evaluation metrics like bits per
pixel, compression ratio, mean squared error and peak signal to noise ratio.

BPP (Bits-Per-Pixel): It is used to detail the number of colors in an image. It is
calculated using the relation 2bpp.
CR (Compression-Ratio): The CR of an image can be given in terms of the ratio
number of bits in uncompressed image to the compressed image [20]. It represents
the amount of compression of an image and is calculated as per Eq. (2):

CR ¼ Number of bits in uncompressed image
Number of bits in compressed image

ð2Þ

With the increase in compression ratio, image resolution would be decreased.
Hence the compression ratio should be chosen carefully in order to protect the
diagnostic information contents to be lost [21]. It should be at a moderate level.
MSE (Mean Squared Error): It is the measure of distortion in decompressed
image and defined in the terms of ‘average of the square error’ [21]. Its value should
be low in order to decrease error or noise of the signal [14]. The MSE is computed
using following Eq. (3) as:

MSE ¼
P

M;N½I1 m; nð Þ � I2ðm; nÞ�2
M� N

ð3Þ

It represents two m � n size grayscale images I1 and I2, and one image is the
compressed version of the other. Where ‘M’ represents total rows and ‘N’ repre-
sents total columns of an input medical image. I1 m; nð Þ is the input image and
I2ðm; nÞ is the decompressed output image.
PSNR (Peak Signal to noise ratio): This is also a quality measure like CR and
used to measure the resolution of reconstructed or decompressed image. It is defined
as the ratio between the maximum possible power of signal and the power of
corrupting noise and expressed in terms of the logarithmic decibel scale [14, 21]. It
is computed as given by following Eq. (4) [20]:

PSNR ¼ 10log10ð
ðDynamics of imageÞ2

MSE
Þ ðdBÞ ð4Þ

where ‘Dynamics of image’ is defined as the maximum fluctuation in the input
image data type. For 8-bit unsigned integer data type images, its value is predefined
and set to 255. PSNR varies in inverse proportion to CR and MSE and directly
proportional to the image quality, as if the value of the PSNR increases so is the
resolution. Its range varies in between 30 and 50 dB values [21].
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3 Results and Discussions

This section presents and discusses the results obtained by applying four DWT
asymmetric basis wavelets: db6, db12 and db20 in fusion with SPIHT encoding on
512 � 512 MRI image data set of ten images. MATLAB has been chosen to develop
an algorithm for compression and its implementation. The acquired images were in
‘DICOM’ format which is not acceptable for image processing in MATLAB. For this
reason DICOM converter software has been used before loading the images into
MATLAB workspace. The ten input images are imported into MATLAB and are
shown in the Fig. 3. An algorithm has been presented to compress input MRI images
using four wavelets db6 db12, db16 and db20. MATLAB was used for compression
and decompression by using function ‘wcompress’ and by inserting parameters as
‘waveletname’ and ‘maxloop’. The ‘maxloop’ is a function which defines the number
of loops applied for transformation and for the proposed work set to 12. It should not be
below than ‘3’ [14]. The resultant images have been encoded using SPIHT technique.
Three compression parameters CR, PSNR and BPP are obtained for all the ten acquired
MRI images and are tabulated in Table 2 with respect to each of the wavelet used.
Figure 4a–e represent compression of Fig. 5 with the above mentioned methodology
using db6, db12, db16 and db20 mother wavelets.

Fig. 3. Original real time MRI image dataset (1 to 10)
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During MRI image compression followed by decompression using wavelets db6,
db12, db16 and db20, distinct performance parameters have been calculated and tab-
ulated in Table 2 for subsequent evaluations.

Table 2. MRI image compression parameters using DWT db6, db12, db16 and db20 mother
wavelet in fusion with SPIHT

Wavelet
used

Parameters Image 1 Image 2 Image 3 Image 4 Image 5 Image 6 Image 7 Image 8 Image 9 Image 10 Average

db6 CR 3.65 3.77 2.88 3.16 2.42 3.55 4.36 3.86 3.46 3.30 3.441

MSE 3.00 3.06 2.48 3.02 2.55 2.87 3.52 3.00 2.84 2.92 2.926

PSNR 43.36 43.27 44.18 43.33 44.06 43.56 42.66 43.35 43.60 43.48 43.485

BPP 0.29 0.30 0.23 0.25 0.23 0.28 0.35 0.31 0.28 0.26 0.278

db12 CR 3.73 3.87 3.06 3.24 3.03 3.59 4.41 3.97 3.57 3.44 3.59

MSE 3.02 2.95 2.61 2.69 2.54 2.93 3.53 3.20 2.85 2.89 2.92

PSNR 43.33 43.44 43.96 43.83 44.09 43.47 42.65 43.22 43.58 43.60 43.51

BPP 0.3 0.31 0.24 0.26 0.24 0.29 0.35 0.32 0.29 0.27 0.29

db16 CR 3.89 3.98 3.16 3.40 3.14 3.71 4.63 4.05 3.74 3.55 3.73

MSE 3.08 3.19 2.59 2.85 2.57 2.99 3.44 3.16 3.11 2.94 2.99

PSNR 43.25 43.09 44.00 43.57 44.04 43.38 42.76 43.13 43.21 43.45 43.39

BPP 0.31 0.32 0.25 0.27 0.25 0.30 0.37 0.32 0.30 0.28 0.30

db20 CR 4.00 4.13 3.28 3.47 3.20 3.84 4.74 4.23 3.88 3.63 3.84

MSE 3.28 3.20 2.68 2.79 2.66 3.08 3.59 2.85 2.92 2.85 2.99

PSNR 42.97 43.08 43.84 43.68 43.88 43.24 42.58 43.17 43.47 43.58 43.35

BPP 0.32 0.33 0.26 0.28 0.26 0.31 0.38 0.34 0.31 0.29 0.31

Fig. 4. (a) Original image 5, (b) image compressed through db6, (c) db12, (d) db16 and
(e) db20.
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The Table 2 includes the compression parameters of ten images by applying db6,
db12, db16 and db20 mother wavelet functions, respectively. This table also provides
average value of each of the parameters. The average values of CR, PSNR and BPP are
found to be 3.40, 43.49 dB and 0.28, respectively with wavelet function db6. Similarly,
the average values of CR, PSNR and BPP are obtained as 3.56, 43.54 and 0.28 (same
as db6), respectively with wavelet function db12. Although the BPP values are same,
but CR and PSNR values obtained using wavelet function db 12 are bit higher. Hence it
is found to be better than db6 in terms of performance. The average compression
parameters for db16 mother wavelet are found to be 3.73, 2.99, 43.39, and 0.30 for CR,
MSE, PSNR and BPP respectively. Its CR is higher and PSNR is lower than the above
two methods. For db20 mother wavelet, the average CR value is 3.81 which is higher
than db6 and db12 both. But the average PSNR is 43.32 which is a little bit lower than
db12 but higher than db6. Average value of BPP is 0.31 which is higher than the above
two methods.

Table 3 summarizes the average values of all four parameters obtained using dis-
tinct mother wavelet functions. The averaged compression ratio and peak signal to
noise ratio values with respect to distinct mother wavelet function db6, db12, db16 and
db20 have been plotted in Fig. 5a and b, respectively for subsequent comparative
analysis.

Table 3. Average value of performance parameters for all the mother wavelets

Evaluation parameters/mother wavelet db6 db12 db16 db20

CR (avg) 3.44 3.59 3.73 3.84
MSE (avg) 2.93 2.92 2.99 2.99
PSNR (avg) 43.49 43.52 43.39 43.35
BPP (avg) 0.28 0.29 0.30 0.31

Fig. 5. a. Comparison of average CR and b. Comparison of average PSNR with all four wavelet
functions
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It has been observed that the MRI image compression process using daubechies
wavelet’s basis functions (db6, db12, db16 and db20) embedded with SPIHT encoding
technique is capable of providing improved results in terms of CR and PSNR. The
compression ratio values calculated using DVQ-DCCR method were 2.7578, 2.7279
and 2.7314 [12] which are lower than the values achieved in the proposed method.
Further, DCT in fusion with SPIHT encoding method was used for compressing
images and PSNR values of 32.41 for 0.252 bits per pixel (BPP) were obtained [13].
Researchers have also implemented Cohen-Daubechies-Feauveau (cdf) wavelet for
512 � 512 image compression and obtained low average PSNR values of 35.80 with
0.75 BPP [14].

4 Conclusion

A detailed compression analysis of distinct MRI images has been presented using
asymmetric wavelet functions. It utilized the properties of asymmetric wavelet func-
tions viz. db6, db12, db16 and db20 along SPIHT. The improved values of com-
pression ratio and peak signal to noise ratio has been obtained with all of the four
wavelets used. The db20 wavelet gives a little bit higher CR (3.81) than the remaining
two, but a lesser value of PSNR (43.54) than db12 wavelet. The mother wavelet
function db16 provided good results in terms of CR but PSNR values obtained are little
low. It reveals the importance of higher order basis function. In future cdf5/3 and
cddf9/7 wavelets will be explored for lossless and lossy image compression respec-
tively on a similar set of MRI images. Efforts shall be attempted to attain large dataset
of medical MRI images for more reliable compression application and analysis.
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Abstract. Social media has emerged as a powerful tool where people can share
their common point of interest. Political events such as elections are one such
event that attracts many social media users, to share their common view point
and support towards a political party. This paper tries to capitalize this power of
social media in order to predict the outcome of 2018 Pakistan General elections
using Twitter as a tool. We fetched 33,468 tweets related to Pakistan Election
over a span of 10 days. To get better insights of the results various social media
analytic techniques were employed. Our results depict that Imran Khan led PTI
was clear favorite among masses, which actually coincided with actual election
results, where PTI emerged as a single largest party, making Imran Khan its
Prime Minister.

Keywords: Election � Sentiment analysis � Social media analytics � Twitter �
Tweets

1 Introduction

Social media has seen a tremendous growth in last one decade [1–4], it has provided a
perfect environment for people to share their common interest (Like Business, Eco-
nomic, Political & Social Issues) on these virtual platforms [5, 6]. One Such common
interest which attracts a lot of people is elections, and social media’s especially Twitter
is extensively used for discussion for predicting the outcome of future elections [7, 8].
This paper explores one such election, which attracted a lot of people around the world,
the 2018 Pakistan General Election. The 2018 Pakistan General Election took place on
July 25, 2018. We collected data 10 days prior to the elections, as it is the perfect time
in many ways like election campaign is in full swing and people show their full support
to their desired candidates [9]. The aim of this paper was is to explore the use of Twitter
by people for showing their support and checking whether the Twitter data can be used
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as an effective tool for election prediction. The main three parties for 2018 Elections
were Pakistan Muslim League-(N) (PML), Pakistan Peoples Party (PPP), and Pakistan
Tehreek-e-Insaf (PTI). PML was led by Shahbaz Sharif [10], PPP was led by Bilawal
Bhutto Zardari [11], while PTI was led by cricketer turned politician Imran Khan [12].

2 Review of Literature

From last one decade Twitter has been used as an extensive tool for predicting election
outcome. With time this relationship has grown stronger, with approximately 326
million active Twitter users worldwide [13]. This strong online community constantly
post intentionally or unintentionally regarding political activities [14]. In fact, almost
33% of the total discussion being carried out on Twitter is related to politics [15].
Tumasjan et al. [16], were the first to make use of Twitter to predict the outcome of
2009 German Federal Elections. Though, their technique was quite simple yet, it drew
huge criticism specially, from Jungherr et al. [17] and Gayo-Avello [18, 19]. Gayo-
Avello, further insisted to make use of sentiment analysis, as simply counting the
number of tweets was not the solution of the problem. Various subsequent studies by
DiGrazia et al. [20], Franch [21], Ceron et al. [22], Caldarelli et al. [23], Burnap et al.
[24], Grover et al. [8] and Singh et al. [4]. Hence these studies provide us ample
amount of motivation to carry out our research on 2018 Pakistan General Election.
Through this research we try to address the following research questions:

(a) Can Twitter predict correct election outcomes?
(b) Do people prefer different parties in different provinces?
(c) What factors influence the difference in number of Twitter users in different

provinces?

3 Research Methodology

This paper aims to predict the outcome of 2018 Pakistan General Elections, using
Twitter as a tool. For this we use a very simple methodology, data for prediction is
being fetched Twitter using Twitter API [25] in an authenticated manner on daily basis
starting from July 15, 2018 to July 24, 2018 (10 days). Tweets were fetched based upon
specific (#) hashtags associated with parties (#PML, #PPP, #PTI). A total of 33,468
tweets were collected in these 10 days. Since, these tweets contain a lot of unwanted
stuff therefore, cleaning (preprocessing) of these tweets was necessary [26–28]. This
preprocessing process included removing punctuations, removing web links, removing
stop words, removing extra white spaces and converting the tweet into lower case.
Once this preprocessing process was done, these tweets were ready for applying var-
ious social media analytics techniques [29], to give better insights about the election
outcome. The details of these techniques are explained in upcoming section (See
Sect. 4). R-language has been used to perform the entire experimentation.
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4 Social Media Analytics

Social media analytics is a branch of data analytics which deals with extracting
important information from data gathered from social media websites and using this
important information for decision making [29]. This section is divided into various
sub sections, each sub section depicting a social media technique. All these social
media analytic techniques helps us to get better insights of 2018 Pakistan General
elections.

4.1 Tweet Statistics

Tweet statistics deal with various statistics associated with tweets [30]. A total of
33,468 were fetched from 21,382 different users. This indicates that 5,871 users
tweeted more than one tweet. Table 1 shows the results of tweet statistics.

Imran Khan led PTI received maximum number of tweets (14,782), followed by
PML (10351), while PPP were distant third with 8335 tweets. Similarly, maximum
unique senders tweeted in favor of PTI, followed by PML and PPP.

4.2 Sentiment Analysis

Since, simply relying on tweet volume is not an efficient way for predicting results [18,
19]. Hence, sentiment analysis comes into play. Sentiment analysis is branch of text
mining which deals with mining of people’s opinion towards an entity [31, 32]. It is
further categorized into (a) Polarity analysis [33, 34] (b) E-Motion Analysis [35, 36].

(a) Polarity Analysis: It deals with identifying the polarity (Positive or Negative)
associated with given piece of text. The results of Polarity analysis is shown in
Fig. 1. PTI not only got maximum tweets but also got the maximum number of
positive tweets. Figure 2 shows top positive and negative words in form of a
wordcloud.

(b) E-Motion Analysis: In E-motion analysis words are classified based upon eight
emotions (Anger, Anticipation, Disgust, Fear, Joy, Sadness, Trust, and Surprise).
Figure 3 shows the result of E-motion analysis. The results clearly show, PTI had
greater appealing among masses in the country as compared to other two parties.
The wordcloud of top words is shown in Fig. 4.

Table 1. Tweet statistics

PML PPP PTI

Total tweets 10351 8335 14782
Average tweets per day 103.51 83.35 147.82
Total unique senders 6967 5386 9029
Average tweets per sender 1.48 1.54 1.63
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Fig. 2. Wordcloud of positive and negative words
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4.3 (#) Hashtag Analysis

(#) Hashtags are the indicator of checking what is trending on Twitter [37–39]. In total
there were 6,749 unique hashtags, with #PML having maximum occurrences followed
by #PTI. Though, hashtags such as #VoteForPTI and #ImranKhan were also promi-
nent, showing trends in favor of PTI. In hashtag analysis our core focus was on the
hashtag of three party names, in which PML got maximum occurrences. The results of
hashtag analysis are shown in Fig. 5.

Fig. 4. Wordcloud of top words of E-Motion analysis

276 P. Singh et al.



4.4 Geo-Location Analysis

Location based analysis is an important tool for gathering information, while mapping
public opinion towards an event [40–42]. Given the diversity of country like Pakistan
this type of analysis becomes utmost important. Since all the tweets fetched by us were
not geo-tagged because of the Twitter privacy policy. Hence this result consisted of
only those tweets which were geo-tagged. A total of 13,724 tweets were geo-tagged.
Punjab and Sindh provinces contributed maximum, as these two have greater access to
resources, better infrastructure and have higher literacy rate [43]. Province wise con-
tribution of each province is shown in Fig. 6. In Punjab province PTI emerged as single
largest party followed PML. In Sindh province PPP was the most tweeted party fol-
lowed by PTI, while PML was distant third. In Khyber Pakhtunkhwa province PTI
again got the maximum share of tweets, followed by PML. In Balochistan province PTI
again emerged as a winner in terms of tweet share, followed by PML [44]. This showed
that each party had different support base in different provinces. PTI was not only
favorite party among masses at national level but also attracted the people in all
provinces. Due to this PTI was one of top parties in each province, which made it the
single largest party at the national level.
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Fig. 5. Results of (#) Hashtag analysis
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5 Conclusions

The aim of this paper was to predict the outcome of 2018 Pakistan General Elections,
using Twitter as a tool. Our results clearly showed that Imran Khan Led PTI enjoyed a
greater support as compared to the other two main opposition parties i.e. PML and
PPP. This is evident from the fact that they not only got more number of tweet share,
but also enjoyed better positive support as compared to their counter parts. These
results do coincided with the actual election results, where PTI emerged as a single
largest party [44]. Though results of Geo-Location analysis indicated that each pro-
vince preferred one particular party, however PTI was among top parties in every
province. So the first research questions that we tried to answer through this research
i.e. “Can Twitter predict correct election outcomes?”. The answer is yes, as depicted
by our results; Twitter is indeed a handy tool to predict the election outcomes. Next
research question “Do people prefer different parties in different provinces?”. The
answer is yes, people do prefer different parties in different provinces as depicted by the
results of Geo-Location analysis. This also means each party has different support base
in different parts of the country. Finally, the research question “What factors influence

Fig. 6. Results of Geo-Location analysis
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the difference in number of Twitter users in different provinces?”. The factors like
infrastructure, growth rate and access to better facilities are the main contributors which
affect the number of Twitter users in different provinces. Another important factor that
was identified in our research was literacy rate of the province. Since Punjab and Sindh
province had better literacy rate, their contribution was maximum in number of tweets.

Though we made a concrete effort to carry out our research in a fruitful manner, yet
it still suffers from some limitations. One of the major limitations was the tweet
collection period of 10 days. Though this 10 days data gave us good depiction of the
results, however the data collected over a longer period would have been more useful in
providing better results. Another important limitation of our work was that the data of
the only top three political parties was considered for analysis. Further, no mechanism
was adopted for bot detection [39]. So, these issues need to be addressed in future work
while working on election predictions.
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Abstract. The modern-day society is increasingly dependent on computer-
aided tools and techniques. Digital imaging techniques have a tremendous
impact on our day-to-day lives. Image processing is a vital component in the
field of biological sciences and has the potential to drastically change the
computer-human interface. Image processing refers to the conversion of an
image into a digital form followed by enhancement of the image in order to
extract useful information from it that are indiscernible by human ocular per-
ceivers. Rapid advances in image processing, computerized reconstruction of an
image and allied advancements in image analysis algorithms and the application
of artificial intelligence has spurred a revolution in the field of medical and
diagnostic imaging. Deep learning, a type of Artificial Neural Network
(Machine Learning), is resurfacing as a powerful tool for its utilization in big
healthcare data. The integration of deep learning techniques to image processing
has the potential to add momentum to the dermatological imaging and promote
early and accurate diagnosis of skin lesions. This review attempts to discuss the
fundamentals of image processing, its importance, various clinical imaging
modalities in use in the field of dermatology and application of deep learning
algorithms in dermatological imaging, accentuating the inadequacies and future
research prospects.

Keywords: Image processing � Image segmentation �
Dermatological imaging � Deep learning

1 Introduction

The advancements in computer availed diagnostic systems began in the 1980s. Owing to
the advent of computer vision techniques and rapid advancements in the field, analyzing
medical imaging data gained momentum. Today, significant research in digital image
processing has provided us with better diagnostic techniques and early prediction of
diseases with an accuracy that was not possible before. The modern-day diagnostic
system is colossally dependent on computer-aided techniques. Medical image pro-
cessing is the core field that combines bioinformatics, medical informatics and neu-
roinformatic. Biomedical image processing indulges an interdisciplinary approach
including a myriad of fields like applied mathematics, physics, statistics, computer
science, medicine etc. Since technological advancement is directly proportional to
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advancement in the field of medical sciences, computer aided image processing got
quickly adopted as an important part of the clinical routine. Imaging modalities and
image processing makes use of non-invasive methods for diagnostic and research
purposes and thus is gaining popularity in the field of biomedical sciences. As it involves
computer-aided processing, the chances of human error are minimized. It plays an
important role in dermatological imaging. The skin is the most exposed and easily
diagnosable organ, it would appear so, but often severity of skin lesions is underesti-
mated or misdiagnosed. Also, the currently available techniques for diagnosis of der-
matological disorders are not only time consuming but also invasive in nature. The gold
standard for detection of skin lesions has been dermoscopy which has limited diagnostic
accuracy due to the complexity of visual inputs and the its dependency on physician’s
skills. Thus, a diagnostic upscaling was due. Digital image processing is an important
non-invasive method for diagnosis of various dermatological disorders including mel-
anomas, which is accessible and affordable. The application of deep learning techniques
to image processing owing to the availability of big data further propagates more
accurate diagnosis.

This review aims to present a cumulated overview of image processing and the
application of deep learning algorithms, correlating it with dermatological image
processing.

1.1 Digital Image Processing

Image Processing is a process of converting an image i.e. a defined array or matric of
square pixels arranged in rows and columns, into a digital form to which certain algo-
rithms can be applied so as to get an improved image that will provide us with desirable
information. With image processing we aim to go beyond the two-dimensional and
understand the underlying intricacies of an image. Mathematically, processing of a 2D
image by a computer as a function of two variables t(x, y) with an amplitude such as
brightness of an image at coordinate point (a, b). Image processing entails processing of
an input image, image analysis and image extraction that gives us an output. A complete
digital image processing system comprises of both software and hardware components.
The following steps are involved in standard image processing:

(a) Image acquisition: Image is acquired using appropriate sensors to detect field or
radiation and capture all possible features of the image. In case of an analog image
(continuous image), it is first digitized using an analog-to-digital converter.

(b) Storage of image: Image is stored for further processing, either in an image
format, using RAM (read/write memory devices) or, in CD or flash drives.

(c) Manipulation or processing of the image: This is the most vital step and involves
image reconstruction, image enhancement, image analysis, compression and
synthesis.

(d) Image display: Image is then displayed on a monitor. It comprises lines of con-
tinuously varying (analog), intensity. This is achieved using a digital-to-analog
converter.
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The input image is sampled on a separate lattice and each sample or pixel is
quantized by a fixed number of bits [1]. For a digitized image to be shown, it first needs
to be converted into a signal (analog) i.e. scanned onto an output.

In the case of medical imaging systems, the input signals are obtained from dif-
ferent body parts of patient, using ultrasound reflection or simply x-ray attenuation. The
images then obtained can either be analog (continuous), or digital (discrete) and upon
digitization, the prior could easily be transformed into the latter. It must be kept in mind
that the objective is to acquire an image in the output that is a precise depiction of the
signal in input, and later to analyse and extract information that can help in diagnosis
from the image (Table 1).

In this review, we discuss several basic deep learning-based techniques of image
recognition and image processing that prove useful for analyzing biological images.

1.2 Deep Learning in Image Processing

Deep learning or deep-structured learning is a Machine Learning method that is an
extension of Artificial Neural Network that bears a resemblance to the connected,
multitiered and extensive human cognition system. In the last decade, there has been a
huge increase in accessibility of Big Data, enhanced computational strength with GPU
(graphics processing units) and advanced algorithms used in training DNNs (Deep
Neural Networks). DNN draws inspiration of their structure by mimicking human
neural network and have exhibited impressive performances in a plethora of fields,
which include medical imaging. A major task achieved by this boost was classification
of disease categories based on detection of structural abnormalities. Ever since the
introduction of ML, numerous new algorithms with different logical theories, mathe-
matical equations, and implementations have been executed to perform classification
and regression tasks [3]. Until last decade numerous computer-aided detection
(CAD) systems were developed and incorporated in the working clinicals. But these
were not fool proof and were often prone to more false positive errors than a diagnosis
by an expert, which led to a greater assessment time. Therefore, the advantages of using
CAD for diagnostics purpose was debatable. Current deep learning technology are

Table 1. Examples of computerized image processing operations [2]

Classes Operation

Enhancement of
image

Enhancement of brightness, adjustment of contrast, convolution,
averaging of image, etc.

Restoration of
image

Inverse filtering and photometric correction

Analysis of image Feature extraction and segmentation
Compression of
image

Lossy compression and lossless compression

Synthesis of
image

Reconstruction, tomographic imaging
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expected to overcome these limitations and attain pronounced precision in detection
and also aid experts in diagnosis by doing this repetitive run-of-the-mill job for them,
so that they may be more productive.

This new Artificial Intelligence-based technology is well suited to handle medical
big data, and can put into perspective the large amount of data that has accumulated
due to high throughput technology. Deep learning has the potential to compose pre-
liminary reports by performing automatic lesion detection and differential diagnoses
[3].

1.2.1 Artificial Neural Networks
Machine Learning is an application of AI that empowers the systems with the ability to
perform tasks by automatically learning and improving with experience, without being
explicitly programmed. For this purpose, the system needs to be familiarized with a
dataset, called training data. The techniques of machine learning are classified into two
broad categories- supervised and unsupervised learning. In supervised learning a
function is generated that yields an output based on inference drawn from training data
based on a certain set of instructions that are provided at the time of training. The
training process is called regression, when the output data yields a continual value [3]
and classification, if it has a categorical value. Whereas unsupervised learning involves
generating a function by assessing hidden features in unlabeled input data. The training
phase involves pre-processing of training data set and meaningful feature extraction.
The pre-processing in case of image analysis comprises of operations such as image
reconstruction, noise reduction, image enhancement, feature extraction etc. Feature
extraction is a challenging task and thus, it is pre-requisite to design such unique
features for every novel application, especially when it is of medical importance. This
methodology is commonly known as feature “hand-crafting” in the literature of deep
learning [4]. Based on the feature vector x ε Rn, the classifier has to predict the correct
class y, which is typically estimated by a function ŷ = f(x) that directly results in the
classification result ŷ. The classifier’s parameter vector h is determined during the
training phase and later evaluated on an independent test data set.

Artificial Neural Network is a popular regression and classification algorithm in
Machine learning, that models’ multiple layers of computing units by mimicking the
architecture and signal transduction mechanism of neurons in human brain. It is a
rendition of the human neural network and consists of a network of interconnected
artificial neurons. Each artificial neuron gears a relatively basic classifier model that
yields a decision signal as output on the basis of the given “weighted sum of evidences”.
To establish a full-fledged ANN, some hundreds of such models or computing units are
put together. Like human brain relies on external stimuli to perform tasks, similarly,
weights in networks are trained based on a learning algorithm like back propagation.
Features in machine learning can be defined as the numerical and nominal values used in
the input data. Defining meaningful and powerful features is cardinal to machine
learning studies. ANN has shown remarkable outputs in diverse fields, but has also had
several shortcomings such as a overfitting and decreased local minima all through
optimization technique [4]. In recent years, prognostic methods based on ANN have
shown exceptional ability in solving non-linear modelling problems, but predominantly
shallow architectures were used as training deep networks was a challenging task. Deep
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architecture has drawn a lot of attention recently owing to fast learning algorithms that
have been proposed and deep ANN have proved to outperform the conventional
methods in classification, pattern recognition and other domains of machine learning.
DNN comprises of a series of stacked layers. Prediction is made based on the first layer
(input) and output (last layer) predicting a class or a value. The underlying layers
between output values and input values are called ‘hidden layers’, since their condition
does not accord to observed data. The multi-layered structure of the ANNs enables them
to foster decisions that are often complex and undecipherable. To cite an example, a
complicated task like classification of tumors from pixel to curve to shape and to feature
is possible using a neural network model that has deeper hidden layers [3]. For specific
training samples, each edge necessitates optimized weights- These weights use a sum of
a wide range of parameters that are initialized randomly and configured by an opti-
mization algorithm, like ‘gradient descent’, in order to find a local minima of a function
by steps which are relative to the negative gradient of the function at the point [3]. Once
the training samples have been applied to the network, a regression value or loss
function is evaluated between the input class and the prediction class. The ultimate goal
is minimization of this loss function and the parameters are updated accordingly. Deep
learning is further modified and applied using various approaches. DNN has proved to
perform better in pattern recognition and prediction studies of the complex type and thus
its adoption in the field of medical imaging is well justified.

2 Image Processing Progression

This section outlines various steps involved in image processing.

2.1 Enhancement of Image

Using software tools to manipulate a stored image digitally is the method underlying
image enhancement. It encompasses adjustment of brightness, contrast or manipulation
of the gray scale and RGB color patterns of an image [5]. It also entails smoothing of
an image in case it contains a lot of noise or speckle. More sophisticated types of image
enhancement tools are capable of applying changes to certain parts of an image such as
de-blurring, filtering etc. Diving into the technicalities of image enhancement, we
encounter:

Gray-Level Transformation
Gray-level transformation is an image processing technique that is used in the con-
version of a gray-level value to another value. A mapping function is used to keep track
of the gray-scale transformations, called tone curve [6]. This curve has the ability to
convert dark gray values to darker ines, and light ones to lighter, thereupon, making the
difference between brighter and darker regions, more apparent. In order to visualize
different aspects, one can play with the shape of the tone curve.
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Tone Curve Alignment
Tone curve alignment follows suit. It is a technique used to remove the brightness
difference between two images captured at different intervals. This difference occurs
due to automatic aperture and shutter control during image acquisition or due to either
of them [6]. It is advisable to nullify this difference before continuing with additional
processes. In a case where such a difference is not nullified, a value of a parameter
suiting image X may not suit image Y. It could so happen, that they are recognized as
very different images altogether since the difference in their brightness levels is non-
negligible.

Binarization
Binarization is another important component of image enhancement. It is an operation
that is used to convert an original grayscale image into a black-and-white image [6]. It
has numerous applications such as, distinction between a bright target object from a
dark background and vice versa. The resulting image contains regions of black and
white pixels. Each of these regions is called a connected component. It is possible to
analyse the shape and size of each target object by observing its corresponding con-
nected component.

Smoothing
Smoothing is a feature used to lower the noise and speckles in an image since noise
causes a difference in the gray-level of neighbouring pixels. Smoothing aims to min-
imize this difference in gray-level. It is pivotal to image analysis.

Edge Detection
Edge detection is another important filter used in image processing. The definition of
an ‘edge’ is a number of pixels with a significant difference in the pixel value. If on a
black background an image has a white filled centre, then the boundary between the
white centre and black background is the edge. By using edge detection filter, pixels on
the edge are highlighted. The essential thought behind filtering of edge detection is
computing the first or the second-order derivatives of pixel values.

2.2 Restoration of Image

Image restoration is the process of reversing the degradation caused by the imaging
system such as unequal illumination, distortion caused by poorly focused lenses, noise,
improper acquisition due to non-linear detectors etc. Image restoration would require
modelling of the degradation caused to the image by any of the aforementioned
inadequacies during image acquisition and then applying an inverse operation to
reverse the damage. Image reconstruction techniques play a major role in medical
imaging. They can make use of sets of 1D projections to make 2D and 3D images.
Image reconstruction in Computer Tomography (CT) scans, is a mathematical algo-
rithm that takes x-ray projection data acquired from different angles of a patient and
generates a tomographic image for the same. With advancements in image recon-
struction techniques there are more efficient ways to compute the attenuation coeffi-
cients of different x-ray absorption paths that are obtained as a set of data. There are
various algorithms for image reconstruction. The ones that are of importance to medical
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imaging like CT are iterative algorithm that doesn’t take into account statistical
modelling and analytical algorithm with statistical modelling.

2.3 Analysis of Image

Image analysis is the most important component of image processing. It is the step
where feature extraction is carried out. To put it in simpler words, image analysis
involves identifying objects within an image and taking its measurements. The first step
is to identify and isolate the objects of interest from the lot. This is called segmentation
of the image. The second step is classification based on features such as shape, size and
texture. Classification permits the categorization of an object, whether or not it belongs
to a particular group based on a set range of tolerance for each group. This process is
called pattern recognition. Pattern recognition can be used in the classification of
images of biological samples. Like in case of lesions or suspicious clusters of micro-
calcifications, pattern recognition helps classify them into benign or malignant.

Segmentation
Image Segmentation is crucial to image processing of biological samples. It involves
partitioning of an input image into various regions. It has multiple purposes; for
example, counting objects, measuring the 2-D (or 3-D) distribution of different objects,
measuring their appearance or shape, recognizing them individually, localizing of
objects for their tracking, removal of unnecessary regions, etc. [6]. This makes image
segmentation the most challenging part of image processing. Even though human eyes
have the ability of performing image segmentation with much ease, the error value
could be too much for it to be of any significance. On the other hand, computers
encounter difficulty in performing this task but with advanced and improving tech-
niques, computers are much more reliable to give more accurate predictions than
humans. For a very long time we have not perfected an algorithm for segmentation of
an image, even for simple images like facial recognition. Biological images are much
more complex. In case of biological images, the target objects have ambiguous
boundaries and thus we are faced with a challenge while separating the object from
other objects and the background. We discuss various segmentation techniques below
that are used based on the requirements.

i. Background Subtraction - It is a method of separation of target object from an
input image, using a background image. Background image is an image that has
no target object. For example, in the biological images, let us say we have to
examine a tumor cells then the background image would be an image of a normal
tissue taken from the same angle as that of the tissue to be examined otherwise we
need to take into account the distortion before making any analysis.

ii. Watershed method - It is a method of segmenting images for biological images,
such as - nuclei and cell segmentation [7]. “Watershed” refers to the ridge lines of
a 3D surface like a ground-surface [6]. In the watershed method, a region sur-
rounding a closed ridge line is considered as a partitioned region. As a result, its
property depends on the method of derivation of an input image. By accounting a
gray-scale value at a pixel, as height at the pixel location, any gray-scale image
can be represented as a 3D surface; this representation, however, is not
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appropriate for the watershed method. This is because its local peaks often do not
correspond to a segmentation boundary. For example, consider an image where a
white-filled centre lies on a black background. The boundary pixel of the central
object will not correspond to a local peak of the gray-scale surface.

iii. Region growing - In this process each pixel is considered as a segment. Neigh-
bouring segments that have any similar characteristics are merged into a new
segment. This merging procedure is repeated on loop until convergence and
segmentation result is obtained.

iv. Clustering - It is a method of partitioning a set into its subsets based on some
specified criteria [8]. Elements having similarities are clustered in a subset.
Clustering can help discover latent groups when a large number of samples are
available. For example, when dealing with biological images, we usually
encounter a large number of datasets that often have latent groups that need to be
identified for proper diagnosis.

v. Active contour model - It is the method to find a closed contour of a target object
[9]. It aims to find out the most plausible contour from all possible contours based
on certain specified criterion.

vi. Recognition method based on template matching - Image segmentation is
basically an image pattern recognition problem. For example, in cell image seg-
mentation, various organelles can be assigned a class such as golgi class, nucleus
class, lysosome class, mitochondria class etc. Template matching is a simple
realization of image segmentation that makes use of pattern recognition tech-
niques. It can be used in various ways. It is possible to use a small region i.e. a
defined block as the unit of recognition, instead of a pixel. One can perform
segmentation taking into account specific textures like spatial patterns and other
elaborate similarity evaluation indices. Class consistency of neighbouring pixels
can also be considered.

vii. Markov random field - It is a more integrated method as compared to other
methods, to optimize the segmentation result by taking into account the similarity
between neighbouring pixels. It is similar to binarization. As in case of bina-
rization, each pixel was assigned to either of the two classes i.e. black or white.
Segmentation results using MRF allows the assignment of each pixels to arbitrary
classes, exceeding two classes.

After segmentation, the image is ready to be saved often in a compressed format. Image
compression aims at reduction of data needed to describe an image without losing its
important properties. Compression is achieved as images often contain redundant or
repetitive information. Medical images are preserved in compressed file format, the
kind of compression that is lossless.

2.4 Image Synthesis

Image synthesis involves the creation of a novel images from various different images
or from non-image data. A major example is of CT, it involves rebuilding of 1D
projections obtained by x-ray, to give rise to tomographic image.
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Processing of image is not a one step process. It involves a number of steps that
must be performed in a sequential pattern in order to extract relevant information from
an image. The hierarchy in the processing steps is unique to each requirement.

3 From Algorithm to Application

Advancement in image processing algorithms and deep learning techniques has
facilitated early diagnosis of various diseases. Some of the major applications are listed
in Table 2.

As we all know, early diagnosis is the key to effective treatment of any disease.
Computer aided image processing has played a vital role in diagnosis of dermatological
disorders, replacing the outdated method of dermoscopy and analysis by the medical
practitioner, which is prone to human error. Computerized pre-screening of suspicious
skin lesions and moles for malignancy accelerates the diagnosis process and helps in
the determination of the treatment regime.

The color of the lesion on patient, in dermatology, determines strongly - the
diagnosis step. Example – pigmentation of the color black or brown with uneven
distribution of color is an indicator of melanoma. An accurate skin lesion diagnosis
requires a preliminary examination of subtle differences in the color of lesions, manual
analysis of the lesions is not very efficient and might not give accurate predictions [10].
Use of deep learning algorithms has made the process more effortless. Automatic
segmentation of the surrounding skin from melanoma region is a necessary step in
computational analysis of dermoscopic pictures [11]. Nevertheless, this chore is not

Table 2. Various applications of digital imaging in the field of medical sciences.

Field Application

Medical diagnostic
imaging

This involves x-ray computed tomography (CT) using transmission of
x-rays and radiography projection, digital subtraction angiography
(DSA) which produces improved images of the blood vessels,
mammography which produces images of the soft tissue in the breast
Nuclear medicine also makes use of image processing using gamma
ray emission from radiotracers that are injected into the body including
emission computed tomography and planar scintigraphy (SPECT and
PET)
Ultrasound imaging is another important application that uses the
technique of reflecting ultrasonic waves inside the body
MRI or magnetic resonance imaging uses the precession of spin
systems in a large magnetic field which includes fMRI or functional
MRI

Biological imaging Analysis, classification and matching of 3D topology of the genome
Automated classification of cell type based on morphology
Visualization of proteins in vivo
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unimportant since melanoma has a varied forms of appearance and comes with dif-
ferent, shape, size and color along with variations with skin types and texture [12]
(Fig. 1).

According to the WHO statistics of skin cancer, the occurrence of melanoma and
non-melanoma skin cancers, both, has been on the rise in the past several decades.
Each year, about 132,000 melanoma skin cancers and 2–3 million non-melanoma skin
cancers occur around the world. About 1 in every 3 cancers diagnosed is a skin cancer,
as per estimates. Due to global warming and depletion of ozone layer at a concerning
rate, the atmosphere fails to filter the harmful solar UV radiations. It is projected that a
decrease in 10% of ozone levels will result in an increased incidence of melanomas.
With this alarming incidence rate of skin cancers, a fast and effective technique for
diagnosis is important.

In 2017, a group of researchers [12] devised methods for automatic melanoma
recognition using deep fully convolutional networks with Jaccard distance. It is a
completely self-sufficient atomized method for segmentation of skin lesion which
makes use of an extensive 19-layer deep CNN (convolutional neural network) that does
not rely on prior knowledge of the data and has been trained end-to-end. They proposed
several strategies to make sure of efficient and operative learning with limited data for
training. Moreover, a novel loss function was designed by them based on the ‘Jaccard
distance’ to remove the need to re-weight the sample, which is a typical method while
using cross entropy as the loss function for segmenting the image because of a strong
inequality between the number of pixels in the background and the foreground. Fur-
thermore, their method was found more superior when its efficiency, effectiveness and
the generalization ability of the framework proposed was evaluated on two publicly
available databases. In 2017, computer scientists at Stanford also set out to create a
machine learning based algorithm for detection of skin cancer and with inspiring
accuracy. A new method has been proposed based on deep neural networks is proposed
for accurate extraction of region of a lesion [14]. In 2018, another group of researchers
[13] employed deep learning framework consisting of two fully convolutional residual
networks to simultaneously produce the segmentation result and the coarse classifi-
cation result for dermoscopic images of skin lesions.

Fig. 1. Flow diagram depicting the basic steps of image processing in dermatology.
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4 Discussion and Future Directions

The use of deep learning in dermatological image analysis is not exhaustive, rather it
opens up a wide range of possibilities, bringing diagnosis to the home desk. There are
still various challenges that need to be addressed. Improved accuracy and efficiency of
computer aided diagnosis by use of deep learning technologies would greatly assist
dermatologists for improved diagnosis of challenging lesions and design a better
treatment regime for patients. But before deep learning can transfigure dermatological
image processing, in its full capacity, certain lacunas need to be addressed. Most deep
learning algorithms focus on supervised learning but a vast majority of medical big data
is unannotated thus advanced data augmentation techniques need to be developed.
Outsourcing annotations, transfer learning etc. can be used to address data labelling
dilemma. The “black box” issue i.e. the CNN models do not reveal the features they
rely upon to arrive at decisions and thus the proverbial black box issue needs to be dealt
with. Rigorous prospective validation and more efficient algorithms need to be
developed, before such modalities can be fully implemented in clinical practice.

5 Conclusion

The field of digital image processing and its application in the field of biomedical
sciences is unlimited in dimensions. The nature of the application-oriented and specific
domain-dependent image processing has suggested the use of deep learning, computer
vision and artificial intelligence. It is evident that these approaches will add momentum
to diagnostic methods and will not only generate faster, more precise biomedical
images but will also facilitate incorporation of contextual information for better
diagnostic capabilities utilizing one or more knowledge databases. In this paper, we
have only covered few prominent deep learning applications that have been employed
with commonly known image processing and analysis techniques for dermatological
imaging, which is far from exhaustive. Despite rapid advancement in the field, we are
still a long way from accurate and fully automated diagnosis of diseases.
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Abstract. The age classification system is used to categorize age into various
groups determined by facial features. Many researchers have used different
techniques for the age classification system, namely Geometric Ratio, Wrinkle
Ratio, Local Gabor Pattern, Histograms of Oriented Gradients, Adaptive Neuro-
Fuzzy Inference system, Texture feature, Support Vector Machine and Artificial
neural network. The current system does not give great precision in light of the
fact that these strategies are wasteful for classification. The proposed work
represents the classification of images depending on the groups. This work
classifies the age into old, adult and child groups. This work completes in three
steps, i.e., preprocessing, facial aging feature extraction and classification. In
preprocessing, the RGB image is converted into a grayscale level image; the
facial aging feature extraction is performed by skin texture feature extraction
and wrinkle analysis. LGBPH and the density of wrinkles accomplished the
wrinkle analysis. LGBPH is a histogram of LGBP which is calculated by
LBP. The LGBP feature is not dynamic for features like rotation, alignment, and
the illumination of the image. The proposed work selected three different skins
for skin texture feature and five different skin textures for wrinkle investigation.
This work uses K-NN classifier due to its fast processing; classifies the testing
dataset from training dataset. The LGBPH provides better results and estimates
the accuracy as compared to the previous technique used by the researcher. This
classification is a triumphant work as it gives an efficient classification using
facial aging feature extraction.
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1 Introduction

Age is important as well as basic information about humans, which determines the age
of a person. Human age is affected by internal and external factors. A person may live
in different places having different environments. Therefore, environmental effects on
human skin are noticeable. The skin texture of human varies from person to person.
Numerous variables are influencing the age, for example, eating schedules, dietary
patterns, a way of life, use of cosmetics and medical problems. This study proposed a
structured age estimation framework. Presently, many researchers used distinctive
databases to different age groups. The age determination is not easy by the human as
well as by the machines. Age information can be beneficial for applications such as in
the medical diagnosis, computer security; biometrics and video surveillance which are
time-consuming and find difficulty in gaining better results in limited time. Many
researchers give their contribution to the human age classification system. In computer
vision, the classification of age system is a growing area in the research of the past
decade [2, 11, 12, 14].

2 Related Work

In the past, researchers have used different techniques and classifiers for feature
extraction and classification of images. Kwon and Lobo [15] were the first investigators
to work on the age classification system. Researchers have dealt with the problem of
the small database which is insufficient for classification. Horng et al. [8] dealt with the
problem of a relatively small database. However, the researcher faced the following
three problems. First, estimation of age is not accurate for the system. Second, feature
extractions depend on the size of the image which varies and change in the size of the
image reduces the performance; and last, the unmanaged age groups. Kalamani et al.
[13] used fuzzy lattice neural model for the age-related classification system. The
researcher used various features that include wrinkle density, average skin variance,
and wrinkle depth. The work of Kwon and Lobo [15] was the first in the area of the
age-related classification problem. The researcher classified images into various age
groups, namely adults, elderly and babies. This approach assessed on small sample
size. It computes the mouth, virtual top of the head, eyes, chin, and nose as primary
features. These feature ratios differentiate babies from the remaining age groups. The
secondary feature was a wrinkle. These secondary feature ratios discriminate adults
from the other categories. These classified categories had feature ratio and wrinkle
analysis, and this was the first achievement to classify human age in different age
groups. Horng et al. [8] are amongst the inventor to identify the age classification
system. The inventor classified input images into four grayscale facial images age
groups such as seniors, adults, young adults, babies, and middle-aged adults. Three
steps follow the age-related classification procedure; the first step is localization, the
second step is feature extraction, and the last step is age classification. The classifi-
cation system uses neural networks. All categories are different from each other. The
researcher used a private database. Kanno et al. [14] worked on age-related classifi-
cation system. The authors used a private database to categorize 440 young male face
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images. The method used mosaic features and neural network. The age groups were
showing 80% accuracy. Hayashi et al. [7] categorized human ages in a span of ten-year.
The author used the histogram for equalization of the wrinkle and extraction of face
wrinkles. Three hundred images database shows the accuracy of 27%. The age groups
below 15 which have negligence changes, but have some recognizable changes in face
done by analysis. Lanitis et al. [16] designed an age estimation algorithm. 0 to 35 years
age estimation was taken. Above 35 years, the face did not provide better results. Iga
et al. [9] used human and object interaction processing database which categorized 101
images into five different age groups. The information of skin, color, support vector
machine and Gabor wavelet used with an accuracy of 58.4%. Takimoto et al. [20] used
Human and Object Interaction Processing as the database. The author took images of
different gender such as as 139 females and 113 males. The images categorized into six
different age groups with the help of Principal Component Analysis neural network and
Gabor wavelet which gained 54.7% and 57.3% accuracy for female and male facial
images respectively. Ueki et al. [23] used WIT database for age classification. The
method used a two-phase technique named 2DLDA and LDA. For feature extraction
and description of a projection to maximize the proportion within the class and LDA
did the segregation of the class. The accuracy rate o achieved for different range such as
five years ranges, age group of 46.3% accuracy, ten years range age group of 76.8%
accuracy and 15-year range age group accuracy of 78.1%. Yang and Ai [24] used
different types of databases in an age classification system uses face recognition
technology. The study had three thousand five hundred forty images. Six hundred
ninety-six images are taken for study from Pose, Illumination, and Expression data-
bases. These were three age groups in the database. This method used by Local Binary
Pattern histogram technique. The accuracy was 92.12% for face recognition technology
database and 87.5% Pose, Illumination and Expression database. Günay and Nabiyev
[5] took a private database of 350 facial images and face recognition technology
database. The method used Local Binary Pattern and Nearest Neighbor (KNN) classi-
fier for classifying images into six age groups with 80% accuracy. Gao and Ai [4] used
a fuzzy classifier, and Gabor features for grouping 6386 images in 4 different groups.
The authors obtained 91% accuracy. Dehshibi and Bastanfard [2] proposed an age-
related classification for four various age groups. The researcher used Iranian face
Database (IFDB). The significant enhancement in the age-related classification
achieved 86.64% accuracy. The researcher used 498 images for the age classification
system. Tonchev et al. [21] developed an age group estimation system based on the
subspace projection algorithm and vector classifier. Hajizadeh and Ebrahimnezhad [6]
used Histograms on Probabilistic Neural Network and Oriented Gradients for analyzing
377 facial from the Iranian face database. Authors achieved 87.02% accuracy in cat-
egorizing images into age groups. Liu and Liu [18] designed an approach for the age-
related classification system. The authors categorized images into five different age-
groups. Support Vector Machine classifier used during the last stage [15]. Nithyashri
et al. [19] used the Adaptive Resonance Theory Network (ART) method for classifi-
cation. The author used the FG-NET database to categorize images into many different
age groups such as senior adult, adult, young and child. Thukral et al. [22] used FG-
NET database to classify images into several age groups. Fard et al. [3] classified 575
facial images into a different age group from the Productive Aging Lab face database.
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Authors used Histogram of Local Binary Pattern, Oriented Gradients, and Adaptive
Neuro-Fuzzy Inference methods and achieved 88.01% accuracy. Izadpanahi et al. [10]
proposed a system of age classification for Iranian Face Database, Face and Gesture
Recognition Research Network database and classified the face image into seven age
groups. The feature used geometric ratios and wrinkle analysis. The classifier used
Support Vector Classifier. The authors obtained accuracy at 92.62%. Lee et al. [17]
classify images into different age groups based on local age group modeling. Kalan-
suriya et al. [12] classify facial images corresponding to gender and age. Images used
by the author in the range of 8–63, 14–25, 26–45, 46–60 provide the gender classi-
fication of 100% and accuracy of age classification 90%, 50%, 40%, 90%. Jagtap and
Kokare [11] classify input images into grayscale facial images age groups. The
researchers used PAL face databases. The proposed system provided better accuracy of
93.75% for the age classification system.

3 Proposed Approach

Following points comprise the proposed age classification system.

3.1 Preprocessing

It is the first process of image processing considered as a general process. The objective
of image preprocessing is to enhance and remove unwanted distortion, edges, some
unnecessary information and remove changeable color quality. It provides the effect on
the contrast of an image.

3.2 Facial Based Aging Feature Extraction

The facial aging feature extraction performed using skin texture feature extraction and
wrinkle analysis. Skin texture features accomplished by local Gabor Binary Pattern
Histogram (LGBPH) technique, and Wrinkle performs analysis of wrinkle features
Extraction using LGBPH and wrinkle density.

3.2.1 Skin Textural Feature Extraction
The skin textural feature is extracted using LGBPH. LGBPH techniques are as follows.

3.2.1.1 Local Gabor Binary Pattern Histogram

LGBPH is a technique used for recognizing the face, which is first invented by Zhang
et al. [25]. LGBPH is attained through applying Gabor filters of various orientations
and frequencies, then using the LBP are applied over processing image and histograms
are calculated. LGBP is a combination of Gabor feature and LBP feature.

• Gabor Feature

A collection of Gabor filter applied in image different frequencies and different ori-
entation which extract feature, these features are called Gabor feature. A 2-D kernel is
represented as follows:
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In this equation k represent the wavelength of the wave vector, h describes the
orientation of Gabor kernel u the phase offset, r is standard deviation of the Gaussian
envelope and c describes the spatial aspect ratio and specifies the ellipticity of the
support of the Gabor function. Gabor filter bank of 40 filter made of five different
scales, 0, 1, ……, 4, and eight orientation 0, 1…….. 8.

Gabor filter with convolution in image performed to extract the feature as the
following equation

G zð Þ ¼ ul;v zð Þ � J ð7Þ

Where,

G zð Þ = result of convolution
J zð Þ = input image
z = (x, y).

• Local Binary Pattern

LBP is a very easy and efficient method that related to texture. Because of computa-
tional simplicity and differential power, LBP technique is a very famous technique in
many application areas. LBP has the ability to solve a computational problem that
makes easy to examine images in real-world challenges. The LBP calls to non- uniform
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patterns that might be used to implement rotation-invariant descriptor and overcome the
length of the feature vector. A pattern is said to be a uniform local binary pattern if the
pattern takes no of transitions from 0 to 1 in bitwise or vice versa. If total no of the
pattern is 256, then 58 patterns are used uniform pattern and 1 non-uniform pattern.
The LBP feature vector created in the following way.

a. Partition the examined window into cells that each cell is having 16 � 16 pixels.
b. Consider the pixels along a circle, in which each pixel within a cell compares with

its all pixel to 8 neighbors.
c. Value of the center pixel is more than the value of the neighbor pixel value. It

means center pixel “1” neighbor’s value is 0 otherwise, “1”.

LBP are calculated by the following equation:

LBPP;R ¼
XP�1

j¼0
s gp � gc
� �

2p ð8Þ

where,

s kð Þ ¼ 1 k � 0
0 k\ 0

� �

where,

gp = pth pixel value
gc = center pixel value
P = no of neighboring pixel
R = distance of neighboring pixels from center pixel.

3.2.2 Wrinkle Analysis
The wrinkle is a primary feature of the face used in the wrinkle analysis. As the age
grows, the wrinkles are determined to face easily. A wrinkle shows that growing age
progression. Wrinkle grows, according to the age progression. Wrinkles are inescap-
able information for a human being. The wrinkle analysis is calculated using LGBPH
as a discussion in Sect. 3.2.1 and wrinkle density. Wrinkle helps in the age classifi-
cation system. Wrinkle density is determined by

Vd ¼ Wn
Tn

ð9Þ

where,

Vd = wrinkle density
Wn = count the wrinkle pixel
Tn = total no of pixel in image.
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3.3 Classification

K-Nearest Neighbor is very easy and straightforward to understand. It is a non -
parametric method that applies to both classification and regression. In classification, an
object is categorized from a majority vote of about their neighbors and using the object
is allocated to class between k nearest neighbors (k is a small positive integer). In
regression, the output is used for an object that is the average of their k-NN value [24,
26]. The feature vector space is part of the training and training sample of class labels.
K-NN is to determine the numbers of k samples. The training has identified K samples.
Categorization of samples that reused as test samples into a class. K-NN is used to
categorize different age groups. It can be more efficient for large training data sets. The
Euclidean distance D determined by

D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN

i¼1
ðxi � yiÞ2

r
ð10Þ

where, xi = element of X, yi = element of Y.

4 Process Flow and Working of System

The process flow of age classification system s divided into three parts, i.e. prepro-
cessing, skin aging feature extraction and classification. The Fig. 1 represent the pro-
cess flow diagram of the age group classification system. The first process is
preprocessing in which RGB image converted into the Grayscale image. The second
process is facial aging feature extraction in which skin texture feature extracted using
LGBPH and wrinkles are analyzed with the help of LGBPH and the density of wrinkle.
The third process is a classification of images in the relevant age groups with the help
of K-NN classifier.

4.1 Image Preprocessing

Image preprocessing is a critical and essential process in the image processing. It is an
initial and primary step in any process of image processing. The objective of image
preprocessing is to enhance and remove unwanted distortion, edges, some unnecessary
information, and changeable color quality. Image preprocessing provides the effect on
the contrast of an image. It gives a significant impact on image analysis and results. It
converted RGB image into a grayscale level, crop facial area on gray scale level image
and normalized as shown in Figs. 1, 2 and 3.

4.2 Facial Aging Feature Extraction

The second process is the facial aging feature extraction process for skin texture
extraction. After that analysis of wrinkle is accomplished. A face has eight regions;
used for facial aging feature extraction. There are three face regions; used for skin
textural feature extraction. There are five face regions; used for wrinkle analysis. These
are the particular areas of the face, which show identifiable age changes in Fig. 4.
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Fig. 1. Process flow of age group classification system

Fig. 2. RGB image Fig. 3. Gray scale level image

Fig. 4. Cropped face area
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4.2.1 Skin Textural Feature Extraction
For Skin textural features are extracted by LGBPH using the following steps.

Step (a): In the first step of skin texture feature extraction, proposed work builds a
bank of 40 filters which used Gabor filter as shown in Fig. 5.

Step (b): The used region is cropped from the grey level facial image.
Step (c): Calculate the convolution of the cropped region (Eq. 7) as shown in Fig. 6.

Step (d): This cropped region proposed system used Gabor filter bank with con-
volution to determine the Gabor feature. Local binary pattern technique is used
along Gabor filter to calculate local gabor binary pattern as shown in Fig. 7.

Fig. 5. Gabor filter bank used 40 filters with 5 scales and 8 orientations

Fig. 6. Convolution of crop region with 40 Gabor filter bank
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Step (e): Evaluate the histogram of LGBP which is referred LGBPH as shown in
Fig. 8.

4.2.2 Wrinkle Analysis
The wrinkle analysis evaluates wrinkle density and LGBPH.

(A) The following steps calculate the LGBPH for wrinkle analysis as shown in
Fig. 12.

Step (a): Build a bank of 40 filters which use Gabor filter.
Step (b): The cropped region is used from grey level face images.
Step (c): Calculate convolution of crop image through 40 filter bank for extracting
Gabor feature.

Fig. 7. LBP over Gabor features to create LGBP.

Fig. 8. Histogram of LGBP
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Step (d): Determine the magnitude of every Gabor features.
Step (e): This step Take the first 12 features of Gabor and applying LBP for
evaluation of LGBP.
Step (f): Evaluate the histogram of LGBP which referred LGBPH.

(B) The following steps is performed for the detection of wrinkle.

Step (a): Firstly cropped the region of interest used for wrinkle analysis and used a
Gaussian filter to remove noise from an image as shown in Fig. 9.
Step (b): This step performed the canny operator to edge detection of an image and
performed the morphological operation for reducing unnecessary edges as shown in
Figs. 10 and 11.

LGPBH is used differently for wrinkle analysis and skin textural feature extraction.
This study applies the LBP on 40 Gabor features for skin texture feature extraction
Whereas 12 Gabor features applied to wrinkle analysis with a large amount of
amplification and highest correlation using input image.

Fig. 9. Forehead region

Fig. 10. Edge detection by canny operator

Fig. 11. Wrinkle detection
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Gabor filter’s response shows the highest amount of correlation using the input
image to match the orientation of the face wrinkle to the orientation of its answers.
There are following steps which used to extract facial aging feature extraction.

i. Crop the three regions of skin texture namely nose, left cheek below eyes, right
cheek below eyes, according to dimension mention as [5, 5, 0.33, 0.4], [5, 5,
0.33, 0.3], [5, 5, 0.33, 0.3] pixels as shown in Fig. 13.

ii. Calculate the LGBPH of three skin textural region of the face image.
iii. Concatenate LGBPH of three skin textural regions of face area which stored in

the following vector

V ¼ v1; v2; v3½ � ð11Þ

Where
V = skin textural feature matrix

iv. Crop the five regions of skin texture namely left eye’s corner, right eye’s corner,
forehead, left below eyes, right below eyes, according to dimension mention as
[5, 4, 0.11, 0.25], [10, 4, 0.11, 0.25], [3, 3, 1, 0.25], [10, 7, 0.33, 0.166], [10, 7,
0.33, 0.166] pixels as shown in Fig. 14.

v. Determine the wrinkle analysis by calculating LGBPH and wrinkle density for
each particular five regions.

vi. Concatenate LGBPH of five skin textural regions of face area which stored in the
following vector

Wa ¼ w1;w2;w3;w4;w5½ � ð12Þ

Where
Wa = LGBPH of wrinkle analysis feature matrix

Fig. 12. LGBPH evaluation analysis of wrinkle
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vii. Concatenate same for wrinkle density and stored in the following vector

Vd ¼ wd1;wd2;wd3;wd4;wd5½ � ð13Þ

Where
Vd = Wrinkle density feature vector

viii. Combine the LGBPH of these three regions of the face area and LGBPH of the
wrinkle analysis feature vector

Vc ¼ V,Wa½ � ð14Þ

ix. After the feature extraction, reduce dimension due to large matrix size. For
dimension reduction, Principle Component Analysis (PCA) used as named Vp.

x. Before combining wrinkle density and LGBPH feature concatenation, normal-
ization performed by the following equation

FðiÞ ¼ Fki � minðFkÞ
max Fkð Þ � minðFkÞ ð15Þ

After normalization, both features are fusioned.

4.3 Classification

The last process is classifications which are very important to categorize input face
images into age groups. A training dataset comprised the feature extracted from the
face and labeled to the data set pair; forms a model. The testing dataset obtained these
feature in the same fashion. The extracted feature with its age group applied to classify
which determine the age group. K-NN is an easy and fast way to implement, and its
nearest k neighbors classify the subject. After that last feature classifies the input image
into the relating age group. The model has been used these features to categorize the
age groups. K-NN classifier categorizes the testing dataset images in which it belongs
to one of the age groups such as young, adult and old [1].

Fig. 13. Regions used for skin textural
feature extraction

Fig. 14. Regions used for wrinkle
analysis
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5 Results

The proposed system used a private database which has 270 images having testing and
training data set. Three regions of an image, namely nose, left cheek below eyes, right
cheek below the eyes for skin texture feature extraction uses LGBPH. The skin texture
LGBPH features stored in matrix named as V. For wrinkle analysis firstly LGBPH
calculates the five regions namely left eye’s corner, right eye’s corner, forehead, left
below eyes, right below the eyes is used. Then calculates wrinkle density. The LGBPH
feature of wrinkle analysis stored in matrix named as Wa and the length of wrinkle
density feature stored in a vector named as Vd. Skin texture LGBPH features stored in
a matrix called as V and LGBPH feature of wrinkle analysis stored in matrix named as
Wa. Both matrices are combined and stored in a matrix named as Vc. The size of both
feature matrixes is large; therefore PCA applied for reducing a dimension of a matrix to
store in a vector named as Vp. The reduced vector is normalized as the feature lies in
range 0 to 1, used in the classification. The whole mechanism used in both training and
testing stages. The proposed system takes 180 images to use for training datasets, and
90 images choose to apply for testing datasets. The last feature classifies the input
image to the relevant age group. The model used these features to categorize into
different age groups. K-NN classifier categorized the testing dataset images into groups
young, adult and old.

• Recognition Results

As shown in Table 1, there are three groups, namely child, adult and old. The total
numbers of the testing dataset have 90 images having 30 images of each group, 28
images from child group matched accurately. The recognition rate of the child group
obtained is 93.3% Twenty-nine images are matched accurately from the adult
group. The recognition rate of the adult group obtained is 96.6%. Thirty images are
matched accurately from the adult group. The recognition rate of the old group
obtained is 100%. The average recognition rate of proposed system which is obtained
by K-NN classifier = (93.3 + 96.6 + 100)/3 = 96.6%. Figure 15 shows the accuracy
of child, adult and old groups. The x-axis denotes the groups, and Y-axis denotes
accuracy of different groups. The accuracy of child, adult and old represented in the
graph is 93.3%, 96.6%, and 100% respectively.

Table 1. Recognition rate of input image

Groups Recognition results
Child Adult Old Recognition rate

Child 28 0 2 93.3%
Adult 0 29 1 96.6%
Old 0 0 30 100%
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• Comparison with Existing Techniques and Classifiers

Fig. 15. Accuracy of groups

Table 2. Comparison of existing techniques and classifier

Author’s name Features Tools of
classification

Accuracy
in %

Kwon and Lobo [15] Geometric ratio and
wrinkle analysis

Similarity
measures

100

Kanno et al. [14] Mosaic feature ANN classifier 80
Horng et al. [8] Geometric ratio and

wrinkle analysis
ANN classifier 81

Iga et al. [9] Gabor feature SVM classifier 58.4
Gao and Ai [4] LBP feature FUZZY LDA

classifier
91

Dehshibi and Bastanfard [2] Geometric ratio and
wrinkle analysis

ANN classifier 86.64

Hajizadeh and
Ebrahimnezhad [6]

Histogram of Oriented
Gradient

PNN classifier 86.64

Fard et al. [3] LBP and HoG features ANFIS
classifier

88.01

Izapandhi and Toygar [10] Geometric ratio and
wrinkle analysis

SVC classifier 92.62

Kalansuriya and
Dharmaratne [12]

Geometric ratio and
parameter calculation

ANN classifier 90

Solanki and Priyadarshni
(Proposed method)

Facial aging feature K-NN
classifier

96.6
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Many researchers worked on the age classification system. The researchers used
many techniques of classification. The work of Kwon and Lobo [15] was first in the
area of age-related classification problem which used geometric ratio, wrinkle analysis
feature and similarity measures as a tool of classification. The researcher classified
images into various age groups namely adult, seniors and babies with 100% accuracy.
Kannoet al. [14] used mosaic features and neural network for the age classification
system. The accuracy obtained with four age groups with 80% accuracy. Horng et al.
[8] classify input images into four grayscale facial images with ANN classifier having
81% accuracy. Iga et al. [9] used a Gabor filter for extracting the feature and SVM as a
tool of classification. Images divide into five different age groups. The analysis was
done [4] with an accuracy of 58.4%. Gao and Ai used a fuzzy classifier, and Gabor
features for grouping images in 4 different groups. The accuracy obtained 91%.
Hajizadeh and Ebrahimnezhad [6] used Histograms of Probabilistic Neural Network
and Oriented Gradients for analysis with 86.64% accuracy [14]. Fard et al. classified
facial images in a different age group. Izadpanahet al. [10] classify face image into
seven age groups using Support Vector Classifier. Analysis obtained accuracy 92.62%.
Kalansuriya and Dharmaratne classify facial images using geometric ratio, wrinkle
analysis and ANN classifiers to corresponding to gender and age. Images used by the
author in the range of 8–63, 14–25, 26–45, 46–60 which provide the gender classifi-
cation of 100% and accuracy of age classification 90%, 50%, 40%, 90%. Figure 16
represents the comparison of accuracy by various authors. Proposed work provides
better results and estimates the accuracy as compared to the previous technique used by
the different researcher in Table 2.

6 Conclusion

Human face provides adequate information that is easily recognizable by a human. The
human face also provides expression, moods, and state of action. As a human grows,
noticeable change perceives in age progression. The age classification is also chal-
lenging for the machine to categorize face images in age groups. In this work, the age-

Fig. 16. Comparison of accuracy achieved by authors
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group classification system has been classified age into three different groups which
include a child, adult and old. A method is used to solve the age classification related
problem. The proposed work is completed in three stages, namely preprocessing, facial
aging feature extraction and classification. Preprocessing is an important and essential
stage that RGB image converted into the grayscale image because it removes unwanted
distortion, edges, some unnecessary information, and changeable color quality. Facial
aging feature extracted by skin textural feature extraction with the help of LGBPH and
Wrinkle analysis method. For skin, texture feature used three regions (nose, left cheek
below eyes, right cheek below eyes) and for wrinkle analysis used five regions (left
eye’s corner, right eye’s corner, forehead, left below eyes, right below eyes). LGBPH
accomplishes skin texture feature extraction, and Wrinkle analysis is performed using
LGBPH and wrinkle detection. LGPBH is handled differently for wrinkle analysis and
skin textural feature extraction. LBP applied on 40 Gabor features for skin texture
feature extraction whereas 12 Gabor features applied to wrinkle analysis with a large
amount of amplification and highest correlation using the input image. Gabor filter’s
response shows the highest amount of correlation using the input image to match the
orientation of the face wrinkle to the orientation of its answers. LGBPH is unvarying
for rotation illumination and translation. The facial aging features which used the
region of interest from face images to categorize into different age groups. K-NN
classifier is a fast learning classifier, used in the proposed work. The proposed system
classified into three groups namely child, adult and old which obtained accuracy
93.3%, 96.6% and 100% respectively. The overall accuracy of the proposed system is
96.6%. The proposed methods provide a better result and improve existing age clas-
sification system. LGBPH give a better result and estimate the accuracy as compared to
the previous technique used by the researcher. This classification is successful work
which provides an efficient classification using facial aging feature extraction. The
Proposed system provides a better result and improves existing age classification
system. In the future, for an age classification system used the most extensive database
for improving the real-time system.
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Abstract. Machine translation (MT) is increasingly becoming popular
today as it reduces a great deal of efforts when it comes to the task of
translation from one language to other. Not only is it time saving, but
secure and cost-effective in the long run. A lot of work has been done in
the field of MT lately. Various machine translation systems (MTS) have
been developed for numerous languages. Sanskrit is one of the oldest
languages in the world and is still in existence. There is loads of liter-
ary, scientific and mathematical work written in Sanskrit during ancient
times. Despite of its important part in Indian culture and history, not
much work has been done for translation to or from Sanskrit language.
This proposed work is an effort to bridge the language gap between San-
skrit and Hindi, one of the most widely spoken languages of the world.
The idea is to develop an MTS which will serve as a tool to perform
two-way translation between Hindi and Sanskrit language. The system
once developed can be used for learning and understanding the grammar
and structure of both the involved languages.

Keywords: Machine translation system · Bilingual translation ·
Bilateral MT · Natural language processing · Hindi translation ·
Sanskrit translation

1 Introduction

MT comes under the area of natural language processing (NLP). NLP is the
field which studies the human-machine interaction. MT is the use of computer
systems to perform the translation task, instead of deploying human experts
A machine translation system (MTS) is basically an application software that
deals with the translation of languages, whether given in oral or written form.
The MTS can work for two languages or it can also involve multiple languages
depending upon the requirements. Designing of an MTS depends upon the syntax
and semantic knowledge of the languages involved. This requires a deep and
thorough understanding of the divergence and grammatical similarities of the
concerned languages. In this era of globalization, when the world is coming
closer and there is burst of information, MT can prove to be a powerful tool
c© Springer Nature Singapore Pte Ltd. 2019
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to aid this phenomenon by providing people the information in the language
that they understand. It involves being able to translate web pages and other
available online information to the languages of interest. For an MTS, the efforts
in developing the system and accuracy of the system are major concerns. These
are the basis to differentiate among approaches for machine translation. The
current work makes use of rule-based approach to perform two-way machine
translation using a common bilingual corpus. Rule-based approach makes use of
the knowledge of grammatical features of the two languages as it is the basis of
designing rules for translation. Table 1 presents a comparison of four major MTS
approaches, namely, rule-based, statistical, example-based and neural machine
translation. Section 1.1 provides a brief review of related works in the MTS field.
Section 2 gives a detailed view of the proposed methodology. Section 3 contains
the conclusions and future scope of the proposed work.

Table 1. Comparison of various MT technique

RBMT SMT EBMT NMT

Basis morphological,
semantic and
syntactic
analysis

statistical
models

translation
by analogy

machine
learning
paradigm

Requirements manually
designed set of
rules

correlations
between source
text and
translations

existing
translation
pairs of
source and
target

neural networks
consisting of
nodes

Pros no need of large
bilingual corpus

no need of
manually
creating
linguistic rules

high
translation
quality
when
examples
are similar

dynamic and
complex nature
allows
context-based
translation

Cons time-
consuming,
labor-intensive
unable to cover
each conflict or
linguistic
phenomenon

need of large
and organized
bilingual corpus

translation
quality can
be very low
if no similar
example is
found

continuous
learning requires
high processing
capability

Training rules define the
mapping
between source
and target
languages

engine needs to
be trained with
the text similar
to the source
text

limitation of
translated
examples
which are
retrieved
after
matching
the source

a web of
complex
relationships
between nodes
that may
represent a
word, phrase or
sentence
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1.1 Related Work

Singh et al. [1] propose an MTS based on genetic algorithm (GA) from Sanskrit
to Hindi language. The system works in two phases where the initial phase deals
with tokenization and analysis of the input sentence. The next phase is the gen-
erator phase where genetic algorithm is applied to the input. The categorization
of inputs is done based on their size and complexity. An analysis of different
MTS is presented by Raulji and Saini [2]. They try to compare various MTS
which involve Sanskrit in any way, whether a source, target or a support lan-
guage. They further discuss the morphological, semantic and syntactic features
of Sanskrit language and how they can be beneficial to carry out translation.

Bahadur et al. [3] discuss the linguistic structure of Sanskrit followed by a
comparison between Sanskrit grammar and context-free grammar (CFG). Sub-
sequently, a system for English to Sanskrit language is proposed after a brief
discussion of the grammatical divergence between the two languages. Saini and
Sahula [4] present a review of various MTS developed in India and different
approaches used for machine translation (MT). A comparative analysis is per-
formed on various MTS meant for translation among Indian languages. Rathod
[5] proposes a model for an MTS which translates from English to Sanskrit lan-
guage using rule-based as well as example based approach. The input sentences
are categorized on the basis of their length as small, large and very large. The
input is tokenized before translation.

Mane et al. [6] develop a system for English to Sanskrit translation using rule
based approach. The translation process is aided by a bilingual dictionary which
contains morphological information of both the involved languages. The input
after being tokenized and tagged is converted to an ordered structure, such as,
a parse or syntax tree. Mishra and Mishra [7] present a study of example-based
machine translation (EBMT). Different approaches to EBMT are discussed and
compared. A detailed comparison of English and Sanskrit language is performed.
The challenges in English to Sanskrit translation are discussed followed by trans-
lation divergence between the two languages (Table 2).

Shahnawaz [8] present a comparison between Hindi and Urdu languages. He
discusses the problems arising while performing the transliteration from Hindi
to Urdu. Also, it is concluded that direct MT approach is the most suitable for
given language pair.

Mishra and Mishra [9] present a rule-based approach for MT from English to
Sanskrit language. They make use of the markings formed by using morphologi-
cal properties of Sanskrit language for parts of speech (POS) tagging. Linguistic
features of Sanskrit are discussed followed by a brief comparison of English and
Sanskrit language. The system is evaluated for various classes of inputs using
standard evaluation schemes, such as, BLEU, Meteor, F-measure, Unigram pre-
cision. The input is classified based on the complexity of the sentences. Gupta
et al. [10] present an algorithm for MT from Sanskrit to English language using
rule-based approach. The knowledge representation of the translation process is
also presented by firstly generating lexemes from the input and then comparing
and replacing them with the corresponding translation in the output.
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Table 2. Comparison of Hindi and Sanskrit grammars

Basis of difference Hindi Sanskrit

Alphabets 11 vowels, 35 consonants 13 vowels, 33 consonants

Numbers Singular, Plural Singular, Dual, Plural

Genders Feminine, Masculine Feminine, Masculine, Neuter

Persons First, Second, Third First, Second, Third

Dependence of verb Person, Number, Gender Person, Number

Vowel Types Short, Long Short, Long, Elongated

Inflecting No Yes

Word order Important (SOV) Not important

Tenses Past, Present, Future Past Aorist, Perfect, Past
Imperfect, Present, First
future, Second future

Moods Indicative, Presumptive,
Subjunctive

Indicative, Potential and
Imperative

Mane and Hirve [11] perform a survey of various MTS developed in India.
Different approaches to MT are discussed followed by a tabular comparison
between four MTS based on features, approaches, advantages and limitations.
Shukla et al. [12] propose that there are seven types of translation divergence
between Hindi and Sanskrit. Five of them arise due to Sanskrit grammar and rest
two because of Hindi language. Goyal and Sinha [13] study translation divergence
between English-Sanskrit and Hindi-Sanskrit language pairs. Dorr’s classification
for divergence has been taken as the basis for this study. Gehlot et al. [14] discuss
a transfer-based approach for machine translation of documents from Hindi to
English language. The advantages of using transfer rules for MT are discussed
over corpus-based MTS. Mall and Jaiswal [15] present a rule-based approach
for MTS from Hindi to English language. Various existing MTS are studied
along with their features and limitations. Rule-based approach eliminates the
requirement of using any intermediate representations.

Agrawal [16] proposes and designs a rule-based MTS from Sanskrit to Hindi
in his Ph.D. thesis. Jain and Agrawal [17] propose a method to perform transliter-
ation from English to Sanskrit language text. The idea is to do direct mapping of
phonetically similar set of characters from two languages. They further proposed
another method to identify and extract root words from source Hindi sentences
[18]. The process of identification is independent of the context. Sethi et al. [19]
design an algorithm to paraphrase input Hindi sentences without losing their
actual context. This holds great importance in the field of NLP. Sugandhi et al.
[20] present a parser model which suggests possible translation for an English
sentence based on the syntactical information gathered such as, case, gender
and number. Ambiguity may arise due to difference in grammatical structures
of languages.

Tapaswi and Jain [21] perform morphological and lexical analysis of Sanskrit
sentences. It involves extracting root words after separating the markers and
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deriving its meaning. This model is applicable to morphologically rich languages
similar to Sanskrit. A comparative study of various MTS and their techniques
is performed by Ashraf and Ahmad [22]. They are compared based on their
ease of use, complexity and efficiency. A comparative study has been done by
Chand [23] of paragraph translations performed by various online tools. They
are categorized as rule-based and statistical systems. Bharati et al. [24] give a
detailed introduction to natural language processing in this book. This is done
based on the Ashtadhyayi grammar of Sanskrit language. This book has been a
source of origin for much of the work done in the field of modern linguistics.

1.2 Comparison of Hindi and Sanskrit

Sanskrit is one among the 22 official languages of India. The word Sanskrit itself
means redefined or created with perfection. It belongs to Indo-European family
of languages. It is believed to be highly systematic and technical language. A
large number of works of drama, poetry and literature have been written in
Sanskrit. Much of the work in philosophy, science, mathematics, astronomy and
logic can be found in Sanskrit. Briggs [25] emphasized the importance of Sanskrit
language. He explained how its structure was similar to semantic nets and hence
suitable for use in the field of artificial intelligence. On the other hand, Hindi is
the fourth most widely spoken language in the world along being the national
language of India. Table 1 represents a brief comparison of grammatical features
of Hindi and Sanskrit languages (Fig. 1).

Fig. 1. Architecture of the proposed Hindi-Sanskrit bilateral MTS

2 Proposed Methodology

The proposed system is a bilateral MTS for Hindi and Sanskrit based on a rule-
based approach. A common bilingual (Hindi-Sanskrit) dictionary is designed
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which contains grammatical information about words and phrases. The system
can operate in either direction based on the language provided in the input. The
key feature is the use of a common database which consists of rules for governing
the translation process. This process consists of mainly four important steps.
They are discussed as follows.

1. Taking the input sentence and tokenization (Parts-of-speech tagging)
2. Performing syntax and semantic analysis.
3. Performing mapping of the tokens using the rule-based engine.
4. Arranging the words in order and performing pragmatic analysis to generate

final output.

2.1 Hindi to Sanskrit MT Flow

Initially, the input sentence is parsed. The nouns (Subject and object) and verb
are identified under syntax analysis. The prepositions are added after nouns
according to the cases under semantic analysis. Mapping from Hindi to Sanskrit
is performed using the bilingual corpora according to the rule-based engine. After
arranging the words, pragmatic analysis is performed on the sentences to yield
the final output. The flow of Hindi to Sanskrit translation process is depicted in
Fig. 2(a).

2.2 Sanskrit to Hindi MT Flow

Firstly, the input sentence is parsed and stemming is performed. Stemming
involves segregating root word from inflections (mostly suffixes). The nouns (sub-
ject and object) and verb are identified. Then, after performing the semantic
analysis, mapping is performed from Sanskrit to Hindi using the bilingual cor-
pus. At last, words are arranged followed by pragmatic analysis of sentences to
form the final Hindi output. This flow from Sanskrit to Hindi language is shown
in Fig. 2(b).

2.3 Rule-Based Engine

The rule-based engine contains the set of rules which govern the Hindi-Sanskrit
translation in both ways. It directly deals with a bilingual corpus which contains
Hindi-Sanskrit mapping plus morphological information of possible words. The
source language words are given as input, mapping is performed from source to
target language and finally, corresponding target language words are obtained
as input.

2.4 GUI Design

A graphical user interface (GUI) for the proposed model has been developed in
Java which can provide an easy-to-use environment plus detailed explanation of
the MT process in both the directions. Figures 3, 4, 5, 6 and 7 depict the working
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Fig. 2. Depiction of bilateral MT flow between Hindi and Sanskrit, (a) Hindi to San-
skrit and (b) Sanskrit to Hindi

Fig. 3. GUI of the proposed MTS in Java

Fig. 4. Enabling Hindi to Sanskrit MT flow
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Fig. 5. (Hindi to Sanskrit MT flow) output of the system

Fig. 6. Enabling Sanskrit to Hindi MT flow

Fig. 7. (Sanskrit to Hindi MT flow) Output of the system

of bilateral MTS. Firstly, the user needs to select the MT flow. According to his
choice certain buttons are disabled. Figures 4 and 5 depict the Hindi to Sanskrit
MT flow. Similarly, Figs. 6 and 7 depict the Sanskrit to Hindi MT flow. Figure 4
depicts what happens when Hindi to Sanskrit MT flow is selected. There are
5 fields and a button is associated to four of them, as shown in Fig. 5. Field
1 represents the input Hindi text to be entered. Field 2 and the corresponding
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button represent the transliteration phase. Field 3 and the corresponding button
represent analysis phase. Field 4 and the button provide the explanation of
the analysis phase. The final translation output is provided by field 5 and its
corresponding button. Similarly, Fig. 6 shows what happens when Sanskrit to
Hindi MT flow is selected. Field 6 represents the input Sanskrit text to be
entered. Field 7 and the associated button represent the transliteration phase.
Field 8 represent the stemming phase. Field 9 represent the analysis phase. Filed
10 provide the final translation output in Hindi.

3 Conclusion and Future Work

The proposed system performs two-way translation between Hindi and Sanskrit
language. The translation from either sides require parsing of source language
text, syntax analysis, semantic analysis, mapping (source to corresponding tar-
get), arrangement, pragmatic analysis and then the final output in the form of
target language text. The system is easy to design once the two involved lan-
guages are thoroughly studied and understood. Their grammatical properties
are pivotal here. Since the system provides a detailed step by step explanation
of each phase involved, it can be used as a learning and teaching pedagogy tool.
The beginners can get a deep understanding of the translation process and the
grammatical structure of the involved languages. The system when designed and
implemented will prove to be an excellent tool for teaching and learning. Fur-
thermore, the accuracy of such a system can be improved by constantly updating
the corpus for every exception or a new case that may arise.
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Abstract. TCP is problematic in wireless systems since it reacts to packet loss
brought about by congestion in the same fashion as it does when brought about
by a link error. It cuts the rate at which the information is sent which reduces the
throughput in wireless networks. Since TCP was developed long before wireless
networks were even conceived, it was not designed to consider the physical
characteristics of wireless networks. A strategy for upgrading TCP execution
over wireless networks is to classify loss causes, and consequently enabling
TCP to react just to those losses perceived as being brought about by conges-
tion. Our point, in this paper is to propose a solution which aims at improving
the throughput in wireless networks without altering the existing TCP conges-
tion control mechanism, by utilizing machine learning techniques including
hybrid methods to classify loss causes and thereby investing the existing TCP
with a mechanism that allows it to react only to those loss whose loss cause is
classified as congestion and disregard those losses whose loss cause is classified
as link error.

Keywords: TCP � Wireless networks � Machine learning � Loss classification

1 Introduction

TCP is one of the extensively used protocols in today’s world. TCP was at first
structured and advanced for wired systems. The underlying target of TCP was to
productively utilize the available bandwidth in the network and to abstain from over-
burdening the system (and the resultant packet loss) by properly throttling the senders’
transmission rates [1]. TCP congestion control mechanism in vogue is relies on the
notion of congestion window and the size of this congestion window which is adjusted
as and when required according to a specific procedure. This mechanism works by first
sending the packets slowly, then increasing the rate steadily (additively) and in the
event of packet loss, reduce it more abruptly (multiplicatively). Network congestion is
deemed to be the underlying reason for packet losses. Thus, TCP execution which
comes up short on the capacity to isolate congestion losses from link error losses on the
wireless link is regularly inadmissible when utilized in wireless systems and therefore
requires different enhancement strategies [2]. In recent years, as wireless connections
have ended up being progressively essential in the world of networks, the subject of
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TCP conduct over wireless links has advanced toward getting to be significant. In such
a scenario, unmodified TCP seems to malfunction in wireless systems because the
existing TCP congestion control mechanism follows exactly the same procedure of
congestion control in wireless systems as it does in wired systems. Whenever TCP
perceives a congestion event it minimizes its congestion window and as a consequence
the transmission rate or packet flow gets reduced [3, 4]. Such a reaction to a congestion
event is admirable but only in wired systems. However, link errors which occur more
frequently in wireless networks, and the TCP which has no mechanism of recognizing a
link error as distinct from a congestion event, treats it likewise and in response
decreases the congestion window which consequently reduces the packet flow and
hence the throughput, without any justification.

1.1 TCP Congestion Control

TCP congestion control mechanism involves different aspects of add-on increase and
multiplicative decrease schemes. TCP utilizes the notion of congestion window (cwnd)
maintained by the sender. Cwnd is maintained for each TCP session [5] and represents
the maximal volume of data that can be sent across the network. After each
acknowledgment is received the sender increases the cwnd size by one MSS (Maxi-
mum segment size). MSS is determined during connection establishment by using an
option of the same name. Sender keeps sending packets as it receives acknowledgments
for each packet it has sent, implying that the window starts slowly but grows expo-
nentially. This slow start phase doesn’t continue indefinitely. Rather, it stops as soon as
the cwnd size reaches ssthresh (slow start threshold).

A packet loss is detected when a sender receives three duplicate acknowledgments.
It then responds immediately by dividing the congestion window (cwnd) which
therefore reduces multiplicatively the traffic flowing through the network. This
mechanism does well in wired networks but it leads to drastic throughput problem in
wireless networks where packet losses occur, more often due to link error.

The rest of the paper is organized as follows: Sect. 2 presents related work. Sec-
tion 3 discusses methodology followed by machine learning techniques in Sect. 4 and
the last, Sect. 5 provides the results of our work.

2 Related Work

Several researchers like Barmann, Matta, Biaz and Vaidya [6–9] have already worked
with the loss classification related issues in wireless networks. Fuzzy based solution
have likewise been proposed in the recent past by ElAlarag [10], it also aims at
improving TCP by blessing it with a classifier but more importantly with a fuzzy based
Classifier [11]. The Idea is to classify the loss causes and henceforth help TCP better
comprehend the genuine congestion loss from the seemingly one. El Khayat [12] in her
research on enhancement of TCP in wireless/wired networks has focused on using the
information attainable at the transport layer. She has used supervised learning algo-
rithms to classify loss causes and make predictions. Among the solutions considered,
we have adopted to use the one that uses Information available at the end-systems
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because such an information can easily be harnessed and put to use using machine
learning techniques. we have also used a hybrid approach of machine learning tech-
niques, appending one algorithm over the other. The three parameters that are
employed to anticipate packet loss causes in networks are the round trip times, the inter
arrival times and the one-way delays [13]. Round trip time which is the total time
which involves a packet to be sent and to receive back an acknowledgement is used in
Hidden Markov Models. Inter-arrival time which is passage or duration between the
arrival of packets is utilized by Biaz and one-way delay represents the total duration a
packet takes to reach from source to destination, has been used by Alarag. The
investigation hitherto demonstrated that the inter-arrival times and the one-way delays
are correlative with regard to anticipate loss causes. Moreover, any alteration in the
return path influences the round trip time without evenly influencing the packet loss
cause in a network. In every one of these works, rules have been derived on ad hoc
basis and tuned physically. Moreover, according to Westwood, should the current
round-trip-time fall below 1.4 RTTmin the loss is classified as a result of link error.
RTTmin represents the minimal round trip- time evaluated since the start [14]. As
opposed to this Veno [15] gauges the excess by utilizing just the inter-arrival times and
terms the loss as a result of congestion if the backlog is higher than three.

Our methodology, on the other hand broadens the contemporary work in a few
ways. Rather than utilizing just a single indicator, we will join a few of them in our
rules of classification. Moreover, the rules formulated as such shall be tuned auto-
matically from a vast database of losses while availing the assistance from our learning
algorithms.

2.1 Machine Learning Concept

Machine learning is a category of algorithms that enables programming applications to
become more accurate in foreseeing results. Machine learning is by far the most
exciting technology that ever existed. It provides the computers/machines the ability to
learn just like humans. The idea is that systems can learn from the underlying pattern of
the data and consequently arrive at solutions without human mediation. Machine
learning algorithms are mainly categorized as supervised and unsupervised.

Supervised Machine learning: Supervised learning is a labeled learning in which
algorithms anticipate future events by utilizing the knowledge it has gained from the
past data. We can also say that the result is already known.

Unsupervised Machine learning: It is a kind of unlabeled learning, output is not
presented. In this method the algorithm makes decision by learning from the hidden
structure of the data.

3 Methodology

In this portion we are going to discuss which category of machine learning along with
the machine learning techniques have been used for actually classifying these two
distinct losses. We have focused on using supervised machine learning techniques for
our problem of loss classification.
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3.1 Supervised Learning

Supervised learning is that sort of automatic learning in which both input and desired
output are present. The objective of this learning process is to demonstrate a mapping
from some input contribution to the output or yield. Usually, the learning sample
(LS) which is available for observation consists of input/output pairs LS = {x1/y1, xn/
yn}. Xi represents the input vector relating to the ith observation, which is to be fed into
the machine. Likewise yi represents the output vector value. The output or yield pro-
duced may either be discrete or continuous. A problem is termed either classification or
regression based on the output it takes. When the output is in a discrete form it is
termed as classification and when it is continuous it is referred to as regression [15].

This problem of classification can be solved by using supervised learning algo-
rithms. There are various such supervised machine learning algorithms. The algorithm
generates a hypothesis while learning from the input data. Supervised learning algo-
rithms tend to learn through iterative optimization of objective function to anticipate the
output related to new unknown data. Using cross entropy function to compute loss,
learning algorithms are inclined to minimize the loss function while using gradient
descent by adjusting weights/parameters that result in the optimal solution. After
adequate training, the model is able to correctly label new data. The learning algorithm
can likewise collate its generated output with expected one and find possible flaw so as
to alter the model in the like manner. The fundamental standard employed to evaluate
learning algorithms is their ability to accurately make predictions i.e. how effectively
they generalize on the test data. Another essential factor is interpretability followed by
computational efficiency of the learning algorithm. However, there is a trade-off
between these three criteria. The algorithm returns a function f (say) from some input
data on which we will breeze through test informational index to discover the pre-
diction accuracy of the model.

3.2 Dataset Description

To check the feasibility of involving machine learning for classifying losses and
enhancing throughput in wireless networks, we tried various popular machine learning
algorithms utilizing python as the machine learning framework and the simulated data
generated by the “Montefiore Institute Belgium”.

In our examination, we have used a dataset of losses generated by the “Montefiore
Institute Belgium”. Our dataset is a combination of both congestion and link error loss
events, amounting to 35441 such losses corresponding to an ample number of different
random topologies. Such large diversity of such topologies are meant to ensure the
generality of the rules obtained. Figure 1 gives a simple representation of losses. The
data was generated through simulation using ns-2 simulator [16] by selecting arbitrary
number of nodes (somewhere in the range of 10 and 600) involving haphazard asso-
ciations between these nodes. Parameters such as buffer size, propagation delay and the
bandwidth all of them are chosen haphazardly between these connections. Bandwidth
is allowed between 56 kbps to 10 Mbps and propagation delay varies between 0.1 ms
to 500 ms.
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Since our dataset is a combination of losses. Figure 1 gives a histogram repre-
sentation of our target values. The two different types of losses correspond to a vast
majority of events.

3.3 Choice of Inputs

The decision about the input variables is coordinated by a few limitations. The
information obtained as such should succinctly foretell congestion. For the classifica-
tion models to be essentially of any use, these factors ought to likewise be quantifiable
(at the end systems). At either on the sender or the receiver side, the data required to
foretell a congestion event are the one-way delays and the inter arrival times.

To figure our input variables, we utilize the data obtained from triple packets
following the loss and the packet that precedes it. In addition to this, we calculate
maximum, minimum, standard deviation and average of the inter-arrival time and the
one- way delays for the packets sent during one round-trip-time and we store these
values for the last two consecutive round trip times before the present time. Our input
therefore consists of the packet preceding the loss, three packets following the loss and
the packets for the two preceding round trip times. We likewise incorporate in our
inputs the ratios or the proportion between our calculated minima, maxima and average
of our indicators (one way delays and inter arrival time) in all pairs of such categories.
The parameters so obtained can be used for training the model for acquiring higher
accuracy because machine learning techniques are able to perform better when there is
a multitude of data. We will use these parameters to train our model and to predict the
loss cause

Fig. 1. Represents a diagrammatic view of the loss events

326 M. U. Chopan et al.



3.4 Data Pre-processing

To begin with, this process involves the collection of data. After collecting the data the
said data needed to be cleaned for null values and possible outliers. We performed the
data reduction and several other processes to make the available data apt for use in
machine learning algorithms. This process essentially involved label encoding and
several other techniques to convert qualitative data into quantitative data, for machine
learning works only with numbers.

4 Machine Learning Techniques

After performing data pre-processing the classification techniques can then be applied.
For this reason we divided our dataset into training and testing sets, allocating 80% of
our data for training purposes and the rest 20% for testing. This implies maximum
portion of data is used to manufacture the model and the remaining portion of this data
is utilized to test the learner performance. Also the K-fold cross validation (for K = 5)
has been used, dividing the training set into five folds and randomly selecting instances
from each category. Several different learning algorithms have been utilized for the
purpose of classification in our project and these are as follows:

KNN or K-Nearest Neighbor: It is a machine learning algorithm which is used for
the classification of data into target values (in our case error due to congestion or due to
link error). It stocks all available cases and classifies [17] new unknown cases based on
similarity measure using distance function. It usually takes into consideration the
Euclidean distance between data points. In KNN a case is classified as belonging to a
particular class based on the majority vote using distance vector as a metric. Distance
vectors are calculated by certain distance functions such as:
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This is Euclidean distance formula and is valid for continuous variables. KNN can
also be used for regression purposes but is mainly used for classification purposes. An
imperative downside of this technique is that it resource demanding and results may
vary while altering the values of K.

Logistic Regression: It is a classification technique that is generally used for
exploring the data [18] in which there are one or more independent variables that
dictate the outcome. The outcome contains 0 or 1 in a binary classification problem. In
logistic regression the input data is passed through a sigmoid function which limits the
output data between 0 to 1 ranges. In our case Logistic regression can predict the
probability of an outcome that can only have two values as is indicated above (C or LE)
for 1 and 0 respectively. Logistic regression involves the use of maximum likelihood
estimation to obtain the model coefficients that relate predictors to their target.
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Random Forests: Random forest is a flexible, easy to use learning algorithm that
provides even without hyper parameter tuning outstanding results all the time. Random
forests improve both accuracy and computational efficiency. Random forest classifier
handles missing values and prevents over fitting. It is a combination of different tree
predictors. From these forests of trees generated using separate feature set, proximities
are computed. These proximities are use in detecting outliers replacing missing values
and providing low dimensional view of the data. One of the significant attribute of
random forests is that there is no need for performing cross validation to get an estimate
of an error. Such an error is estimated internally in random forests.

Decision Trees: This is a standout amongst the most prominent learning algorithms.
Decision tree is an easy to understand algorithm with each internal node depicting a test
on an attribute and each branch depicting an output of the test [19]. Parameters like
information gain and classification error in ID3 and Gini index in cart is used as a
means for splitting nodes. Splitting of nodes cease when a particular criterion in met
such as each terminal node yielding single value (such as C or LE). The terminal node
contains the class label.

The problem with the decision trees is that they over fit and for that reason decision
tree variant like bagging, boosting and random forests are preferred for classification
problems. Boosting is by far the best method that produces results with much higher
accuracy with least over fitting.

5 Results and Analysis

The results are obtained using a confusion matrix in terms of accuracy, precision,
recall, F1 score and cross validation mean of the algorithms. More importantly accu-
racy measure is used in identifying the classifier performance. Figure 2 shows the
relationship between the different feature columns of a dataset and the respective their
impact on our target value. Features that generate distinct regions of these two error
types are preferred over those that create overlapping regions. Parameters which are
overwhelmingly overlapped are less preferred. Larger values of these parameters show
a correlation with the error type and are therefore retained to be used in algorithms. The
advantage of this procedure is that it empowers us to choose just those parameters that
impact the outcomes and thusly drop the less compelling ones from a dataset with huge
sections.

Although, we have included around forty parameters in our input but for the sake of
illustration we have only shown here in Fig. 2 some features columns of our dataset
and their corresponding impact on the target value (which is C and LE).

Based on the observation from the histogram plots important features are extracted
and utilized accordingly. A classification model is built with each learning method and
its error due to congestion (denoted by C) and due to link error (denoted by LE) is
calculated and without any bias by setting Pth exactly at 0.5.
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The accuracy of a model is defined as how accurately a classifier has distinguished
or classified these different losses. We have in our case used four supervised learning
algorithms like Logistic regression, K-nearest neighbor, decision trees and random
forests with certain characterized parameters following accuracies were recorded.
Figure 3 gives the accuracy and cross validation mean of the different learning algo-
rithms used. It shows that Random forests produced the highest 90% accuracy and the
cross validation mean of 89%.

Furthermore decision trees over fit and produce cent percent accuracy. This over
fitting is mitigated through pruning.

Moreover, one of the standouts of the random forest is that it generates the matrix
of feature importance along with their corresponding ranking.

While accuracy is used as a general tool for determining the classifier performance
precision, recall and F1 score measure shown in Fig. 4 are also used to give the
overview of the classifier performance in terms of error rate. Precision is a good
measure to determine performance when the cost of false positive is high and f1 score is
needed when we need to strike a balance between precision and recall.

Fig. 2. Histogram representation of feature importance
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Fig. 4. Precision, Recall and F1 score of the algorithms
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5.1 Hybrid Approach

It is much reliable to use various different models instead of only one. Voting ensemble
is one of the simplest methods of combining the prediction of multiple machine learning
algorithms. Voting consists in training our model using various different algorithms and
then ensemble them to predict the final output. A voting classifier is used to wrap up
different sub models and average their predictions when approached to make predictions
for new data. It is a meta classifier for joining similar or conceptually distinct machine
learning classifiers for classification by way of majority or plurality voting. This method
employs hard and soft voting. It predicts the final class label in the hard voting, as the
class label that has been predicted most frequently by the classification model and in soft
voting it predicts the final class labels by averaging the class probabilities.

Up until this point, we have used one algorithm at a time and accordingly evaluated
our classifier accuracy. As can be seen from the Fig. 3 in our experiment that algo-
rithms like logistic regression in our classification problem, doesn’t seem to generalize
well with the unseen data and therefore provide minimum accuracy when compared
with the other three algorithms used in our approach.

Using ensemble voting approach, for instance logistic regression when hybridized
with other algorithms greatly improves its accuracy of classifying losses. Figure 5
shows the hybridized version of different machine learning algorithms and their cor-
responding accuracies. A Voting classifier generally has a higher accuracy than the
individual classifiers. Such a technique of optimizing the output using different algo-
rithms simultaneously can have a significant impact in improving the performance of
certain classifiers and their derivatives. However we need to make sure that the models
which a susceptible to similar types of errors don’t aggregate the errors.
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Fig. 5. Classifier performance with hybrid approach
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6 Conclusion

In our work, we have used machine learning along with its ensemble schemes as a basis
for detecting TCP packet losses over congestion prone wireless networks. We have in
the main, centered around using supervised learning techniques to infer a mechanism
(or a classifier) that can automatically recognize losses brought about by link error from
those occurred due to congestion and consequently guide TCP when it ought to reduce
the traffic flow across the network. We used algorithms like K-nearest neighbor,
Logistic regression, random forest and decision trees on the learning sample and each
one of them furnished an alternate model with very great error rates. Of all the algo-
rithms used random forests produces the best outcomes individually. Moreover,
combining or aggregating these classifiers significantly improves the accuracy of cer-
tain classifiers to predict the packet loss. We learned from our work that there is still
very much required to be done in the future in order to make our system more com-
patible with still higher accuracy of making prediction. For much better results complex
hybrid machine learning algorithms can be invoked in future works. Our work serves
an impetus to the use of hybrid algorithms for classifying losses in wireless networks.
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Abstract. e-Learning system provides web-based learners the facility to access
the courses online anytime anywhere through internet. Traditional e-Learning
system does not provide individualistic model for learner and is not suitable for
all types of learner opted for e-Learning course. Therefore, the satisfaction level
of the learner is not very high in maximum cases. This problem of individual
learning can be taken care by implementing Adaptive e-Learning. Adaptive
learning is more interactive and popular these days. This learning is the com-
bination of intelligent tutoring and machine learning. The delivery of the
learning material in Adaptive e-Learning is based on the knowledge, goal,
experience, interest and background of the learner. This paper gives a detailed
introduction to the concept adaptive e-learning environment and its components.
A student can choose the way of learning and according to that a suitable path is
assigned to them. This way of learning increase the interest of the learner and
positively influence the learning outcome of the course. Keeping this new
technique of e-learning, a framework for the implementation of adaptive system
is also proposed based on the basic principles of adaptive e-learning.

Keywords: e-Learning � Adaptive learning system � Conceptual framework

1 Introduction

The advancement of technology has affected the field of education extensively. Internet
as one of the advancements in technology has raised the standard of teaching through
numerous applications available online. Online learning is popularly known as e-
learning. E-learning is a web-based instruction through which learning material is
delivered to the learners. Many applications are available on the internet, but they only
provide HTML pages and are not concerned about the need or learning pattern of the
user. These learning materials are used by many users and can have different aims and
goals of learning. The material provided in eLearning was not able to solve the problem
of all the users due to the common syllabus and common learning styles. Therefore a
new e-learning system came into existence called Adaptive E-learning System, which
took care of various shortcomings in a traditional e-learning environment.
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Education is the field which is more affected by the advancement of technology.
Adaptive e-learning system (AES) has come to the fore in the last ten years. This e-
learning system is more effective and efficient web-based intelligent way of delivering
the education online. The AES is based on the user model, which gathers information
about the users, their goals of learning, learning pattern, knowledge level and their
aptitude. After gathering this information, it offers the best suitable style of learning to
the learners [19]. The AES is the combination of an intelligent system to adapt the
learning style of users and Web-Based Instruction (WBI), which is the combination of
audio, video, graphics, plain text and hyperlinks known as hypermedia to provide
relevant learning environment on the courses offered [1]. Adaptive learning is based on
the theory that identification of learning style is a very crucial tool to improve the
individual learning of a learner especially in online learning. In this system learner
expects to have a unique style of teaching that helps achieve the learning goal. Most
vital feature of adaptive learning is its ability to change the learning style and peda-
gogical environment for the learner depending on the continuous action of the user
during complete learning process. The change on the learning strategy is directly
related to the knowledge, goal, experience, interest and background of each and every
person [31].

Education enables a country to develop and achieve its goals of development and
prosperity. These days almost all the universities in the world are offering Hi-tech tools
such as Blackboard to impart the e-learning mode of education to educate the youth but
this need more to offer the personalized learning. Implementation of adaptive e-learning
system will prove to be more effective in achieving the set goals. A number of
applications are prevalent to support the adaptive e-learning pattern. To mention a few;
AES-CS [15], INSPIRE [14] and ILASH [16], are developed to implement the adaptive
e-learning system [5]. But the shortcoming of these is that most of the work is done on
the user’s level of knowledge and lacks many other features like learning styles which
have to be accompanied to implement the real adaptive e-learning system [6].

This paper reviews the earlier research done in the field of AES. The various
models offered to implement the adaptive learning environment; the framework of the
conceptual adaptive learning model is also discussed. It also explains components of
the adaptive learning environment.

2 Related Work

According to the Blooms Learning Taxonomy learning is improved when it is deliv-
ered in the learning style of individual [7]. The basis of adaptive learning lies in this
statement. The most crucial point is to implement the adaptive leaning system is to first
understand the learning style of each individual and then to formulate the teaching
strategy for each one of them separately. Cronbach mentioned that the results of the
learning are based on the characteristics of a person and their adaptability to learn the
things [8]. Bloom’s later findings state that one-to-one delivery of instruction is more
effective than a conventional group- teaching. Bloom believed that all students can
achieve high learning outcome provided the learning style is suitable to learner [9].
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Education has undergone a phenomenal change in the last decade. E-learning was
considered to be the best way to impart the training online and this system was adapted
by many educational institutions. But, as discussed in the introduction e-learning
cannot provide the customize education to the leaners. So, to overcome the short-
comings in e-learning, adaptive learning is being accepted by the educational organi-
zations. Many current researchers have conducted research on the benefits of delivering
education using adaptive e-learning system. According to Duong et al., implementation
of personalized learning system for Adaptive E-learning is formalized by knowing the
ontology of an individual. Ontology of a person helps to find out the character traits and
helps to design the personalized training pattern for them [10]. It also includes the user
personal profile and track of the user’s general searching and browsing behaviors. This
helps to decrease the burden of extra information which is not relevant to the learner
profile. By providing the learning pattern and material linked with the interest of the
learner provides greater confidence and satisfaction which results in achieving higher
learning outcomes [11].

Pashler et al. [17] have comments on learner styles that adapting the learner styles
gives better learning outcome. Learning styles are commonly defined as a group of
emotional, psychological and cognitive factors which collectively give an idea about
the learner characteristics, interaction and response to the learning environment offered
to them. Learning style also comprehends the information type, presentation style such
as visual, auditory or kinesthetic and learning actions. Sonwalkar recent study [12]
states that adaptive leaning model is highly contributed by artificial intelligence,
intelligent tutor, and adaptive control. The first step in adaptive learning implementa-
tion is to find out the behavior of a learner towards learning, then to conduct the
analysis of the learning behavior and finally to offer a learning model which suits to the
learning pattern of the learner. In order to understand the learning pedagogy of the
users, he suggested a learning cube will be discussed subsequently. Snow and Farr [27]
learning methodology is incomplete if the preference of the learner is not considered
while imparting the education. If the interest of the learner is not included during the
course delivery, the learning process is incomplete and unsuccessful. Russel [28] also
suggested that educator should identify the varied learning styles of the learner and
implement the respective style for imparting the education. According to a researcher
[32] the change of pattern during the learning process maintains enthusiasm to learn
among the learner. This method greatly affects the learning outcome of the learner.
Educator should also use latest technologies to make the learning process interesting
and interactive.

3 The Framework

3.1 Pedagogical Framework of Adaptive e-Learning System

The pedagogy of learning deals with the learning pattern of the learner based on their
knowledge, experience, situations, and environment. This also covers the learning
goals of every individual. As mentioned before, every learner has an own way of
learning. Following the pattern adapted provides the desired learning outcome. The
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pedagogical framework is responsible for the representation of knowledge through
metadata [12]. The data is captured through a questionnaire which helps to rate the
knowledge and behavior of the learner. The data is analyzed by an intelligent system
and based on the formative evaluation a unique learning strategy is offered.

3.2 Conceptual Framework

Adaptation in learning model can be implemented in a better way by formulizing the
models required for adaptive e-learning system in an efficient manner. To define the
conceptual framework for the system, three models required need to be defined namely;
Domain Model, Learner Model and Adaptive Model. The domain model includes the
knowledge and information about the courses offered and learner model includes all the
information related to the learner and adaptive model deals with the techniques to offer
the learning patterns and many more material for the related course. These models will
be studied in the later course of the paper.

Domain Model: Domain model is a combination of both behavior and data. Domain
specific information shows the skills and status of the learner in specific subjects [31].
It can be called as a main conceptual model of any project. In the concept of an
adaptive environment, it contains information about the knowledge part of the course
contents to cooperate the application for the adaptive course delivery. It has all the
details of the course including topics, contents, modules, links, images, books which
design the structure of the information incorporated [20]. The main purpose of the
Domain Model is to classify the data based on some criteria fixed by the programmer.
The domain model perhaps contains information regarding student learning activities.
This model is capable of observing the activity of the learner and connects them to the
type of learning styles suitable for that particular learner. Adaptive learning material
includes text, graphics, audio, video, animation and simulations which are used to
design the suitable learning model for the learner [25]. There are two main components
of a Domain Model: course material and learning methods. Depending on the learning
style adapted by the learner, course material should support the learner. It should be in
accordance with the plan proposed by the system for the learner. The course material
and the learning method should be closely linked with each other to get the desired
result. It also focuses on the design of the audio-visual content and suitable links to
browse the course contents. The design should be user friendly for all the users and
browsing of information should also be easily accessed.

Learner Model: It contains all the information regarding the learner such as their
domain, level of knowledge, learning pattern and other personal information. It not
only saves the information but also tracks the learning records of the users [21, 30].
Information on learner model is divided into two major categories; domain-specific
information and domain-independent information [6]. Domain-specific information
tells everything related to the knowledge level, skills, understanding level, track records
learning behavior, evaluation records, etc. [29]. Domain-independent information may
include learning goals, which help to measure the performance of the learner to achieve
their goals. It may include cognitive capabilities such as thinking and reasoning skills
and team learning skill, motivational states that drive the learners, background, and
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experience, and preferences. According to Schiaffino et al., There are two methods for
managing the behavior of the user. First method is to track the repetitive behavior of the
learner during learning process. This tracking of behavior helps in designing a pref-
erence model for that individual learner [34]. The second approach is based on cog-
nitive behavior of the learner. This helps to understand the psychology of the learner
towards learning. This information helps to define the learning styles of the learner,
later can be assigned according to the analysis of the behavior [35].

Adaptive Model: This model is based on teaching-learning activities of the learner
[23]. The learning activities of the users are analyzed and according to their behavior,
they are categorized into various groups. According to one of the author, Sonwalker
[12, 13], the learners can be divided into five categories depending on their analysis,
namely; apprentices, incidental, inductive, deductive and discovery. Based on the
learning styles any one pattern can be offered to the learners. This model is responsible
for analyzing the behavior of the learner and to offer the learning techniques based on
the behavior. This model works by selecting the learning style according to the need of
the students and assigning the appropriate category for the learning process. These
categories are divided into different types of knowledge; such as basic knowledge,
procedural knowledge- to understand the concept in a systematic way, conceptual
knowledge- to link the topics by implementing it into a real example [4]. Utilizing this
information a complete learning module is assigned to the students until they reach the
end. They can have the capability or permission to reiterate the nodes for more clar-
ification and also for revision. The adaptive model also contains the link for the various
references which gives clarity about the concept that the learner is dealing with.
Adaptive model keep on reviewing the learning pattern of the student till the end. In
case, any change in the learning pattern is found, new learning style is offered to the
learner. According to the style, learning material, learning path, evaluation system is
also get changed.

4 Proposed Framework for Adaptive eLearning System

This section discusses the proposed framework to implement the adaptive e-learning
system. Adaptive e-learning system (AES) is an established area of research which is
an integrated technology with the concepts of CAI, ICT, and hypermedia [24]. Com-
puter Aided Information, Information and Communication Technology and Hyper-
media are combined to give an environment for adaptive learning. The adaptive
learning system has become very popular due to its ability to cater the needs of the
heterogeneous type of users. It is known that the learners don’t have the same level of
IQ levels. Hence it is useless to offer them the services which are perhaps above or
below their level. Adaptive learning offers the service according to the individual’s
profile. It helps learner to understand the concept according to their IQ level which
helps the student to understand the concept clearly and make the learning process
interesting for all categories of learners. As discussed above, there are three basic
models for adaptive learning environment namely; domain model, learner model, and
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group model. Therefore, the framework of the adaptive learning revolves around this
basic structure.

The basic model of the AES framework is domain-model. This is primarily a source
for all types of data required for the system to carry forward. It includes all the
information relevant to the course offered in the system with all the details such as
syllabus, course content, quizzes, audio/video content, assignment, tests, etc. The most
important part of the model is Adaptive Engine. It is responsible for discovering
individual learning behavior of the learner. It will also track the preferences,
achievement and activities of the learning during whole learning process. According to
VanLehn and du Boulay [33], it works as a combination of loops, outer loop decides
which task should be offered to the learner and inner loop organize the steps to
complete the task assigned to the learner by outer loop. This process in the adaptive
engine is implemented with the help of learning algorithm. In our model also, it will be
working as a loop till the completion of the learning process. Behavior of the learner
will be tracked and changes if any found will be implemented in the preferred learning
style of the user.

Figure 1 is a detailed conceptual framework for the project. The working of the
model is elaborated in five steps. At first step is for the user to enter the information
regarding the user profile which includes the personal information and the course which
a learner wants to adopt. After creating the profile, the user is prompted to fill a
questionnaire. This questionnaire consists of questions that enable to learn the learner’s
behavior. In the second step the data fed by the user will be segregated into student
information, learning, and course data. This information gathered in the third step will
be transferred to the predictive model of the system. Predictive model analyses the data

Fig. 1. Adaptive e-Learning conceptual model
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gathered about the user preference for learning style. The questionnaire to learning
preference which is offered in the start of the registration the learner gets analyzed in
predictive phase. Based on the result, a learning pattern is offered to the learner. Later
this data gets transferred to the adaptive engine, where the course material and delivery
system will be assigned. During the learning process, the learning pattern gets analyzed
and if there is any change found in the learning style, the new pattern is assigned to the
same user. This change is implemented by intervention engine. There will be dash-
board available to each users and faculty member to track the progress of the course
conducted. As suggested by Sonwalker [11, 12], the learning pattern of the learner
keeps changing and needs to be tracked on regular basis. These learning patterns are
categorized by him into five categories, namely; Apprenticeship, Incidental, Inductive,
Deductive and Discovery. The change of learning style after analyzing the behavior of
learner during the course, helps the learner to increase the interest of the learner and
result in the effective outcome of the teaching [24]. Other researchers commenting on
the learning style mentioned that student learns in a better way if the teaching styles of
the students are adopted [26]. To know the preferred learning style of the student there
are few techniques to be followed such as a questionnaire or psychometric test. These
tests consist of questions related to the learner personality, behavior and attitude. By
analyzing these tests, domain system can be chosen as to which learning styles can be
adopted for a specific learner Depending on the result, preferred style can be visual,
auditory and kinesthetic [21]. The learner model dynamically records the learning
aspects of the user such as preferences, interest and knowledge level. The more
accurate the analysis of the data related to the leaner, the better will be the solution or
the method of teaching provided. Further, they can be grouped into various categories
of learners depending upon the criteria like knowledge level, cognitive skills, learning
styles, motivation, age, gender, goal and learning objective.

5 Conclusion and Future Work

Adaptive Learning is an enhancement on the traditional e-learning system to make e-
learning more interactive and user centric. The main purpose of this paper is to study
about the adaptive e-learning system, benefits and proposal of a conceptual model
based on basic principle of adaptive learning. This paper covers the detailed intro-
duction of the adaptive e-learning system along with its components. Depending upon
the principles a conceptual model is also proposed. Universities are investing lots of
capital in implementing e-learning system. So, this has become very crucial to evaluate
the utilization of the LMS being implemented in the system. No doubt, BB is a well-
known and efficient LMS but whether it has been exploited in its fullest or not which
matters the most. Next step for the research is to evaluate the usage of the existing
system. This will be done by taking survey from the users of the e-learning system.
There are many open LMS are available in the market. In future work, a review of open
LMS will also be done and most suitable will be chosen for the implementation based
on proposed conceptual model.
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Abstract. Cloud computing offers many services by permitting end users the
usage of infrastructure (like networks, servers, storage), platform (like operating
systems & middleware services), & softwares (like online gaming) delivered by
cloud providers (like Amazon, Google) at short cost. Furthermore, Cloud
Computing permits its users to operate resources in on-demand manner. It is
based on the pay as you go pricing model that causes cloud users to pay corre-
sponding to user’s requirement only. But, demand of Cloud computing is
increasing. So, Cloud Service Providers want to provide high Quality of Services
(QoS) to cloud users but at same time they want to minimize cost. There are many
challenges to achieve this aim. Optimum load balancing or load scheduling is one
of technique which helps to achieve the Quality of Service requirements of cloud
users which majorly includes Cloudlet Response Time, Cloudlet Makespan
improvement. This paper consists of evaluation and improvement corresponding
to these two parameters by utilizing and comparing Randomized scheduling,
Round Robin scheduling, Shortest Job First Scheduling, Genetic Algorithm and
last but most important Cuckoo Search With Levy Flight Algorithm scheduling
results. Out of these five algorithms, genetic algorithm and cuckoo search are
meta-heuristic where cuckoo search is considered to give global search due to
levy flight and considered as most applicable in all application areas because of
single parameter Pa. On the basis of comparisons a new Cuckoo Search has been
proposed, implemented and showed better results in comparison to all above
approaches. These experimental results have been attained with the help of
CloudSim 3.0.3 toolkit.

Keywords: Cloud Computing � Cloudlet � CloudSim 3.0.3 toolkit �
Cuckoo Search � Data center broker � Load balancing � Quality of Services

1 Introduction

Cloud computing is providing hosted services over internet as utilities on demand. Here
pay as you go model is followed. It enables companies to use the resources such as
virtual machines as a utility rather than needing to develop & maintain computing
infrastructure in the house. According to definition by NIST [1], “CC is a model for
providing convenient, ubiquitous, on-demand admittance of the network to the shared
pond of configurable computing assets (e.g., network, server, application, storage &
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other services) that can be quickly delivered and free with the minimal management
exertion or with the minimal interaction of the service provider”. The main role behind
cloud computing is Virtualization that allows parallel execution of many tasks on the
shared hardware platform [2].

In Cloud the load is in form of incoming tasks in the form of CloudLets from cloud
users and resources are in form of VM (virtual machine). Virtual Machine is like
abstract machine which executes on the PM (physical machine) [3]. Co-Located tasks
do not interfere with the each other tasks while running on their virtual machines thus
VM gives feeling of working in isolated environment to the user. This isolation among
virtual machines is managed by Virtual Machine Manager or Hypervisor. It manages
multiple different OS (operating systems) or several instances of the same operating
system by assigning required no. of resources & gives an similar abstraction view of
the basic hardware to VM in full type virtualization [1]. Virtual Machine runs in
parallel to reduce response time of cloud user.

1.1 Our Contribution

In this paper, to improve the QoS requirements of cloud users the focus has been taken
on Cloudlet Response Time, Cloudlet Makepsan Time. Corresponding to these time
parameters, 5 various load balancing schemes have been evaluated and compared (on
small scale and large scale) consisting of randomized scheduling, Round Robin,
Shortest Job First, Genetic Algorithm, Cuckoo Search using Levy Flight scheduling.
For implementing these algorithms, CloudSim 3.0.3 has been used and changes have
been done in Data Centre Broker Class. Furthermore, a new Cuckoo Search has been
proposed, implemented and it showed better results.

1.2 Organization

Organization of the remaining paper is given as—Sect. 2 talks about load balancing in
the Cloud computing and Sect. 3 deals with CloudSim toolkit. Section 4 describes load
balancing algorithms used in this paper with their theoretical pros and cons. Sections 5
and 6 represents experimental settings and experimental results comparison. Section 7
proposed modified Cuckoo Search. Finally Sect. 8 concluded & discussed the work
that can be done in future.

2 Load Balancing or Scheduling

Load balancing or load scheduling is one of the major aims to achieve QOS in cloud
computing. Load balancing is covers all approaches, letting an even dispersal of
workloads among the presented Virtual Machines in the cloud. Or we can say that this
comprises [3, 4] all the cloudlet scheduling or allocation approaches in cloud [4].

2.1 Load Balancing Need

L.B. is required to improve the overall time of that system in terms of Cloudlet
Response time, Cloudlet Makespan. The improvement of Cloudlet response time will
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beneficiate cloud user as they will start receiving early results of sent cloudlet. While
improvement of cloudlet makespan is to evenly use of VMs w.r.t cloudlet knowledge.
Thus cloudlet will complete early on free or less busy virtual machine. This will be
helpful for Cloud service Provider in terms of operational cost, CO2 emission [5–7].

2.2 Cloud and Its Components in Load Balancing

A Cloud consist of no. of Cloud datacenters, which are further partitioned into no. of
nodes & every node have a no. of VMs [8–10]. Here, the incoming requests are allotted
on the Virtual Machines. Figure 1 shows overview of the general architecture of cloud.
VM is like a software program or a operating system that not only demonstrates
functions of a separate computer system, but it is also capable to perform functions like
running programs & applications as like individual computer. A VM, usually called as
a guest which is made into an another computer environment called as “host.” Multiple
VMs can be present in a single host.

2.3 Time Parameters Under Load Balancing

i. Cloudlet Response Time: It is required to be minimum. It is cloudlet starting
execution time under the load balancing schedule. When there are more than one
cloudlet then average cloudlet response time is evaluated as done in this paper.
Response Time of CloudLet i = RTCLi = STi (Starting Time of CLi)
Response Time of Schedule of Cloudlets = RTSCLs = Avg. (STi) for i = 1 to n
CLs in that Schedule

ii. Cloudlet Makespan: Cloudlet Makespan is sum of time taken to process a cloudlet
for its complete execution. When there are more than one cloudlet or talking about

Fig. 1. Generalized architecture of cloud
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a set of Schedule of Cloudlets then average of all cloudlets Makespan is evaluated
(in that schedule) as done in this paper.
Makespan of Cloudlet i = MSCLi = CTi (Completion Time)-STi (Starting Time)
Makespan of Schedule of Cloudlets = MSSCLs = Avg. (CTi-STi) for i = 1 to n
CLs in that Load.

3 CloudSim

There are many grid simulators [8–12] like GridSim, Sim-Grid & the GangSim, which
are proficient for modelling and simulating the grid applications in the distributed
situation but these fails to upkeep the infrastructure level & application level
requirements required by the cloud computing environment [13]. Because Grid sim-
ulators and others are not able to segregate the multilayer services as required by cloud
computing or grid simulators don’t support for modelling of virtualization enabled
resources and application management environment [13].

Cloudsim [8–11] is a modelling and simulation toolkit for cloud infrastructure. It is
established on Grid-Sim toolkit [11] and provides provision of monetary determined
resource administration, scheduling of cloudlets, supervision of bandwidth, manage-
ment of cost and so on. The main feature that differentiates the infrastructure of Cloud
Computing infrastructure as compared to the infrastructure of grid computing is huge
organization of the virtualized infrastructure or the virtualization layer that acts as an
execution, hosting & management atmosphere for application services which is
infeasible for grids. Cloudsim is customizable thus helps researchers to develop
researcher’s new or modified procedures related to functioning of cloud by amending
cloudsim base classes.

Current study targets at encompassing CloudSim by using the broker class because
it acts as decision making procedure with the help of which a specific can search and
choose the optimum link amid VM & incoming cloudlet.

Few Classes or entities of Cloudsim (which are relevant in this paper) are given
below:

CloudUser: End user of cloudenvironment (who uses the cloud services).
DataCenter: It comprises collection of physical nodes or hosts. It acts like provider
of IaaS.
Cloudlet: It is like container of tasks sent from clouduser to cloud. It have several
attributes like clodlet ID, output file size, cloudlet length, required PE.
Virtual Machine: It is a multiuser shared resources that delivers varied facility to all.
HostMachine/Physical Machine: It is a physical node, existed in all data center. It
comprises processing elements cores.
CloudletScheduler: It is a package in CloudSim toolkit. It tells about scheduling
scheme between cloudlets and virtual machine. CloudletSchedulerTimeShared and
CloudletSchedulerSpaceShare are types under it.
VMScheduler: It is a package in CloudSim toolkit. It tells about scheduling scheme
between virtual machine and Host Machine. VMSchedulerTimeShared and
VMSchedulerSpaceShared are types under it.

346 D. Garg and P. Kumar



3.1 CloudletSchedulerTimeShared

It is a package in Cloudsim Toolkit. It is like parallel processing of more than one
cloudlets in a single VM. Here VM is considered as resource and each unit time of
resource is shared among allocated or binded Cloudlets. All allocated Cloudlets are
started parallely under that VM. It causes improvement in Cloudlet response time.

3.2 CloudletSchedulerSpaceShared

It is also package in Cloudsim Toolkit. It is like Sequential processing of cloudlet in a
single VM. Here VM is considered as resource and each unit time of resource is not
shared among more than one allocated or binded Cloudlets. Next Allocated Cloudlet
can only start after complete execution of current cloudlet under vm. It causes
improvement in Cloudlet finishing time.

4 Load Balancing Algorithms

Cloud within cloud computing is network of the geographically scattered datacenters &
datacenter consists of collection of huge no. of servers. When a cloud user gives a task
(known as the cloudlet) then it is managed by the DCC (termed as data center con-
troller) which utilizes a VM Load Balancer policy to search about which Virtual
Machine should be designated to assign the incoming task request for processing.
Below are few of existed load balancing algorithms [14–17].

4.1 Randomized

It involves random allocation of available VMs to incoming Cloudlets. Execution of
Cloudlets are done after binding Cloudlets to the allocated VMs. So, it is type of Static
Scheduling.

Pros: The best advantage of this algorithm lies within its simplicity and less time
taken for selection of VM. Furthermore, it is also used to prove any dynamic
approach as better one if that approach gives better performance as compared to it.
Cons: It does not take benefit of knowledge of Cloudlet and virtual machine
parameters like Cloudlets size, VM MIPS (Processing Power), PEs required. That’s
why, it does not evenly distributes load [18].

4.2 Round Robin

It maintains a list of Virtual Machines corresponding to VMs_IDs and maintains
Cloudlets corresponding to CLs_ID. and then Firstly, it randomly picked a VM from
the list of VMs, allocates first Cloudlet request to it. After completion of that cloudlet, it
puts that VM to last within list of VMs and then next request are allocated in rotation
basis [19].

Pros: Benefit of this approach is its simplicity and give even chance to each VM so
even distribution corresponding to randomized schedule.
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Cons: Its disadvantage is that it don’t utilizes the processing speed of virtual machine
and Cloudlets length which are different. So not good distribution of load [4].

4.3 Shortest Job First

It maintains a list of Virtual Machines corresponding to VMs_IDs and maintains
Cloudlets corresponding to Cloudlet Length Million of Instructions (MI) in increasing
order. Then it allocates the Cloudlets in this order to the list of Virtual Machines on the
basis of rotation. If Cloudlet length of all Cloudlets are same then maintain cloudlets
list corresponding to CLs_ID [8].

Pros: By making use of cloudlet length knowledge there is improvement in
makespan.
Cons: It don’t consider Virtual machine processing power (MIPS). Furthermore, it
suffers from starvation. Long cloudlet is waiting for a long time behind short
cloudlet.

4.4 Genetic Algorithms

It is a stochastic global searching method & optimization based method. It is originated
by Darwin’s theory of evolution [17]. Steps are shown in Fig. 2. For load balancing
task scheduling Wang et al. has done work on it as shown in below sub-sections [18].
Genetic Algorithm delivers multiple solutions rather than a single one.

Pros: Due to combination of exploration and exploitation features, it gives good
results. Furthermore, it return multiple solution rather than a single one, so good for
multimodal problem.
Cons: Its results are dependent upon no. of parameters like Mutation probability,
crossover probability (Pm, Pc), N (no. of iterations), Population Size (s).

Fig. 2. Working of Genetic Algorithm
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4.5 Cuckoo Search with Levy Flight

CS algorithm is motivated from reproduction strategy by cuckoo birds. For mimicking
the Cuckoo Search breeding behavior, Yang and Deb [6, 19, 20] use 3 rules given
below.

i. Every cuckoo birds lays one egg at that time & put it in host bird nest chosen
randomly. Cuckoo bird lays egg which aims to be as similar and good as of
chosen host bird in terms of color, texture, weight;

ii. On the basis of survival of fittest, from each nest a good fit egg will be chosen
either it be cuckoo egg or host bird egg;

iii. When Host bird came back he can find an alien egg in his nest with a discovery
probability pa 2 [0, 1]. If discovered then host bird leave nest and build new one
using local random walk else nest will carry over to the generation.

Steps corresponding to this algorithm is shown in Fig. 3. The algorithm comprises
two salient equations, one is for the renewal of cuckoo egg (Eq. 1) and other is for
reestablishment of host nest (Eq. 2). Equation 1 mimics global random walk while
Eq. 2 mimics local random walk. These are given below:

xtþ 1
i ¼ xti þ a � Levy(bÞ; a ¼ a0ðxti � xtbestÞ ð1Þ

xtþ 1
i ¼ xti þ e � ðxtj � xtkÞ ð2Þ

Value of is from 1, 2, …, N. where N depicts total no. of nests; while xi, xj & xk
represents some host nest. xbest best solution in that population at iteration t; a rep-
resents step size while value of a0 is 0.01; Levy (b) denotes random walk by Lévy
distribution, e denotes zoom factor whose value lies from 0 to 1.

Here the factor a0 is 0.01 which is assumed from the property that it should be
hundredth of the length scale of the problem; but if it is not chosen like this then levy
flight can become either less or high convergent.

Lévy Random or Levy (b)
There have been many for random walk but for true random walk Yang and Deb [19]
generated walk fromMantegna’s algorithm, whose important equations are given below:

s ¼ u/ vj j1=b ð3Þ

u�N(0,ruÞ; v�N(0,rvÞ ð4Þ

ru bð Þ ¼ ½ðCð1 þ bÞSinðpb=2ÞÞ=bCðð1 þ bÞ=2Þ:2ððb�1Þ=3Þ�ð1=bÞ; rv ¼ 1 ð5Þ

In these equations u and v are normal random vector with variance as given in Eq. 5.
b or beta termed as distribution parameter value between 0.3 and 1.99 but in standard
cuckoo search it has been taken as 3/2. C also termed as gamma function which is
factorial of one value less than the input argument.
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Cuckoo Search Algorithm (Pa)

begin 
Input: N, pa

Objective function Minimize f(X), x= (x1, x2,….xp)T

Xi (i=1, 2,….N)is the initial population of N nests.
And evaluate its fitness fi
Gbest=min(f1,f2….fN)
While (t <MaxIterations of stop criterion)

Get a host nest randomly say i with fitness fi
Generate a cuckoo egg corresponding to choosen host nest using eq. 1 (global
random  walk)
Evaluate fitness of cuckoo egg say Fi 
If (Fi<fi) 

Replace xi by generated cuckoo egg.
Endif
If (rand<pa=0.25)// discovering probability is greater

That nest is abandoned
Built new nest using eq. 2 (local random walk) accept it & Evaluate its 
fitness Fk.

Endif
G*=min(f1,f2….fN)
If (G* < Gbest)
Update Gbest, Xbest
Endif 

Endwhile 
Output:Gbest, Xbest
end

Pros: After deep literature survey it has been find out that CS is superior to other
metaheuristic Furthermore, many other researchers also concluded the same [21–
27] with following conclusions:
– Levy Flights is supposed to give infinite mean and variance. Thus, CS obeys

global random walk traversing search space in better way as compared to other
walk.

– CS has only one parameter Pa. so, very less parameters as compared to other
Algorithms means it is generally applicable.

– It return multiple solution rather than a single one, so can be used in multimodal
search problems.

– If no. of local solutions are less than No. of nest in CS than CS can uncover all
optimal solutions.

Cons: Step Length is substantial Tailed in CS & thus any Biggest Step is Probable
which is not good for convergence.

5 Proposed Cuckoo Search

After implementation and comparisons of above existed approaches in Sect. 7. It has
been found out that with just having only one parameter i.e. pa, cuckoo search has
capability to give good results furthermore it is most applicable in all optimization
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problems as compared to every other approach. But as step length is substantial tailed
and any largest step is thinkable so slow convergence is big issue in this, which has
been improved in below proposed approach named as hybrid cuckoo search. Within
this three modification have been done. Rather than picking host nest randomly (for
local random walk) picked host nest with worst fitness. Pa has been set self adaptive i.e.
high in start and decreases as iteration increases mimicking theory of evolution. Rather
than accepting any cuckoo egg nest from Eq. 2 (global random walk) directly. Eval-
uated worst cuckoo egg nest again and replaced or abandon corresponding to it. Steps
of proposed algorithm is given below.

Proposed Cuckoo Search Algorithm (Self adaptive Pa)

begin 
Input: N, pa

Objective function Minimize f(X), x= (x1, x2,….xp)T

Xi (i=1, 2,….N)is the initial population of N nests.
And evaluate its fitness fi
Gbest=min(f1,f2….fN)
While (t <MaxIterations of stop criterion)

Get a host nest with Worst Fitness say i with fitness fi= Gworst=max(f1,f2….fN)
Generate a cuckoo egg corresponding to choosen host nest using eq. 1 (global 
random  walk)
Evaluate fitness of cuckoo egg say Fi 
If (Fi<fi)

Replace xi by generated cuckoo egg.
Endif
If (rand< pa ) //Self Adaptive Discovery Probability

That nest is abandoned
Built new nest using eq. 2 (local random walk) accept it & Evaluate its 
fitness Fk.
Find worst nest again say w with fitness 
fw = Gworst=max(f1,f2….fN)
If (Fk<fw)

abandon Xw & replace it by Xk
else

reject Xk and accept Xw.
Endif

Endif
G*=min(f1,f2….fN)
If (G* < Gbest)
Update Gbest, Xbest
Endif 

Endwhile 
Output:Gbest, Xbest
end
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6 Experimental Settings

In this paper, Algorithms Evaluation & comparisons has been done with the support of
Cloudsim 3.0.3 toolkit. Corresponding to space constraint 6 Cloudlets & 2 Virtual
Machines has been taken. Two processing elements has been taken At infrastructure
level while for every Virtual Machines and CL (Cloudlets) processing element is taken
as one. MIPS of first PE is 1500 MIPS while 2500 MIPS is of second one. No. of
schedules or Population size is taken as four.

Table 1 tabulates 6 cloudlets, their size in MIPS and ids.
Table 2 depicts 2 VMs and its processing capabilities in MIPS.

Table 3 depicts a mockup schedule from random scheduling algorithm as an
example & below this table code for random scheduling algorithm has been given.

Table 1. Properties of cloudlets

Cloudlet id CL-id Length (Millions of Instruction)

0 2127
1 1793
2 2825
3 1681
4 2114
5 2486

Table 2. Processing capability of VMs

VM-id Millions instruction
per second (MIPS)

0 1500
1 2500

Table 3. Load after randomized policy

POP
[schedule, CL]

CL0 CL1 CL2 CL3 CL4 CL5

0 1 0 1 0 0 1
1 0 1 1 0 0 1
2 1 1 1 1 0 1
3 0 0 1 1 1 1
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Randomize Scheduling Code:

c-No. of Cloudlets=6
v-No. of VMs=2
s-No. of Schedules=4
int pop[ ][ ]=new int[s][c];
Random robj1=new Random();
for(int k=0;k<s;k++)

{ 
for(int l=0;l<c;l++)

{ 
pop[k][l]=robj1.nextInt(v+1);

} 
} 

In above, robj1.nextInt(v+1) function outputs a uniform distributed pseudo random
value 0 (inclusive) to v+1 (exclusive).

To implement scheduling for Shortest Job Burst changes has been done in sub-
mitCloudlets() function, existing in the DatacentreBroker. Java file. Below is the
sample code for binding.

Sample Code for Binding:

DatacenterBroker broker = createBroker();
int z=0;//z represents cloudlet and kk represents schedule
broker.bindCloudletToVm(cloudletList.get(0).getCloudletId()
, pop[kk][z]);z++;
broker.bindCloudletToVm(cloudletList.get(1).getCloudletId()
, pop[kk][z]);z++;
broker.bindCloudletToVm(cloudletList.get(2).getCloudletId()
, pop[kk][z]);z++;
broker.bindCloudletToVm(cloudletList.get(3).getCloudletId()
, pop[kk][z]);z++;
broker.bindCloudletToVm(cloudletList.get(4).getCloudletId()
, pop[kk][z]);z++;
broker.bindCloudletToVm(cloudletList.get(5).getCloudletId()
, pop[kk][z]);

7 Experimental Results

Experimental results have been obtained for 2 criterias. First is Average Makespan of
Load of Cloudlets and second is Average Response time of Cloudlets. These criterias are
witnessed on 5 existing algorithms (Randomized Approach, Round Robin approach,
Shortest Job First, Genetic Algorithm, CS with Levy Flight) and 1 proposed algorithm
(Accelerated Cuckoo Search) in 2 categories to validate results. First category is under
CloudletSchedulerSpaceShared and second category is CloudletSchedulerTimeShared.
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To prove results in population based algorithms, average has been taken for the time
parameters in y axis and x axis depicts increase in iterations for load scheduling.

Thus X axis and Y axis is as below:

X axis: Increase in No. of Iterations; Y axis: Population average Response or
Maksespan Time; MSSCL-Denotes Makespan time of schedules of Cloudlets;
RTSCL-Denotes Response time of schedules of cloudlets.

7.1 Cloudlet_Scheduler_Space_Shared_Mode

i. For Randomized vs Round Robin vs Shortest Job First vs Genetic Algorithm vs
Cuckoo Search vs Proposed Cuckoo Search corresponding to MSSCL

ii. For Randomized vs Round Robin vs Shortest Job First vs Genetic Algorithm vs
Cuckoo Search vs Proposed Cuckoo Search corresponding to RTSCL (Fig. 4).
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Fig. 3. Comparison of all six algorithms (five existed and one proposed) corresponding to Avg.
MSSCL (X axis - Iterations of Load Scheduling, Y axis-Avg. of MakespanTime of four
schedules of Cloudlets as population or nests after n iterations)
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7.2 CloudletSchedulerTimeShared Mode

In this category as Cloudlet Scheduling policy is time shared, so VM is shared parallaly
between all allocated cloudlets. Thus all cloudlets will start executing at starting point
of time (by default 0.1). That’s why in all below scheduling policies Average response
time of schedule of cloudlets is 0.09999. Which is very small thus good for cloud users
(Fig. 5).
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Fig. 4. Comparison of all six algorithms (five existed and one proposed) corresponding to Avg.
RTSSCL (X axis: Iterations of Load Scheduling, Y axis-Denotes Average Response Time of the
four schedules of Cloudlets)
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8 Conclusion

In the paper, load balancing under cloud computing is studied including need of load
balancing, components under load balancing, time parameters as objective, Cloudsim
as tool and five load balancing approaches have been studied. To improve Quality of
Service requirements of cloud users which majorly includes Cloudlet Response Time,
Cloudlet Makespan improvement evaluation and improvement corresponding to these
two parameters has been done by utilizing and comparing Randomized scheduling,
Round Robin scheduling, Shortest Job First Scheduling, Genetic Algorithm and last but
most important Cuckoo Search With Levy Flight Algorithm scheduling results. Out of
these five algorithms, genetic algorithm & cuckoo search are meta-heuristic where
cuckoo search is considered to give global search due to levy flight and considered as
most applicable in all application areas because of single parameter Pa. On the basis of
comparisons proposed a new Cuckoo Search by introducing three changes. First
change is rather than picking host nest randomly (for local random walk) picked host
nest with worst fitness, second is that Pa has been set to self adaptive corresponding to
increase in iterations (i.e. it is high in starting supporting exploration and low in ending
supporting exploitation supporting theory of evolution) & third says that on discovery
rather than accepting any host bird egg nest directly compare it with worst cuckoo egg
nest again and thus replace or abandon accordingly). Implementation showed better
results corresponding to proposed cuckoo search as comparison to all other approaches
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Fig. 5. Comparison of all six algorithms (five existed and one proposed) corresponding to Avg.
MSSCL (X axis-Iterations of the Load Balancing, Y axis-Average. of MakespanTime of four
schedules of Cloudlets as population or nests after n iterations)
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in both space shared and time shared cloudlet scheduler policy w.r.t make span time
and response time. All of these experimental have been done by utilizing CloudSim
3.0.3 toolkit after enhancing few base classes.
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Abstract. In the world, India is the second biggest producer of peanuts or
groundnuts, and it is also our country’s major oilseed crop. In India, the existing
peanuts crop varieties are GAUG-1, Kuber, Amber, PG-1, BG-1, T-64, GAUG-
10, BG-2, Chandra, Kadri-2, Chitra, Kadri-3, Prakash, T-28, Kaushal, etc.
Presently, peanuts are having only 75–80% of India’s average market value.
Because, the peanuts kernel quality assessment, as well as identifying varieties,
are done manually by skilled labors, which leads costly. In this research, an
affordable method is proposed to assess the peanuts kernel quality and identi-
fying the different varieties quickly with undamaged, repeatability with low cost,
and accurately with high distinguishing rate. Also, to meet the quality of peanuts
kernel as per the international market standards and to increase the income of the
former. The proposed system relies on computer vision and machine learning.
The obtained overall accuracies were K-nearest neighbors (93.33%) and Support
vector machine (93.82%). These percentages are discriminating peanuts variety
as the best predictive model.

Keywords: Peanuts � K-Nearest Neighbors � Support vector machine �
Computer vision � Image processing

1 Introduction

In current years, agricultural production played an in crucial role and became a sig-
nificant area to meet the endless demands (food, raw industrial materials, and energy)
by humans. To increase the volume in the area of agricultural production, the investors
have enforced to gather and incorporate information and knowledge from various
sources. The experts in the field of the agricultural output take a significant role in
providing information and decisions making. But, when the discussion is needed, an
existing agrarian expert is not available. Hence, a robust control expert intelligent
system has to promise to solve the difficulties faced in agricultural production [5].

Today, peanuts is crucial oilseed and the leading food crop, and also called the poor
man’s nut. South America is the native of the peanut plant. The Arachis hypogaea
Linn. is the botanical name for groundnut and is derived from two Greek words:
Arachis (a legume) and hypogaea (below ground mentioning to the pods’ information
in the soil). Peanut is a flat annual plant and is distributive in the sub-tropical, tropical,
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and warm temperature regions. Peanuts are grown between the latitudes 40 °N and
40 °S [15].

Presently, the groundnut oil is using traditionally as a dietary component as well as
a cooking medium in a few countries of the world. The oil processing industries from
groundnuts occurs in many countries. These countries are Nigeria, Gambia, India,
Senegal, and Sudan; processed into different products such as Vanaspati and peanut
cake.

Peanut is the major crop for India farmers to increase their agricultural income. It is
mainly due to the sparse peanuts kernel’s quality. Because the automation level of
testing peanuts kernel’s quality done by workers manually. A load of workers is so
high. It requires them to have abundant testing experience [7]. The testing of such
quality based on image processing is very innovative along with computer vision. It is a
low cost, the high distinguishing rate, which used in a batch test. Studies shown on by
several researchers on the wheat [4], maize [22], paddy rice [19], testing of peanut
kernels’ quality [7] etc. There is still exists scope to undergo similar experiments along
with other factor like variety.

A new one testing method is based on computer vision and image processing, are
used. It is speedy and undamaged, repeatability with fatigue. It has high distinguishing
rate, with low cost. It can be used in the batch test. It helps in evaluating of peanut
kernels’ quality. Many related studies are in similar field like wheat [4], paddy rice
[19], and maize [22] etc. shown good results.

Grain seed analysis is very important. The five corn varieties classification is
proposed by a method based on CV [2]. A flat scanner is used for image acquisition for
non-touching corn kernels. From each corn images, the different types of features were
extracted. The stepwise discriminant analysis (DA) used to obtain an optimized subset
of the features. A grouping of BPNN and discriminant analysis is used for this purpose.
This method is applied for mainly variety detection. The five rice variety was identified
by using color and morphological features [16]. The multilayer perception and neuro-
fuzzy artificial neural networks method reported an average accuracy score is about
99% for rice-kernel classification. Zapotoczny [21] investigated discriminating eleven
varieties of wheat grain. The texture features are extracted using mass surface color
images, and feature reduction methods are implemented to establish a set of features
which are optimized. The different classifiers are also evaluated and noted their per-
formances. The classification of rapeseed varieties being carried out. It was using a
(NIRS) is reported in Zou et al. [23]. They performed a PCA for feature extraction.
BPNN and DA are used to discriminate 5 variabilities of rapeseeds. They attained a
classification accuracy of 100%. Similarly, the classification of three rapeseed varieties
by using (FTIR-PAS). Based on FTIR-PAS measurements, support vector machines,
and partial least squares discriminant analysis are used to develop classification models
[10] and [11]. The classification accuracies were in between 90% to 100% reported by
many researchers. In spite of spectrophotometric techniques robustness, these methods
involve costly tools and skilled people to operate them. It is needed to develop cost-
effective as well as a convenient system for peanuts classification using image
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processing as well as computer vision. In our study, a regular color-imaging approach
is used to classify peanut verities. The classification process is based on machine
learning. It is being carried out in 2 phases training and testing using the train and test
datasets. The predictive model is used to prevent overfitting risk it uses K-fold cross-
validation for classification.

The main objective of this study, we have used image processing, computer vision,
and machine learning. We have used color and texture features to classify peanut
varieties.

2 Materials and Methods

2.1 Samples of Peanuts

In this study, the Seven different varieties (Chitra, Chandra, Kaushal, GAUG-1, Amber,
Kuber, and Prakash) of peanuts were used. During the 2017–18 growing season, all the
aforesaid peanut varieties were acquired from the University of Agricultural Sciences.
The place is in Dharwad, Karnataka, India. The samples were cleaned in an air-screen.
From these cleaned samples, all external matter like stones, chaff, dirt, dust, broken and
immature peanuts are removed. Then, peanuts were kept in plastic bags under room
temperature between 25 °C to 29 °C.

2.2 Acquisition of a Peanuts Kernel’s Image

To conduct identification and classification of peanuts varieties, the mass surface
imaging method is selected in this research. It requires less knowledge and finally, the
proposed model can be used by any person. Hence, under laboratory conditions, the
reasonable image acquisition system was consists of a flatbed scanner (charge-coupled-
device Scanjet 3770 of 24-bit color with 1200 � 1200 dots-per-inch) and a Hewlett-
Packard Computer as a personal computer. A 24 � 24 mm square frame was used to
acquire a uniform peanuts kernels’ image scene. The peanuts kernels’ were spread
through the mass surface in a square frame (10 mm to 15 mm), to avoid scanned light
passing over the mass-layer. The scanner glass is thoroughly cleaned before scanning
of each sample. Thus for each peanut sample was obtained with an image resolution of
1600 � 1600 pixels and saved in.jpg file format. A total of 210 peanuts kernels’ image
were obtained by scanning (shown in Fig. 1) individual variety of 30 each (shown in
Fig. 2). The MATLAB software (R2016a) is used for the image processing program,
which involves the image pre-processing such as noise removal using median filtering,
morphology operating, segmentation, and the conversion of the color space of samples
image [6].
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2.3 Feature Extraction

From various studies [1, 18] and [20], have used computer vision, and image pro-
cessing for the extraction of color texture features has great advantage as it calculates at
same time. In this study, from each image, the extraction of features is conducted by
computing the Gray-level co-occurrence matrix-based texture features. It uses different

Fig. 1. The proposed system diagram for image collecting of different peanuts variety and
classification.

Fig. 2. The different varieties of peanut image.
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color models such as HSL and YCrCb. To achieve this, initially from each acquired
image are converted from RGB to two color models: HSL and YCrCb, and decom-
posed into individual color components. The separated six different color channels (Y,
Cb, Cr, H, S, and L) are obtained from each image [5]. A total of 72 features (6 color
channels multiplied with 12 GLCM features) is obtained from each color component.
The particulars of these features are described in the next section. Before applying to a
machine-learning algorithm, every feature was normalized between 0 and 1.

2.3.1 GLCM Method
It is a pure statistical approach. It can help in identifying and analyzing image texture
[1, 18] and [20]. We get different co-occurrence probabilities. The co-occurrence
probabilities are calculated by:

Pr xð Þ ¼ P i; jð Þj d; #ð Þf g ð1Þ

P i; jð Þ ¼ Pij
PG

i;j¼1 Pij
ð2Þ

where the Prob(x) gives the measure of probability [3]. There are 12 texture-features
[8] are calculated as follows

Contrast ¼
XMg�1

k;l¼0
Pk;l k� lj j2 ð3Þ

Correlation ¼
XMg�1

k;l¼0

k� lkð Þ l� llð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðr2

kÞ ðr2
l

p Þ

" #

ð4Þ

Angular SecondMoment ¼
X

k

X

l
p k; lð Þ2 ð5Þ

Energy ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Angular SecondMoment

p
ð6Þ

Homogeneity ¼
XMg�1

k;l¼0

Pk;l
1þ k� lð Þ2 ð7Þ

Dissimilarity ¼
XMg�1

k;l¼0
Pk;l k� lj j ð8Þ

Entropy ¼
XMg�1

k;l¼0
Pk;l �lnPk;l

� � ð9Þ

Cluster Shade ¼
XMg�1

k;l¼0
ððk� lkÞþ l� llð ÞÞ3Pk;l ð10Þ

Cluster Performance ¼
XMg�1

k;l¼0
ððk� lkÞþ l� llð ÞÞ4Pk;l ð11Þ
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Smoothness ¼ 1� 1
1þr2ð Þ ð12Þ

Third Movement ¼
XMg�1

k;l
Pk;l
� �

k� llð Þ3 ð13Þ

Maximum Probability ¼ maxk;l Pk;l
� � ð14Þ

2.4 Recursive Feature Extraction (RFE) and Feature Model

In this research, the RFE is used as a supervised feature elimination method [24]
constructed on ranking feture. In the RFE, the removal of feature begins with a whole
feature set, and recursively features are selected, while considering reduced sets of
features by using a SVM as a central classier [17, 25]. In this study, the cross-validation
approach generated as third subclass which helps in classifying peanut varities.

2.5 Classification

An optimum classifier is directly proportional to the type of the dataset. Its capability to
understand interactions between the features in pattern classification tasks. In general,
K-NN and SVM classifiers increases the overall performances to classify peanut
varieties. Additionally 10-fold cross-validation is implemented in this study.

2.5.1 K-Nearest Neighbors (K-NN)
Here, K is a extremely data-dependent. It is also a tuning parameter, which represents
the number of neighbors. In this work, uniform and distance weight function were used
[17]. The K values were used as 3, 5 and 7. Table 1 depicts the same.

2.5.2 Support Vector Machine (SVM)
It’s tries to find suitable boundaries between distinct classes [9]. In this work, the SVM
is trained with seven training sets, which represents a seven variety of peanuts. The
“one-against-one” approach is used to discriminate the seven different varieties of
peanuts and it is used to translate binary classification to multiclass-learning. The
constraints are revealed in Table 2 to discover an actual classifier for peanut
classification.

Table 1. K-NN classifier used in our study.

Parameter Possible entries

K 7, 5, 3
Weight function Distance, Uniform
Algorithm Brute force
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3 Results and Discussion

Confusion matrices are used in this study to evaluate performances of classifiers for
evaluating multiclass predictive models. Typical confusion matrix used for our study
shown in Fig. 3.

Performance formulation parameters of confusion matrix are shown in Eqs. (15)–(18).

Accuracy for a certain classð Þ ¼ TP
TPþ FPþ FN

ð15Þ

Overall Accuracy ¼
P

TPþ P
TN

P
TP þ P

TN þ P
FP þ P

FN
ð16Þ

Omission ¼ FP
TPþ FP

ð17Þ

Comission ¼ FN
TPþ FP

ð18Þ

Table 2. Tuned parameters of the SVM used in this study.

Parameter Possible entries

Regularization parameter C 1000, 100, 10, 1
Type of Kernel function Radial basis, Polynomial, Linear
Kernel coefficient c (for radial basis and polynomial) 0.0001, 0.001
Polynomial kernel function d 1, 2, 3

Fig. 3. Confusion matrix.
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Table 3 gives Confusion matrix which illustrates experimental results carried out
by K-NN classifier. We got only seven misclassifications in discriminating peanuts
varieties. First, among 30 samples of Chandra variety, corrected samples were only 27,
but Chitra and Kaushal are misclassified respectively 2 and 1. Finally, the accuracy of
Chandra variety was 90%. The second wrongly classified Chitra variety is GAUG-1
with accuracy of 96.67%. Third, among 30 samples of GAUG-1 variety, 28 samples
were properly classified, one sample of each was misclassified as Chitra, and Kaushal
respectively. As there exists commission error, the accuracy score for GAUG-1 variety
being 93.33%. The fourth misclassification is accounted for Kaushal variety. Here, it
misclassified one sample as GAUG-1. This variety’s accuracy score was 96.67%. Fifth,
KNN classifier’s accuracy score for discriminating Kuber variety was 93.67%. Sixth,
among 30 samples of Prakash variety, only 28 samples are classified correctly, whereas
two samples were misclassified as Amber. The obtained accuracy score for discrimi-
nating Prakash variety was 93.33%. Seventh, among 30 samples of Amber variety, 27
samples were classified correctly where as one sample misclassified as GAUG-1, one
sample was incorrectly classified as Kaushal, and one sample was incorrectly classified
as Prakash. SVM classifier’s accuracy score for discriminating Amber variety was
90.00%. The overall classification accuracy rate of KNN classifier is found to be
93.33%. Similarly, overall performance of SVM classifier for peanut variety identifi-
cation on dedicated validation set is shown in Table 4. The overall SVM classifier’s
accuracy score for discriminating Peanut varieties was found to be 93.82%.

Table 3. Confusion matrix of K-NN classifier.

Ground truth Predicted Omission Commission Accuracy

Chandra Chitra GAUG-1 Kaushal Kuber Prakash Amber

Chandra 27 2 0 1 0 0 0 10.00% 10.00% 90.00%

Chitra 0 29 1 0 0 0 0 3.33% 3.33% 96.67%

GAUG-1 0 1 28 1 0 0 0 6.66% 3.33% 93.33%

Kaushal 0 0 1 29 0 0 0 3.33% 0.00% 96.67%

Kuber 0 0 0 1 28 1 0 6.66% 3.33% 93.67%

Prakash 0 0 0 0 0 28 2 6.66% 6.66% 93.33%

Amber 0 0 1 1 0 1 27 10.33% 3.33% 90.00%

Overall accuracy 93.33%

Table 4. Confusion matrix of SVM classifier.

Ground truth Predicted Omission Commission Accuracy

Chandra Chitra GAUG-1 Kaushal Kuber Prakash Amber

Chandra 29 0 0 0 0 1 0 03.33% 3.33% 96.67%

Chitra 0 27 0 03 0 0 0 10.00% 10.00% 90.00%

GAUG-1 0 1 28 1 0 0 0 6.66% 3.33% 93.33%

Kaushal 0 0 0 30 0 0 0 0.00% 0.00% 100.00%

Kuber 0 0 2 0 26 2 0 13.33% 6.66% 86.67%

Prakash 0 0 0 0 0 28 2 6.66% 6.66% 93.33%

Amber 0 0 0 0 0 1 29 3.33% 3.33% 96.67%

Overall accuracy 93.82%
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In our research, using RFE, the color texture features were reduced from 72 to 14
features in order to avoid overtraining the classifier models.

Finally, we are able to design a low cost, efficient, robustness method for classi-
fying peanut varieties by using office scanner. The mass surface imaging technique was
used for feature extraction. Great classification accuracies can be achieved by using a
limited or reduced number of feature sets. Furthermore, the approach we followed can
be used in the peanut industry which can determine its variety in an efficient manner.

4 Conclusions

The intelligent system experimented based on image processing and computer-vision,
and machine learning (KNN and SVM) classifiers to achieve better results to classify 7
peanut varieties. The demonstrated intelligent system has outperformed greater than
90% (93.82% for the best predictive model) in discriminating peanut variety. Finally,
only 14 features were only minimal features required to classify.

Acknowledgments. The authors are greatly indebted to the Department of CSE MIT, MAHE,
Manipal, INDIA-576104, for providing dedicated lab facilities to achieve this great work.
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Abstract. The quality assessment and sorting millions of fruits as well as
vegetables by manual is usually slower. But also costly and cannot give an
accurate result. In this research, to increase the quality of food above products
were developed by using a vision-based quality inspection and sorting system.
The quality assessment and sorting process analyzes taken image for its quality
(good). It discards the defected one (bad). The image can be of vegetables or
fruits. Four different systems for different food products (Orange, Lemon, Sweet
Lime, and Tomato) have been developed. We have used a dataset of one
thousand two hundred images which can be used to train as well as test the
image systems. All images of 300 in the count. The obtained overall accuracy
ranges between 85.0% to 95.00% for Orange, Lemon, Sweet Lime, and Tomato
by using soft-computing techniques such as Backpropagation neural network
and Probabilistic neural network.

Keywords: Quality inspection of fruits and vegetables �
Backpropagation neural network � Probabilistic neural-network

1 Introduction

Nowadays, good food products quality is needed for human health. At present, to arrive
desired quality assessment as good or bad of food products is a challenge because of an
increasing in demand due to a large population. Presently, quality assessment and
sorting tons of fruits/vegetables are done manually, and it leads to slow as well as cost
also. Finally, it ends with an inaccurate process. Hence food quality assessment shows
a very major role in providing complete defect-free food products to the consumers—
quality, which usually defines the external as well as internal characteristics of mate-
rials of interest. In food quality, the Color and Texture are considered as external
features. In industries where food is being processed, the food products are continu-
ously tested such that hundreds of food products are scanned in nano seconds. The
movement of the food products are monitored by CCD cameras, and finally, the
defected materials are thrown away from the sieves.
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For several years, to increase product quality control and also an attempt to reduce
operation costs, the food industries have adopted automated vision-based scrutiny and
sorting systems [6]. Nondestructive detections, like Near Infrared Spectroscopy, pho-
toelectric detection, X-ray analysis, the electromagnetic characteristics analysis, com-
puter vision etc. have been used progressively more in the food as well as agricultural
industries for inspection and their evaluation purposes by means of which, it is able to
provide suitably economic, economical, rapid as well as objective assessment [13]. The
industries who rely on computer vision to monitor the food products have been
identified, and later, the food industries are ranked among the top ten industries based
on these technology [2]. An inspection system called Vision-based is used to reduce
human interaction with these examined goods and then classify as fast as a human can
interpret, thereby providing high accuracy in classifying the food products [6]. There
exist several vision systems that have been developed for inspecting different varieties
of food products, such as Apples, Tomatoes, Potatoes, Eggs, Corn, Rice, and many
other food products [1, 2] and [13]. An apple grading system was being developed [19]
by using a tool called vision-box-hardware, which provides high precision as well as
high automatization [20]. Kohonen’s self-organizing map was used for identifying
baking curves of baked goods [21]. The primary sources of information being used in
various literature are based on morphological, texture, and color based features for
agricultural commodity [9], which focuses on sorting and grading and classification.
A Computer vision based systems have been very successfully used to recognize or to
classify food quality and identify various foods’ parameters like its color, size, and
shape, which are used in various agricultural industries. Food commodities include
coffee [8], dry beans [14], the seed of soya beans [16], peanuts [12], and brazil-nuts
[14].

In this research, soft computing techniques were used to develop an intelligent
system to inspect the quality of the food products based on Color and Texture features.
The proposed system is applied to four different types of food products, namely
Tomatoes, Lemons Sweet Limes, and Oranges. As there exist several similarities
between these four products mentioned above, different design and training are
required for each food product.

The organization of the work is as follows: Sect. 2.1 defines the mechanism for
quality inspection and their sorting system and usage of different components to sort
food products by using computer vision technique. Section 2.2 depicts the source of
data being used to classify these food products. Section 2.3 summarises image pro-
cessing techniques like feature extraction and feature classification process which
required to determine the type of the food and also give the conclusion or decision to
accept or reject. Section 3 is about reports the results of the experiments. Finally,
Sect. 4 concludes the overall research.
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2 Materials and Methods

2.1 The Different Components Used in Quality Inspection and Sorting
System

The quality assessment based on computer vision consists of diverse subsystems. The
various components of the system are shown in Fig. 1. High processing cameras are
being used to capture the high contrast of food image. A mirror can be attached to a
single camera to inspect different sides. The usage of multiple cameras is used, which
are fixed in different directions to get more clarity in the image. To overcome the
variation in lighting problem, an isolated-box with light is being used so that we get
better clarity in image. Once the image is captured, these high-quality images are sent
to the computer for further processing and monitored in real time. The interfacing
circuit which receives electronic signal saying the decision “pass” or “fail” The circuit
has an electronic valve which drives the path of the food products using open and close
where the closed path indicate bad product allowing only high-quality food products to
pass the store. There could be more than two classes of foods which represent its
quality in other degrees.

There are several modules in a computer vision based system which processes the
image in real time. The various components used are shown in Fig. 2 for food quality
inspection and their sorting. There will be an image acquisition module. It captures an
image and then stored in computer memory. The quality of image and its file size is
directly proportional to the speed of the sorting system. High-quality resolution images
possess many details but require substantial time for its processing as well as classi-
fying. Usage of low-quality resolution images require smaller processing time, but we
fail to get high accuracy of the system. We use the suitable resolution image to give an
acceptable speed with the best efficiency for inspecting and sorting.

Fig. 1. The different components used in the Quality Inspection and Sorting System.
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The first step, we need to identify the locations and the borders of the food product,
to process and sort the captured image. Using image segmentation, it is divided into
two classes, namely object, and background. Once the object is detected, we analyze
again for its area to detect if there are any damages in the food product. As this process
is nature dependent, it requires proper classification. We also identify cracks and holes
in the food product; it’s color using an image processing technique to extract various
features. For clear decision, we have used trained classifier in the last step. The further
sections respectively present the dataset being used, feature extraction, followed by the
classification method.

2.2 Data Set

The FoodCast Research Image Database (FRID) is an attempt at standardizing food-
related objects. It can bakery products, fruits, edible-nuts, any leafy or non-leafy
vegetables as dataset. In the dataset, all images are of size (530 by 530 pixels). These
are standardized and stored as the (.jpg) file format. In our study, we have considered
1200 food-related images and categorized into a lemon (300 images), Orange (300
images), Sweet Lime (300 images), and Tomato (300 images). The sample dataset is
shown in Fig. 3.

2.3 Feature’s Extraction

The feature’s extraction is a significant phase in this research. We have used the
segmented images of a different category from the FRID dataset. Then we have

Fig. 2. The modules used in Computer-Vision System.

Fig. 3. Sample dataset.
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developed a feature extraction method to extract the features as Morphological, Color,
and Texture. The HLS color space is used to extract the color characteristics of a
categorized food product to measure luminance and chrominance. The measured color
features are as follows [18]:

i. The Luminance (L): It describes the “achromatic” component, representing the
brightness of an image.

ii. The Chrominance (C): Gives various color information of an image, and it is
usually represented as two color-difference components.

iii. Hue (H): It represents the dominant color.
iv. Color Distance Metric (DE): It is a metric of difference between colors.

The brightness and contrast of each color-component are determined statistically as
follows.

v. Mean (l): The overall average brightness of each color component of a captured
image.

vi. The Standard Deviation (): It gives the average distance from the mean of the total
perceived brightness and contrast of each individual color component in a given
image.

vii. Range (r): It gives the range of max and min perceived brightness of each color
component in a given image.

2.3.1 HSL Color Space
There are two main aspects to realizes the importance of HSL color space: firstly, the
chrominance components are hue and saturation, which are separated from luminosity,
and secondly, how much color spectrum human perceived are given by these
chrominance components [22]. The high color values for colors assigned in this space,
which are approaching the white color with a bounded saturation. In this color space,
color purity is measured by hue (H), the degree of white color embedded in a particular
color is measured by saturation (S), and the brightness of color is measured by lightness
(L).

The following steps are illustrating the conversion of RGB to HSL color space

1. Chroma calculation: The R, G, and B component values are divided by 255 to
change the range from 0, …., 255 to range between 0, …., 1:

R0 ¼
Xr

k¼1

Xc

l¼1
Rðk; lÞ=255 ð1Þ

G0 ¼
Xr

k¼1

Xc

l¼1
Gðk; lÞ=255 ð2Þ

B0 Xr

k¼1

Xc

l¼1
Bðk; lÞ=255 ð3Þ
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The Da-Wen-Sun, [18] is given chroma definition as “colorfulness relative to the
brightness of a similarly illuminated white.”

CHSL ¼ Cmax� Cmin ð4Þ

where Cmax ¼ maxðR0;G0;B0Þ and Cmin ¼ minðR0;G0;B0Þ
2. Hue calculation: [18] is given hue definition as “attribute of a visual sensation

according to which an area appears to be similar to one of the perceived colors: red,
yellow, green, and blue, or to a combination of two of them.”

H
�
HSL ¼

60� � G0�B0
CHSL

mod6
� �

;Cmax ¼ R0

60� � B0�R0
CHSL

þ 2
� �

;Cmax ¼ G0

60� � R0�G0
CHSL

þ 4
� �

;Cmax ¼ B0

8>>><
>>>:

ð5Þ

3. Lightness or Luminosity calculation:

LHSL ¼ ðCmaxþCminÞ=2 ð6Þ

4. Saturation calculation: The ratio of colorfulness to brightness or of chroma to
lightness is saturation.

SHSL ¼ 0; CHSL ¼ 0
CHSL

1� 2LHSL�1j j ; CHSL 6¼ 0

�
ð7Þ

5. The mean, standard deviation, and range of each color components of Hue,
Luminosity, and Saturation are determined.

i. The mean, standard deviation, and range of hue component are determined using
the following Eqs. 8, 9, and 10.

lHSLH ¼ 1
r � c

Xr

k¼1

Xc

l¼1
H

�
HSLðk; lÞ ð8Þ

rHSLH ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

r � c

Xr

k¼1

Xc

l¼1
ðH�

HSL k; lð Þ � lHSLH Þ2
r

ð9Þ

rHSLH ¼ max
Xr

k¼1

Xc

l¼1
H

�
HSLðk; lÞ

� �
�min

Xr

k¼1

Xc

l¼1
H

�
HSL k; lð Þ

� �
ð10Þ
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ii. The mean, standard deviation, and range of Luminosity component are determined
using the following Eqs. 11, 12, and 13.

lHSLL ¼
1

r � c

Xr

k¼1

Xc

l¼1
Lðk; lÞ ð11Þ

rHSLL ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

r � c

Xr

k¼1

Xc

l¼1
ðL k; lð Þ � lHSLLÞ2

r
ð12Þ

rHSLL ¼ max
Xr

k¼1

Xc

l¼1
Lðk; lÞ

� �
�min

Xr

k¼1

Xc

l¼1
L k; lð Þ

� �
ð13Þ

iii. The mean, standard deviation, and range of saturation component are determined
using the following Eqs. 14, 15, and 16.

lHSLS ¼
1

r � c

Xr

k¼1

Xc

l¼1
SHSLðk; lÞ ð14Þ

rHSLS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

r � c

Xr

k¼1

Xc

l¼1
ðSHSL k; lð Þ � lHSLSÞ2

r
ð15Þ

rHSLS ¼ max
Xr

k¼1

Xc

l¼1
SHSLðk; lÞ

� �
�min

Xr

k¼1

Xc

l¼1
SHSL k; lð Þ

� �
ð16Þ

6. The color distance metric is calculated separately of Hue, Saturation, and Lumi-
nosity by using Eqs. 17, 18, and 19. And all three combined color distance metric is
calculated using Eq. 20.

DEHSLH ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXr

k¼1

Xc

l¼1
ðlHSLH � H�

HSL k; lð ÞÞ2
q

ð17Þ

DEHSLS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXr

k¼1

Xc

l¼1
ðlHSLS � SHSLðk; lÞÞ2

q
ð18Þ

DEHSLL ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXr

k¼1

Xc

l¼1
ðlHSLL � Lðk; lÞÞ2

q
ð19Þ

DEHSL ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXr

k¼1

Xc

l¼1
ðððlHSLH � H�

HSL k; lð ÞÞ2 þððlHSLL � Lðk; lÞÞ2 þððlHSLS � SHSLðk; lÞÞ2Þ
q

ð20Þ
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We have the extracted 14 features from each sample, which are listed in Table 1.

2.3.2 Gray-Level-Cooccurrence Matrix (GLCM) Approach
It is a statistical approach. It can help in identifying and analyzing image texture [3,
15], and [17]. We get different co-occurrence probabilities.

Pr xð Þ ¼ P i; jð Þjðd; #Þf g ð21Þ

P i; jð Þ ¼ PijPG
i;j¼1 Pij

ð22Þ

where the Pr(x) gives the measure of the probability. P i; jð Þ gives the cooccurrence
probability between grey-levels of i and j. Pij gives the number of the occurrence of the
grey-levels [7]. There are 12 texture features [11] are calculated as follows.

Contrast ¼
XMg�1

k;l¼0
Pk;l k� lj j2 ð23Þ

Correlation ¼
XMg�1

k;l¼0

k� lkð Þ l� llð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðr2

kÞ ðr2
l

p Þ

" #
ð24Þ

Ang Sec�Moment ¼
X

k

X
l
pðk; lÞ2: ð25Þ

Table 1. The total extracted color measurement of HSL color space from each sample.

Number Measurement Code Number Measurement Code

1 Mean of hue component lHSLH 10 Chroma of HSL CHSL

2 Mean of saturation
component

lHSLS 11 Color distance metric of hue
component

DEHSLH

3 Mean of the luminance
component

lHSLL 12 Color distance metric of
saturation component

DEHSLS

4 The standard deviation of
the hue component

rHSLH 13 Color distance metric of
luminance component

DEHSLL

5 Standard deviation of
saturation component

rHSLS 14 Color distance metric of
HSL

DEHSL

6 Standard deviation of
luminance component

rHSLL

7 Range of hue component rHSLH
8 Range of saturation

component
rHSLS ;

9 Range of luminance
component

rHSLL
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Energy equals
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Angular Second Moment

p
: ð26Þ

Homogeneity ¼
XMg�1

k;l¼0

Pk;l
1þ k� lð Þ2 ð27Þ

Dissimilarity ¼
XMg�1

k;l¼0
Pk;l k� lj j ð28Þ

Entropy ¼
XMg�1

k;l¼0
Pk;l �lnPk;l

� � ð29Þ

Cluster Shade ¼
XMg�1

k;l¼0
ððk� lkÞþ ðl� llÞÞ3Pk;l ð30Þ

Cluster Performance ¼
XMg�1

k;l¼0
ððk� lkÞþ ðl� llÞÞ4Pk;l ð31Þ

Smoothness ¼ 1� 1
ð1þr2Þ ð32Þ

Third Movement ¼
XMg�1

k;l
Pk;l
� �ðk� llÞ3 ð33Þ

Maximum Probability ¼ maxk;lðPk;lÞ ð35Þ

In this study, the texture features based on GLCM are calculated for each given
sample. Color texture extraction features are led by computing the textural features. It is
used for HSL color-components. Feature-vector uses twelve GLCM features. Each
image can be represented with only 14 + (12 � 3) = 50 features. Normalization of
each feature is taken care before applying any machine learning approach which will
remove the weakness of significant dissimilarities between feature sizes. The normal-
ization is accomplished between the range 0 and 1.

2.4 Feature Selection Model

We use optimum feature selection model. It represents the best set of data. It is a subset
of relevant features. In our study, we have used a statistical procedure called principal
component analysis PCA as a feature model which can implement orthogonal trans-
formation thereby converting samples that are correlated features into another set of
values which are of linearly uncorrelated features known as Principle Components
(PCs). It is also known as eigenvectors. With this, we can represent the data very
efficiently. The ordinary way of obtaining significant features is using only the first
three PCs [10] which is again used as the second feature set for further classifying food
category as Lemon, Orange, Sweet Lime, and Tomato.
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2.5 Soft Computing Techniques

An optimum classifier being used in pattern classification. It depends on the type of
data set, how it able to interpret interactions among various features. In Overall
approach, we test performances of the various classifiers. We then fine-tune their
specific parameters. In this study, different Soft computing techniques (Backpropaga-
tion neural network and Probabilistic Neural Network) and are also the optimal clas-
sification model being built.

Multilayer feedforward neural networks using backpropagation learning (as shown
in Fig. 4) and Probabilistic Neural Network (as shown in Fig. 5) are implemented for
classification of four varieties; Lemon, Orange, Sweet Lime, and Tomato. An approach
which is based on the combination of ten-fold cross-validation method being adopted
for training, testing, and also tuning the specific parameters of the various classifiers.

After suitable training steps, the weights of the network are altered. After that
employed for cross-validation. It helps to decide the net performance of the model. To
reduce BPNN training time, a single hidden layer is considered in a neural network.
Exhaustive search ranging from 1 to 50 is being carried out to determine the number of
neurons that must be present in the hidden layer. The 28 nodes Neural Network in the
hidden layer had high stability and the least standard deviation error. To develop BPPN
models, linear function and the non-linear hyperbolic tangent function at both hidden as
well as output layer are being used as a transfer function. Learning rate considered to be

Fig. 4. Schematic representation of fruits and vegetable classification using BPNN.

Fig. 5. Schematic representation of fruits and vegetable classification using PNN.
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0.9. It is throughout the momentum learning the rule. Data set is divided into two
random sets 50% of which for training and 50% for testing, which acts as an additional
guard alongside over-fitting. The neural network tool box present in MATLAB 2016a
software is being used for designing and testing of the overall BPNN model.

The Probabilistic Neural Network (PNN) is completely based on Bayes decision
rule, which uses Gaussian Parzen windows for estimation of probability density
functions (pdf) as required in Bayes rule. It needs a single spread value for the pdf
estimation. It is proportional to the Gaussian window width. Spread parameter or
smoothing factor is directly proportional to the standard deviation (sd) of the Gaussian
Parzen window. Proper spread parameters are selected for good performance of the
PNN. In this study, to develop PNN, we have considered the whole features set to
classify the four varieties such as Orange, Lemon, Sweet Lime, and Tomato. We have
used the empirical spread parameter as a constant value (0.89) for training as well as
test the features of the sample, which belongs to any one of the types, for classification.
Data set is divided into two random sets 50% of which for training and 50% for testing,
which acts as an additional guard alongside over-fitting. The neural network tool box of
MATLAB 2016a software is used for designing and testing of the PNN model.

3 Results and Discussions

The classification tests are conducted on the color as well as texture features set.
Among 1200 total samples of which 300 images each of Lemon, Orange, Sweet Lime,
Tomato. (from each category: 150 samples as training and 150 samples as a test set),
are chosen randomly. Ten-Fold cross-validation is being used for training as well as
testing. For each fold, the proportion between the data used for training and data used
for testing is 90:10%. The investigation is to the identification of food products into a
category, namely Lemon, Orange, Sweet Lime, and Tomato. The obtained results of
samples category are presented in Table 2 and also shown pictorially in Fig. 6.

The obtained prediction accuracy for the training set by using BPNN is found to be
as follows: Lemon (93.89%), Orange (92.09%), Sweet Lime (92.27%) and Tomato
(94.03%). The obtained prediction accuracy for the test set by using BPNN is found to
be as follows Lemon (91.58%), Orange (90.90%), Sweet Lime (92.00%) and Tomato
(90.00%).

Table 2. Classification results for sample category.

Category BPNN PNN

Training Test Training Test
Accuracy in % Accuracy in % Accuracy in % Accuracy in %

Lemon 93.89 91.58 89.07 90.58
Orange 92.09 90.90 90.90 92.90
Sweet Lime 92.57 92.00 88.27 89.23
Tomoto 94.03 90.00 92.43 93.80

Intelligent System to Evaluate the Quality 379



The obtained prediction accuracy for the training set by using PNN is found to be
as follows Lemon (89.07%), Orange (90.90%), Sweet Lime (88.27%) and Tomato
(92.43%). The obtained prediction accuracy for the test set by using PNN is found to be
as follows Lemon (90.58%), Orange (92.90%), Sweet Lime (89.23%) and Tomato
(93.80%).

The comparative analysis is made with earlier research work [5], tabulated in
Table 3. The test set accuracies are considered for comparative analysis. It has been
observed the proposed methods are outperformed compared to the report in the
literature.

4 Conclusions

An overall color, as well as texture features, were extracted from each sample image,
proved to be the very precise method in recognizing characterized one. The study was
limited to Lemon, Orange, Sweet Lime, and Tomato; therefore, further studies on more
individual food products like fruits and vegetables are needed. A high accuracy and
prediction performance of the results helped us to develop a quality evaluation of four
food products and their classification.

Fig. 6. Shows the category versus accuracy pictorially.

Table 3. Comparative analysis with earlier research work.

Category Feature set BPNN PNN
Reported
accuracy %

Proposed
accuracy %

Reported
accuracy %

Proposed
accuracy %

Lemon Color, texture 90.45 91.58 – 90.58
Orange Color 88.89 90.90 90.00 93.90
Sweet Lime Color, texture 89.30 92.00 – 89.00
Tomoto Color, texture 86.76 90.00 – 93.80
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Abstract. The detection of the road is one of an area of satellite image clas-
sification. The satellite image classification plays a vital role in various area of
monitoring different resources available on the earth surface. Here, the high-
resolution satellite data from Google earth is acquired from a different region of
Mumbai, Maharashtra, India region for detection of road. This research paper
used two different algorithms i.e. radial basis function neural network and Naive
Bayes classifiers for the detection of reading features from the high-resolution
satellite image. Both algorithms are implemented using the Matlab simulation
toolbox. Radial Basis Function and Naïve Bayes is a supervised classification
technique applied on High-Resolution Satellite Image. Extraction of Road from
the satellite image is a very difficult task because in the rural areas there are
many unstructured roads which may consist of mud and concrete. After
applying the algorithms on the image high-resolution satellite, the accuracy of
classifiers is calculated using confusion matrix and Kappa coefficient. The
accuracy of Naive Bayes found to be 91% with Kappa Value 0.698 and the
accuracy of radial basis function found to be 99% with a Kappa value of 0.9831.
The accuracy calculation using confusion matrix and Kappa value shows that
the radial basis function neural network classifier is better than Naive Bayes
classifiers for the detection of the road using high-resolution satellite image.

Keywords: Naïve Bayes � Radial Basis Function � Google Earth �
Satellite Image � Matlab � Remote Sensing

1 Introduction

The remote sensing is one of the major inventions of science and technology which is
used to solve many problems on a daily basis or major problems related to climate
changes, national securities and different issues related to the monitoring of different
resources available on the earth surface. The remote sensing is widely used technology.
In remote sensing, there is a satellite which is far away from the earth surface and
which consist of a high-resolution powerful camera it captures the image of the various
parts of the earth surface. So, these particular images are used for different purposes i.e.
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climate change and monitoring, land use land cover classification, change detection and
crop monitoring by a different organization, agencies, and other research organization
for their study and planning of different resources. Road plays an important role in
transportation in India because in India there are 85% of passenger traffic is carried by
the Roads which is greater than the other transportation. The roads have a different type
which we have to identify for good transport. Roads are very useful in the self-driving
car which is future of the new transportation because if we cannot detect the road with
0% error then we cannot allow the self-driving car on the road if we allow it may cause
the accident on the road. Satellite image consists of much information like the forest,
water, building, ocean, etc. A problem in road extraction since unstructured road
boundaries may be incorrectly identified or simply hinder the road detection process
increase to a higher false rate detection. While referring the research paper and the title
upon the road importance and the problem in road detection we decided to work on the
road detection technique that can help the people to find the road very simple. There are
many research papers based on the road detection in which many Arthur used many
techniques to detect the road but to minimize that problem, we introduced the new way
of road detection by using the naïve Bayes algorithm. Radial Basis Function (RBF) is
part of an artificial neural network it comes under supervised machine learning, this
algorithm is used to classify the image. Naïve Bayes algorithm is also used to classify
the image and both the algorithm compare with each other. Paper presents a road
detection method based on Naïve Bayes classification and radial basis function neural
network classifier. The proposed method consists of two phases, in the first phase, the
preprocessing methods are applied and classification feature data sets are collected to
make training file. In the second phase, Naïve Bayes classifiers and Radial Basis
Function are applied on an image by utilizing color features of every pixel in a satellite
image from a different area of a satellite image. The implementation of both the
algorithm compares the training value to the actual image and accordingly based on the
training value the thematic map of detected roads are generated. The above-
implemented work helps to various people from a different area to make their pro-
ject related to road detection and monitoring purpose. This work also helps normal
people also to get information about the roads in rural and urban areas (Fig. 1).

Fig. 1. Road and other information
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2 Literature Review

Finding the road from the satellite image is very difficult as well as very time-
consuming task. To extract the road from satellite image many techniques are devel-
oped which reduces the time, some approaches are mention here.

An automatic procedure is developed for the detection of changes between an
existing road and a newly registered satellite image. In this paper there is existing
database is used to detect the road and delineation of the corresponding road with the
road available in the image. The each road taken separately for comparison with the
actual road in image and database. Here the position errors are considered which is
randomly distributed. This proposed technique optimizes the delineation process [1].
These days a vital issue in consolidating geospatial information from various sources is
that they infrequently adjust. In this paper, we present a methodology for vector-picture
conflation and build up a calculation which identifies street convergences from both
datasets as control focuses by utilizing picture surface characterization. With this
strategy, we first train the framework on a little territory of the orthoimagery to gain
proficiency with the street surface conveyance, at that point we can get its division as
indicated by its surface, and lastly, the framework finds street crossing point focuses.
The last advance is to adjust vector information and pictures by utilizing diverse systems
[2]. The advancement and development in the area of remote sensor and satellite
technologies produce high-resolution satellite images like IKONOS satellite images.
The authors have used IKONOS high-resolution satellite images and proposed a new
method for extraction of road network from high-resolution satellite images. The pro-
posed method is based on the binary and grayscale mathematical morphological and line
segments matching based techniques. At the first stage, the outline of the road network is
detected based on the gray morphological characteristics and later road network is
detected based on the line segment match method [3]. Here, the semi-automatic methods
are used for road detection. This semi-automatic method uses black and white aerial
photographs or panchromatic high-resolution satellite image band for detection. The
geometrical characteristics are used for detection of road along with various road
detection algorithms [4]. Road extraction from satellite image is a very vital task in terms
of research and practices both. Here the improvised model is developed based on the
human vision system and principles of perceptual organization [10]. Here the automatic
mapping of urban and suburban roads from high-resolution satellite images is imple-
mented. Here the road extraction techniques are improvised by using the fusion of data
from multiple data sources. The fusion of satellite data frommultiple sources improvised
the accuracy of road detection. Here proposed method models the urban and suburban
differently [11].

3 Data Characteristics and Field Study

Data plays an important role in research work. If you have accurate and up-to-date data
then research will be very effective and impactful. Remote Sensing is a technique
which provides the data of any place from the remote place without being making
physical contact with that place. In proposed research the remotely sensed S data is
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collected from Google Earth. Google Earth Provides accurate and up-to-date date of
any place. Google Earth provides the data of any place which is recently captured one
or two days before. The data which is collected from Google Earth is high resolution
satellite image of the road. The image taken from the Google Earth is an RGB image.
In India, approximately 1.35 million people die each year because of accident. The total
length of National highways are 66,754 km2, State highways length are 128,000 km2,
District roads are 470,000 km2 & Rural road 2,650,000 km2. 1 way lane, intermediate
lane are length of 18,350 km2 i.e. 27% of total road, 2 way lanes is 39,079 km2 i.e.
59% of total road, 4–8 ways lanes is of 9,325 km2 i.e. 14% of total road [14]. As only
59% of total road is 2 way lanes so there is need of increasing 2 way lanes & 4–8 way
lane in India to reduce the number of accident. There are different reasons of accident
like drink and drive, high speed, bad road conditions, no rules and regulations of
driving vehicle. As in India human population is increasing, the use of vehicle is also
increasing. Many roads in India contain potholes so in night time & in rainy season it is
not visible properly by human naked eye, which leads to more probability of accident.
This type of roads should be identified and reconstructed. In the rural areas there are
many unstructured roads which may consist of mud and concrete. So due to these
reasons in rural area many problems are occurring in transportation. Remote sensing is
technique which provides the data of these rural areas to help in mapping the roads
from remote places without being physically present at that place.

4 Methodology

The algorithm is developed in MATLAB R2010. It uses a Radial Basis Function and
Naive Bayes algorithm for the classification of roads from the high resolution satellite
image. High resolution satellite image are taken from Google Earth. Google Earth
provides image which consist the features in the form of RGB (Red, Green, Blue)
value. Below diagram gives the working of system (Fig. 2).

A. Feature Extraction
The RGB image is obtained from Google earths which consist of many features which
are stored in the form of RGB value. RGB stands for R (Red), G (Green), and B (Blue).
So the first step is to extract the RGB value of Road and others i.e. building, vehicle,
garden etc. After extracting the RGB value of road training file is prepared which
consist of pixel values of road area and others then give label to them. After applying
algorithm system will train the model.

B. Radial Basis Function
The Matlab is very powerful mathematical computational model which provides the
tool for RBF artificial neural network based classification. The RBF artificial neural
network is designed by using the RBF neural network toolbox. Radial Basis Function
algorithm is a type of neural network. It performs classification by measuring the inputs
Similarity to examples from the training set. Every radial basis function neuron stores a
prototype, which is just one of the examples from the training data. When we want to
classify a new input, each neuron computes the Euclidean distance between the input
and its prototype. In our study, we made a training file that consists of the RGB pixel
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value of the road and other and we give then different tag to each other, we passed the
training and Target file to the algorithm where the machine train according to the
training file and then classified the road on the given target file.

Algorithm

f xð Þ ¼
Xm
j¼1

wjhjðXÞ

hj xð Þ ¼ ex � x� cj
� �

2
� �

p
rj2

Where-

• Cj- is center of region
• rj- is width of the receptive field

C. Naïve Bayes Algorithm
Naive Bayes classifiers are basically used in the classification of the object in the image
and it is a collection of classification algorithms based on Bayes Theorem and it works
on conditional probability. Using the conditional probability, we can find the proba-
bility of an event using its prior knowledge, in our research we have taken the pixel
value of the road and non-road, we pass our training file and the target file as input to
the algorithm, algorithm take pixel value of both files and compare with each other,

Fig. 2. Flow of the classification
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whenever it find the pixel value that matched with the pixel value of the road it give
then a different tag.

Below is the formula for finding the conditional probability.

Algorithm

P
c
x

� �
¼ P x

c

� �
P cð Þ

P xð Þ

D. Classification
Based on the training model the system will perform the classification of the image in
two groups Road and others. The system will show the Road portion in the form of Red
color and remaining portion will be same. Based on this classification confusion matrix,
accuracy and Kappa coefficient is obtained.

5 Experimental Results

The RBF trained with the sample data. After training, testing is performed using testing
dataset. After training accuracy and Kappa value is obtained by confusion matrix and
classification report is generated (Table 1).

Accuracy ¼ 619=624ð Þ � 100

¼ 99:19%

K ¼ N
Pr

i¼1 xii�
Pr

i¼1ðXiþ ! Xþ iÞ
N2�Pr

i¼1ðXiþ ! Xþ iÞ

K ¼ 0:9831 very goodð Þ

Above is the Confusion matrix and Kappa coefficient (K) for the dataset which is
tested by RBF. It shows very good accuracy of classification (Figs. 3, 4 and Table 2).

Table 1. Confusion matrix of trained RBF

Classes Road Non-road Total User accuracy

Road 382 2 384 99.73%
Other 3 237 240 99.37%
Total 385 239 630
Produce accuracy 99.22% 99.16%
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Fig. 3. Image before classification

Fig. 4. Image after classification

Table 2. Confusion matrix of trained Naïve Bayes

Classes Road Non-road Total User accuracy

Road 274 23 297 92.25%
Other 5 41 46 89.13%
Total 279 64 343
Produce accuracy 98.20% 64.06%
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Accuracy ¼ 315=343ð Þ � 100

¼ 91:20%

K ¼ N
Pr

i¼1 xii�
Pr

i¼1ðXiþ ! Xþ iÞ
N2�Pr

i¼1ðXiþ ! Xþ iÞ

K ¼ 0:698 Goodð Þ

Above is the Confusion matrix and Kappa coefficient (K) for the dataset which is
tested byNaïve Bayes algorithm. It shows good accuracy of classification (Figs. 5 and 6).

Fig. 5. Camparative study using kappa value

Fig. 6. Comparative study using accuracy
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6 Conclusion

In this paper we successfully achieved the road detection with the help of the Naïve
Bayes classifier and Radial Basis Function algorithm which extracted the road from the
High-Resolution satellite image and gives the different color to road and it is visible to
the end user. After applying both the algorithm classification is performed this shows
the different accuracy on both the algorithm. Radial Basis Function gives the good
accuracy than the Naive Bayes algorithm. From this study it is concluded that Radial
Basis Function algorithm is giving higher accuracy than the Naive Bayes algorithm. So
Radial Basis algorithm is good classification algorithm.

7 Future Enhancement

The above study is done using Radial Basis Function Neural Network and Naive Bayes
for the Road Detection of high resolution satellite image. For the future study, other
classification algorithms like Support Vector Machine (SVM), Artificial Neural net-
work (ANN) etc. can be used for road detection using high resolution satellite image
and for their comparative study.
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Abstract. Music is a vocal or instrumental sounds (or combined) presented in
such a way as to create, harmony, and expression of emotion. Present days
accurately singer identification is necessary for music indexing and retrieval
purpose. This paper proposes a unique features extraction algorithm for singer
identification. In this paper, seven singers with five vocal songs are considered
for singer identification. The most potential Mel-Frequency-Cepstral Coefficient
(MFCC) based feature extraction algorithm, and an artificial neural network
(ANN) classifier has been applied for the singer identification purpose. Four
multilayer neural network training algorithm such as Levenberg-Marquardt,
Bayesian regularization Backpropagation, Scaled Conjugate Gradient, and One-
step secant Backpropagation algorithm has been used to classify the seven
different singers voices. Three different feature extraction technique, such as
MFCC, MFCC with five different musical features and MFCC with ten different
musical features has been considered for the feature extraction. The highest
training and testing accuracy have been achieved through this algorithm is
98.3% and 88.6%. Classification accuracy varies with musical features and
classification algorithms.

Keywords: Artificial Neural Networks (ANN) �
Mel-Frequency Cepstral Coefficients (MFCC) �
Music Information Retrieval (MIR) � Music signal

1 Introduction

Singer identification algorithms [1–36] are useful for music information retrieval
(MIR) purpose [37]. The feature extraction part of the proposed algorithm contains
Mel-Frequency Cepstral Coefficients (MFCC) and Musical features [38]. The extracted
features are subjected to the neural network classifier [39, 40] for the classification
purpose. The paper presents a comparative analysis of classification accuracy based on
four different Artificial Neural Networks (ANN) learning algorithms such as LM:
stands for Levenberg-Marquard algorithm, BR: stands for Bayesian Regularization
algorithm, SCG: stands for Scaled Conjugate Gradient algorithm and OSS: stands for
one-step secant backpropagation. Due to the adaptive and non-linear data-driven nature
the ANN classifier is applied for classification. Out of the various research areas of
music signal processing, a significant amount of research has been done on speaker
identification due to the wide applicability. The Gaussian Mixture Model (GMM) [35]
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achieves 92.3% with background removal and 78.3% without background removal
respectively for each singer. The reference [41] using perceptual features achieves 81%
accuracy on various Indian male and female PS’s songs.

The paper is organized as follows: Sect. 2 provides the experimental set-up of this
article; Sect. 3 describes the proposed methodology; Sect. 4 reports the result and
discussions, and finally, Sect. 5 explains the conclusion and future work.

2 Experimental Set-Up

Five popular Hindi songs have been validated the proposed algorithm. In this research
work, five Hindi songs of seven different singers have been recorded by using Beh-
ringer mic, Behringer mixer, and Creative 5.1 sound card, with sonic foundry sound
forge 7.0 software. The same type of five Hindi songs of seven singers is recorded in
the WAV format. All songs are segregated into ten different frames of 5 s duration.
Every single frame contains 350 samples. The input audio files have various attributes
such as file type (WAV), sampling rate (44.1 k), audio type (mono). The framing
process has been performed by using MATLAB software.

3 Proposed Methodology

The block diagrammatic representation of the proposed singer identification process is
presented in Fig. 1. The recorded music’s have been separated into the two-part, such
as training and testing signal or data. The training data has been used for the training of
the classifier.

Fig. 1. Proposed algorithm for singer recognition

394 S. Biswas and S. S. Solanki



The trained classifiers are applied to analyzed the testing data. The proposed
algorithm has been validated by segregating the experiment into two parts. The training
of the classifier has been performed in the first part, and the testing of the proposed
system has been carried out in the second part. The recorded music signals (displays in
the block I) are contaminated with various kinds of noises. The FIR filter has been
applied to remove the eco noises (displays in block II) present in the signal.

The filtered music signal is subjected to the MFCC based feature estimation process
(displays in step number III of the block diagram). The feature matrixes are further
processed to the ANN classifier (shown in step number IV). Classification decision is
further fed to the singer identification system (displays in step number IV of the block
diagram).

Preprocessing
Recording of music signals has been carried out in the laboratory atmosphere. How-
ever, the audio wave of the music performed in a hall room was distributed in all
directions and finally recorded it with many times reflection in all directions in a
different time. As a result, the echo generated and mixed with the signal. The recorded
music is contaminated with the echo noise. In order to retrieve the original music from
the recorded musical signal, the signal passes through an FIR filter to remove the echo.

Feature Extraction
The filtered music signal passes through the MFCC based feature extraction process.
Three different technique has been applied to extract the features from the recorded
music signal. Ten different musical feature like RMS Energy, Event Density, Tempo,
Pulse Clarity, Zero Crossing rate, Spectral Irregularity, Spectral Centroid, Skewness,
Kurtosis, Shanon Entropy, are considered in feature extraction.

Mel Frequency Cepstral Coefficients (MFCC) describe the spectral shape of an audio
input. It is a multiprocessing system. First, the frequency bands are logarithmically
positioned. This is called as Mel scale. A method that has the energy compaction
capability called as Discrete Cosine Transform (DCT). DCT that considers only the real
numbers. By default first 13 components are taken here. The linear frequency scale to
the Mel scale frequency mf is given below

mf ¼ 1127:01048loge 1þ f=700ð Þ f
700

� �
; ð1Þ

where f is the frequency in hertz for a linear scale.

Root Mean Square (RMS) energy denotes the square root of the mean square of the
amplitude values of the audio signal

xrms ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn
i¼1

x2i

s
ð2Þ

where xi denotes the magnitude of the ith sample and the total number of samples is n.
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Event Density gives the average frequency of events. It is defined by the onsets per
second. Tempo is estimated by identifying periodicities from the onset detection curve.
Event Density gives the average frequency of events, i.e., the number of note the tempo
is evaluated by detecting periodicities from the onset detection curve [35].

Pulse Clarity is defined as the amount of rhythmic clarity or the strength of the musical
beats [35].

Spectral Irregularity is estimated by the degree of variation between successive
peaks.

I ¼
PN
k�1

ak � ak�1ð Þ2

PN
k�1

a2k

; ð3Þ

where, ak denotes kth spectral coefficients magnitude and total no of spectral coeffi-
cients is N.

Zero Cross Rate is the number of times the signal crosses X-axis or changes its sign
i.e. positive to zero and zero to negative or negative to zero and zero to positive. It is a
very vital feature to identify percussive sounds

Z ¼ 1
T

Xm
t¼m�Tþ 1

sgn stð Þ � sgn st � 1ð Þj j
2

w m� tð Þ; ð4Þ

where T is the length of the time window, st is the magnitude of the tth time domain
sample, and w is a rectangular window.

Spectral Centroid gives the weighted mean of the frequencies component present in a
signal.

Centroid ¼
PN�1

n¼0
f nð Þx nð Þ

PN�1

n¼0
x nð Þ

; ð5Þ

where, kth spectral coefficients magnitude is ak and total no of spectral coefficients is N.

Skewness is the measure of the symmetry or asymmetry nature of a signal.

Skewness ¼
PN
i¼1

Yi � �Yð Þ3

N� 1ð Þs3 ; ð6Þ

where �Y is the mean, s is the standard deviation and N is the number of data points.
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Kurtosis determines of the noisiness nature of the signal. It shows whether the data is
peaked or flat relative to a normal distribution.

Kurtosis ¼
PN
i¼1

Yi � �Yð Þ4

N� 1ð Þs4 ; ð7Þ

where �Y is the mean, s is the standard deviation and N is the number of data points.

Shannon Entropy gives the following equation for information theory.

HðxÞ ¼ �
XN
ði¼1Þ

pðxiÞlog2pðxiÞ; ð8Þ

Spectral Entropy gives information about the signal and indicates whether it con-
tains predominant peaks or not.

Neural Network Based Supervised Classification
The authors have been chosen ANN classifier due to its non-linearity and adaptive
nature. It classifies inputs into a defined set of target group. Feed-forward network of
two-layers with hidden sigmoid and softmax output neurons and hidden layers can
classify vectors arbitrarily. Pattern recognition networks classify inputs according to the
target classes. Four multilayer training functions such as Levenberg-Marquard (LM),
Bayesian Regularization (BR), Scaled Conjugate Gradient (SCG) and one-step secant
back-propagation (OSS) are used to classify the music features.

4 Result and Discussions

Based on the feature extraction algorithm, the experimental process has been segre-
gated into three parts. In the 1st part, the classifiers have been trained by using the 13
MFCC feature. The maximum accuracy achieved through 13 MFCC is 97.1% in
training using Bayesian Regularization and 80% in testing using Levenberg-Marquard
and One-step Secant Back-propagation. In the 2nd part, the classifier has been trained
by using 13 MFCC with 5 Musical features. The maximum accuracy achieved through
this feature is 98% in training and 85.7% in testing using Bayesian Regularization.
Performance evaluation of the proposed algorithm over the training dataset using
hidden layer size 30 and 40, in terms of classification accuracy were estimated for
singer identifications shown in Table 1. Table 2 depicts the performance evaluation of
the proposed algorithm over the testing dataset using hidden layer size 30. The results
are shown in terms of the classification accuracy. Three different feature data size has
been considered for the experiment 35, 42, 49.
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Table 3 shows the performance evaluation of the proposed algorithm over the
testing dataset using hidden layer size 40. The results are shown in terms of the
classification accuracy. Three different feature data size has been considered for the
experiment 35, 42, 49.

Table 1. Performance evaluation of the proposed algorithm over the training dataset using
hidden layer size 30 and 40, in terms of classification accuracy

Algorithms 13 MFCC
(%)

13 MFCC
+ 5 Musical
features (%)

13 MFCC
+ 10 Musical
features (%)

30 40 30 40 30 40

Levenberg - Marquard (LM) 92.0 93.4 96.3 96.3 95.1 96.3
Bayesian Regularization (BR) 97.1 97.1 98.0 98.0 98.3 97.7
Scaled Conjugate Gradient (SCG) 84.6 88.6 97.7 94.0 95.4 94.9
One-step Secant Back-propagation (OSS) 87.1 84.3 97.7 93.4 94.0 93.7

Table 2. Performance evaluation of the proposed algorithm over the testing (with data size 35,
42, 49) dataset using hidden layer size 30, in terms of accuracy

Algorithms 13 MFCC (%) 13 MFCC + 5
Musical features
(%)

13 MFCC + 10
Musical features
(%)

35 42 49 35 42 49 35 42 49

Levenberg - Marquard (LM) 80.0 85.7 71.4 80.0 83.3 83.7 88.6 85.7 75.5
Bayesian Regularization (BR) 74.3 78.6 79.6 85.7 81.0 81.6 85.7 83.3 83.7
Scaled Conjugate Gradient (SCG) 77.1 83.3 77.6 82.9 83.3 85.7 88.6 85.7 89.8
One-step Secant Back-propagation
(OSS)

80.0 73.8 77.6 80.0 83.3 85.7 85.7 88.1 87.8

Table 3. Performance evaluation of the proposed algorithm over the testing (with data size 35,
42, 49) dataset using hidden layer size 30, in terms of accuracy

Algorithms 13 MFCC (%) 13 MFCC + 5
Musical features
(%)

13 MFCC + 10
Musical features
(%)

35 42 49 35 42 49 35 42 49

Levenberg - Marquard (LM) 85.7 73.8 73.5 80.0 85.7 77.6 88.6 83.3 91.8
Bayesian Regularization (BR) 78.6 81.0 77.6 80.0 78.6 79.6 85.7 81.0 85.7
Scaled Conjugate Gradient (SCG) 83.3 73.8 77.6 82.9 83.3 75.5, 88.6 90.5 83.7
One-step Secant Back-propagation
(OSS)

73.8 76.2 79.6 77.1 81.0 77.6 85.7 92.9 87.8
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In the 3rd part, the classifier has been trained by using 13 MFCC with ten musical
features. The maximum accuracy achieved through this feature is 98.3% in training
using Bayesian Regularization and 88.6% in testing using Levenberg - Marquard and
One-step Secant Back-propagation. Classification accuracy depends on the neural
network function used to classify the signal. Figure 2 validates the results of the 13
MFCC with ten musical features.

5 Conclusion

The proposed algorithm outperforms the results of the different well-established
algorithms of related works. In this paper, the authors classified seven different singers
using ANN classifier. The experimental results support that the volume of the feature
matrix is directly proportional with the classification accuracy, i.e., 13 MFCC with ten
musical features shows higher accuracy than the only 13 MFCC features. Out of the
four neural network functions, Bayesian Regularization function shows better perfor-
mance in the singer identification process.

Acknowledgments. The authors would like to acknowledge the University Grant Commission
(Ministry of Human Resource Development) for financial support in carrying out the research
work.
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Abstract. Clustering is a widely used technique for segmentation of images. In
this paper, a method is proposed for image segmentation, which used an
Optimized Selective Scale Based Fuzzy c-Means approach. This approach is
used to improve the quality of image segmentation. An algorithm named Fuzzy
c-means (FCM) is used for data clustering in which an element can belong to
multiple clusters. This algorithm results in the transformation of data elements in
such a way that closer elements will come more closer and remaining elements
will scatter farther. Genetic Algorithm is used as an optimization technique in
this model. Genetic Algorithm is one of the commonly used methods to decide
the optimal value of a criterion. The optimal value is determined by simulating
the evolution of population until the best fitted individuals among the population
is not encountered. It is obtained by mutation selection and crossover of indi-
viduals from the existing population.

Keywords: Clustering � Fuzzy C-Means � Image segmentation � Space scaling

1 Introduction

The process of Image Segmentation is defined as partitioning or dividing the image into
multiple parts (also known as segments) in such a way that pixels in one segment are
similar to each other with respect to some characteristic and dissimilar from the ones in
other segments. Image segmentation has several applications like Machine vision,
Medical imaging, Object detection and many more.

There are several algorithms and techniques available for image segmentation [1,
2]. The simplest and oldest method of image segmentation is Thresholding method.
Other famous approaches are based on Detection of Edges, Histogram-based methods,
Compression-based methods, Clustering methods and Region-growing methods.

Clustering is a widely used technique for segmentation of images [3]. Clustering
further is classified into different categories. An algorithm named Fuzzy c-means
(FCM) is used for data clustering in which an element can belong to multiple clusters
[4]. Every element in the population has a set of membership values. These mem-
bership values determine the intensity of association among the element and the
depicted cluster. These membership values are stored in a partition matrix.

For data refinement, a technique named Scale Space Filter is used in which the data
elements are transformed to higher dimensions [5]. The objective of using this
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techniques is to separate the data elements on the basis of proximity and other sepa-
rability measures. The technique results in the transformation of data elements in such a
way that closer elements will come more closer and remaining elements will scatter
farther.

In the following approach, a method is designed for image segmentation in which
Optimized Selective Scale Based Fuzzy c-Means approach is used. This approach is
design to improve the quality of segmentation of images.

2 Methodology

2.1 Selective Scale Spaced FCM Method Based on Standard Deviation

Roy [6], given an algorithm in which they proved that for scale space transformation all
parameters are not suitable. So in that algorithm, firstly the standard deviation of each
parameter is computed and the value is compared with a threshold value. Only for
lower standard deviation value scale space transformation is applied but for the stan-
dard deviation value greater than the threshold value scale space filter technique will
not be applied on those parameters [23].

Multiple functions are present which can be used for scale space filters. Among
them, Polynomial and Gaussian functions are most popular ones. In this methodology,
Gaussian transformation function is applied. This function is defined as follows:

f x; rð Þ ¼ 1

r
ffiffiffiffiffiffi
2p

p� �2 e
�E2 x�xið Þ

2r2 ð1Þ

Suppose n are the number of objects which are needed to be clustered and the
feature vector is represented as S = {p1, p2,….., pn}. Let m are the number of attributes
that each point has and C are the number of cluster, C = {k1, k2,…., kc}. Cluster
Validity is measured by using Xie-Beni index [7]. We can define this index by using
Eq. 2.

XB P;Cð Þ ¼ vxðP;CÞ
n dðCÞ ¼
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i¼1
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2
ijE

2ðci; xjÞ
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The value of member function is given by Eq. 3.

li;k ¼
1
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j¼1

E ci�xkð Þ
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The Center is updated using Eq. 4.

ci ¼
Pn

k¼1 likð ÞmxkPn
k¼1 uikð Þm ð4Þ

The generic fuzzy c-means algorithm can be described as follows:

1: Declare the Matrix as Fn�CS.
2: Declare ObjValue as Real
3: Initialize the Cluster Center, C
4: while ObjValue � Benchmark do
5: Populate Fuzzy Partition Matrix using (3)
6: Update Cluster Center using (4)
7: Update the ObjValue using ObjectiveFunction(C, Fn�C)
8: end while

The fuzzy membership has to be:

Xn

k¼1

XC

i¼1

lik ¼ n

where 0� lik � 1; i ¼ 1; 2; . . .. . .;C and j ¼ 1; 2; . . .. . .; n:
The Selective Scale Spaced FCM algorithm based on Standard deviation can be

described as follows:

1: Choose the image and convert it into gray scale image.
2:  Get the Standard Deviation value for all parameters and save it in sd. 
3:  if sd < sdThreshold then
4: Apply Gaussian Scale Space using (1)
5:  end if
6:  Initialize the Cluster Center, C
7:  while ObjValue Benchmark do
8:  Populate Fuzzy Partition Matrix using (3)
9:  Update Cluster Center using (4)
10: Add value of Xie Beni Function to ObjValue using (2)
11: end while

2.2 Proposed Method

In proposed method, an optimized approach of selective scale based fuzzy c-means
algorithm is presented. There are several optimization techniques. In this model,
Genetic Algorithm is applied.

404 G. Sharma et al.



Genetic Algorithm is one of the commonly method used to decide the optimal value
of a criterion [8]. The optimal value is determined by simulating the evolution of
population until we will not encounter the best fitted individuals among the population.
It is obtained by mutation selection and crossover of individuals from the existing
population.

Genetic Algorithm consists of following essential data:

(a) Genotype: It is resulted segmented image which is considered as an individual.
(b) Initial Population: It is a set of individuals characterized on the basis of genotype.
(c) Fitness Function: A function which is used to quantify the fitness of individual.
(d) Operators on genotype: There are three different operators. These are mutation,

selection and cross-over.
(e) Stopping Criterion: It allows to stop this evolution process.

The proposed algorithm is given as follows:

1: Select the image and convert it into gray scale image.
2:  Get the Standard Deviation value for all parameters and save it in sd. 
3:  if sd < sdThreshold then
4. Apply Gaussian Scale Space using (1)
5:  end if
6:  Define the initial population and compute the fitness value
7:  Apply mutation and cross-over operators
8:  Apply Selection operator
9:  Evaluate and Go to Step 7 only if stopping criterion is not satisfied
10:  Initialize the Cluster Center, C
11:  while ObjValue Benchmark do
12:  Populate Fuzzy Partition Matrix using (3)
13:  Update Cluster Center using (4)
14: Add value of Xie Beni Function to ObjValue using (2)
15: end while

3 Results

The designed algorithm is applied on the MRI brain images. The results of designed
algorithm are compared with existing approach using AE (Average Error), NED
(Normalized Euclidean Distance) and SNR (Signal to Noise Ratio) [9]. I(i, j) is con-
sidered here as input image where i = 1, 2, 3, 4…, M and j = 1, 2, 3, 4…, N and O(i, j)
is considered as output image, then the criterion is calculated as follows:

(i) Average Error (AE):

AE ¼ 1
M � N

XM

i¼1

XN

j¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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(ii) Normalized Euclidean Distance (NED):

NED ¼ 1
M � N
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(iii) Signal to Noise Ratio (SNR):

SNR ¼ 10 log10
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j¼1 I
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The comparison between proposed and existing algorithm is shown in Table 1.

The values shown in Table 1 are also plotted in graphs to compare the values of
AE, NED and SNR for both the techniques. In graph, the Optimized Scale
Spaced FCM is represented with black line and the Selective Scale Spaced FCM is
represented with blue line. The graph for comparison according to AE, NED and SNR
values are shown in Figs. 1, 2 and 3 respectively.

Table 1. Results of proposed method in comparison to Selective Scale Spaced FCM.

Image Method AE NED SNR

Image 1 Optimized Scale Space FCM 3.0568 0.0181 3.2904
Selective Scale Space FCM 3.1363 0.0260 3.9102

Image 2 Optimized Scale Space FCM 4.3390 0.0226 0.4754
Selective Scale Space FCM 4.3599 0.0395 0.8709

Image 3 Optimized Scale Space FCM 4.7892 0.0250 2.0683
Selective Scale Space FCM 4.7903 0.0352 1.0926

Image 4 Optimized Scale Space FCM 3.3162 0.0197 0.1721
Selective Scale Space FCM 3.3435 0.0282 0.6321

Image 5 Optimized Scale Space FCM 3.2115 0.0185 3.0884
Selective Scale Space FCM 3.3878 0.0261 2.9163

Image 6 Optimized Scale Space FCM 5.5819 0.0273 2.6966
Selective Scale Space FCM 5.6282 0.0393 1.7749

Image 7 Optimized Scale Space FCM 3.5480 0.0222 2.2132
Selective Scale Space FCM 3.6833 0.0391 1.0872

Image 8 Optimized Scale Space FCM 2.1031 0.0149 2.4182
Selective Scale Space FCM 2.1524 0.0216 1.1560

Image 9 Optimized Scale Space FCM 3.4872 0.0191 3.3245
Selective Scale Space FCM 3.5340 0.0283 4.2031

Image 10 Optimized Scale Space FCM 5.0069 0.0265 3.8600
Selective Scale Space FCM 5.0349 0.0381 4.3960
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Fig. 1. Comparison based on AE values (Color figure online)

Fig. 2. Comparison based on NED values (Color figure online)

Fig. 3. Comparison based on SNR values (Color figure online)
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The MR images after segmentation using proposed method are shown in Fig. 4.

Actual Image              Resulted Segmented Image

Fig. 4. Results of segmentation with optimized scale space FCM method.
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4 Conclusion

In this paper, an algorithm named Fuzzy c-Means is surveyed along with its variation
i.e. selective scale space FCM based on standard deviation. An Optimized scale spaced
FCM method is proposed in this paper. This proposed algorithm achieves better seg-
mentation results as compared to the existing method.

There is scope of betterment of this algorithm. Firstly, the computational time of
this method is higher than the original Fuzzy C-Means algorithm. So, one can try to
reduce this computational time in future work. Secondly, in this method Genetic
Algorithm is used for optimization purpose. Other optimization techniques can also be
used and the results can be compared.
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Abstract. This paper proposes a novel approach to recognize psychopaths.
Among various personality disorders psychopathic personality disorder is very
dangerous as psychopaths behave like normal human beings but they lack
conscience and guilt. Not performing at emotional level they commit heinous
and brutal crimes with ease and without any remorse. Thus identifying these
people is crucial for society. In this context this paper solves the problem in two
ways: First, by studying the underlying psychology of psychopathic behavior
and second proposing a novel approach to effectively recognize psychopaths by
analyzing their speech patterns using Neural network with promising results.

Keywords: Psychopath � Personality disorders � Speech patterns

1 Introduction

Over the last few decades, crime rates have been increased. More and more criminal
cases are being registered and come into picture with the advancement of media.
Society was never crime free completely but what is more alarming is increasing
number of brutal and in-human crimes. Latest Crime in limelight in India, Guru Gram
is Ryan International School crime, in which student of class eleven brutally murdered
class two boy just to postpone the exam [1]. According to his relatives his behavior was
normal after the event. Another most highlighted crime in India was 16 Dec 2014 gang
rape case. Four accused involved in the gang rape case show no remorse and reflected
signs of psychopathic tendencies [2]. The Noida serial murders (also known as the
Nithari Kand) have been described as among the most notorious crimes ever perpe-
trated in India. During the years 2005 and 2006, more than 16 children and young
women from labor class went missing and found killed in Nithari village outside Delhi.
Their skeletal were found in the house of Moninder Singh Pandher. He and his servant
Surindra Koli were the main accused [3]. Many cases can be taken from history as well.
People such as Joanna Dennehy, a 31-year-old British woman who killed three men in
2013 and who the year before had been diagnosed with a psychopathic personality
disorder, or Ted Bundy, the American serial killer who is believed to have murdered at
least 30 people [4].
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All the above cases show the common pattern. All the crimes are heinous, brutal
and purposeful in nature. The Criminal is very charismatic, magnetic and attractive and
have no emotions. The brutality of the crime reveals the remorseless nature of the
criminal which is in-human and very rare among humans. These criminals fall into the
category of personality disordered people known as psychopaths as they lack social
emotions like empathy, remorse and guilt and involve in aggressive behaviors [5].

These unique but horrible cases have given rise to multiple questions. What is the
reason behind these brutal crimes? Who are psychopaths? Why these crimes are so in-
human? Why psychopath’s brains are not able to feel empathy towards other human
beings? There is ample research in psychiatry and psychology but none of the questions
and techniques is addressed by computer science community to recognize psychopaths
based on their speech patterns. To answer these questions and get deeper insight of
personality disorder, we analyzed the psychopath demographics. Based on obtained
insights, we propose features that can differentiate psychopath criminals from non-
psychopaths ones. Furthermore, we believe our contributions could lead to generation
of tools or treatments that can have a significant impact on reducing the crimes
committed by people having psychopathic disorder.

The organization of the paper is organized as follows; Sect. 2 presents related
literature. We then discuss personality disorders especially psychopathic disorder in
detail in Sect. 3. In Sect. 4 we discuss the diverse set of features to study psychopaths.
Section 5 covers the proposed methodology and flowchart in detail. We discuss
applicability, limitations and other observations in Sects. 6 and 7 concludes the paper
with future research.

2 Related Work

Investigating psychopathy has been popular in US since 1980 when great Psychologist
Robert-Hare invented Psychopathy Checklist named as PCL-R (Psychopathy
Checklist-Revised) [6]. This checklist is now a standard tool used by researchers,
forensic psychologists and judicial system to identify psychopathic behaviors [7].
Among Indian researchers this area is still unaddressed [8]. The Brutality and in-human
nature of crime yet attractive, charming personality of psychopaths have drawn some of
the researchers to study psychopaths from different perspectives. Table 1 presents
related work in this arena.

Researchers in the area of Computer Science have tried to identify psychopathic
behavior based on Socio-linguistic features, twitter data and MRI data. Same set of
features have been studied in Psychiatry and Psychology. In this paper psychopathic
tendencies have been analyzed from a different perspective. Our work is the first one to
characterize psychopaths based on their speech patterns.

412 D. Jain et al.



3 Understanding Personality Disorders and Psychopathy

Personality, defined psychologically, is enduring patterns of thoughts, feelings, beha-
vioural and mental traits that distinguish humans. Hence, personality disorders are
defined by long lasting and rigid patterns of experiences and behaviours. Due to the
inflexibility and rigidity of these acquired patterns, people having these disorders cause
serious problems to the society. Personality disorders are a class of mental disorders.
These patterns are inflexible, develop early and are associated with relationship
problems. Those diagnosed with a personality disorder are not able to cope with
everyday stress and experience difficulties in interpersonal functioning, cognition &

Table 1. Related work

Paper title Features identified Technique applied Results

Wald [9] Socio-linguistic features
like Agreeableness’,
Conscientiousness,
Extroversion,
Neuroticism and
openness.

Data mining, ensemble
learning, SelectRusBoost,
four classification
learners, four feature
selection techniques.

AUC (Area Under Curve)
value of 0.736 is achieved

Pearce [10] Brain MRI SVM, decision trees,
k-nearest neighbor,
ensemble methods(to
improve the accuracy)

SVM with 73% accuracy
in identifying
psychopathic patients

Sato [11] Brain MRI SVM, MDLA Achieved 80% accuracy
with SVM and MLDA in
identification of
psychopaths

Steele [12] Data from PCL-R
(measure of
psychopathy), TBI
questionnaire, Intelligent
quotient, MRI scans

SVM Classification of high and
low psychopathic traits
achieved 69.23% overall
accuracy

Sumner
[13]

Linguistic features like
frequency of words in
pre-defined categories,
data from Ten Item
Personality Inventory

SVM, Random Forest,
J48, Naive Bayes
Classifier.

Machine learning is an
effective tool to predict
Narcissism,
Machiavellian, and
psychopathic traits.

Eisenbarth
[14]

PPI-R items
(Psychopathic Personality
Inventory- Revised)

Genetic Algorithm Genetic Algorithm
proved to be a new
instrument to measure
psychopathic traits
efficiently.

Hastings
[15]

Emotion, Faces,
expression

PCL-SV, Facial affect
recognition emotion task,
Scoring of the facial
affect recognition task

Results showed that
psychopaths have
difficulty in identifying
happy and sad emotions.
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emotiveness. They have poor impulse control. Some of personality disorders are listed
as Narcissist, Borderline personality Disorder, Anti Social personality, Psychopaths
and Serial killers. Brief description of these disorders is as follows.

Narcissists: Narcissistic Personality Disorder INVOLVES around ego-centric and arro-
gant behaviour. It is a mental condition in which people seek self admiration and
attention, have fragile ego, a lack of empathy for other people. People having narcis-
sistic personality disorder are not able to make meaningful relationships at work and in
personal life. Related Personality Disorders: Antisocial, Borderline, and Histrionic.
Narcissism is a less extreme version of Narcissistic Personality Disorder. Related
personality traits include: Psychopath, Machiavellianism.

Borderline Personality Disorder (BPD): In Borderline Personality Disorder (or
emotionally unstable), there is a pattern of intense but unstable relationships, emotional
instability, outbursts of anger and violence (especially in response to criticism). People
with BPD are involved in self-harm and suicide.

Antisocial Personality Disorder: This is a mental condition in which the person
disregards society rules and obligations and shows no regard for right and wrong. The
person having this disorder uses wit and charm to manipulate others for personal gain,
lacks guilt and concern for others, and fails to learn from experience.

Psychopaths: Psychopathic behaviour and antisocial personality disorders both are
closely related to crime [16]. People having psychopathic disorder have very little or
no’conscience’, lack remorse or guilt, and are profoundly selfish. They are known for
impulsivity, sensation seeking, predatory behaviour and need for control thus share
common traits with serial killers. Studies suggest that [17] psychopaths have defect in
the amygdale part of the brain, which is responsible for emotions and impulse control.

3.1 Challenges in Recognizing Psychopaths

Out of all these disorders, psychopathic disorder is most dangerous [7]. The main
challenge in recognizing the psychopaths and other personality disordered people is
that they are very attractive, charming and good communicators, but at the same time
they can be highly manipulative because they manipulate their victim at psychological
level [18]. Research by [5, 19 and 20] concludes that psychopaths lie on the continuum
of wide range of other mental disorders like antisocial, depression, sociopath disorder
etc. which makes it difficult to identify them. Study conducted by [20] reveals the fact
that psychopathic personality disorder covers a wide range of symptoms and there is no
exclusively defined diagnostic criterion for them [21].

Thus combination of personality and mental disorders make psychopaths diagnosis
a difficult task. Moreover they are very intelligent and psychopaths with high IQ can
even manipulate personality tests [22]. They look normal as other people; behave
normally in a crowd so they gel very well in the society [23]. They may be around us in
any relation, like they may be our co-workers, guards, taxi drivers and any close friend
[24, 25]. Due to these complex personality traits, recognition of psychopaths is highly
challenging. They can commit crime any time, anybody can be their victim as they get
impulsive and aggressive [5] without giving any cue or any reason.
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4 Feature Aggregation

Speech: Speech is communication of our thoughts to other person. Choice of words
provides significant insight about one’s psychology (Gottschalk, Pennebaker) and
various mental disorders (Graybeal, Pennebaker). Research [26] suggests that language
is related to the frontal lobe part of the brain. Studies [17] suggest that psychopathic
offenders have dysfunctional frontal lobe. As per conclusion of [27, 28] psychopaths
are more like to use function words like “I”, “me”, “my” etc. and these function words
are produced unconsciously. They are more likely to use past tense in describing their
crime scene [27]. A study conducted by [29] concludes that psychopath who is skilled
at faking emotions without actually feeling them. So, this feature plays very important
role to recognize the most charming and attractive predators like psychopaths because
speech is produced by unconscious part of the brain [26]. In our present study we have
analysed psychopath’s language closely by watching his speech patterns.

Callousness and Lack of Empathy: Research by Decety [30, 31] suggests that
psychopaths have callous and unemotional traits. They can’t feel emotions when they
see other people in pain. They only imitate emotions.

Egocentric and Poor Behaviour Controls: They have very fragile ego, which can
provoke aggressive behaviour in them [31].

Lack of Remorse/Guilt: Studies concluded by [27] reveals that while describing
crime they frequently use words like “because”, “since”, “so that”, “umh” and “hmm”
words and they give justification of their crime which indicates that they do not have
guilt or feel remorse of their actions.

Amygdale Dysfunction: Research by [17] states that brain MRI of psychopaths are
different from other people. The part of brain which is responsible for human emotions
regulations is Amygdale. Psychopaths have less activity in their amygdale thus have
impaired human emotion recognition.

5 Proposed Methodology

The basic idea of proposing this model is to facilitate the task of identifying and
recognizing psychopaths. Forensic psychologists have to go through tedious process of
analysing psychopaths interviews. There may be chances of mistake due to human
intervention. The proposed algorithm may assist forensic psychologists by automati-
cally converting the video to text and then analyse the text by searching function
words, pronouns and past tense used by the psychopaths while describing their crime.

This part involves study of speech patterns. Due to sensitivity of the subject and
scarcity of data in this area, we have collected some publicly available interviews. All
collected videos are first pre-processed and converted into text. Then text is analysed
for occurrence of function words like “I”, “We” and emotion words like “calm”,
“tensed”, and “happy”, words having past tense and conjunction words. These
parameters are summarized in Table 2.
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A category of the words [27, 28] is summarized in Table 3. Words related to
anxiety have been taken form STAI (State-Trait-Anxiety-Inventory) form [32]. Flow-
chart of the proposed approach is explained in Fig. 1.

Table 2. Parameters for speech analysis

S. No. Words S. No Words

1 I 16 satisfied
2 we 17 nervous
3 me 18 relaxed
4 my 19 content
5 because 20 worried
6 since 21 confused
7 had 22 frightened
8 Went 23 secure
9 was 24 indecisive
10 sad 25 steady
11 calm 26 pleasant
12 tensed 27 failure
13 happy 28 cool
14 comfortable 29 inadequate
15 upset 30 strained

Table 3. Words category

S.
No.

Language feature Words Meaning

1 1st person singular
Subjective personal
pronoun

I, me, my Self -centered attitude

2 1st person singular
objective personal pro noun

we Relates to family, friends and
society

3 Subordinate Conjunction Because, Since Reflects justification of the
crime

4 Past tense words Had, went, was Psychological detachment
from the crime incident

5 Words that states anxiety Sad, calm, tensed, worried,
nervous, frightened

The person is in state of
anxiety.

6 Positive words Happy, comfortable Positive words
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6 Simulation Results

Simulation of Speech Patterns
Simulation of the algorithm for analysing the speech patterns of psychopaths consist of
two steps. First the video is converted into text and text file is stored in notepad. From
the text file we have calculated total number of words spoken by psychopath to be
identified. To identify the patterns from words we have taken parameters from Table 2.
The Text file is then passed to the program which has been written in Python Language.
We calculated total words spoken by psychopaths and non- psychopaths. We then
calculated different category words and observed that psychopaths used more Personal

Fig. 1. Flowchart of proposed algorithm for text analysis
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Pronouns than non-psychopaths. The corresponding meaning [12, 40] of using different
category of words is explained in Table 3. The percentage for singular subjective
personal pronoun comes out to be 4.97% while for non psychopaths it was 0.70%. The
results can be seen in Table 4. As we can see psychopaths were also using more past
tense words than non psychopaths while describing the crime, it shows the psycho-
logical detachment from the incident. This category showed higher percentage 1.97%.
Psychopaths tried to give justification of their crime by Subordinate Conjunction like
because and since. In our approach we have used some of the annotated dataset to train
the classifier, while the remaining dataset being used for result validation.

After getting results, we compared previous results produced by LIWC(Linguistic
Enquiry Word Count). This software is used by psychologists to find different word
categories like positive and negative words, pronouns, verbs, conjunctions etc. How-
ever it ignores sarcasms, idioms, irony and language contexts. We tried to train our
model to find contexts in the speech. We were able to find certain patterns in speech
with the help of machine learning and thus overcome the drawback of LIWC which is
based on word’s dictionary. Overall percentage of different category of words can be
seen in Fig. 2.

Table 4. Results obtained by calculating the frequency of different categories of words spoken
by psychopath’s criminals and non psychopaths.

Psychopaths Non psychopaths

Language feature Total
Words

Obs. %age Total
Words

Obs. %
age

1st person singular
subjective personal
pronoun I

18965 943 4.97 19276 136 0.70

1st person singular objective
personal pronoun We

18965 40 0.21 19276 36 0.18

Subordinate conjunction
(because, since)

18965 46 0.24 19276 40 0.21

Past tense (had, went, was) 18965 375 1.97 19276 129 0.66
Emotion words
(comfortable, tensed, sorry, secure,
upset, calm)

18965 1 0.005 19276 15 0.07
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7 Discussion, Conclusion and Future Scope

In this Paper we have tried to study and analyze psychopathic behavior from different
perspective. From the results we conclude that we can identify psychopaths by ana-
lyzing their speech patterns with the help of neural network, which proves that machine
learning, can become useful tool in psychopath identification.

This study has practical significance as well because it suggests that characteristics
unique to the psychopath can be found through speech and textual analysis. The PCL-R
(Psychopathy Checklist-revised) is a valid and reliable measure of psychopathy, but it
has one significant drawback—it requires lengthy interviews and can only be used on
convicts (Hare and Neumann, 2006). Therefore, linguistic analysis could be useful in
law enforcement because the speech sample could be obtained from suspects who are
not prisoners, which could help identify those with psychopathic tendencies. Linguistic
analysis could be potentially helpful in identifying psychopaths in the workplace.

For future work, psychopath personality disorder can be studied thoroughly and the
model may be trained to identify subtle patterns so that we can recognize psychopaths
before they commit crime. That would help society to be proactive and reduce the
crime rates.

Acknowledgement. I would like to thank Prashant for helping me in executing code in python.

Fig. 2. Percentage of different words category
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Abstract. In providing defense to computer networks the network intrusion
detection system (NIDS) plays a very essential role. To cope up with the
demands of contemporary networks various concerns like performance evalu-
ation and others related to the networks should be taken under consideration.
Proposed work presents a pragmatic analysis of machine learning techniques for
network based IDS. The performance analysis over two benchmark datasets i.e.
KDD-Cup’99 and NSL-KDD by using five supervised machine learning tech-
niques (RFC, Naïve bayes, J48, Bayes Net and SVM) has been prepared. To
assess the performance network based intrusion detection system various met-
rics such as accuracy, recall, F1-score and precision has been computed and
analyzed. Therefore, the summary of the work suggests that no single technique
is smart enough to identify all attack classes to conventional levels. Most of the
techniques provided poor results for minority attack class(es). To estimate and
assess the supervised classifier a blind set of investigation with 10-fold cross
validation has been performed. The results achieved are promising and provides
a new direction to researchers of the intrusion detection domain.

Keywords: Network security � Intrusion detection system �
Security performance � Network intrusion detection � Security and protection

1 Introduction

Network based IDS are the software employed within the networks at some deliberated
point to analyze network circulation on the whole subnet. The traffic log is matched
through the database of recognized attacks and if a spasm is spotted or security policy
violation is detected, a signal is passed to the network supervisor. NIDS are classified
as On-line NIDS and Off-line NIDS. On-line NIDS are those which are able to work
with the real-time networks whereas the Off-line ones are those who works over the
repository of data and analyze the data in such a way to identify the attacks and normal
instance.

In recent trend, the main attention of researchers has been inclined towards the
machine learning techniques and neural network techniques like Random Forest,
Support Vector Machines, Naïve Bayes and Decision Trees [1]. These techniques have
been achieving better and improved performance in detection accuracy for network1
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intrusion detection system. Machine learning taxonomy has given a whole new
meaning to the field of intrusion detection when used up to its potential [2, 3].

To address the improvement required in the field of intrusion detection this new
strategy is proposed.

2 Background

This section provides the related material which is necessary to realize the stimuluses
and the idea behind the anticipated work in this work.

2.1 Network Intrusion Detection System

Now a day dependence over the organizations that relies on gradually demanding
application of information technology is increasing rapidly. Thus service provider
software is more prone to vulnerabilities and the errors involved are economically high
in cost to be solved. This scenario leads to the need and innovation of a strong network
monitoring system which can deal with the following pertinent concerns:

• Dimensionality of data: The dimensionality of stored as well as passing by data
over network is increasing massively and will be continue to increase. According to
the forecast made in [4] the amount of data will reach up to 44ZB by 2020.
Deploying NIDS to deal with such big amount of data is a major challenge.

• Reliability: To achieve desired levels of reliability in terms of accuracy, the
existing techniques are somewhere lacking. Hence more granular datasets, more
visualization of data is required to achieve more promising results.

• Mélange: The present scenario is focusing on developing ensemble and customized
protocols using various algorithms and network attributes. Consequently, identifi-
cation of nefarious and normal behavior is becoming a cumbersome task.

• Imbalanced datasets: This problem arises when datasets consist of such classes
which has fewer or smaller number of instances. Due to it, NIDS becomes unable to
precisely predict such classes and becomes more prone to errors.

2.2 Machine Learning

According to Wikipedia, machine learning is subclass of artificial intelligence in the
domain of computer science that empowers the computers with the ability to “learn”
the data by using the statistical techniques, without being explicitly programmed [5].
Therefore, machine learning is programming the computers to enhance a benchmark
efficiency via past practice or stored data. Machine learning make uses of the philos-
ophy of statistics to build up mathematical prototypes to make out a corollary from an
illustration. Various example of machine learning applications is basket analysis using
learning associations which says 70% of customers who buy bread also buy butter,
classification problem in which two or more classes are present and by making use of
machine learning algorithms the appropriate class of the instance is predicted, pattern
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recognition which consists of face recognition, medical diagnosis and speech recog-
nition etc. [6]. Machine learning algorithms are divided as following types:

• Supervised learning: the aim of this learning is to memorize the patterns or mapping
of input to output whose labels or results are provided by the supervisor himself [7].

• Unsupervised learning: in this type of learning no supervisor is present and only
input is provided. Here, the goal is to discover the symmetries in the input. The
concept of clustering is used here to make clusters of similar patterns [8].

• Reinforcement learning: this learning selects an action out of sequence of actions
and learns the policy which was being used by the sequence of actions to reach the
goal. Here the aim is to learn the goodness of policies and generate a policy [6, 9].

3 Existing Work

In this section, the most recent prominent works has been discussed.
The goal NIDS using machine learning is to breed a minimal rule set to detect

malicious actions deviating from past behaviors. There are quite a few existing
workings in the field of Network IDS. The work by [8] propose a new method to
Network intrusion detection and achieved a FNR = 1.15%, FPR = 0.09% and detec-
tion accuracy of 98.76% in comparison to another SVM based scheme they’ve
achieved FPR = 4.2%, FNR = 7.77% and detection accuracy of 88.03%. [10] propose
a machine of generating learning model for NIDS by comparing five machine learning
based models and achieved detection accuracy of 99.4%. They’ve compared the results
with reduced feature set and without reduced feature set. Moreover, one more com-
parison is made between 10 fold cross-validation results and percentage split results.

[11] propose a machine learning based approach using SVM with augmented
features. They have implemented the marginal density ratios transformation method to
obtain improved detection rate for SVM. The dataset used is NSL-KDD and the results
shows the robust performance results. [12] proposes an IDS on the basis of perfor-
mance comparison between SVM, RFC and ELM to resolve concerns of performance.
The use of these techniques shows limitations of large datasets, huge traffic data and
gives an efficient classification technique. [13] analyzed methods for management of
datasets related to imbalacing and they concludes that minority classes are not capable
for learning as compare to majority classes. [14] has discussed problems regarding
learning with skewed class scatterings and effect of it over performance of classifiers.
The analysis was conducted for artificial intelligence and computational intelligence
and confirms the requirement of building efficient intrusion detection systems. In [23],
analysis of artificial NN, decision tree, support vector machine, Bayesian networks and
a self-organizing map has been done. Even though high and desirable results have been
achieved using machine learning but still machine learning consists of some vulnera-
bilities, such as misclassification of network data due to poison learning. Such vul-
nerabilities in the system affect performance. So such problems of machine learning
need to be addressed.
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4 Classifier Used

In our proposed work, following five algorithms have been used on two different
datasets i.e. KDD Cup’99 and NSL-KDD. 10-fold CV approach has been applied with
the help of Scikit Learn.

• Random Forest Classifier: these classifiers are from the family of ensemble or forest
of decision trees. This family generally have low bias and high variance and are
perfect contenders for ensemble method. The bootstrap aggregating or bagging
technique is generally used in this classifier to achieve increased variance without
altering the bias [15].

• J48: it is a predictive learning technique which make predictions for the new
instance on the basis of prior available information. It creates a decision tree using
the values of available data [16].

• Naïve Bayes: these classifiers belongs to the family of probabilistic classifier. It uses
bayes rule of conditional probability. Naïve bayes observes each feature individu-
ally as well independently of other features contained by model [17].

• SVM: these classifiers are best suited for multiclass classification problems for big
datasets and one of the superfast machine learning classifier with low computational
resources [18]. This family supports classification as well as regression.

• BayesNet: These are the sub set of Bayesian networks with nominal attributes and
no missing values [19].

5 Calculations

Related to most of the existing research, our proposed work was implemented using
Python. All evaluation was performed using 64-bit Windows 10 Pro with an Intel®
Core™ i5-8250 CPU @ 1.60 GHz 1.80 GHz with 8.00 GB RAM and an NVIDIA
GeForce MX150 GPU. Two of the benchmark datasets of the domain of intrusion
detection i.e. KDD Cup’99 as well as NSL-KDD datasets are used for performance
evaluation.

The used metrics are as follows:

• True Positive(TP) – those occurrences which are correctly categorized as an
intrusion.

• False Positive(FP) – those occurrences which are incorrectly categorized as an
intrusion.

• True Negative(TN) – those occurrences which are correctly categorized as normal.
• False Negative(FN) – those occurrences which are incorrectly categorized as

normal.

Performance of the proposed work is calculated by using the following measures:
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Accuracy ¼ TPþ TN
TPþ TNþFPþFN

ð1Þ

The measure of accuracy is appropriately identified instances to the total number of
records.

Precision ¼ TP
TPþFP

ð2Þ

The precision is the measure of correctly identified records to the incorrectly
identified records.

Recall ¼ TP
TPþFN

ð3Þ

The recall is the measure of correctly identified records to the number of missed
records.

F1� Score ¼ 2 � Precision � Recall
PrecisionþRecall

ð4Þ

The F1-Score is the measure of harmonic mean of recall and precision.

5.1 Datasets

Two datasets have been used i.e. NSL-KDD and KDD-Cup’99. They are publically
available benchmark datasets and have been massively used by the researchers of
intrusion detection domain.

KDD Cup’99: In 1998 MIT Lincoln Labs prepared the intrusion detection assessment
program named as DARPA IDS evaluation program. The network log consisting of
intrusions imitated in military network environment for survey purpose was conducted
[20]. Later on, the KDD Cup’99 dataset utilized it. This dataset contains 4900000
number of records with 41 type of features (e.g. duration, flag, land) and these features
are broadly classified into three main classes. As it is a labelled dataset so each record is
labelled as normal or attack (attack type). Most of the researchers make use 10% subset
of original dataset as working with it requires less computation. The dataset needs to be
pre-processed before usage. The pre-processing consists of transformation of string or
symbolic values to numeric values to make learning easier.

NSL-KDD: The NSL-KDD is the improvement over KDD Cup’99 with reduced
number of redundancy. The number of features is same as of KDD Cup’99 [20], [21].
Though this dataset has also faced criticism but still it is being used extensively world-
wide. Whole of the dataset has been used for 5-class classification. Following are the
various reason to use NSL-KDD (Table 1):
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1. Redundant records are not present in train dataset so classifier is free from pro-
ducing biased results.

2. Test dataset is free from duplicate records which helps in better reduction rates.

6 Results and Discussions

Results obtained are indicating that out of all the classifier used, RFC is performing the
best in terms of Accuracy, Precision, Recall and F1-Score. Moreover, one more
analysis is made regarding the number of records available for the R2l and U2r class
are less as compare to other classes so is the accuracy and other metrics is also low.

6.1 KDD Cup’99 Evaluation

This section provides the evaluations made on KDD Cup’99 dataset.

5-Class Classification: 5-Class classification consists of the standard 5 classes i.e.
Normal, DoS, U2r, Probe, R2l. 10% subset of KDD Cup’99, which is a common
practice, has been used. The results indicate that 2 out of 5 classes shows poor

Table 1. NSL-KDD 5-Class Performance

Classifier Metrics DoS NORMAL PROBE R2L U2R

RFC Accuracy (%) 91.59 99.29 98.45 93.56 15.5
F1-score (%) 92.00 99.04 99.78 97.00 19.57
Precision (%) 99.54 99.79 99.89 97.89 66.99
Recall (%) 91.59 99.29 98.45 94.56 15.5

J48 Accuracy (%) 96.32 93.54 76.44 6.9 15.86
F1-score (%) 97.00 94.54 77.10 10.54 19.42
Precision (%) 99.00 99.00 99.00 97.00 66.99
Recall (%) 96.32 93.54 76.44 6.9 15.86

BayesNet Accuracy (%) 94.5 97.5 83.45 55.75 14.78
F1-score (%) 95.00 98.07 84.9 55.95 19.33
Precision (%) 99.00 99.00 97.12 97.45 65.50
Recall (%) 95.99 97.99 84.97 55.97 15.25

Naïve Bayes Accuracy (%) 84.3 96.50 78.56 57.44 19.44
F1-score (%) 85.4 96.99 78.99 57.95 21.50
Precision (%) 99.41 99.74 99.00 93.00 41.41
Recall (%) 84.3 96.50 78.56 57.44 19.44

SVM Accuracy (%) 90.49 94.71 96.39 83.71 13.59
F1-score (%) 91.48 94.94 97.83 94.17 14.00
Precision (%) 99.00 94.14 97.78 93.11 15.05
Recall (%) 91.05 95.02 97.99 94.41 14.00

Total Instances 45927 67343 11656 995 52
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performance i.e. R2l and U2r. The rest of the classes offer significant level of accuracy,
precision, recall and f1-score. Moreover, it can also be observed from the results that
the overall performance of Random Forest Classifier is the best and SVM also out-
performs whereas naïve bayes is the worst performer in terms of accuracy (Table 2).

7 Conclusion and Future Work

This work has used the benchmark datasets KDD Cup’99 and NSL-KDD to make
performance evaluations. The comparisons have made between 5-class classification of
both the datasets. On comparison, we found that the RFC is performing the best in both
scenarios. Moreover, it may also be noted that the classes like U2r and R2l are not
giving very promising results because of the number of instances available for training.
It suggests that efforts for refining the performance of present techniques for rare attack
classes needs instant addressing by scholars. Moreover, the results obtained also
suggests that for a particular attack class, some classifiers perform better than the
others. The significant reason for that is different algorithms are designed differently to
work with their particular characteristics.

Table 2. KDD-Cup’99 5-Class Performance

Classifier Metrics DoS NORMAL PROBE R2L U2R

RFC Accuracy (%) 95.34 98.97 96.96 81.95 12.9
F1-score (%) 96.11 97.99 96.99 81.95 14.75
Precision (%) 98.98 97.98 96.96 82.94 12.66
Recall (%) 95.34 98.97 96.99 81.96 12.9

J48 Accuracy (%) 61.96 96.97 95.96 60.85 14.73
F1-score (%) 62.96 97.96 96.98 61.94 15.75
Precision (%) 66.96 95.95 96.96 64.95 17.86
Recall (%) 61.95 96.96 95.99 60.96 14.67

BayesNet Accuracy (%) 87.97 76.97 68.87 55.19 13.23
F1-score (%) 88.98 77.97 69.98 56.96 14.25
Precision (%) 90.98 80.97 70.96 60.93 10.86
Recall (%) 87.97 76.96 68.99 55.96 13.67

Naïve
Bayes

Accuracy (%) 56.60 90.95 70.76 50.53 15.54
F1-score (%) 57.95 91.97 70.97 50.95 10.66
Precision (%) 59.96 90.96 70.95 50.94 10.78
Recall (%) 56.96 90.97 70.98 50.96 15.77

SVM Accuracy (%) 94.93 92.95 80.94 70.26 14.17
F1-score (%) 94.92 93.95 80.97 70.95 13.86
Precision (%) 95.97 90.96 81.96 70.97 13.85
Recall (%) 94.97 92.96 80.94 70.54 14.00

Total Instances 391458 97278 4107 1126 52
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In future work, the improvement will be made in the direction of dealing with class
imbalancing problem. We will work upon improvement of existing evaluations by
utilizing more efficient methods like shallow learning and deep learning. Hence we can
extend the proposed work to achieve more and more merits out of it.
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Abstract. Digital image watermarking is one of the most discussed research
areas. It plays an essential role in the field of digital information authentication
and security. Based on the study of watermarking systems, image watermarking
is divided into two modules: One is watermark embedding, and the other is
watermark extraction. This paper reviews the theoretical and experimental
analysis and performance measurement of a representative digital image
watermarking system in spatial and transforms domains. The key characteristics
of a digital image watermarking scheme are robustness, capacity, impercepti-
bility, the security of the hiding place, and false positive of the watermarking
algorithm. Comparison of the different watermarking techniques employing the
discrete cosine transform (DCT) is given. This paper presents various details of
the algorithm of digital image watermark embedding and extraction process in a
different domain and also explains their advantages and disadvantages.

Keywords: Discrete cosine transformation � Digital encryption �
Image processing � Watermarking

1 Introduction

In the contemporary era of digital information sharing, it is only desirable to have a
robust and safe ecosystem for it to thrive. The main advantage of exchanging data on
digital media is the accuracy with which information can be passed on [1]. Digital
image watermarking provides security against unauthorized access and confirms digital
data ownership [2]. Cryptography is one of the approaches available for information
protection and system security. In a conventional cryptographic system, the encrypted
information can be decrypted only by an authentic user who would be aware of the
decryption key. But in a situation when this information is deciphered by a hacker or
any other unintended person, we are left with minimal choices to shield the information
and track its illegal distribution. It is a significant shortcoming of conventional cryp-
tography. Watermarking is one efficient way to protect intellectual property and
overcome the issue above. Watermarking is an approach which is used to embed
information into a cover image to provide authentication of the digital data. It facilitates
ownership of digital information.
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Some of the watermarking applications are given below [3, 4]:

• Copyright Protection: To secure intellectual property, the owner of data can hide
watermark information used for authentication of data. The hidden watermark is
treated as a piece of evidence, e.g., in case of willful infringements of copyright.

• Fingerprinting: To search for the source of protected copies, the authentic user can
use a mechanism which is known as fingerprinting. By using this technique, the
genuine user can hide different watermark data as replicas of the data that are
delivered to different users. Fingerprints can be matched by inserting a serial
number, and this serial number can be used to validate the authentic user for the
data concerned.

• Copy protection: The data hid in the watermark can manipulate the recording
devices for copy protection of digital data. In such a situation, the watermark
denotes a copy-prohibited bit, and watermark sensors in the recorder determine if
the data input to the recorder is saved or not.

• Data Hiding: Watermark approach is useful in transmitting secret information.
Since many data admins do not use the encryption facilities, users can hide infor-
mation in other data.

• Medical safety: Hiding the patient’s identity and their medical conditions that are
usually stored in images could be a useful safety measure.

• Non-perceptibility: Non-perceptibility refers to the watermark embedded into
information that cannot be seen by users. It will be identifiable only through ded-
icated circuits.

• Robustness: Watermark, which is presented in the original data, can continue its
existence even after a different image processing attack. The watermark is robust
and can defend itself against image processing attacks. Image processing attacks
can be classified mainly into rotation, scaling, and noise.

1.1 Classification of Digital Watermarking

Digital watermarking is a mechanism used to embed data, known as a watermark, into
multimedia or a digital object. The insertion process is such that the hidden information
can be detected later and recovered to assert the object. The digital items in which the
watermark information is inserted are generally known as the host signals, the original,
or simply, the work.

Figure 1 depicts the various forms of watermarks. Watermarks are classified into
four broad categories, viz., video, audio, image, and text. Based on human perception,
watermarking can be classified into a visible, invisible-robust, invisible-fragile, and
dual watermark. Visible watermarking is robust, but the area of application is small and
limited. In invisible watermarking, the watermark cannot be detected by the human
eye. Only the authentic user knows the watermark. Another user cannot identify the
watermark, and they have no means to change the watermark. A robust watermarking
technique is generally used to sign copyright of digital content. The hidden and inserted
watermark data can resist several forms of images processing.

Any signal processing attack does not damage the watermark data, and it can be
detected for official certifications. Integrity protection fragile watermarking is typically
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used because it is very complex to alter the signal. In the case of the invisible-fragile
watermarking scheme, the watermark information is inserted in a way that any change
or manipulation of the picture results in ruining the watermark. In case of the dual
watermarking scheme, it is a combined approach of the visible watermarking and the
invisible watermarking schemes. Here, the watermarks are the blend of visible
watermarks and the invisible watermarks. The invisible watermark is used in this case
to back up the visible watermark.

Robust watermarking is categorized as follows:

• Private watermarking scheme: In the case of private watermarking, we need the
host image for detection of watermark. Private watermarking is classified into two
types: Type I system and Type II system.

• Type-I systems recover the watermark information from the tested, and probably,
the tattered image. The host image is required to find the locality of the watermark
data in the disrupted image.

• Type-II systems need a duplicate of the inserted watermark data for watermark
identification, and they are capable of expressing whether a piece of specified
watermark information in the verified image exists or not.

Both the schemes are used to create knowledge about the embedding key (Private
Key). The embedding key is private data that inserts the watermark into the cover
object.

Image 

Audio

Text

Video

DualInvisible Visible

Watermarking 

According to water-
marking domain

Frequency domain

According to human 
perception 

Spatial domain

According to type of 
document 

Fragile Robust

Public Private Semi-private Asymmetric

Fig. 1. Different watermarking schemes
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• Semi-private watermarking: In this scheme of watermarking, the original image is
not required for the detection of the watermark. It gives information about the
watermark, which is present or not in the watermarked image.

• Public watermarking: Also known as the blind watermarking, there is no need for
the cover image and inserted watermark for the watermark extraction procedure.
This watermarking scheme requires a more complex watermark technology, and its
field of application is wide.

• Asymmetric watermarking: This watermarking is known as public-key water-
marking. In contrast to the public watermarking mechanism, in this scheme,
everyone knows the detection scheme and the detection key. The knowledge about
the public key either prevents finding the private key, or it restricts the removal of
the watermark.

1.2 Copyright Protection Watermarking and Tampering Tip
Watermarking

Watermarking is basically a process of imbibing certain media inside the original
information [5]. In copyright protected watermarking, an authentic user would want
other users to see the watermark data; then the watermark data can be seen by other
users after embedding watermark data to the original information. According to the
watermarking domain, it is mainly divided into spatial and frequency domain. In case
of a spatial domain watermarking, watermark information is directly put together with
the cover image. One of the spatial domain watermarking schemes is the LSB (Least
significant bits) mechanism. In this mechanism, the watermark information is inserted
into the least significant bits of the cover image. But the spatial domain watermarking
suffers a serious issue of limited sturdiness [6]. In the frequency domain scheme, the
watermark information is added to the original image. Image transform is then used to
modify the image coefficients. Normally, masking based transformed domain tech-
niques are more robust than LSB mechanism from the image processing attacks such as
compression and cropping viewpoint.

2 Discrete Cosine Transform (DCT)

Another transform domain watermarking approach is a discrete cosine transform
(DCT). Compared to the discrete Fourier transform (DFT), DCT is a better digital
watermarking technique because it involves only the orthogonal transformation of real
numbers, unlike the DFT where a digital image is computed as a part of a complex
number. DCT has the advantage of high-compression ratio and low error-rates [7].
Based on frequency components, this approach allows dividing an image into three
parts, viz., low, high, and middle-frequency bands. We can insert watermark in any
frequency band. The literature survey discloses that usually the middle frequency
components are used to add watermark because, in the middle-frequency component,
the information stored in watermark often cannot be scattered. If the watermark is
rooted in a low-frequency component, the mechanism tends to be resistant against
malicious image-processing attacks, but it is a daunting task to hide the watermark. But
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in case of the watermark embedded in a high-frequency band, i.e., a perceptually
insignificant component, watermark hiding scheme is more straightforward. However,
the system is less resistant to image processing attacks [8–11]. The equations given
below describe the 2D-DCT and 2D-IDCT. 2D-DCT (two-dimensional discrete cosine
transform) F [u, v] of a digital image matrix f [m, n] is:

F½U;V � ¼
XN
n¼1

XM
m¼1

u; v½ � f m; n½ � cos p 2m� 1ð Þ u� 1ð Þ
2M

cos
p 2n� 1ð Þ v� 1ð Þ

2N

Where,

½u; v� ¼

1ffiffiffiffiffiffi
MN

p When u ¼ 1 and v ¼ 1ffiffiffiffiffiffi
2

MN

q
When u ¼ 1 and v� 2 or v ¼ 1 and u� 2ffiffiffiffiffiffi

4
MN

q
else

8>>><
>>>:

Where, w [u, v] is known as weight factor of the transform, n and v vary from 1 to
N, and m and u vary from 1 to M.

Liu et al. [7] developed a novel watermarking algorithm by a serial amalgamation
of fractal encoding and discrete cosine transformation (DCT) techniques. Through this
dual encryption method, the authors proposed an improved DCT encryption technique.
A cover image is first encoded using the fractal encoding, followed by the second
encryption of the encoded parameters using DCT. With the help of only two dimen-
sions of scaling and offset, and applying three types of attacks, the authors tested their
technique to conclude that this new embedded technique is more robust and effective.

Roy and Pal [12] came up with a DCT technique, embedded with a repetition code
approach of color watermarking for copyright ownership and validation. The authors
eliminated the ‘blocking artifact,’ a significant drawback of the block-based DCT, by
making use of zigzag scanning of each RGB component’s DCT block. The purpose of
this work was to use the error correcting code (ECC), called the repetition code for
preserving one watermark bit in every decomposed non-overlapping RGB compo-
nent’s block. This multiple image watermarking technique demonstrated an imper-
ceptibility property and yielded higher PSNR value and better robustness. But these
benefits were achieved only at the price of higher computational complexities.

Singh et al. [13] made use of a hybrid scheme comprising of SVD, DCT, and
nonsubsampled contourlet transform (NSCT) to derive a robust, high capacity, and
imperceptible watermarking of confidential medical images. In this algorithm, the
electronic patient record (the secret message) is rooted into the sub-band of the cover
image (the medical image) with a chosen gain factor, resulting in an improved capacity,
imperceptibility, and robustness. They determined that clubbing NSCT and SVD with
DCT yields a more secure and high-quality image watermarking.

Zear et al. [14] made use of multiple watermarking schemes comprising of DCT,
DWT, and SVD for application in the healthcare industry. They went on to use the
Back Propagation Neural Network (BPNN) on the recovered image watermark to
suppress noise residuals on the recommended grayscale image for watermarking.
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2.1 Inverse Discrete Cosine Transform (DCT)

The two-dimensional (2D) inverse discrete cosine transform (IDCT) is defined in below
equation:

f ½m; n� ¼
XN
v¼1

XM
u¼1

w½u; v�F½u; v� cos pð2m� 1Þðu� 1Þ
2M

cos
pð2n� 1Þðv� 1Þ

2N

W [u, v] = Fore mentioned weight factor

In Fig. 2, the DCT blocks having low-frequency components are depicted by FL,
elements having high-frequency bands are represented by FH, and the middle-
frequency bands are represented by FM [15].

In recent years, a lot of digital image watermarking schemes have been proposed to
provide security and authentication to multimedia data. Various watermarking
approaches have so far been suggested for images. Some DCT based image water-
marking algorithms are jotted in the following literature survey.

Al-Baloshi et al. [11], addressed a DCT based image watermarking approach for
image security and authentication. In their approach, the watermark was used as a form
of visually meaningful binary pattern. Here authors divided the original image into
N � N block size, then applied DCT on each block and inserted each DCT block to 1-
bit of the watermark.

Al-Afandy et al. [16] proposed a DSWT and DCT based watermarking technique.
Initially, the original image is converted its red, green, and blue (RGB) component, and
DCT is applied to each color component. DCT output is divided into four sub-bands by
using Discrete Stationary Wavelet Transform (DSWT). These frequency bands are
represented by A, H, V, and D matrices with the same image size. Here, the watermark
is inserted in matrix A.

A new blind multiple watermark scheme was presented by Ahmed N. Al-Gindy
et al. [17], where two watermarks are used. Two vectors are created by two water-
marks, and then they are merged. Low-frequency bands of the DCT Domain are chosen
for insertion of watermark data. The cover image is divided into 8 � 8 block size, and
sixteen coefficients of the host image of 8 � 8 sub-blocks are used for the addition of
sixteen bits of the merged watermarks.

Nowadays, a binary watermark scheme has found utility in image security. Gindya
et al. [18] explained the binary watermarking in a color image. In this technique, the

Fig. 2. Various frequency regions in the DCT domain
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host image is converted into its RGB components, and the green component is chosen
for watermarking. The green part is distributed into 8 � 8 sub-blocks, and DCT is
applied on each block. The low-frequency component is selected for watermarking.
Firstly, the watermark image is scrambled with the help of a private key and then
changed to a vector. Before the commencement of the inserting scheme, the binary
watermark vector is shifted with a specific shift for each time. This algorithm provides
dual level security. First, the watermark is scrambled, and then another watermark is
inserted in a particular color component.

For providing more robustness and protection to the digital content, several YCbCr

color space-based watermarking is available. A. Al-Gindy et al. [18] had focused on the
binary watermarking scheme in color image. The original colored image is converted
into its RGB components to YCbCr color space. Y–channel is used for watermarking.
First, the Y-channel ID has divided into N � N block sizes, and DCT is used on each
block. The authors in this paper elected low-frequency component for embedding
watermarks.

Arnold Cat Map is a widely used robust and efficient technique in image water-
marking [19]. A combined approach of YCoCg-R color space and Arnold transform for
data security was proposed by Moosazadeh and Ekbatanifard [20]. The authors used
Arnold transform for multi-level security. The encryption of the watermark image was
done by using Arnold transformations five times. The cover picture was transformed
into its RGB color components. Then the RGB was converted to YCoCg-R and then
separated the Y, Co and Cg components. The Y component of the image was also
scrambled by using Arnold transformations and turning its 8 � 8 block size. DCT is
applied on each block to find a low-frequency band for insertion of a watermark.

Badran et al. [21] had explained the image watermarking algorithm based on the
Expectation Maximization (EM) algorithm, which was used for image segmentation
and DCT methods. All image segments used were divided into 8 � 8 block sizes and
randomly reordered. The DCT was applied on each block, and a pseudorandom
sequence of real numbers was inserted in each image segment of the DCT domain.

Gupta et al. [22] explained a new watermarking scheme built on DCT and LSFR.
The host image was divided into N � N blocks size, and DCT was applied on each
block. The watermark was converted in a bit sequence and stored in a one-dimensional
array. Next, a pseudo-random number was generated by using a Linear Feedback Shift
Register (LFSR). Here, the watermark bit was added to the low-frequency component.

Shuifa et al. [23] through their paper presented a binary image watermarking
technique. First, the cover image was filtered by a Gaussian filter and then divided it
into 8 � 8 blocks size. By applying DCT on each block and calculating the average
DCT, the DC component of the whole image for block selecting and watermark data
are inserted in these blocks.

The basic idea of DCT based image watermarking approach:
Embedding Process

Step 1: Select the watermark image and host image.
Step 2: Divide the original image into N � N blocks size.
Step 3: convert the original message and watermark image into double.
Step 4: Determine the size of Host image and watermark image.
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Step 5: Find the numbers of the block in the host image, i.e., Max message size.
Step 6: Find the length of the watermark message.
Step 7: If the length of the host image message > length of watermark message
gives an error
Step 8: Pad the watermark message.
Step 9: Apply DCT in each block
Step 10: Chose the middle-frequency band for embedding the watermark.
Step 11: Watermarked image.

Recovery process

Step 1: Chose a watermarked image and divided N � N blocks size.
Step 2: convert the watermarked image and watermark image into double.
Step 3: Determine the size of the watermarked image and watermark image in the
form of several rows and columns.
Step 4: Find the maximum length of the watermarked image.
Step 5: Apply the DCT of each block and applying the inverse embedding pro-
cedure to get recover watermark (Fig. 3).

The main advantage of the DCT based image watermarking is that the watermark is
embedded into the color channels of the original image. There are two critical issues in
DCT based image watermarking. First, by selecting the high-frequency component, the
filtering operation can remove the watermark information from the image. The next
question is based on how much data modifications were made on DCT coefficients to
insert the watermark data. These variations made on factors influence the hiddenness of
the watermark information’s and destroy the image to a huge extent.

3 Conclusion

In this paper authors explain the detailed working of discrete cosine transformation-
based image watermarking for the purpose of providing the security and authentication
of digital data. The detailed updated survey of DCT based watermarking is shown in
this paper. Basically, DCT decomposes a matrix or a image matrix into low, high, and
middle frequency components. Most of the research work carried out so far used
middle frequency component for watermark embedding because human eye is less
receptive to identifying changes in this component.

Fig. 3. (a) Original image (b) Watermark image (c) Watermarked image (d) Recovered
watermark image
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Abstract. The gift of vision for humans is a valuable blessing but regrettably
there are around 37 million people who are visually impaired. Among them, 15
million people are from India. They undergo numerous challenges in their daily
lives. They are always dependent on others for traveling to different places. It is
noted that context-awareness has a key responsibility in the lives of the visually
impaired. There are many mobile applications contributing to ease them, but due
to dependence on many additional resources, it has become a nightmare. To
sophisticate the above challenge, the proposed mobile-cloud context-aware
application will act as a voice chat-bot that provides context-aware travel
assistance to the visually challenged people which is implemented in specific
public environments. It is an interactive application and provides them with a
help desk where they can query their necessary information through speech
interface. This application relies on the Location based services including pro-
viders and Geo-coordinates for manipulating the latitude and longitude of pla-
ces. The present location of the user is tracked by using location services. The
distance from the user’s exact location to the destination is pre-determined and
this application will assist them with the route to travel through audible direc-
tions. This would completely assist them with the travel by replying to the
queries asked by them and it helps them to travel independently. The application
flow initially takes the voice instruction and converts that into the text
instructions. The contextual LSTM (Long-short Term Memory) in the appli-
cation takes care of the conversational strategy, analyzes it and advocates all the
users with answers for whatever questions are been posted. It also drives the
visually handicapped to destination by identifying the obstacle and detection of
the object in the way. The application uses the computational resources from
cloud servers such as location specific resources and in turn pushes all the data
in cloud server for reference and future usage.

Keywords: Voice assistant � Contextual LSTM � Location based service �
Visually challenged � Smart navigation � Voice bot
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1 Introduction

Loss of Vision is the major hurdle which prevents the people from performing their
own personal tasks independently. Travel can be daunting for people with visual
impairment. They tend to rely on others for support and backing. This may give them
an unbalanced lifestyle and they would deficit in mastering self-empowerment and
confidence. But technology has made numerous advancements over the recent years.
Today, in India there is world’s largest number of blind people which accounts to 1.5%
of the Indian population (15 million people). According to surveys of World Health
Organization (WHO), 37 million are blind around the world and about 246 million are
affected with half-blindness and 285 million are visually impaired. In general, vision
loss is a major obstacle in day to day life. They have to undergo a various challenges
such as reading and writing [4], traveling around in public places [2, 16] and interacting
with people and surroundings. They will always require a companion to travel. It’s
counted that, advocating the mobile technology in the lives of visually impaired, helps
to achieve a better standard in life. It bridges the gap between the necessity and the
available technology, because mobility has standardized the quality of life with the
increased use of smartphones. Presently the domain of Cloud Computing has taken a
huge leap in recent years contributing to all the areas of computer science. Alongside,
the mobile technology also took its legacy by servicing the users in all the aspects of
life in the form of applications. These together gave rise to a new prototype called
Mobile Cloud Computing [15].

Neural Networks at present masters the arena by providing the best solution for
many problems by predicting the future itself with the collaboration of supervised and
un-supervised learning. It has developed a great impact in the field of pattern recog-
nition, image processing, speech processing and recognition, etc. But the traditional
neural networks are quiet unclear in understanding the sequence of events and it may
not be able to handle the previous events properly. In the course of time, Recurrent
Neural Networks address this issue by persistence of data in the hidden layers. The idea
is to connect this to LSTM which manages the Long-term dependencies with the chain
of repeating layers.

In this research work, we have proposed a novel voice bot application with col-
laboration of mobile cloud [13] and LSTM to provide travel assistance to the people of
visual deficit as in Fig. 1. Our approach is based on speech recognition technology to

Fig. 1. Background of the proposed model
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provide direct communication facility that would give confidence to the visually
challenged [14] community and to enable them to communicate their requirements and
travel independently. Speech processing and recognition platform uses the voice
message [8] and converts it to textual phrase that is understandable. This application
can be deployed in public places which can advocate them to travel around on their
own.

2 Literature Review

This section is focused on the literature survey which insights the need for the
development of the application assistance that can be used for navigation of visually
challenged automated by Mobile Cloud Computing platform. The key aspect of this
research is to emphasize the need for the smart application to assist the blind people.
There were many researchers conducted to develop an interface application that helps
the visually challenged to travel independently. Bansode et al. [1] and the co presenters
has proposed and developed a smart routing system for the people who lack vision by
using voice as input. They have designed the model with a micro-controller and used
location based services which helps them to travel just about easily.

Guentert [3] built a routing supporter that focused on helping the vision loss
community, where the current location of the user is identified, which is implemented
with map annotation to recognize using computer vision techniques. Gawari and Bakuli
[5] have proposed a prototype using location based navigator and voice recognition for
evading hindrances and complication and to clearly guide the blind. Sánchez and
Oyarzún [6] developed an application of cognitive intelligence with an user-friendly
interface which renders a platform that supports the blind community with needed
information of the places the person is travelling through.

Chumkamon et al. [7] and the researches of this work have developed an assistant
for blind using RFID sensors in limited surroundings. Here the exact current location of
the person is captured with the location tag, and then the destination is manipulated
with the routing server and that calculates the minimal distance to reach faster. The
author, Gulati [9] proposed a vigilant voice based structure with an inbuilt micro-
controller. This would help them by indicating about the location and the nearby spots.
The paper [10] discusses about the importance of context awareness for the visually
impaired by implementing traffic-light detectors. This review of literature gives an
ample motivation and knowledge on the requisite for developing a technology that
helps the visually handicapped population. Azzouni and Pujolle [11] propose
LSTM RNN architecture for predicting traffic matrix in huge networks. The authors
[12] Sak et al., stated an efficient architecture for speech processing and recognition by
justifying LSTM RNN is better than DNN in acoustic modeling. The discussed review
gives various insights on building a voice assistant for visually challenged people for
directing them and moderating the app with RNN LSTM for prediction based on the
context.
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3 Proposed Context Aware Voice Bot System

The context-aware navigation components that should be taken care while designing
are to avoid obstacles, walking in right direction, knowing the place where they have
reached and the destination, Google maps for outdoor navigation and pedestrian mode
and speech recognition interface. The architecture in Fig. 2, explains how well the
application can advocate the person with lack of vision, as follows…

1. The person with lack of vision can use this mobile application as a personal
assistant.

2. Input Voice (Destination) is recognized and the voice is converted to text.
3. The current and exact location of the user is captured via GPS.
4. Distance and direction between current location and the stored location (destination)

are calculated using Google Maps.
5. The text received from the voice instruction is used for question framing and

analyzing conversational strategies.
6. This is done by RNN – LSTM with which the user will be guided through answers

for all the queries that is posted.
7. This also enables detection of obstacles and answering the queries and helps the

user to reach from source to destination.
8. The direction is given as voice output to the visually challenged user.

3.1 Preprocessing Technique

This system eliminates the barrier faced by the visually challenged people while inter-
acting with the mobile application. An audio pre-processor named as Noise Suppres-
sion (NS) is used to eliminate the background noise from the voice signal that is
facilitated from the application through the input. The main functionality of NS is to

Fig. 2. Architecture of smart navigation for the visually challenged
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facilitate voice commute applications. The unwanted noise may be from the vehicles
that are in motion or the conversional chats of other people nearby. To attach the Noise
Suppressor to a particular Audio Record (voice input – destination) recorded by the
visually challenged people, a specific id is generated at a particular time when the
Noise Suppressor is been used. Then that particular word spoken by the user is
recognized.

3.2 Speech Processing

Speech is the easiest form of communication. The speech recognition system helps to
analyze and understand the spoken information through various stages such as analysis,
feature extraction, modeling and decoding. Extraction of feature is an integral com-
ponent of the speech recognition system. The main task of the extractor is to extort
some relevant features that are received from the voice input. It compresses the
magnitude of the input signal without causing any harm to the original signal. The
speech recognition system has a key building block called Acoustic model. An acoustic
model obtains the statistical depiction of different sounds may constitute a word. This is
called as phoneme. The HMM (Hidden Markov Model) is distinct for each and every
phoneme. The speech decoder then understands the diverse sounds and phrases
received from the user by finding a matching HMM as depicted in Fig. 3.

3.3 Steps in Conversion of Speech to Text

• The user would speak into the mobile phone.
• Then the input word (destination) is converted to text and stored.
• The screen shows the word spoken by the user.

3.4 Steps in Navigation Using GPS

• Store the word spoken by the user in Database.
• Obtain the users’ present coordinates by means of GPS.
• Retrieve the word from the database and match it with the current location to get the

direction between the source and destination.

Fig. 3. Sequence of steps in speech recognition
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• The directions are given as voice output to the user which guides the user to reach
the destination.

3.5 Recurrent Neural Networks – Long-Short Term Memory

The Long short-term Memory Networks keeps in track of the entire walk through by
managing the information/data for longer period of time. This is done with the repeated
neural network structure as in RNN. Here in this implementation of voice-bot for the
visually challenged, the mobile application assists the person with the voice navigation
based on the inputs of the user. Here the application predicts the next possible word
that would be put forth by the user based on the previous ones. Moreover all the
conversion of the applications is stored in the cloud server, through which an appli-
cation can predict the words pretty good. The application in-turn, queries with the user
and navigate to the location accordingly where the user can be more comfortable with
application and avoid confusion.

4 Implementation of Voice Bot

The Fig. 4, that is depicted below clearly explains the development flow of an appli-
cation in Android. The main activity takes the voice instruction as the input with the
interfaces from Location-based services and speech synthesizing API. The storage of
voice instructions, queries and answers, are stored in cloud through cloud server API.

4.1 Workflow of the Application

The application will automatically take the current location (both latitude and longi-
tude) of the user and then the user has to give the destination as voice input. It will

Fig. 4. Application flow in Android
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automatically fetch the coordinates of the destination. Finally, a route is drawn between
the current location and destination. The user receives the directions through voice
navigation to reach his destination independently. The overall workflow is shown in the
Fig. 5.

Open 
Application

Voice Input (Destination)

Get current location 
Using GPS

Search Destination

Yes

No

Say Again!

Search Route and display 
on Google Maps

Guiding as Voice Destination 
Arrived

Correct 

Fig. 5. Workflow of the application
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4.2 Pseudo Code for Context-Aware Voice-Bot

This section elaborates the pseudo code for the working of voice-bot.

begin{
do{
function voice_input(){

if ( voice_input == app_name){
access_to_app = true;

}if else{
repeat voice_input = true;

}else{
access_to_app = false;

} 
} 

fun database(){
string questionframe;
if (voicetotext == true){

questionframe = 1;
} else{

return -1;
} 

} 

fun CLSTM(string destination, string obstacle, string queries){
string destination;    
string queries;        

if(voice_recognized == true && GPS == “ON”){
getlatitude();
getlongitude();            
display destimation; 

}else{
return -1; 

} 

if(obstacle == 0){
queries = “accepted”;
return destination; 
else
return -1;
} 

}
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4.3 Context Aware and Self Learning Feature

The voice recognizer is not immediately trained for perfection, hence the CLSTM
captures the local features of the phrases as well many other global and temporal
sentence semantics. The text are stored along with the location of the GPS. This is used
in future whenever, the user visits the same location again. Then based on the location,
the existing model searches for the keywords used earlier and gives a suggesting of the
expected outcome.

5 Conclusion

The mobile application that is developed helps a visually impaired person to navigate
independently and act as a travel assistant. As future work, voice navigations could be
done as per the walking speed of the visually challenged person. Inertial sensors
(accelerometers and/or gyroscopes) can be used to estimate the walking speed. And
voice navigation could be said as per the speed calculated for the user. This would
make the application context-aware. It is also extended to find the obstacle while
walking which will help the user to walk faster without any hindrance. The queries by
the user is captured in server.
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Abstract. Segmentation plays an important role in image analysis as it is used
to identify and differentiate foreground and background regions. Image seg-
mentation in brain MRI analysis performs several roles like extraction of
abnormal region for better diagnosis of the disease aiding in the therapy plan-
ning. Various brain tumors comprise diverse properties like their shapes,
intensity distribution and location, hence reducing the possibility of developing
a single general algorithm. In this paper authors have illustrated two methods for
performing extraction which includes histogram thresholding and centroid based
graph cut segmentation. On the basis of their potential, advantages and limita-
tion comparison is made, that emphasize better performance of centroid based
graph cut segmentation method. To measure the performance some quality
parameters are evaluated. This paper also solves the problem of initial seed
selection by using graph cut segmentation technique.

Keywords: Segmentation � Threshold � Fuzzy C-Mean clustering �
K-mean clustering � Split and merge � Graph-Cut

1 Introduction

In the last few decades one of the most growing technique for providing the non-
invasive image analysis for the diagnosis is Magnetic Resonance Imaging
(MRI) technology. The huge amount of data analysis with good quality aids the expert
radiologist in the study of brain anatomy. This huge brain data analysis maybe tedious
with various difficulty due to the complex brain stricture but MRI is the most conve-
nient and useful application in the imaging technology.

The formation of brain tumors is due to the irregular growth of the tissue mass that
destroys the brain cells. The early diagnosis of tumor helps in increasing the survival
rate [1]. Different growth rate of the tumor distributes the tumor in various grades
belonging to the benign and malignant classes [2]. All these classes comprise different
intensity distribution, locations and vary in size [3]. Brain tumor are one the most fatal
disease and a high death rates have been observed in the developed countries [4].
Various Computer aided diagnosis methods provided for benefitting the clinicians with
better diagnosis and testing are developed. Among them image segmentation is pop-
ularly used as it segments the image into different fragments generating a better
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diagnosis of targeted region. Some of the conventional methods employed redundantly
are intensity based, clustering based and some hybrid techniques.

A binary conversion of the MR image is done in threshold based segmentation [5–
7] method. The iterative methods such as split and merge, region growing [8] are
intensity dependent and only considers uniformity of the homogenous regions. Region
growing method initializes with seed points and grouping is performed through pre-
defined criteria such as similar intensity, color and texture. The selection of seed points
is a hurdle and many algorithms are illustrated by researchers [9, 10]. The second
iterative method is the split and merge technique [11] divides the complete image in
smaller region and merges all the homogenous region to form one single targeted
region. Some of the hybrid approaches studied by the authors [12, 13] include region
growing and edge detection. The popular and most generally used clustering methods
are: k-mean Clustering and Fuzzy clustering. A membership function is given to all the
pixels that provide amount of degree present in an element in the fuzzy clustering also
known as soft clustering [14]. On the other hand in k-mean Clustering [15] popularly
also known as hard clustering generates different grouping of the image in such a way
that each group shall depict highest similarity or minimum Euclidean distance from the
mean value of every group. These techniques are completely dependent on the initial
points that is the biggest struggle [16–18] and are iterative in nature. Due to the
iterative nature, these methods are time consuming and face the problem for the initial
seed point selection.

One of the prominent technique used is the graph based method proposed by
Boykov et al. [19]. In graph cut technique minimum value of the objective function is
obtained on the formation of the segmented image. Authors in [20] developed a
graphical representation of the image that used cost function enabling the division of
the images. The objective function introduced by authors [21–24] provided identical
segmentation even though different combinatorial algorithm are used for evaluating
minimum cut. Authors analyzed the efficiency in [23] for illustrating all the problems
involved when both the 2D and 3D images are used for segmentation. Graph cut
extends up to ND segmentation of images due to its ability of integrating the regional
and boundary term. Other techniques like live wire and intelligent scissor [25, 26]
evaluate the lowest weighted edge for the partition.

In this research paper we have compared two segmentation technique and evaluated
the performance metric. The first technique is one of the simplest technique that is
thresholding. The second technique is graph cut segmentation that has limitation of
seed selection for the initialization of the algorithm. This limitation is avoided in the
proposed framework by developing an automatic graph cut segmentation.

The organization of the paper is given as: detail explanation along of the two
techniques along with their algorithms and mathematical explanation are described in
Sect. 2. The simulation result, image database is described in Sect. 3. Quality measure
of the segmented image is verified by four parameters which are briefly described and
the values calculated are framed. Conclusion for obtained results from the proposed
framework is explained in the Sect. 4.
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2 Methodology

In this section flow diagram, algorithm and a detail explanation for the threshold
segmentation and proposed framework for graph cut segmentation is provided. In the
histogram thresholding method threshold value is evaluated from the histogram of
difference intensity values. These values project the pixel location where the tumor may
have occurred then, partition is done based on the threshold value and binary values are
assigned to different regions. Many region based methods face problem for the ini-
tialization of seed points. To overcome this problem, graph cut segmentation explains
image in a graphical form and automatic centroid/seed values are evaluated by
exploiting the symmetrical nature of the brain. Different labelling is done for the object
and the background region. Partition is performed by breaking the edges with lower
thickness and s-t graph is formulated. Both methods are compared using mean square
error (MSE), peak-signal-to-noise ratio (PSNR), similarity index (SSIM) and dissim-
ilarity index (DSSIM). Experimental results show that our approach of centroid based
graph cut segmentation outperforms the histogram thresholding technique.

2.1 Histogram Thresholding

Thresholding technique is one of the popular techniques due to its simplicity. It con-
verts MR image into a binary image, distinctly displaying the segmented region.
Complete process of thresholding relies on the selection of the threshold value. This
value is evaluated by means of number of pixels corresponding to a particular pixel
value which are obtained by histogram. There are three types of thresholding tech-
nique: global threshold, variable threshold and regional threshold. In this paper global
thresholding is employed and a single threshold value is evaluated by Otsu’s method
for the entire image.

Flow diagram of the histogram thresholding algorithm is given in Fig. 1. The MR
image which is in RGB form is converted into gray scale image. Single threshold value
is calculated for the entire image in two steps: the image is divided vertically, then,
difference in the pixel intensity between the vertical sections is calculated and their
histogram is computed. Using Otsu’s method, the difference value is used to calculate
the threshold value. All the pixels are compared about the threshold value. Pixels are
labelled as ‘1’ (representing white intensity value) if they belong to object region and as
‘0’ (representing black intensity value) if they belong to background region. Hence, this
algorithm provides a binary partition of the MR images. This partition is only possible
if the accurate knowledge of the threshold value is obtained. If a single threshold value
is selected, then the image is partitioned in binary form but on selecting higher value of
the threshold the number of regions formed also increase. Therefore, the accurate
knowledge of the threshold value is of critical importance. After the pixels are labelled
the targeted tumor region is extracted from the MRI image and finally the segmentation
is done.
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2.2 Graph Cut

This segmentation technique divides the complete set of the image in two subgroups in
such a way that the targeted region is presented as the foreground and the remaining as
the background region. Graph cut represents the image in a graphical form such that
each pixels are represented as nodes, illustrated in Figs. 2 and 3.

Fig. 1. Flow diagram of overall algorithm

Fig. 2. (a) Graphical form of image (b) segmented image.
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The basic representation of the image in the graphical form is given in Fig. 3(a) was
proposed by Boykov et al. in [27] as:

G ¼ \V ;E[ ð1Þ

ð2Þ

where, graph G contains nodes/pixels V and edges/neighboring distance E. The pixels
are nodes and the seed values are the non-terminal nodes (s, t) (s: source/object

terminal; t: sink/background terminal) that are connected to each other via link. There
are two types of links present: t � link and. The t � link connects the terminal nodes to
the non-terminal nodes and n� link connects all the neighboring nodes to each other.
The partition takes place when two homogeneous regions are formed that show the
highest similarity with the terminal nodes. This cut is shown in Fig. 3(b) that provides
two exclusive regions. The flow diagram of this methodology is depicted in Fig. 4.
The RGB image is converted into gray scale image and the image is divided in vertical
sections as previously done in histogram thresholding. Both the symmetrical halves are
compared and the pixel values with highest difference are obtained. These are the
centroid points that provide the seed point for initializing the graph cut segmentation.
Once the seed points are known the segmentation is performed by assigning the
weights and labels are assigned corresponding to them.

3 Simulation Results and Discussion

3.1 Study Area and Dataset

The experiments were performed on MATLAB 2013a on the standard database [28,
29]. The clinical data was provided from radiology department of PGI Chandigarh as
shown in Fig. 5(c). The sizes of three images are 180 � 218, 800 � 450 and
960 � 1280 respectively as given in Fig. 5(a), (b) and (c).

Fig. 3. (a) Source terminal and sink terminal (b) cut to segment object and background.
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Fig. 4. Flow chart of automatic graph cut.
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3.2 Quality Measure

For the performance analysis and quality measurement of the image, following
parameters obtained from literature are evaluated: Peak Signal to Noise Ratio (PSNR),
Structural Similarity Index (SSIM) and Dissimilarity Index (DSSIM).

3.2.1 Mean Square Error
MSE measures the average difference of the pixels throughout the image. Higher value
implies greater difference of the segmented image from the original image. It is cal-
culated as follows:

MSE ¼ 1
n

Xn
i¼1

Ixi � Iyi
� �2 ð3Þ

where, n, is the total no of pixel, Ixi is the intensity value of the original image and Iyi is
the intensity value of the segmented image.

3.2.2 Peak Signal to Noise Ratio
PSNR computes how much noise is present in the resultant image due to segmentation
and it is measured in decibel. It is computed as follows:

PSNR ¼ 10 log
255 � 255
MSE

ð4Þ

Ideally the PSNR value is infinite but practically it is 20 to 30 dB.

3.2.3 Structural Similarity Index (SSIM)
Authors in [30] presented SSIM as a quality measure parameter that calculates any
disturbance in the segmented region of interest if created by the simulation. It correlates
the local patterns of pixel intensities that are normalized.

SSIM ¼ 2mxmy þK1
� �

2rxy þK2
� �

m2
x þm2

y þK1

� �
r2x þ r2y þK2

� � ð5Þ

Fig. 5. Different set of original images (a), (b) and (c)
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where, mx;my are the mean value of the original region of interest (infected region in
the original image) and the segmented region of interest (infected region in the seg-
mented image) respectively, rx; ry are the variance respectively. K1;K2 are the sub-
stitution values, in this paper we have taken these values 0.01 and 0.03 which are
calculated by Wang et al. in [30]. The values should range between 0 and 1, exhibiting
higher similarity if the values are nearby 1 and lower similarity for values nearby 0.

3.2.4 Dissimilarity Index
This parameter evaluates the pixels that have dissimilar intensity value from the
original image. It computes adverse effect from the SSIM. Similar to SSIM its value
also range between 0 and 1 but differs in the implications. For values near to 0 represent
lower dissimilarity and value near to 1 show higher dissimilarity. This value is cal-
culated as follows:

DSSIM ¼ 1� SSIM ð6Þ

3.3 Results and Discussion

In this research work, tumor affected MRI image is segmented by thresholding and
graph cut method as shown in Fig. 6. In threshold segmentation resulting image is
binary image that is segmented at threshold value of T = 0.489. It is observed that
region of interest is extracted but erroneous pixels also get included and it is difficult to
differentiate between tumor region and other part of the brain. Whereas, the brain
segmented by graph cut technique has a clear visibility of the tumor region. The
segmented image is not binary, and extracted region’s intensity values are similar to the
tumor region in the original image.

Segmented results of the Image-2 are shown in Fig. 7. The original MRI image is
of a young child who is diagnosed by astrocytoma which occurs due to the astrocyte
cells. Image segmented by threshold technique is a binary image. Tumor region is not

Fig. 6. Segmentation results of Image 1 (a) original image, (b) thresholding, (c) graph cut

458 J. Dogra et al.



extracted properly due to inclusion of pixels whose intensity value is close to the pixels
in the tumor region. On the contrary, image obtained by graph cut segmentation has a
clear picture of tumor region and no erroneous pixels are included in the ROI.

In Fig. 8 segmented results of the third image are shown using both the techniques.
Image obtained by thresholding technique is binary but it is very difficult to locate the
tumor region. Most of the region are holding the value 1 hence majority region in the
image is white.

This implies that majority region in the original image are of high contrast. Tumor
is successfully segmented by the proposed Graph cut segmentation technique. From the
results it is observed that resultant image obtained by thresholding process extracts the
tumor portion completely comprising of binary intensity values i.e. 0 and 1.

Threshold value of T ¼ 0:4980 is obtained by calculating difference between two
horizontal half of the image. Although this technique is one of the fast, simplest and
oldest but the infected tumor region loses its original intensity value and returns value 0
or black color in the infected region. In the second method object and background

Fig. 7. Segmentation results of Image 2 (a) original image, (b) thresholding, (c) graph cut

Fig. 8. Segmentation results of Image 3 (a) original image, (b) thresholding, (c) graph cut
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centroid are automatically initialized, where 20 seed points for object/tumor region and
40 seed points for the background region are selected in this method. Variation in
number of seed points results in similar mean/centroid value. It is observed from the
images that the ROI/tumor region hold their original pixel value which is an advantage
for the clinical application where the pixel intensity of the region of interest is measured
to calculate the various parameter for the diagnosis of tumor. To analyze performance
of the two methods MSE and PSNR quality measure are evaluated and are tabulated in
Table 1. It is observed that MSE values for threshold segmentation method are very
high for all three images. High MSE signifies that difference level between resultant
images and original images is very high. The results also show very low PSNR value
for threshold segmented images which ideally should be between 20 to 30 dB.
However, results of graph cut segmented images show better result as the MSE is low
and PSNR value is between 20 to 30 dB. These quality measures illustrate that graph
cut method gives better result than threshold segmentation method.

In Table 2 similarity and dissimilarity index of the three images are evaluated. It is
observed that SSIM values for threshold segmented images have very low similarity
index and a very high dissimilarity index. This implies that the extracted image is quite
different from the original image. Whereas, graph cut method shows high similarity
index and low dissimilarity index as shown in Table 2.

For ease of better clarification and understanding of performance of both techniques
on the basis of quality measure are represented in graphical representation. The
comparison of the two techniques with respect to the parameters in Tables 1 and 2 are
shown in Figs. 9 and 10 respectively.

Table 1. MSE and PSNR values of segmented images (by Threshold and Graph Cut method).

Image-1 Image-2 Image-3
Parameter Threshold Graph cut Threshold Graph cut Threshold Graph cut

MSE 36252.75 29.284 36018.45 37.506 26307.72 48.78
PSNR 2.503 27.202 2.218 26.197 3.895 25.125

Table 2. SSIM and DSSIM values of segmented images (by Threshold and Graph Cut method).

Image-1 Image-2 Image-3
Parameter Threshold Graph cut Threshold Graph cut Threshold Graph cut

SSIM 0.603 0.007 0.709 0.008 0.058 0.009
DSSIM 0.397 0.993 0.291 0.992 0.942 0.991
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4 Conclusion

In this paper we have proposed two techniques for image segmentation and evaluated
the effectiveness on the basis of quality measure parameters. In the first technique
single threshold value is used for segmenting the three images and corresponding
binary images are obtained it is observed that tumor region is not clearly visible for all
three images. This is because erroneous pixels are included in the infected region which
may result in false diagnosis. This is validated by the evaluated MSE and PSNR. Better
segmentation is observed from the second technique of automated graph cut method
that generates the seed points resulting in the efficient and most accurate segmentation.
The quality measure evaluated for the validation of automated graph cut method for
MSE, PSNR parameter are 29.3, 27.2 for image 1; 37.5, 26.2 for image 2 and 48.8,
25.1 for image 3 respectively. The SSIM and DSSIM values obtained are 0.007, 0.993
for image 1; 0.008, 0.992 for image 2 and 0.009, 0.991 for image 3 respectively. The
evaluated results imply effectiveness of the proposed graph cut segmentation irre-
spective of any irregular tumor shape and a clear visibility of extracted tumor.

Fig. 9. Comparison of threshold and graph cut segmentation on the basis of parameter (a) MSE
and (b) PSNR

Fig. 10. Comparison of threshold and graph cut segmentation on the basis of parameter
(a) SSIM and (b) DSSIM.
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Abstract. In this paper we have proposed and implemented a buyer and seller’s
protocol on ethereum platform via utilization of smart contracts using block-
chain technology. We have discussed the shift towards the digitization of reg-
istering lands and the necessity to use Blockchain instead of traditional storage
technologies and provide a brief description and working implementation of the
proposed model.

Keywords: Smart contract � Land registry � Blockchain technology �
Ethereum � Ether

1 Introduction

Blockchain technology is consensus-based computing which register all transactions
without involvement of any Third Party [1]. With the advent of Blockchain technology,
we see a shift towards the use of it in systems where transactions frequently occur. It is
decentralized, distributed and immutable in nature. Because of these properties
blockchain technology has become so popular and it has changed a lot of things [2]. In
recent years digitalization is on extreme demand where vital documents such as
passports, birth records, medical records, land records and even transactions are being
digitized. Digitalization has not just improved security but also time and effort to
maintain all records has reduced [4]. It has a great impact on every aspects of life [3].
For example, in banking and finance department, governmental parties, Chambers of
Commerce and Land Registry and in healthcare department [5] (Fig. 1).

At present there are many malpractices happening in the field of Land registry. We
have many users claiming ownership over the same piece of land. We also have
another problem as the history of the piece of land at present is difficult to be traced
back and takes longer time even if it is possible. This paper deals with the present
scenario of transaction of lands and also presents a model for buying and selling land
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over the Blockchain network using Ethereum platform as it acts as a layer to prevent
the malpractices in buying and selling of land. The current paper based method has
proven itself to be a convenient and a primary method to deal with the transaction of
physical entities. A written form, if irreplicable, can act as a token of ownership of land.
But unfortunately it has many security, lack of traceability and transparency challenges.
Mostly seller and buyer have to depend on an untrusted third party broker which results
in many forgery cases. Also, registration process is entirely paper based which makes it
time consuming. So with these motivations we have taken one application named “land
registry” and proposed a theoretical model for seller and buyers protocol. We have also
implemented the secure digital ledger of land related transactions on ethereum platform
and shown the contract between two trusted parties which is faster, secure and
immutable. It keeps tracks of all transactions in distributed manner and uses one shared
database for records with some back-up facilities and ensures that there is always a
single owner. Our proposed architecture is based on timestamp which keeps track of
the creation time and modification time of a document or transaction. So no one can
edit the (content of the) document or transaction once it has been recorded [6]. Even the
owner of the document can’t change the document once it is recorded on distributed
ledger [7]. Also, proposed seller and buyer’s protocol consists of all transactions as a
part of distributed ledger which are traceable (validation). Anyone who would like to
upload a transaction on the blockchain can do so (Fig. 2).

Fig. 1. Distributed ledger [6]
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Smart contracts are digital agreements between transacting parties that are written
in computer to code and deployed to the blockchain, where they will self-execute when
predetermined conditions are met [5]. They reduce complexity in land registry through
automated verification and execution of the multiple business transactions involved
[8, 9]. A decentralized, immutable record also ensures all sellers and buyers have equal
access to information and helps build trust (Fig. 3).

Smart contracts improve the transparency, traceability and efficiency of seller and
buyer protocol [11]. This ethereum platform are specially conceived for smart contract
and decentralized application development [10, 12]. In our contribution part, prelimi-
nary transaction shows that the contracts are able to interact with one another.

Roadmap. The paper is organized as follows. We describe our proposed system model
in Sect. 2. In Sect. 3, we formally show the implementations of our proposed model. In
Sect. 4 we formally describe the results obtained so far and user validation and suc-
cessfully retrieval of land record using blockchain technology. Finally we conclude in
Sect. 5.

Fig. 2. Ever changing landscape of communication [6]

Fig. 3. A basic structure of smart contract [8]
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2 System Architecture

Our Proposed theoretical model is depicted below. To accomplish the task of pro-
cessing land registrations using the help of blockchain, we use the smart contract
ethereum platform and blockchain technology. Firstly, we create a file associated with
land, called a land document. This land document holds the necessary fields that
describe the land. The fields are as follows:

• Land_id: It is a unique id associated with the land.
• Land_coordinates: It holds the central land coordinates.
• Land_dimensions: It holds the land dimensions.
• Land_address: It holds the land location address.
• Land_owner: It holds the name of the landowner.
• Land_owner_id: It holds the unique id associated with the owner.
• Previous_owners: It holds a list of pairs of owner_name and owner_id who pre-

viously owned the land.
• Land_status: It holds a flag value of whether the land is available for sale or not.

New land documents can only be created by registrars (a person, who on behalf of
the government, acknowledges the presence of the land and the correctness of the
details of land). Every time the land is purchased by a new owner, Land_owner field of
this document is updated to the current owner and the previous owner is added in the
list of Previous_owners. This process is done by the use of Smart Contracts, which will
be briefed in the later sections of this topic. Also, each verified land document (veri-
fication is the process done by a registrar) is digitally signed by the registrar and can be
traced back to him/her who is present in the network for validation (it is the process by
which the details in the network is checked of correctness). Now, any land with
Land_status ‘For Sale’ can only be negotiated for purchase. We provide a separate
portal which maintains the record of lands that are available for sale. Secondly, each
customer (here, customers refer to both landowner and a new land buyer) holds an
account in this platform. To introduce previously existing landowners into this system,
we allow a registrar to update the Land_owner, Land_owner_id of the land to the
corresponding customer. This account is also linked with the Ethereum crypto wallet
(digital wallet which helps to store and maintain cryptocurrency) which helps the
customers purchase land or earn money by selling the land. The lands owned by a
customer is also stored in his/her account. Thirdly, to initiate a new land transaction
(transfer of land from a landowner to a buyer), we use Smart Contracts. A buyer who
wants to purchase land on sale initiates this Smart Contract by passing the land doc-
ument address (an address that refers to the document) as an argument. This Smart
Contract then performs the following actions:

• It fetches the Land_owner_id from the land document and sends a notification to the
landowner’s (or seller’s) account that a buyer wishes to buy his/her land.

• If the seller agrees to the request, a notification is sent back to the buyer announcing
the price of the land.

• If the buyer accepts the amount, the corresponding quantity of Ethers from the
wallet of the buyer is transferred to the wallet of the seller
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• Then the land_owner_id from the land document is changed to the buyer’s ID also
the seller’s detail is moved into Previous_owners field.

• The land buyer’s account is updated with the addition of the details about the land.
A field that shows the possession of land in the previous landowner account is
removed.

Model Diagram

Blockchain technology is immutable as well as distributed technology where all the
data is been replicated to all the participating clients in a blockchain. So if we want to
tamper a record, we need to tamper data on each client to whom data has been
distributed which is nearly impossible because of the availability of computing power.
Hence the blockchain is seen as one of the most secure technology ever the world has
witnessed. Integrating blockchain to secure birth records will not just only save
paperwork but it will be more secure and all the fake birth certificate rackets would shut
down, no more duplicate birth certificate would be valid. Also we can easily share Birth
certificate on blockchain which can be used for verification purpose such as passport
verification, Aadhar card verification, pan card verification etc. The proposed model
consists of the following parts (See Fig. 4).

Fig. 4. Proposed architecture
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3 Our Contribution: Implementation on Ethereum Platform

The particular application has been developed using Blockchain technologies provided
by Ethereum. The core of this application is handled by smart contracts. All the
programming logic required to register users, lands and handle land transactions are
written in smart contracts using the programming language called Solidity. This lan-
guage is similar to javascript but helps us prevent critical errors like memory leaks, type
errors etc. These smart contracts are compiled and then run on the Ethereum Virtual
Machine (EVM). This Virtual Machine provides the resources for our smart contract to
execute and its specialty is that it runs on the Ethereum Blockchain. Each state of a
program is recorded as a transaction in the blockchain. To test this application, we run
it in our local network using tools like Ganache and Truffle. Ganache simulates a local
blockchain in our test environment by hosting a local blockchain and providing a few
accounts to perform transactions. Truffle is used to compile the written smart contract
and migrate (deploy) the contract to a running instance of a blockchain network. In our
test network, we provide the address as that of the localhost (//127.0.0.1) and the port as
8545 (we can set the port value manually). After setting up all this to deploy our
contract in a blockchain network, we could interact with our smart contract using
‘truffle console’ command. This command starts a console in which we could interact
with our deployed contract and call the functions linked with our contract (Fig. 5).

Fig. 5. The interface of Ganache application
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Fig. 6. User Registration
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3.1 User Registration

The following methods are used to perform user registration:

registerCustomer(): This method is used to register a user with Customer privilege. It
receives Name of the user as a parameter, finds out the address of the user from the

Fig. 6. (continued)
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person who calls the smart contract and creates the user details structure associated with
the customer. This structure is then stored in a User’s mapping.

registerUser(): This method can be invoked only by a user with Admin privilege. An
admin can specify both the user name and user address in order to register the user.
Similar to the previous method, a structure is created and the details get stored in the
Users mapping (Fig. 6).

3.2 RegisterLand()

This method can be invoked only by a user with privilege level of Admin or Registrar.
It is assumed that the presence of land is verified before the land is registered in this
system. A unique tag and land owner address is fed in as parameters. This is used to
create the land detail structure and store it in Lands mapping.

3.3 TransactLand()

This method is invoked to transfer land ownership from one user to another. The land
tag associated with the land is fed in as parameter. The user who calls this method is the
buyer and the land owner is the seller. If the land is in ‘on sale’ state and if the buyer
has enough balance to purchase the land, the transaction is initiated. The ownership of
the land changes and the balance deducted from buyer is added to the wallet of seller.

4 Results Obtained so Far

We have utilized the Ethereum platform to implement our Land Registry system.
Ethereum, as a platform, provides us with the means to write smart contracts. The core
logic of our transaction model is handled by smart contracts. It includes the methods to
store details of lands, details of users and transact land from one customer to another.
This can then be deployed in the Ethereum network. When the functions of smart
contracts are called, the piece of code gets executed in EVM (Ethereum Virtual
Machine). The changes of state are permanently recorded in the blockchain as trans-
actions. Once these transactions are recorded, they cannot be reversed or removed. This
ensures the immutability of data and hence the transaction records can be used to trace
the history of the land. All the details of Users and Lands are stored as state variables (a
mutable variable whose value becomes static for every smart contract state) in the
blockchain (Figs. 7 and 8).
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Fig. 7. The seller and buyer protocol on ethereum platform

Fig. 8. Smart contract between network participants in a decentralized network
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5 Conclusion and Future Direction

In this work, we have implemented land registry application using blockchain tech-
nology and Smart contract. We have shown the results on ethereum platform where
transaction of land has happened between sellers and buyers. For future work, We
would like to explore more on dealing with multiple ownership of lands, store docu-
ments in a distributed file system like IPFS (InterPlanetary File System) and present an
user interface instead of a command line application to make these transactions.
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