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Preface

The National Conference of Theoretical Computer Science (NCTCS) is the main
academic activity in the area of theoretical computer science in China. To date, NCTCS
has been successfully held 36 times in over 20 cities. It provides a platform for
researchers in theoretical computer science or related areas to exchange ideas and start
cooperations.

This volume contains the papers presented at the 37th National Conference of
Theoretical Computer Science (NCTCS 2019), held during August 2–4, 2019, in
Lanzhou, China. Sponsored by the China Computer Forum (CCF), NCTCS 2019 was
hosted by the CCF Theoretical Computer Science Committee and School of
Information Science & Engineering at Lanzhou University (LZU).

NCTCS 2019 received 28 English submissions in the area of algorithms and
complexity, data science and machine learning theory, parallel and distributed
computing, and computational models. Each of the 28 submissions was reviewed by at
least three Program Committee members. The committee decided to accept 11 papers
that are included in these proceedings published by Springer’s Communications in
Computer and Information Science (CCIS) series.

NCTCS 2019 invited well-reputed researchers in the field of theoretical computer
science to give keynote speeches, carry out a wide range of academic activities, and
introduce recent advanced research results. We had seven invited plenary speakers at
NCTCS 2019: Dingzhu Du (The University of Texas at Dallas, USA), Hai Jin
(Huazhong University of Science and Technology, China), Ke Yi (Hong Kong
University of Science and Technology, China), Yitong Yin (Nanjing University,
China), Pinyan Lu (Shanghai University of Finance and Economics, China), Wenkang
Weng (Southern University of Science and Technology, China), and Xinwang Liu
(National University of Defense Technology, China). We express our sincere thanks to
them for their contributions to the conference and proceedings.

We would like to thank the Program Committee members and external reviewers for
their hard work in reviewing and selecting papers. We are also very grateful to all the
editors at Springer and the local organization chairs for their hard work in the prepa-
ration of the conference.

September 2019 Xiaoming Sun
Kun He

Xiaoyun Chen
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Nonsubmodular Optimization and Iterated
Sandwich Method

Dingzhu Du

The University of Texas at Dallas, USA
dzdu@utdallas.edu

Abstract. In study of social networks and machine learning, such as viral
marking of online game, we may meet nonsubmodular optimization problems.
The sandwich method is one of popular approaches to deal with such problems.
In this talk, we would like to introduce a new development about this method,
the iterated sandwich method, and analysis on the computational complexity and
the performance of the iterated sandwich method. This talk is based on a recent
research work of research group in the Data Communication and Data Man-
agement Lab at University of Texas at Dallas.



Challenges and Practices on Efficient Graph
Computing

Hai Jin

Huazhong University of Science and Technology, China
hjin@hust.edu.cn

Abstract. Graph computing is a very challenging task for big data. Apart from a
great deal of research relevant to graph computing algorithms, there is a growing
attention on investigating efficient graph computing from the aspect of computer
architecture. In this talk I would like to investigate the challenges of processing
graph computing for the current computer architecture, and discuss the intrinsic
properties and computational requirements for graph computing. Then I would
like to introduce some possible research directions and approaches to address for
efficient graph computing. My team’s research progress in efficient graph
computing accelerator is introduced in the end.



Join Algorithms in the BSP

Ke Yi

Hong Kong University of Science and Technology, China
yike@cse.ust.hk

Abstract. Many modern distributed data systems adopt a main memory based,
shared-nothing, synchronous architecture, exemplified by systems like
MapReduce and Spark. These systems can be abstracted by the BSP model, and
there has been a strong revived interest in designing BSP algorithms for han-
dling large amounts of data. In this talk, I will present an overview of the recent
results on BSP algorithms for multi-way joins (a.k.a., conjunctive queries), a
central problem in database theory and systems.



Sampling and Counting for Big Data

Yitong Yin

Nanjing University, China
yinyt@nju.edu.cn

Abstract. Random sampling and approximate counting are classic topics for
randomized algorithm. According to the famous Jerrum-Valiant-Vazirani theo-
rem, for all self-reducible problems, random sampling and approximate counting
are computationally equivalent for polynomial time probabilistic Turing
machine. Random sampling methods like MCMC (Markov chain Monte Carlo)
are used so as to implement approximate counting and probabilistic inference,
and sampling is import in the area of randomized algorithms and probabilistic
graphical model theory. However, these classic algorithms and reduction rely
heavily on the sequence and globality of computation as well as the static inputs,
and they meet challenges for big data computation. This talk will include the
following topics: parallel or distributed sampling algorithm, computational
equivalence of random sampling and approximate counting for distributed
computing, and sampling algorithm with dynamic inputs.



Approximate Counting via Correlation Decay

Pinyan Lu

School of Information Management and Engineering, Shanghai University
of Finance and Economics, Shanghai, China

Lu.pinyan@mail.shufe.edu.cn

Abstract. In this talk, I will survey some recent development of approximate
counting algorithms based on correlation decay technique. Unlike the previous
major approximate counting approach based on sampling such as Markov Chain
Monte Carlo (MCMC), correlation decay based approach can give deterministic
fully polynomial-time approximation scheme (FPTAS) for a number of counting
problems. The algorithms have applications in statistical physics, machine
learning, stochastic optimization and so on.



Quantum Computing for the Near Future

Wenkang Weng

Southern University of Science and Technology, China
yung@sustech.edu.cn

Abstract. In the near future, it is possible that quantum devices with 50 or more
high-quality qubits can be engineered. On one hand, these quantum devices
could potentially perform specific computational tasks that cannot be simulated
efficiently by classical computers. On the other hand, the number of qubits
would not be enough for implementing textbook quantum algorithms. An
immediate question is how one might exploit these near-term quantum devices
for really useful tasks? In addition, one may also expect that these powerful
quantum devices are accessible only through cloud services over the internet,
which imposes the question of how might one verify the server, behind the
internet, does own a quantum computer instead of a classical simulator? In this
talk, I will share my thoughts over these questions based on my recent works.



Incomplete Multi-view Clustering Algorithms

Xinwang Liu

National University of Defense Technology, China
1022xinwang.liu@gmail.com

Abstract. We focus on multi-view clustering in this talk. We propose a matrix
norm regularization based multi-modal clustering algorithm so as to reduce the
redundancy and enhance the diversity. Second, we propose an incomplete
multi-modal classification and clustering algorithm for learning problems with
incomplete multi-modal. Third, we propose a noisy multi-modal classification
and clustering algorithm for learning problems with noisy modals.
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Cooperation on the Monte Carlo Rule:
Prisoner’s Dilemma Game on the Grid

Jiadong Wu and Chengye Zhao(B)

China Jiliang University, Hangzhou 310018, Zhejiang, China
cyzhao@cjlu.edu.cn

Abstract. In this paper, we investigate the prisoner’s dilemma game
with monte carlo rule in the view of the idea of the classic monte carlo
method on the grid. The monte carlo rule is an organic combination of
the current dynamic rules of individual policy adjustment, which not only
makes full use of information but also reflects individual’s bounded ratio-
nal behavior and the ambivalence between the pursuit of high returns
and high risks. In addition, it also reflects individual’s behavioral exe-
cution preferences. The implementation of monte carlo rule brings an
extremely good result, higher cooperation level and stronger robustness
are both achieved by comparing with unconditional imitation rule, repli-
cator dynamics rule and fermi rule. When analyse the equilibrium den-
sity of cooperators as a function of the temptation to defect, it appears
a smooth transition between the mixed state of coexistence of coopera-
tors and defectors and the pure state of defectors when enhancing the
temptation, which can be perfectly characterized by the trigonometric
behavior instead of the power-law behavior discovered in the pioneer’s
work. When discuss the relationship between the temptation to defect
and the average returns of cooperators and defectors, it is found that
cooperators’ average returns is almost a constant throughout the whole
temptation parameter ranges while defectors’ decreases as the growth
of temptation. Additionally, the insensitivity of cooperation level to the
initial density of cooperators and the sensitivity to the social population
have been both demonstrated.

Keywords: Cooperation · Prisoner’s dilemma · Monte carlo rule ·
Robustness

1 Introduction

The cooperation among selfish individuals [1] such as Kin cooperation [2], Mutu-
ally cooperation and Reputation-seeking cooperation [3], which are contrary to
natural selection, are widely discovered in human society [4–6], having already
become one of the challenges of evolutionary game theory [7–9].

This phenomenon can be characterized by prisoner’s dilemma game [10], in
which individuals adopt one of two strategies: C (cooperation) or D (defection).
A selfish individual would select D as his strategy for the sake of higher returns.
c© Springer Nature Singapore Pte Ltd. 2019
X. Sun et al. (Eds.): NCTCS 2019, CCIS 1069, pp. 3–15, 2019.
https://doi.org/10.1007/978-981-15-0105-0_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-0105-0_1&domain=pdf
http://orcid.org/0000-0002-0626-4870
http://orcid.org/0000-0002-1149-4419
https://doi.org/10.1007/978-981-15-0105-0_1
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Nevertheless, if both sides choose D simultaneously, each of them would get less
returns than those acquired for mutual cooperation.

Over the years, scholars often focus exclusively on the promotion of coop-
eration on different spatial structures [11–13]. However, there are not many
researches on the dynamic rules of game individual policy adjustment. Different
update rules often lead to different results. For example, Sysi-Aho et al. [14]
have modified a more rational update rule on the basis of the research of Harut
and Doebeli [15], believing that the individuals have original intelligence in the
form of local decision-making rule deciding their strategies. In this rule, individ-
uals suppose their neighbors’ strategies retain unchanged and aim at choosing
a strategy to maximize their instant returns. This rule results in the density of
cooperator at equilibrium which differ tremendously from those resulting from
the replicator dynamics rule in the literature [15], and the cooperation can per-
sist throughout the whole temptation parameter ranges. Li et al. [16] adopt the
unconditional imitation rule used in the Nowak and May’s work [17] to revise
the regulation of replication dynamics owing to its briefness and the ability of
according with the psychology of most individuals. It is discovered that in some
parameter ranges, the performance of inhibiting cooperative behaviors origi-
nally turns to promoting. Xia et al. [18] compare the effect on cooperation under
unconditional imitation rule, replicator dynamics rule and moran process [19]
respectively, discovering that moran process promotes cooperation much more
than the others. Those facts affirm the status of update rules in the evolution of
cooperative behavior.

In the existing research, the dynamic rules of game individual strategy adjust-
ment are mainly unconditional imitation rule, replicator dynamics rule and fermi
rule [20]. However, replicator dynamics and fermi rule can not make full use of
the game information while unconditional imitation rule can not tolerate indi-
viduals’ irrational behavior. An excellent update rule that simulates individual
policy adjustment more perfectly needs to be discovered.

In this paper we propose monte carlo rule, which is an organic combination
of the current dynamic rules of individual policy adjustment, not only making
full use of information but also reflecting individual’s bounded rational behav-
ior and ambivalence between the pursuit of high interest and high risk [21,22].
In addition, it also reflects individual’s behavioral execution preferences [23,24].
We analyse the effect on cooperative level under monte carlo rule and verify its
robustness. Further, we analyse the equilibrium density of cooperator as a func-
tion of the temptation to defect and use trigonometric curves to characterize it.
It is confirmed that the trigonometric fitting effect is better than the power-law
fitting in the pioneer’s work [20]. We also investigate the relationship between
the temptation to defect and the average returns of cooperators and defectors.
Additionally, the insensitivity of cooperation level to the initial density of coop-
erators and the sensitivity to the social population have been both demonstrated
by numerical simulation.
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2 Prisoner’s Dilemma Game Model with Monte Carlo
Rule and Other Three Classic Update Rules

Prisoner’s dilemma represents a class of game models that its Nash equilibrium
only falls on the non-cooperation. In this game model, each individual can adopt
one of two strategies C (cooperation) and D (defection). The returns depend on
the strategies of both sides. Enormous temptation forces rational individuals to
defect. However, if both sides choose the strategy of D simultaneously, each of
them will get less returns than those acquired for mutual cooperation.

Game individuals are located on the nodes of the grid, and the edges indicate
the connections between one individual and another. Along the footsteps of
Nowak et al. [25], the game returns can be simplified as the matrix below:

Cooperate Defect

Cooperate 1 0

Defect b 0

Where parameter b characterizes the interests of the temptation to defect (1 <
b ≤ 2). The larger the value of b, the greater the temptation of defection to
the individuals. For example, if individual i chooses D while his game opponent
chooses C, then individual i will get returns π(D,C) = b in this game.

Individuals gain returns by playing prisoner’s dilemma game with their near-
est neighbors. So the returns of individual i in a game round can be expressed
as

Ui =
∑

j∈Ωi

π(si, sj) (1)

where Ωi is the set of neighbors of individual i and si, sj represent the strategies
of individual i, j respectively.

During the evolutionary process, each individual adopts one of neighbors’
strategies whose returns is more than or equal to himself’s in the way of roulette,
or just insists the original strategy:

P (si ← sj) =
ω(i, j)Uj∑

j∈(i∪Ωi)
ω(i, j)Uj

, j ∈ (i ∪ Ωi) (2)

where P (si ← sj) shows the probability that individual i would imitate j and
Ωi is the set of neighbors of individual i. ω(i, j) is a characteristic function:

ω(i, j) =

{
0 Ui > Uj ,

1 Ui ≤ Uj .
(3)

In this paper, we also compare monte carlo rule with three classic update
rules: unconditional imitation rule, replicator dynamics rule and fermi rule. Here,
we briefly outline them:
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1. Unconditional imitation rule: during the evolutionary process, each indi-
vidual would compare his own returns with those of all the neighbors and choose
the game strategy with the highest returns as his strategy in next round of game.

2. Replicator dynamics rule: during the evolutionary process, each individual
(may be i) randomly choose a neighbor (may be j) for returns comparison. If
j’s game returns (Uj) is greater than i’s (Ui), then individual i would imitate
j’s strategy with probability p in the next game round:

p =
Uj − Ui

D · max(ki, kj)
(4)

where Ui, Uj represent the returns of individual i, j in the previous game round
respectively, and ki, kj are the number of neighbors they have. Parameter D
is the difference between the largest and the smallest parameters in the game
matrix (i.e., b).

3. Fermi rule: during the evolutionary process, each individual (may be i)
randomly choose a neighbor (may be j) for returns comparison, imitating j’s
strategy with a certain probability which depends on the difference between the
two:

p =
1

1 + e(Ui−Uj)/λ
(5)

where λ represents the noise effect according to the rationality of individuals.

3 Results and Discussion on Simulation Experiment

3.1 Spatial Structure Plays a Positive Role in Cooperative Behavior
in Prisoner’s Dilemma Game with Monte carlo Rule on the
Grid

For the sake of investigating the influence of spatial structure to cooperative
behavior, we apply classical Mean Field Theory [26] which is insensitive to the
topology, to preliminary predict the density of cooperators characterized by ρ.
Under this circumstance, the average returns of cooperators can be expressed
as:

UC = d · ρ · π(C,C) + d · (1 − ρ) · π(C,D) = dρ (6)
where d characterizes the average number of neighbors of an individual. In the
same way, the average returns of defectors can be expressed as:

UD = d · ρ · π(D,C) + d · (1 − ρ) · π(D,D) = bdρ (7)

where the b characterizes the temptation to defect. Following the monte carlo
rule, we have obtained the differential equation of ρ:

∂ρ

∂t
= (1 − ρ)W (D ← C) − ρW (C ← D)

= −ρ(1 − ρ)
d · UD

d(1 − ρ)UD + (1 + dρ)UC

= −ρ(1 − ρ)
1

1 − ρ +
ρ

b
+

1
bd

(8)
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where W (D ← C) indicates the probability that a defector transforms into a
cooperator and W (C ← D) indicates the probability that a cooperator trans-
forms into a defector. t is the game round.

Fig. 1. Numerical simulation of cooperator density under monte carlo rule (solid line)
at b= 1.10. The dotted line represents the well-mixed case obtained by Mean Field The-
ory in the same parameter environment. Those data are simulated on grid of 100× 100
where 50% cooperators as well as 50% defectors are randomly distributed at the begin-
ning, and 1000 simulations are averaged in each case.

On the basis of the differential equation, it turns out that as the game
progresses, the density of the cooperator (ρ) decreases monotonically until it
approaches 0, that is, all the cooperators would go extinct (dotted line in Fig. 1).
However, with the spatial structure (e.g., individuals play game on the grid in
this paper), cooperators can survive in the form of clusters where they can get
support from peers (solid line in Fig. 1), reaffirming the positive role of spatial
structure in cooperative behavior [16].

Table 1. A brief comparison of four update rules in this paper.

Update rule Information utilization Irrationality

Unconditional imitation Full Not exists

Replicator dynamics Not full Exists

Fermi Not full Exists

Monte carlo Full Exists
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3.2 The Monte Carlo Rule Can Induce a Highly Cooperative
Society and Has Good Robustness

Similar to the unconditional imitation rule, monte carlo rule makes full use of
the game information when compared with fermi rule and replicator dynamics
rule (see Table 1). That is, during the policy update phase, individuals would
collect game information from all the neighbors to determine the most satis-
factory strategy in the next game round, instead of just randomly selecting a
neighbor to decide whether to imitate or not. This behavior reflects the rigor of
individuals. Also, individual’s psychology of pursuing return growth is reflected
vividly in the monte carlo rule. Therefore, the game system under this rule can
support the germination of cooperation to a large extent. Figure 2 shows this
fact: again the social population N = 10000 and b = 1.10, yet there is only one
very small cooperative group in the middle of the network at t = 0, cooperative
behavior can still spread promptly. The middlemost subgraph in Fig. 2 shows the
track of function ρ(t), and other subgraphs display the distribution of coopera-

t=0 t=20 t=100

t=1000 ρ(t) t=200

t=800 t=600 t=400

Fig. 2. Snapshots of spatial distribution of cooperators (white boxes) and defectors
(black boxes) at t= 0, 20, 100, 200, 400, 600, 800 and 1000 when there is only one
very small cooperative group in the center of the grid at the initial game moment. The
middlemost subgraph shows the track of function ρ(t), and the value of b is still set to
be 1.10.
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tors and defectors at several important simulate moments. At the beginning, the
small cooperative group spreads cooperative behavior in the form of clusters with
irregular shapes. At the edge of the clusters, the cooperators resist the tempta-
tion of the outside world through the support of peers in the clusters. Owing to
the protection of marginal cooperators, the individuals within the clusters are
undoubtedly the loyal defenders of cooperation. This model of mutual support
enables cooperators to survive in the society. As the game progresses, the rate
of propagation continues to increase, reaching the peak at around t = 500. Then
the rate is slowly reduced to 0, achieving dynamic balance at around t = 800. It
is clearly that driven by the idea of pursuing progress and full game information,
the cooperative behavior quickly spreads throughout the whole network.

Meanwhile, monte carlo rule continues the inclusiveness of fermi rule and
moran process for irrational behavior [27]. It considers individual’s game returns
as his fitness for the society, and the higher the game returns, the more the one
can adapt to the society. In general, monte carlo rule is an organic combination
of the current dynamic rules of individual policy adjustment, so that it not only
makes full use of information, but also reflects individual’s bounded rational
behavior and ambivalence between the pursuit of high interest and high risk.

Fig. 3. Numerical simulation of cooperator density under monte carlo rule (solid line),
replicator dynamics rule (circles), fermi rule (triangles) and unconditional imitation
rule (squares) on the grid at b = 1.10. 1000 simulations are averaged in each case.

Further, we investigate the role of update rules in the prisoner’s dilemma
game on the grid. We takes λ = 0.0625 in fermi rule for the reason that, in
this case the track of ρ(t) is closest to those under monte carlo rule with the
guidance of Mean Field Theory. This setting makes it fairer to compare the
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effects on cooperation level. Since individuals cannot judge the priority of the
two strategies at the beginning, their initial strategies are all based on coin
toss. That is, cooperators and defectors occupy 50% of the grid, respectively.
The results are showed in Fig. 3. During the PD game, the ρ tends to be stable
promptly. We observe that the aggregate cooperation level between individuals
is largely elevated under unconditional imitation rule or monte carlo rule, when
compared to fermi rule and replicator dynamics. It is clearly that update rules
play an important role in the evolutionary theory [19].

(a) R=4% UI MC

(b) R=6% UI MC

(c) R=11% UI MC

Fig. 4. The influence of defective invasions on society. White boxes represent coopera-
tors and black boxes represent defectors. Each row corresponds to the different number
of defectors (R), which are around 4%, 6%, 11% of the society, respectively. The first
column shows the strategic distribution when invasion occurs, the second column shows
the game equilibrium results under the unconditional imitation rule, and the third col-
umn shows the game equilibrium results under the monte carlo rule. N is set to be
10000 and b is set to be 1.10.

Although cooperation level under unconditional imitation rule is higher than
that of monte carlo rule, its mechanism of just imitating the best without any
hesitation makes individuals no longer consider any risks behind the high-yields,
so there is a reason to believe that it is not of robustness. To confirm this fact, we
consider an extreme situation. All the individuals on the grid are cooperators,
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and at some point, a group deliberately change its game strategy (defect). After
that, we simulate enough time steps for accommodation of the defective invasion.
The results are shown in Fig. 4. Each row corresponds to the different number
of defectors (R), which are around 4%, 6%, 11% of the society, respectively.
The first column shows the strategic distribution when the invasion occurs, the
second column shows the game equilibrium results (we say the game reaches
equilibrium when the density of the cooperator almost no longer changes with
the game round) under the unconditional imitation rule, and the third column
shows the game equilibrium results under the monte carlo rule. As the invasion
of the defection, defectors’ neighbors did not hesitate to imitate the defective
strategy for higher returns under unconditional imitation, formed the defective
core, which could not update its own strategy, resulting in a significant reduction
in cooperation level. However, under monte carlo rule, individuals not only seek
for high returns, but also concern the high risks behind the high returns and
would make a balance between the two. So no matter how serious the invasion,
the cooperation will be balanced over time (ρ = 0.32), not extinct. It is over-
whelmingly clear that the robustness of monte carlo rule is significantly better
than unconditional imitation rule.

3.3 The Cooperator Density Data Refer to a Trigonometric
Behavior Under the Monte Carlo Rule

Next, we investigate the fraction of cooperators (ρ) as a function of the temp-
tation parameter (b) under monte carlo rule on the grid since ρ(b) is a pretty
meaningful quantity in evolutionary games. The results are showed in Fig. 5(a).
The monte carlo rule always performs a cooperative society when temptation is
low. As b increases, the balanced pattern has been broke. On the border, the
internal support can not conquer the loss caused by defectors, and the cluster
begins to collapse layer by layer until a new balance appears. The cooperators go
extinct ultimately at b = 1.31, for the reason that the huge temptation prevents
any form of clusters from overcoming the loss on the border.

According to Szabo’s outstanding work, the cooperator density data refer to
a power-law behavior in prisoner’s dilemma game under the fermi rule on the
grid, that is ρ ∝ (bcr −b)β [20], in which bcr is the threshold of the disappearance
of cooperation, once b > bcr, then all the cooperators would go extinct. With
the guidance of the goodness of fit (R) for nonlinear regression and Root Mean
Squared Error (RMSE) displayed below:

R = 1 − (
∑

(y − ŷ)2/
∑

y2)1/2 (9)

RMSE = ((
∑

(y − ŷ)2)/n)1/2 (10)

where y represents the original data, ŷ is on behalf of the fitting data, and n is
the length of y. We find that power-law fitting originally performing very well
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(a) ρ(b) (b) returns comparison

Fig. 5. (a) The effect of power law fitting (solid line), quadratic fitting (pluses) and
trigonometric fitting (squares) on the curve ρ(b). For easy comparison, the original
data expressed by gray dots are also given in the figure. (b) The relationship between
average returns of individuals and the temptation parameter (b). 1000 simulations are
averaged in each case.

under the fermi rule is unsatisfactory under the monte carlo rule, which can
be seen in Fig. 5(a). The solid line represents the best result of the power-law
fitting, where bcr = 1.31 and β = 0.923. After further observing the original data,
we choose quadratic and trigonometric curves to fit them. Their expressions can
be respectively indicated as:

y = ax2 + bx + c and y = Asin(ωx + ϕ) + d (11)

The fitting effects are also showed in Fig. 5(a), and the specific fitting value can
be seen in Table 2. The pluses represent the results of quadratic fitting where
the most optimal parameter are a =−2.7363, b = 4.8644 and c =−1.7205. The
squares represent trigonometric’s fitting effect where the best parameters are
A =−0.2568, w = 7.2462, ϕ =−2.5603 and d = 0.1314. The fitting effects of the
two are better than that of power-law fitting based on the smaller RMSE and the
better R. Furthermore, trigonometric fitting has better results than quadratic fit-
ting, so we say that the cooperator density data refer to a trigonometric behavior
under the monte carlo rule on the grid, that is ρ ∝ Asin(ωx + ϕ) + d.

Table 2. The optimal solution of thr three fitting methods.

Fitting method Root Mean Squared Error Goodness of fit

Power-law 0.2608 0.9052

Quadratic 0.0168 0.9356

Trigonometric 0.0149 0.9428
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3.4 Cooperation Makes Individuals Live Better in Society

We have also observed the relationship between average returns of individuals
and the temptation parameter b. The results are showed in Fig. 5(b). Macro-
scopically, the strategy of cooperation is obviously better than defection due to
the better returns. It is worth noting that the average returns of cooperators is
insensitive to the temptation parameter b. Furthermore, it is surprised to find
that the returns of the defectors decreases as the growth of b, for the reason that
excessive defectors gatherings have greatly reduced the success of defection. It
is clear that cooperation makes individuals live better in society.

3.5 A Highly Cooperative Society Does Not Depend the Initial
Fraction of Cooperators but a Sufficient Social Population

In the investigation above, we choose 50% as the initial density of cooperators
(ρ0 = 0.5). In this section we would illustrate the effect of different values of ρ0
on the cooperators density at equilibrium (ρ). Figure 6(a) shows the real-time
fraction of cooperators (ρ(t)) for different initial cooperator densities (ρ0). Those
data obtained by taking the average value after 3000 times through the same
experiment are simulated on the grid of 100× 100 at b = 1.1 and N = 10000.

(a) Sensitivity of ρ to ρ0 (b) Sensitivity of ρ to N

Fig. 6. (a) The numerical simulation results for the density of cooperator (ρ) as the
game progresses for different initial density of cooperator (ρ0) on the grid at b = 1.10.
From bottom to top, the ρ0 is set to be 0.2, 0.4, 0.6, 0.8 and 0.99, respectively. (b)
The numerical simulation results for the density of cooperator (ρ) at equilibrium for
different social population (N) at b = 1.10. 3000 simulations are averaged in each case.

As we see, different value of ρ0 can only appreciably affect the time it takes
for the game to reach equilibrium, but do not change the fraction of cooperators
at equilibrium. Thus we can say that the fraction of cooperators at equilibrium
is insensitive to the initial fraction of cooperators.

Finally, we investigate the effect of the social population (N) on cooperation
level. We fix b = 1.10 and ρ0 = 0.5, then change social population to obtain
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corresponding fraction of cooperators at equilibrium. The results are showed in
Fig. 6(b). For N ≥ 800, ρ does not depend on the social population. However,
for N ≤ 800, ρ decreases with smaller N . It is clear that a highly cooperative
society depends on a sufficient social population.

4 Conclusions

We introduce a new dynamic rule of game individual strategy adjustment, that
is, monte carlo rule and investigate the prisoner’s dilemma game under it on the
grid. The monte carlo rule not only promotes cooperative behavior, but also has
higher robustness when compared with unconditional imitation rule, replicator
dynamics rule and fermi rule. Under this rule, spatial structure plays a posi-
tive role in cooperative behavior, and the equilibrium density of cooperator as a
function of the temptation to defect can be perfectly characterized by a trigono-
metric behavior instead of the power-law behavior discovered in the pioneer’s
work under the fermi rule. The society obviously welcomes the cooperation:
cooperators can obtain higher and stabler returns than defectors throughout the
whole temptation parameter ranges. In addition, the cooperation level is insensi-
tive to the initial density of cooperators but enough social population is needed
to maintain a high cooperation level.
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Abstract. Given a quadrilateral ABCD in Kn and the distances of
edges, the special frequency quadrilaterals are derived as two of the three
sum distances d(A,B) + d(C,D), d(A,C) + d(B,D), and d(A,D) +
d(B,C) are equal. A probability model formulated based on the special
frequency quadrilaterals implies the edges in the optimal Hamiltonian
cycle are different from the other edges in Kn. Christofides proposed a
3
2 -approximation algorithm for metric traveling salesman problem (TSP )
that runs in O(n3) time. Cornuejols and Nemhauser constructed a family
of graphs where the performance ratio of Christofides algorithm is exactly
3
2 in the worst case. We apply the special frequency quadrilaterals to the
family of metric TSP instances for cutting the useless edges. In the
end, the complex graph is reduced to a simple graph where the optimal
Hamiltonian cycle can be detected in O(n) time, where n ≥ 4 is the
number of vertices in the graph.

Keywords: Traveling salesman problem ·
Special frequency quadrilateral · Heuristic algorithm

1 Introduction

Traveling salesman problem (TSP ) is one of well-known NP-hard problems in
combinatorial optimization [1]. The aim is to find an optimal Hamiltonian cycle
(OHC) in a given complete graph Kn. Since many complex industrial problems
have close relationships with TSP , the algorithms for resolving TSP or reducing
its complexity will be widely accepted in engineering applications. Karp [2] has
shown that TSP is NP -complete. It implies that there are no polynomial-time
algorithms for TSP unless P = NP . In the worst case, the computation time of
exact algorithms is O(an) for some a > 1 for TSP . For example, Held and Karp
[3], and independently Bellman [4] designed a dynamic programming approach
that consumed O(n22n) time. Integer programming techniques such as either
branch and bound [5,6] or cutting-plane [7,8] have been able to solve TSP
examples on thousand points. For large TSP , the computation times of these
exact algorithms is hard to reduce.
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On the other hand, the computation times of approximation algorithms and
heuristics have been significantly decreased. For example, the MST-based algo-
rithm [9] and Christofides’ algorithm [10] are able to find the 2-approximation
and 3

2 -approximation in time O(n2) and O(n3), respectively, for metric TSP .
Moreover, Mömke and Svensson [11] gave a 1.461-approximation algorithm for
metric graphs with respect to the Held-Karp lower bound. In most cases, the
Lin-Kernighan heuristics (LKH) can compute the “high quality” solutions within
2% of the optimum in nearly O(n2.2) time [12].

In recent years, researchers have designed polynomial-time algorithms to
resolve the TSP on sparse graphs. In sparse graphs, the number of Hamilto-
nian cycles (HC) is greatly reduced. For example, Sharir and Welzl [13] proved
that in a sparse graph of average degree d, the number of HCs is less than
e∗(d2 )n, where e∗ is the base of natural logarithm. Heidi [14] gave a lower bound
(d2 )n for a graph of average degree d. In addition, Björklund [15] proved that
a TSP on bounded degree graphs can be solved in time O(2 − ε)n, where ε
depends on the maximum degree of a vertex. Given a TSP on cubic graphs, Epp-
stein [16] introduced an exact algorithm with running time O(1.260)n. This run
time was improved by Lísewicz and Schuster [17] to O(1.253)n. Aggarwal, Garg
and Gupta [18] and independently Boyd, Sitters, Van der Ster and Stougie [19]
gave two 4

3 -approximation algorithms to solve the TSP on metric cubic graphs.
For TSP on cubic connected graphs, Correa, Larré and Soto [20] proved that
the approximation threshold is strictly below 4

3 . For the general bounded-genus
graphs, Borradaile, Demaine and Tazari [21] gave a polynomial-time approxi-
mation scheme for TSP . In the case of asymmetric TSP , Gharan and Saberi
[22] designed the constant factor approximation algorithms for TSP . For planar
graphs with bounded genus, the constant factor is 22.51(1 + 1

n ). Thus, whether
one is trying to find exact solutions or approximate solutions to the TSP , one
can has a variety of more efficient algorithms available if one can reduce a given
TSP to finding an OHC in a sparse graph.

In the edges elimination research, Jonker and Volgenant [23] found many
useless edges out of OHC based on 2−opt move. After these edges were cut, the
computation time of branch-and-bound for certain TSP instances was reduced
to half. Hougardy and Schroeder [24] cut the useless edges based on 3−opt move.
Their combinatorial algorithm cuts more useless edges for TSP , and the compu-
tation time of Concorde was decreased by more than 11 times for certain TSP
instances in TSPLIB. Different from the above research, the authors eliminate
the edges out of OHC for TSP according to frequencies of edges computed with
frequency quadrilaterals [25,26] and optimal four-vertex paths [27]. Whether the
frequency of an edge is computed with frequency quadrilaterals or it is computed
with optimal 4-vertex paths, the frequency of an OHC edge is generally much
bigger than that of a common edge. When the minimum frequency of the OHC
edges is taken as a frequency threshold to trim the other edges with small fre-
quencies, the experiments demonstrated that a sparse graph with O(nlog2(n))
edges are obtained for most TSP instances.
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In this paper, the special frequency quadrilaterals are computed for a quadri-
lateral ABCD in Kn where the two of the three distances d(A,B) + d(C,D),
d(A,C) + d(B,D), and d(A,D) + d(B,C) are equal. Based on the special fre-
quency quadrilaterals, a probability model is built for the OHC edges. The
probability model shows the difference between the OHC edges and the general
edges in Kn. According to the probability model, one can cut the edges with
small frequencies so the complex TSP becomes simpler. The probability model
works well even though for TSP on sparse graphs. We apply the special fre-
quency quadrilaterals to the family of TSP instances constructed by Cornuejols
and Nemhauser [28] who verifies the worst performance ratio of the Christofieds
algorithm for metric TSP . After certain edges are cut according to their fre-
quencies, the OHC can be found in O(n) time based on the preserved graph.

This paper is organized as follows. First in Sect. 2, we shall introduce the
special frequency quadrilaterals. In Sect. 3, a probability model for the OHC
edges is built based on special frequency quadrilaterals. In Sect. 4, we apply the
probability model to the family of metric TSP constructed by Cornuejols and
Nemhauser to trim the useless edges. In Sect. 5, the conclusions are drawn and
the possible future research work is given.

2 The Special Frequency K4s

Before the computation of special frequency quadrilaterals, we first review
the general frequency quadrilaterals. Given four vertex {A,B,C,D} in Kn,
they form a quadrilateral ABCD. The ABCD contains six edges (A,B),
(A,C), (A,D), (B,C), (B,D), and (C,D), and their distances are d(A,B),
d(A,C), d(A,D), d(B,C), d(B,D), and d(C,D), respectively. Under the assump-
tion that the three sum distances d(A,B) + d(C,D), d(A,C) + d(B,D), and
d(A,D) + d(B,C) are unequal, Wang and Remmel [25] first derive six optimal
four-vertex paths with given endpoints, and then compute a general frequency
quadrilateral with the six optimal four-vertex paths. For an edge e ∈ {(A,B),
(A,C), (A,D), (B,C), (B,D), (C,D)}, the frequency f(e) is the number of
optimal four-vertex paths containing e. Since the three sum distances have six
permutations, there are six frequency quadrilaterals for quadrilateral ABCD.
In each frequency ABCD, the frequency f(e) of an edge e is either 1, 3, or 5.
In addition, the frequency f(e) = 1, 3, and 5 related to edge e occur twice,
respectively, in the six frequency quadrilaterals. Let pi(e) denote the probability
that e has frequency i ∈ {1, 3, 5} in a frequency quadrilateral containing e. The
probability p1(e) = p3(e) = p5(e) = 1

3 based on the six frequency quadrilaterals.
Edge e is contained in

(
n−2
2

)
quadrilaterals in Kn. Given a quadrilateral contain-

ing e, the corresponding frequency quadrilateral will be one of the six frequency
quadrilaterals. Therefore, the probability that e has the frequency f(e) = 1, 3,
and 5 in a random frequency quadrilateral is 1

3 , respectively. For an OHC edge
eo = (A,B) in Kn, Wang and Remmel [25] found n − 3 quadrilaterals where
eo has the frequency 3 or 5 rather than 1. In the rest frequency quadrilaterals,
we assume the conservative probability p1(eo) = p3(eo) = p5(eo) = 1

3 for eo.
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The probability that eo has the frequency 1, 3, and 5 in a random frequency
quadrilateral is derived as formula (1).

p1(eo) =
1
3

− 2
3(n − 1)

and

p3(eo) =
1
3

and

p5(eo) =
1
3

+
2

3(n − 1)
. (1)

Given a quadrilateral ABCD, we usually meet the cases that the three sum
distances d(A,B)+d(C,D), d(A,C)+d(B,D), and d(A,D)+d(B,C) are equal
or two of them are equal. In these cases, the six frequency quadrilaterals ABCD
in paper [25] will change as well as the probability model for the OHC edges eo.
Firstly, we assume two of the three sum distances are equal. There are six cases:

(a) d(A,B) + d(C,D) = d(A,D) + d(B,C) < d(A,C) + d(B,D),
(b) d(A,B) + d(C,D) = d(A,D) + d(B,C) > d(A,C) + d(B,D),
(c) d(A,B) + d(C,D) = d(A,C) + d(B,D) < d(A,D) + d(B,C),
(d) d(A,B) + d(C,D) = d(A,C) + d(B,D) > d(A,D) + d(B,C),
(e) d(A,C) + d(B,D) = d(A,D) + d(B,C) < d(A,B) + d(C,D), and
(f) d(A,C) + d(B,D) = d(A,D) + d(B,C) > d(A,B) + d(C,D).
It mentions that a frequency quadrilateral ABCD is computed with the six

optimal four-vertex paths in ABCD, see [25]. As some of the sum distances
d(A,B) + d(C,D), d(A,C) + d(B,D), and d(A,D) + d(B,C) are equal, the set
of six optimal four-vertex paths is not unique. For example the case (a), there are
two sets of six optimal four-vertex paths. (1) If we assume d(A,B) + d(C,D) <
d(A,D) + d(B,C), then the six optimal four-vertex paths are (A,B,C,D),
(B,C,D,A), (C,D,B,A), (D,A,B,C), (B,A,C,D), and (A,B,D,C). (2) Else
if d(A,B) + d(C,D) > d(A,D) + d(B,C), then the six optimal four-vertex
paths are (A,B,C,D), (B,C,D,A), (C,D,B,A), (D,A,B,C), (B,C,A,D), and
(A,D,B,C). Based on the two sets of optimal four-vertex paths, the two fre-
quency ABCDs are computed and illustrated in Fig. 1 (1) and (2), respectively.
For the two frequency ABCDs (1) and (2) in Fig. 1, we assume they occur with
the equal probability 1

2 for case (a). In this case, the expected frequencies of
the six edges are computed as f(A,B) = f(C,D) = f(A,D) = f(B,C) = 4
and f(A,C) = f(B,D) = 1, respectively. Considering the expected frequency of
each edge, the special frequency quadrilateral ABCD for case (a) is represented
as Fig. 2(a). For the residual cases (b)-(f), the same method is used to derive the
optimal four-vertex paths and compute the expected frequencies of edges. The
corresponding special frequency quadrilaterals are computed and illustrated in
Fig. 2(b)-(f), respectively. The distance inequalities are given below each of the
corresponding special frequency quadrilaterals.

Secondly, as the three sum distances d(A,B) + d(C,D), d(A,C) + d(B,D),
and d(A,D) + d(B,C) are equal, one has to order them for computing the six
optimal four-vertex paths and the unique frequency quadrilateral ABCD. The
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Fig. 1. Two frequency ABCDs for case (a)
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Fig. 2. The six special frequency ABCDs
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general frequency quadrilaterals [25] or the special frequency quadrilaterals in
Fig. 2 can be used for this kind of quadrilaterals.

3 The Probability Model for OHC Edges eo

Different from the general frequency quadrilaterals in [25], the edges do not
always have the frequencies 1, 3, and 5 in each special frequency quadrilateral.
For an edge e, such as (A,B), it has the frequency 1, 2, 4, or 5 in the six
special frequency quadrilaterals. Moreover, the frequencies 2 and 4 appear 2
times, respectively, and the frequencies 1 and 5 appear once, respectively. Let
pi(e) denote that e has the frequency i ∈ {1, 2, 4, 5} in a special frequency
quadrilateral containing e. Obviously, the p1(e) = 1

6 , p2(e) = 1
3 , p4(e) = 1

3 ,
and p5(e) = 1

6 hold based on the six special frequency quadrilaterals. Thus, the
average frequency of e over the six special frequency quadrilaterals is 3. As edge
e in Kn is contained in

(
n−2
2

)
quadrilaterals ABCD where the two of the three

sum distances are equal, it is contained in
(
n−2
2

)
special frequency ABCDs as

well. Each special frequency ABCD will have the equal probability to be one
of the six special frequency quadrilaterals in Fig. 2. Therefore, given a special
frequency ABCD containing a common edge e, the probability p1(e) = p5(e) = 1

6
and p2(e) = p4(e) = 1

3 .

A B

D C

OHC

… …

A1

…An

d(A,B)+d(C,D)<d(A,C)+d(B,D)

Ai

eo

……

Fig. 3. The special ABCDs for an OHC edge eo = (A,B)

For an OHC edge eo, the probability will be different. Figure 3 shows the
OHC of Kn and a quadrilateral ABCD. The edge eo = (A,B) and (C,D) belong
to the OHC. Since (A,B) and (C,D) belong to the OHC, the sum distance
d(A,B) + d(C,D) is less than d(A,C) + d(B,D). Otherwise, edges (A,B) and
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(C,D) will be replaced by edges (A,C) and (B,D) in the OHC. Here we consider
the special quadrilaterals ABCD where two of the three sum distances are equal.
There are two cases d(A,B) + d(C,D) = d(A,D) + d(B,C) and d(A,C) +
d(B,D) = d(A,D)+d(B,C). Plus the inequality d(A,B)+d(C,D) < d(A,C)+
d(B,D), we derive the other two inequalities d(A,B) + d(C,D) = d(A,D) +
d(B,C) < d(A,C) + d(B,D) and d(A,B) + d(C,D) < d(A,C) + d(B,D) =
d(A,D) + d(B,C). The two inequalities correspond to the special frequency
quadrilaterals (a) and (f) in Fig. 2. In Fig. 2, the frequency of eo = (A,B) in
the two special frequency ABCDs is 4 and 5, respectively. Based on the two
special frequency ABCDs, the probability p4(eo) = p5(eo) = 1

2 whereas the
other probabilities are equal to zero. Thus, the average frequency of eo = (A,B)
over the two special frequency ABCDs is 4.5. There are n−3 nonadjacent edges
(C,D) ∈ OHC for edge eo = (A,B). In the residual frequency quadrilaterals
containing eo, we assume the probability p1(eo) = p5(eo) = 1

6 and p2(eo) =
p4(eo) = 1

3 . Thus, the probabilities p1(eo), p2(eo), p4(eo), and p5(eo) for eo are
derived as formula (2).

p1(eo) =
1
6

− 1
3(n − 2)

and

p2(eo) =
1
3

− 2
3(n − 2)

and

p4(eo) =
1
3

+
1

3(n − 2)
and

p5(eo) =
1
6

+
2

3(n − 2)
. (2)

According to the special frequency quadrilaterals, the probability model (2)
for eo is different from that based on general frequency quadrilaterals [25]. Based
on the probability model (2), the expected frequency of eo over the six special
frequency quadrilaterals is 3 + 3

n− 2 . It is bigger than the average frequency 3 of
a common edge e. It mentions that the probability model (2) is very conservative
for eo since we did not consider the other special frequency quadrilaterals where
eo has frequency 4 and 5 in Kn. Therefore, the 3 + 3

n− 3 is just a lower bound
of the average frequency of eo. As we choose N special frequency quadrilaterals
containing eo to compute its total frequency, the total frequency of eo will be
bigger than

(
3 + 3

n− 2

)
N in most cases.

This gives us a heuristic to cut the edges with average frequency below 3 +
3

n− 2 and the OHC edges eo are kept intact. Wang and Remmel [26,29] have
designed the iterative algorithms to reduce a TSP on Kn to the TSP on sparse
graphs. In this research, we start from the TSP on sparse graphs where the
degrees of vertices are very small. Even in this case, we can still cut the other
edges out of OHC based on the probability model (2).
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4 An Application of the Probability Model

Christofides [10] first proposes the 3
2 -approximation algorithm that requires poly-

nomial time for the metric TSP . In the next, Cornuejols and Nemhauser [28] con-
structs a family of metric TSP where the approximation ratio of the Christofides
heuristic is exactly 3

2 in the worst case. Given such a TSP instance, we cut the
useless edges according to their average frequencies computed based on the spe-
cial frequency quadrilaterals. After the useless edges are eliminated, the TSP
instance becomes quite simple and the OHC can be found in polynomial time.
Since a quadrilateral contains at least four vertices, we assume n ≥ 4.

Using the rectilinear distances between two vertices, Cornuejols and
Nemhauser [28] builds the metric TSP illustrated in Fig. 4, where the distance
of an edge (vi, vj) is the shortest distance between the two endpoints vi and
vj . Given three vertices vi, vj , and vk in the graph, the distances satisfy the
constrains: (a) d(vi, vj) ≥ 0; (b) d(vi, vj) = d(vj , vi); (c) d(vi, vj) + d(vi, vk) ≥
d(vj , vk). For convenience of analysis, we add two edges (v1, v2m−1) and (v3, v2m)
in the original graph. The two edges are noted with the thinner lines.

v1
v2

v2m

v2m-1

v3

vm-1

vm

vm+1

vm+2

1

1

1

1

2
1

1
2

1

1
1

1

1
1

1

m

Fig. 4. The graphs defined with rectilinear distances [28]

In the next, we compute the average frequency of each edge based on the
special frequency quadrilaterals, and cut the edges with the smallest frequencies
for every vertex vi. In the previous papers [26,29], Wang and Remmel designed
the iterative algorithms to cut the useless edges for TSP on Kn. Here, we cut
the useless edges for the graph in Fig. 4. It says the probability model (2) works
not only for dense graphs of TSP , but also for the TSP sparse graphs. There
are two types of vertices according to their degrees. The degree of the first type
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of vertices is three, such as v1, vm, vm+1 and v2m in Fig. 4. The degree of the
second type of vertices is four, for example, the vertices v2, v3, etc. The number
of the four-degree vertices is the maximum. For each four-degree vertex, two of
the associated edges belong to the OHC, and the other two associated edges are
useless.

Without loss of generality, we choose the vertex v2 to compute the aver-
age frequencies of the four associated edges (v1, v2), (v2, v3), (v2, v2m−1), and
(v2, v2m). With the help of the two auxiliary edges (v1, v2m−1) and (v3, v2m),
there are four special quadrilaterals v1v2v2m−1v2m, v1v2v3v2m, v1v2v3v2m−1, and
v2v3v2m−1v2m containing the four edges. Moreover, each of the four edges visit-
ing v2 is contained in three of the four quadrilaterals. The corresponding special
frequency quadrilaterals can be selected from the Fig. 2. The four quadrilaterals
and the corresponding special frequency quadrilaterals are shown in Fig. 5. The
frequencies of each edge containing v2 in the four special frequency quadrilat-
erals are given in Table 1. The average frequency of each edge is also computed
and illustrated at the bottom of Table 1. According to the average frequencies of
the four edges, the two edges (v1, v2) and (v2, v3) should be preserved based on
the probability model (2). The other two edges (v2, v2m−1) and (v2, v2m) can be
cut due to the smallest frequency. In the same way, the edge (v1, vm+1) and all
the other edges except for (v1, v2m) and (vm, vm+1) between the top and bottom
horizontal edges in Fig. 4 can be cut according to their smallest frequencies. In
this case, one will obtain a simple graph containing the OHC.
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v21
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1 1

1

v1

v2m v3
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1

1 1

2
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1 1
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1
1

2 1

1 v2m-1

v1

v2m v2m-1
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1 4
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2

2 2

5

v2
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v34

1
4

1 4

4 v2m-1

W
eighted graph

Frequency graph

Fig. 5. The four special frequency quadrilaterals containing v2

In Fig. 3 of paper [28], vertex v1 is contained in 5 edges. One can build
the 10 special frequency quadrilaterals containing v1, and compute the average
frequencies of the edges containing v1. It finds that the average frequency of the
two OHC edges is 7

2 which is bigger than the average frequency 8
3 of the other

three edges. The OHC edges are found according to the frequency of edges.
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Table 1. The frequencies of each edge containing v2 in the four special frequency
quadrilaterals

Frequency quadrilateral f(v1, v2) f(v2, v3) f(v2, v2m−1) f(v2, v2m)

v1v2v2m−1v2m 4 0 4 1

v1v2v3v2m 2 5 0 2

v1v2v3v2m−1 5 2 2 0

v2v3v2m−1v2m 0 4 1 4

Avg. frequency 11
3

11
3

7
3

7
3

5 Conclusions

The special frequency quadrilaterals are presented for a class of quadrilaterals
ABCD in Kn where the two of the three sum distances d(A,B) + d(C,D),
d(A,D) + d(B,C), and d(A,C) + d(B,D) are equal. As one chooses N such
frequency quadrilaterals containing an edge to compute its total frequency, the
probability model demonstrates that the frequency of an OHC edge will be big-
ger than that of a common edge. We apply the special frequency quadrilaterals to
the metric TSP instances constructed by Cornuejols and Nemhauser for cutting
the useless edges. The special frequency quadrilaterals works well to eliminate
all the useless edges. In the residual graph, the OHC can be found in O(n) time.
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Abstract. In data management center, sometimes it is necessary to
provide a subset to show data characteristics, among which probability
distribution is an important one. Sampling is a fundamental method to
generate data subsets. But how to sample a minimum subset with fixed
approximation ratio of probability distributions is still a problem. In this
paper, we define the approximation ratio as the significant difference level
in chi-square test and use this test to formulate the sampling problem.
We decompose the probability distribution as conditional probabilities
based on Bayesian networks and propose a heuristic search algorithm to
generate the subset by designing two scoring functions, which are based
on chi-square test and likelihood functions, respectively. Experiments on
four types of datasets with size 60000 show that when setting significant
difference level α to 0.05, the algorithm could exclude 99.5%, 97.5%,
84.8% and 90.8% samples based on their Bayesian networks, respectively.

Keywords: Sampling · Chi-square test · Bayesian network ·
Probability distribution

1 Introduction

Sampling is a fundamental problem in data science, especially in the big data
era. It can generate small size subsets to represent the original whole datasets
to reduce the computational complexity, and has been widely applied to many
applications. An important one is data trading or data exchange [1]. In data
center, data sellers or suppliers often need to provide a subset to show the data
characteristics. An intuition behind this is that if the distributions of the subset
and the whole dataset are consistent or similar, the subset could show most
of the characteristics of the whole dataset. Data sellers or suppliers could even
c© Springer Nature Singapore Pte Ltd. 2019
X. Sun et al. (Eds.): NCTCS 2019, CCIS 1069, pp. 29–45, 2019.
https://doi.org/10.1007/978-981-15-0105-0_3
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provide the subset rather than the original whole dataset to meet data buyers’
or demander’s analysis requirement. In this paper, we focus on the sampling
methods that could guarantee the distributions.

Based on statistical properties, the sampling methods could be divided into
two categories, probability sampling and nonprobability sampling [2]. The differ-
ence between them is whether some elements have no chance to be selected. The
most typical probability sampling is random sampling, in which each element
has an equal probability to be chosen. However, its performance is instable. Var-
ious sampling methods are designed to improve the sampling quality. Systematic
sampling is to sort elements according to some rules and then choose elements at
regular intervals [3]. Stratified sampling divides elements into various categories
or strata and applies random sampling in each category at specific sampling ratio
[4]. The element partition should minimize the varieties within categories and
maximize varieties between categories. Clustering methods could be adopted for
this partition task [5,6]. But it is different from cluster sampling, which chooses
a whole cluster at a time. Generally, these probability sampling methods are all
random sampling in their processes. When the size of the chosen subsamples
becomes larger, the distribution will become closer to the original distribution.
But there are no mechanisms in these methods to minimize the subpopulations’
size while maintaining the probability distribution.

For nonprobability sampling, methods are often designed for particular appli-
cations. In social science, researchers usually use snowball sampling [7,8] to
recruit subjects. An initial subjects group is first determined, and then more
subjects are recruited based on previous chosen subjects. In data science area,
some researchers try to determine the minimum sampling size within the fixed
data analysis performance [9–11]. Silva et al. used the machine learning model
performance as the criteria to choose samples by a heuristic search approach [9].
Alwosheel et al. determined the minimum size for artificial neural networks by
Monte Carlo experiments [10]. These works are for particular machine learning
models. When the model is changed, the sampled subsets may become unsatis-
factory with the criteria.

In order to maintain the probability distribution when sampling, we need to
conduct hypothesis testing. However, the joint distribution of the original dataset
is usually hard to determine. Judea Pearl developed Bayesian networks to repre-
sent the relationships between attributes. Hereby, the joint distribution could be
decomposed into the product of several conditional probabilities based onBayesian
networks. With the conditional probabilities, researchers could infer posterior
probability by Markov Chain Monte Carlo (MCMC) sampling [12–14] or Gibbs
sampling [15,16]. These sampling methods could also generate samples that satisfy
the original joint distribution. They first initial a random sample and then gener-
ate new samples based on the conditional probabilities. These generated samples
may not exist in the original dataset, as they are generated by probabilities.

In this paper, we aim to develop sampling methods such that the distribution
of the sampled subset is close to the original distribution as well the size of the
subset is minimized. We first define α-approximate probability distribution under
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chi-square test based on Bayesian networks. With this distribution constraint,
we propose a heuristic search algorithm to find the minimum size subset by
designing scoring functions. The performance is tested on four different types of
datasets, which are generated based on four Bayesian networks, including ASIA,
ALARM, HEPAR2, and ANDES. Results show that when setting significant
difference level α to 0.05, the proposed algorithm could exclude 99.5%, 97.5%,
84.8% and 90.8% samples from original datasets with size 60000, respectively,
while the constraints of chi-square test are still satisfied.

The remain of this paper is organized as follows. In Sect. 2, we introduce
related works including Bayesian networks and its scoring functions. In Sect. 3,
the problem is formulated and the sampling method is introduced. The exper-
iment results are described in Sect. 4, and we summarize the paper in the last
section.

2 Related Works

2.1 Bayesian Networks

A Bayesian network is a probabilistic graphical model [17], which organizes the
attributes into a directed graph (DAG). In the graph, each node represents a
variable or attribute. Assume there are n variables, i.e.{x1, x2, ..., xn}, then there
should be n nodes in the graph, which is denoted as Bn. A directed edge from xi to
xj means that the values of xj depend on that of xi. xi is usually named as a par-
ent node, and xj is named as a children node. One node could have multiple parent
nodes and multiple children nodes. Here, we use π(xi) to stand for the parent node
set of xi. For each node, the graph defines a conditional probability table based on
its parent nodes. Figure 1 shows a Bayesian network example. In the graph, there
are 5 nodes. For each node, there is a conditional probability table, which denotes
the variable’s probability values conditioning on its parent nodes.

Fig. 1. A Bayesian network example. For each node, there is a conditional probability
table, in which θijk = P (xi = k|π (xi) = j). It denotes the probability of kth value of
node xi conditioning on the jth combination of its parent nodes π(xi).
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The conditional probability tables could be regarded as the parameters of a
Bayesian network. Here, we use θijk to encode the parameters, which denotes the
probability of kth value of node i conditioning on the jth combination of its parent
nodes. With these tables, the joint probability distribution could be factorized
as the product of all conditional probability distributions in the network, which
can be written as Eq. 1 [18].

P (x1, . . . , xn) =
n∏

i=1

P (xi|π (xi)) (1)

2.2 Scoring Function

Given a dataset, we often need to evaluate the quality of a constructed Bayesian
network based on score functions. These functions could be classified into two
categories: Bayesian-based functions and information-theoretic-based functions.
For the computational efficiency purpose, these scores are defined on the network
structure and parameters, which allows for efficient leaning algorithms based on
local search methods. The general idea of Bayesian-based scoring functions is to
compute the posterior probability distribution from a prior probability distri-
bution on the possible networks conditioning on dataset D. The best network
is the one that maximizes the posterior probability [19]. Information-theoretic-
based functions require to choose the network with the minimum encoding length
among all the networks. CH function is a widely used one [20], which is defined
as Eq. 2.

LL(D) =
n∑

i=1

qi∑

j=1

Γ (
∑ri

k=1 θijk)
Γ (Mij +

∑ri

k=1 θijk)

ri∑

k=1

Γ (Mijk + θijk)
Γ (θijk)

(2)

where D is the original data, and M is the size of D. We can obtain Mijk =
θijk ∗ ∑ri

k=1 Mijk, where Mijk is the number of the kth value of xi conditioning
on the jth combination of π (xi). The number of all combinations of π (xi) is qi.
In addition, ri is the number of unique values of xi.

3 Method

In this section, we first formulate the sampling problem under chi-square test,
then we describe the framework for sampling. After that, the scoring function
and the detailed algorithm process are introduced.

3.1 Problem Formulation

Assume the size of the original dataset D is M , and D contains n variables. Let
B be the corresponding Bayesian network of D. θijk is the parameter of B, which
could be determined based on D by θijk = P (xi = k|π (xi) = j). It denotes the
probability of the kth value of node xi conditioning on the jth combination of
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its parent nodes π(xi). We aim to choose a subset D′ such that the distributions
of D′ and D are close enough. Here we use the chi-square test to determine the
similarity of these two distributions. So the sampling problem is to find a subset
D′ with the minimum size m that satisfy the chi-square test, which is denoted
as Eqs. 3 and 4.

test(D′;D; i, j) = [
ri∑

k=1

(mijk − θijk ∗ ∑ri

k=1 mijk)2

θijk ∗ ∑ri

k=1 mijk
< χ1−α(p − 1)] (3)

test′(D′;D; i) = [
qi∑

j=1

ri∑

k=1

(mijk − ηijk ∗ m)2

ηijk ∗ m
< χ1−α(p − 1)] (4)

In these two equations, ηijk is the joint distribution of node xi and its parent
nodes π(xi) in dataset D, which can be calculated according to P (xi, π(xi)).
mijk is the number of the kth value of xi conditioning on the jth combination of
π (xi) in dataset D′. qi is the number of all possible combinations of π (xi). ri is
the number of unique values of xi. α is the confidence level, and 1−α denotes the
significant difference level. p is the degree of freedom in chi-square distribution.

These two equations are used for conducting chi-square test on node xi. The
joint probability distribution of dataset D could be decomposed into the product
of conditional probabilities specified by the corresponding Bayesian network. As
long as the conditional probabilities of datasets D and D′ are the same, then the
joint probability distributions are equal. Therefore, the distribution test could
be conducted on the probabilities of the network. The probabilities is defined on
each node, so the probability distribution test could only happen on each node.
For node xi, there are conditional probability θijk and joint probability ηijk.
Both of these two probabilities need to be tested. This is why the problem has
two constraints. Equations 3 and 4 are used to test conditional probability θijk

and joint probability ηijk, respectively. In these two equations, θijk and ηijk are
calculated based on dataset D, which represent the distribution of D, and mijk

and m are from dataset D′, which represent the distribution of D′.
χ1−α(p − 1) is the pre-fixed chi-square test threshold value, which could

be achieved with α and p by checking the chi-square distribution table. If the
chi-square value is less than this threshold, we could say these two distributions
have no significant difference with α confidence level. Both of these two equations
have variable p, which denote the degree of freedom. In Eq. 3, p is equal to the
number of possible values of xi. In Eq. 4, p is determined by Eq. 5. Equations 3
and 4 are used to test node xi’s conditional distribution and joint distribution,
respectively. Hereby, these two p have different values.

p = qi ∗ ri −
qi∑

j=1

ri∑

k=1

I (θijk = 0) (5)

When θijk is equal to zero, the value of function I is one otherwise zero.
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3.2 Sampling Algorithm

The main idea of the proposed sampling algorithm is to apply heuristic search
to find a dataset D′ with the minimum size m based on the defined scoring
functions. First, D′ is initialized to empty set, then data samples are added into
D′ based on scoring functions gradually. The process is listed as follows.

• Step 1: Enumerate all the combinations of π(xi) for each node xi, and encode
these combinations.

• Step 2: Initialize an empty set D′, and calculate θijk and ηijk based on dataset
D and the given Bayesian network structure.

• Step 3: Generate C subsets by randomly sampling, each subset with size
|ΔD′|. Evaluate these C subsets by scoring functions, and add the one with
the best scoring value into D′.

• Step 4: Sort all samples in D′ based on scoring functions, and delete the worst
β samples.

• Step 5: If the distributions of all the nodes in the Bayesian network satisfy
the problem constraints, i.e. Eqs. 3 and 4, then terminate. Otherwise, goto
step 3.

In step 1, we enumerate all the combinations of π(xi) for each node xi and
encode them. These codes are used as j in θijk and ηijk. Step 2 initializes D′

and calculates θijk and ηijk, which represent the distributions of D and will
be used for chi-square test. In step 3, we randomly sampling C subsets of D
and evaluate them based on the scoring functions, which will be described in
the next subsection. From these C subsets, we add the best one into D′. We
choose to add a subset with size |ΔD′| rather than a sample into D′ in order
to accelerate the sampling process. After that, step 4 checks the D′ according
to scoring functions and eliminates some samples with poor scoring values. As
the subsets are randomly sampled, some samples in the subset may not be good
enough. Therefore, step 4 will try to exclude these samples from D′. The samples
are added into D′ gradually. At first, D′ may not satisfy the constraints. With
the size of D′ growing, it will meet the requirement at some point. Step 5 are
used to determine whether D′ satisfies the requirement. If so, then terminate
the process, otherwise goto step 3 to continue to add samples into D′.

3.3 Scoring Function

In this section, we introduce how to evaluate a sample or a sample set by defining
scoring functions. Here, two scoring functions are used, i.e. Eqs. 6 and 7, which
are derived from chi-square test and Dirichlet distribution assumption, respec-
tively. These two scoring functions are used to evaluate the similarity of the dis-
tributions of D and D′. Equation 6 applies test(D′;D; i, j)) and test′(D′;D; i)
to check whether the jth conditional probability distribution of xi and the joint
probability distribution of xi and π(xi) satisfy the chi-square test, respectively.
The calculations are based on Eqs. 3 and 4. If test passes, the value of I() func-
tion equals to 0, otherwise 1. Therefore, Eq. 6 could find how many nodes could
not pass the chi-square test.
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L(D,D′) =
n∑

i=1

(
ri∑

j=1

(I(test(D′;D; i, j))) + I(test′(D′;D; i)) (6)

W (D,D′) =
n∑

i=1

qi∑

j=1

ri∑

k=1

Mijk log
(

mijk∑ri

k=1 mijk

)
(7)

In Eq. 7, Mijk and mijk are the number of the kth value of xi condition-
ing on the jth combination of π (xi) in dataset D and D′, respectively. This
equation assumes samples in the dataset obey the Dirichlet distribution. It
denotes the likelihood value given the distribution parameter γ′ of D′, i.e.
W (D,D′) = log(P(D|D′) = log(P(D|γ′). Let us determine the value of γ′.

γ′ is the Dirichlet distribution parameter of D′, hereby, for a sample dl in
D′, its probability is defined as Eq. 8.

P (dl|γ) =
n∏

i=1

qi∏

j=1

ri∏

k=1

χ (i, j, k; dl)
γijk (8)

where

χ (i, j, k; dl) =
{

1, xi = k, π (xi) = j
0, otherwise

(9)

Then the likelihood function of dl is Eq. 10.

log (P (dl|γ)) =
n∑

i=1

qi∑

j=1

ri∑

k=1

χ (i, j, k; dl) log (γijk) (10)

The likelihood function of D′ is Eq. 11.

log(P(D′|γ)) =
n∑

i=1

qi∑

j=1

ri∑

k=1

mijk log (γijk) (11)

Based on Gibb’s inequality, if P(x) and Q(x) are two probability distributions
over the same domain, then

∑
x P (x) log(Q(x)) ≤ ∑

x P (x) log(P (x)). So in
order to maximize the likelihood function Eq. 11, γ′

ijk must satisfy the following
equation.

γ′
ijk =

mijk∑ri

k=1 mijk
(12)

Therefore,

W (D,D′) = log(P(D|γ′) =
n∑

i=1

qi∑

j=1

ri∑

k=1

Mijk log
(
γ′

ijk

)

=
n∑

i=1

qi∑

j=1

ri∑

k=1

Mijk log
(

mijk∑ri

k=1 mijk

)
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According to Gibb’s inequality, W (D,D′) achieves the maximum value only
if γ′

ijk satisfies Eq. 13, which means the distributions of D and D′ are the same.

γ′
ijk = θijk =

Mijk∑ri

k=1 Mijk
(13)

We add a subset ΔD′ into D′ in each iteration. The evaluation should be
conducted for ΔD′. Equations 14 and 15 denote this evaluation. Equation 15 is
defined as W (D,D′,ΔD′) = log(P(D|D′∪ΔD′))−log(P(D|D′)). Based on Eq. 7,
we could obtain Eq. 15. m∗

ijk is the number of the kth value of xi conditioning
on the jth combination of π (xi) in dataset ΔD′.

L(D, D′, ΔD′) =
n∑

i=1

(

ri∑

j=1

(I(test(D′ ∪ ΔD′; D; i, j))) + I(test′(D′ ∪ ΔD′; D; i)) (14)

W (D, D′, ΔD′) =

n∑

i=1

qi∑

j=1

ri∑

k=1

Mijk ∗ log(
mijk + m∗

ijk

mijk
∗

∑ri
k=1 mijk∑ri

k=1(mijk + m∗
ijk)

) (15)

Equation 14 denotes how many nodes do not pass the chi-square test
after adding ΔD′ into D′, while Eq. 15 reflects the increase in scoring val-
ues after the adding operation. Therefore, we should find ΔD′ with smaller
value of L(D,D′,ΔD′) based on Eq. 14 and choose ΔD′ with larger value of
W (D,D′,ΔD′) based on Eq. 15. When selecting ΔD′, we first compare the val-
ues of L(D,D′,ΔD′). If the values of L(D,D′,ΔD′) are the same, we then
compare the values of W (D,D′,ΔD′). In addition, in order to accelerate the
sampling process, we only count for nodes that do not pass the chi-square test
in the calculation of Eq. 15.

3.4 Encoding

In the sampling algorithm, we need to calculate all the values of mijk for scoring
functions. The value of mijk will change if we add a sample. So, we need to
compute these values repetitively during each iteration, which is quite time-
consuming. Actually, we only need to calculate the change of mijk, which will
reduce the time complexity. Here, we apply an encoding strategy to fulfill this
task.

In mijk, i denotes the ith variable, j is the combination serial number of xi’s
parent nodes π(xi), and k is the value of xi. For a given sample d, i and k could be
easily determined. The most difficult part is determining j. Assume xi has |π(xi)|
parent nodes, i.e. π(xi) = {x1

i , x
2
i , ..., x

|π(xi)|
i }. Assume there are rl

i possible val-
ues for parent node xl

i. In sample d, the values of π(xi) are {k1
i , k2

i , ..., k
|π(xi)|
i }.

Then the combination serial number j could be determined by Eq. 16.

j = ((((k1
i ∗ r1i ) + k2

i ) ∗ r2i + · · · + k
|π(xi)|−1
i ) ∗ r

|π(xi)|−1
i + k

|π(xi)|
i (16)
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For each sample, the combination serial number of parent nodes for each
node xi could be calculated during the pre-processing. This value will not change
during the algorithm. So we could store these values in a array. When updating
mijk, we could only check this array to accomplish the task.

3.5 Time Complexity Analysis

In this section, we first list the pseudocodes, then analyze the time complexity.
Algorithm 1 shows the main process of the sampling algorithm.

Algorithm 1. Sampling Algorithm
Input: dataset D, Bayesian network B, C, β
Output: subset D’

1 D′ = ∅;
2 m=0;
3 (indexJ, θ, η)=preProcess(D, B);
4 for h = 0;h < M/(|ΔD′| − β);h + + do
5 bestChiScore=∞; bestDScore=−∞; bestM=0;
6 for hh = 0;hh < C;hh + + do
7 ΔD′=randomSampling(D);
8 m*=distCal(ΔD′,indexJ);
9 (chiScore, dScore)=scoreCal(m, m*, θ, η);

10 if (chiScore<bestChiScore or (chiScore=bestChiScore and
dScore>bestDScore)) then

11 bestChiScore=chiScore;
12 bestDScore=dScore;
13 bestM=m*;
14 bestΔD′=ΔD′;

15 m=m+bestM;
16 D′ = D′ ∪ bestΔD′; D = D − bestΔD′;
17 D′ = D′ − worstSample(D′, β); D = D ∪ worstSample(D′, β);
18 m=m-distCal(worstSample(D′,β));
19 if bestChiScore=0 then
20 break;

In the input of Algorithm1, C denotes the randomly generated subset number
in each iteration. β represents the size of samples that need to be excluded from
D′ after each iteration. Line 1 initializes D′ as an empty set. Line 2 initializes
an array m with 0, which is used to record the distribution of D′. Line 3 calls
procedure preProcess to determine the distribution of D and the encoding value
of each node xi’s parent nodes for each sample. The distribution is recorded by
θ and η, and the encoding values are recorded by indexJ . The loop of line 4–
20 is the main sampling process. In each iteration, the algorithm extracts at
least |ΔD′| − β samples from D, so there are at most M/(|ΔD′| − β) iterations.
The loop of line 6–14 generates C subsets and evaluates them based on scoring
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functions. Line 7 extracts |ΔD′| samples randomly from D, then the distribution
of ΔD′ is calculated in line 8 by calling procedure distCal. Line 9 calls procedure
scoreCal to compute the chi-square test scoring value and likelihood scoring
value. Line 10 judges whether current subset ΔD′ is better by comparing these
two scoring values. If so, line 11–14 record the scoring values and the distribution
of this subset. Line 15–16 are used to add ΔD′ into D′ by joining the datasets
and combining the distributions. Line 17–18 delete the worst β samples from D′

and add them back into D. We indicate in Sect. 3.3 that the scoring function 14
represents how many nodes do not satisfy the chi-square test. Therefore, when
this function value equals to 0, the subset D′ meets the requirement. Line 19
makes this judgment and terminates the algorithm.

Algorithm 2. preProcess
Input: dataset D, Bayesian network B
Output: indexJ, θ, η

1 for h = 0;h < |D|;h + + do
2 for i = 0; i < n; i + + do
3 for hh = 1;hh <= |π(xi)| − 1;hh + + do
4 indexJ(h, i) = (indexJ(h, i) + khh

i ) ∗ rhh
i ;

5 totalCom(i) = (totalCom + rhh
i − 1) ∗ rhh

i ;

6 indexJ(h, i) = indexJ(h, i) + k
|π(xi)|
i ;

7 totalCom(i) = totalCom + r
|π(xi)|
i − 1;

8 for h = 0;h < |D|;h + + do
9 for i = 0; i < n; i + + do

10 θi,indexJ(h,i),dh,i
++;

11 for i = 0; i < n; i + + do
12 for j = 0; j <= totalCom(i); j + + do
13 sum=0;
14 for k = 0; k < ri; k + + do
15 sum=sum+θijk;

16 for k = 0; k < ri; k + + do
17 ηijk = θijk/|D|;
18 θijk=θijk/sum;

Algorithm 2 describes the detailed procedure of pre-processing. The main pur-
pose of pre-processing is to calculate the distribution parameters θ and η of D, as
well as the encoding value of the combinations of xi’parent nodes for each sam-
ple. As in the main process of the sampling algorithm, mijk needs to be computed
repetitively during each iteration, including line 8 and 18 in Algorithm1. So, we
calculate the encoding value j before the main loop to reduce the time complexity.
In Algorithm 2, line 1–7 accomplish this task based on Eq. 16. In line 1, h indicates
the sample index number, which ranges from 0 to |D|. In line 2, i represents the
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variable index number, which ranges from 0 to n. In line 3, hh is used to mark xi’s
hhth parent node. khh

i and rhh
i denote the values and ranges of this xi’s hhth par-

ent node, respectively. totalCom(i) records the total combination number of the
values of xi’s parent nodes. d(h, i) is the value of xi in the hth sample. line 8–18
calculate θ and η for dataset D. In Algorithm 2, Line 4, 5, 6 and 7 can be accom-
plished in O(1) time. Assume the largest value of totalCom(i) and ri are q and r,
respectively. π(xi) in line 3 should be smaller than totalCom(i). So Line 1–7 needs
O(|D|∗n∗q) time. Line 8–9 needs O(|D|∗n) time. Line 11–18 need O(n∗q∗r) time.
preProcess procedure needs O(|D|∗n∗q+|D|∗n+n∗q∗r) = O(|D|∗n∗q+n∗q∗r)
time.

Algorithm 3. distCal
Input: dataset ΔD′, indexJ
Output: m*

1 for ii = 0; ii < |ΔD′|; ii + + do
2 for i = 0; i < n; i + + do
3 h=index(ii);
4 m∗

i,indexJ(h,i),d(h,i) = m∗
i,indexJ(h,i),d(h,i) + 1;

Algorithm 3 calculates m* for dataset ΔD′, which represents the distribution
and will be used in the calculation of score values. m∗

ijk is the number of the kth

value of node xi conditioning on the jth combination of its parent nodes π(xi)
in ΔD′. So the main loop of this procedure is to check each sample in ΔD′ and
update m∗

ijk by finding the corresponding value. Line 3 finds the index number
in D for sample ii of ΔD′ as the encoding value j is indexed based on the index
numbers of samples in D. With this number, we could find the encoding value
j of the values of xi’s parent nodes for sample ii. d(h, i) is xi’s value in sample
ii. In this procedure, line 3–4 need O(1) time. So the whole procedure needs
O(|ΔD′| ∗ n) time.

Algorithm 4 presents the detailed procedure of the calculation of scoring func-
tions based on Eqs. 14 and 15. The inputs m, m*, θ, and η denote the distribution
of D′, ΔD′, and D, respectively. Line 1 conducts the summation calculation to
obtain the distribution of the joint set of D′ and ΔD′. The loop of line 2–16
calculates the chi-square test scoring value. This is a nested loop, where i ranges
from 0 to n, j ranges from 0 to qi, k ranges from 0 to ri. n, qi, and ri denote
the number of variables, the total combination number of xi’s parent nodes, and
the number of unique values of xi, respectively. There are two chi-square test in
the problem formulation, i.e. Eqs. 3 and 4. chiSquare1 records the first test, and
chiSquare2 records the second test. The tests are conducted on each variable
xi. If a variable passes the tests, then chi-square test score value equals to 0. In
order to accelerate the sampling process, the likelihood score values only count
those variables that do not pass the chi-square tests. These variables are stored
in array node in Algorithm 4. Line 15–16 and line 19–20 conduct this operation.
After that, line 21–29 compute the likelihood score value on these variables. In
order to be in consistent with Algorithm 2, we assume the maximum value of
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qi and ri are q and r, respectively. The arithmetic operations in Algorithm 4
needs O(1) time. node only stores variables and do not need to maintain the
ordered relationship, therefore, line 18 and 19 also needs O(1) time. Hereby, line
5–16 need O(r) time, and line 2–20 need O(n ∗ q ∗ r) time. There are at most n
variables in node, so line 21–29 need O(n ∗ q ∗ r) time. The scoreCal procedure
needs O(n ∗ q ∗ r) time in all.

Algorithm 4. scoreCal
Input: m, m*, θ, η, indexJ
Output: chiScore, dScore

1 m̂ = m + m*;
2 for i = 0; i < n; i + + do
3 chiSquare2=0;
4 for j = 0; j < qi; j + + do
5 summ = summ∗ = 0;
6 chiSquare1=0;
7 for k = 0; k < ri; k + + do
8 summ = summ + mijk; summ∗ = summ∗ + m∗

ijk;

9 sum = summ + summ∗ ; size = |D′| + |ΔD′|;
10 for k = 0; k < ri, k + + do
11 chiSquare1+ = (m̂ijk − θijk ∗ sum)2/(θijk ∗ sum);
12 chiSquare2+ = (m̂ijk − ηijk ∗ size)2/(ηijk ∗ size);

13 if chiSquare1 >= χ1−α(p1 − 1) then
14 chiScore+=1;
15 if vis(i) = 0 then
16 node.pushback(i); vis(i)=1;

17 if chiSquare2 >= χ1−α(p2 − 1) then
18 chiScore+=1;
19 if vis(i) = 0 then
20 node.pushback(i); vis(i)=1;

21 for ii = 0; ii < node.size; ii + + do
22 i=node(ii);
23 for j = 0; j < qi; j + + do
24 summ = summ∗ = 0;
25 for k = 0; k < ri; k + + do
26 summ = summ + mijk; summ∗ = summ∗ + m∗

ijk;

27 sum = summ + summ∗ ;
28 for k = 0; k < ri; k + + do
29 dScore+ = θijk ∗ |D| ∗ log(m̂ijk ∗ summ/(mijk ∗ sum));

Now we can analyze the whole time complexity. Line 3 calls preProcess
procedure, which needs O(|D| ∗ n ∗ q + n ∗ q ∗ r) time. Line 7 needs O(|ΔD′|) to
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generate a subset. Line 8–9 call distCal and scoreCal procedures, which needs
O(|ΔD′|∗n) and O(n∗q∗r), respectively. So line 7–14 need O(|ΔD′|+|ΔD′|∗n+
n∗q∗r) = O(|ΔD′|∗n+n∗q∗r) time. Line 6–14 need O(C ∗(|ΔD′|∗n+n∗q∗r))
time. m is an array with size n∗ q ∗ r, so line 15 needs O(n∗ q ∗ r). Line 16 needs
O(|ΔD′|) and line 17 needs O(β). Line 18 needs O(n ∗ q ∗ r + β ∗ n). C, |ΔD′|,
β are pre-fixed constant values. So line 5–20 need O(n ∗ q ∗ r) time. The whole
sampling algorithm needs O(|D|∗n∗q+n∗q∗r+ |D|∗n∗q∗r) = O(|D|∗n∗q∗r)
time.

4 Experiment

In the experiment, we want to test how many samples are needed to meet the
requirement of distribution tests. We decompose the original distribution as
the product of conditional probabilities based on Bayesian networks. Hereby,
Bayesian network’s structure should be determined first. Here we use four
Bayesian networks for our experiments, including ASIA, ALARM, HEPAR2 and
MUNI1, which are described below.

1. ASIA: The ASIA network [21] is a small network, which is related to chest
disease diagnosis, including tuberculosis, lung cancer, or bronchitis. This net-
work contains 8 nodes and 8 edges. Each node corresponds to a binary vari-
able.

2. ALARM: The ALARM network [22] is a medium network, which is also
related to disease diagnosis. This network consists of 37 nodes and 46 edges.
The number of unique values for each variable could be 2, 3 or 4.

3. HEPAR2: The HEPAR2 network [23] is a large network, which is used for
the diagnosis of liver disorders. It consists of 70 nodes and 123 edges.

4. ANDES: ANDES [24] ANDES is a very large network, which is used in an
intelligent tutoring system. It consists of 223 nodes and 338 edges.

For each network, we first applied Gibbs sampler to generate 3 datasets with
different sizes, including 20000, 40000 and 60000. In the sampling algorithm,
|ΔD′| is set as 120, i.e. we add 120 samples into D′ in each iteration. Also, we
delete at most 20 samples from D′ at the end of each iteration, which means
β = 20.

Three metrics are applied to evaluate the algorithm, including sampled size,
running time (in second) and averaged distribution difference. Sampled size rep-
resents the size of subset that are extracted from the original dataset to meet
the chi-square test requirement. Averaged distribution difference is calculated
based on Eq. 17, where num(θijk) is the total number of θijk. This value reflects
the distribution difference between the sampled subset and the original dataset.

delta =
1

num(θijk)

n∑

i=1

qi∑

j=1

ri∑

k=1

| mijk∑ri

k=1 mijk
− θijk| (17)
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We first set the significant difference level α as 0.05. Table 1 summarizes the
sampling results in terms of sampled size, running time and averaged distribu-
tion difference. We can find that the sampling algorithm could exclude most
of the samples from original datasets, but still maintain the distribution. For
the datasets with size 60000, we could exclude 99.5%, 97.5%, 84.8% and 90.8%
samples from original datasets for these four networks, respectively. When the
Bayesian network structure becomes more complex, the sampled subset also
becomes larger. This is because when the structure becomes more complex, the
distribution of the original dataset also becomes more complex. More data are
needed to construct the complex distribution. Similarly, when the size of the orig-
inal dataset becomes larger, small probabilities have more chances to happen,
which makes the distribution become more complex. This means it also needs
more samples to satisfy the requirement. For AISA network, the sampled sizes
of datasets with size 40000 and 60000 are equal. This is because this network
is small and the distribution is simple. It is very easy to satisfy Eqs. 3 and 4.
Besides, we can find that all the averaged distribution difference are around 0.05,
which is the fixed significant difference level. This validates the effectiveness of
our sampling algorithm.

Table 1. Experiment results on 3 different size datasets based on 4 Bayesian networks
in terms of sampled size, running time, and averaged distribution difference, when
α = 0.05

20000 40000 60000

Size Time Delta Size Time Delta Size Time Delta

ASIA 100 7 0.004 300 22 0.004 300 25 0.004

ALARM 1200 75 0.036 1400 102 0.041 1500 259 0.046

HEPAR2 4100 259 0.062 6100 632 0.067 9100 1401 0.071

ANDES 2200 312 0.032 3200 564 0.031 5500 1101 0.027

*size, time, and delta denote the size of sampled subset, running time, and
averaged difference in distribution, respectively

Table 2 shows the results on the same datasets as Table 1 when setting α =
0.01. We can draw similar conclusions as Table 1, i.e. the sampled size becomes
larger when the network structure becomes more complex or the size of the
original dataset becomes larger. The sampled size is generally smaller than that
in Table 1 for the same dataset. This is because the significant difference level α
is lower in Table 2, which allows more differences in the distribution.

As the samples in subset ΔD′ are randomly selected, some samples may have
poor scoring function values. This is why we delete β worst samples from D′ in
each iteration. If a sample dl has good scoring function value, then its rank
in D′ should be stable, which means when adding new samples into D′, these
samples’ scores should be worse than that of dl, and dl’s rank should not change
a lot. However, if a sample has poor scores, its rank in D′ may become higher
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when adding new samples. We choose 6 samples in the ALARM dataset with
size 40000 to illustrate this phenomenon. Figure 2 shows this result. The scoring
values are calculated based on Eq. 15. Samples with serial number 1, 7, 130 have
stable ranks, while samples with serial number 11, 14, 73 have unstable ranks.
The latter samples are those that we should exclude from the sampled subset.

Table 2. Experiment results on 3 different size datasets based on 4 Bayesian networks
in terms of sampled size, running time, and averaged distribution difference, when
α = 0.01

20000 40000 60000

Size Time Delta Size Time Delta Size Time Delta

ASIA 100 6 0.021 100 12 0.041 100 16 0.052

ALARM 1200 65 0.051 1200 71 0.053 1400 256 0.051

HEPAR2 3700 215 0.081 5900 616 0.085 8700 1341 0.080

ANDES 1600 127 0.032 2500 330 0.042 3700 708 0.06

*size, time, and delta denote the size of sampled subset, running time, and
averaged difference in distribution, respectively

(a) samples with stable rank (b) samples with unstable rank

Fig. 2. Ranking of different samples in sampled datasets based on scoring functions

5 Conclusion

In this paper, we formulate a sampling problem that requires to find a minimum
subset while maintaining the probability distribution under chi-square test. The
intuition behind this is that if a subset has similar distribution as the original
dataset, it could reflect most of the characteristics of the original dataset, which
is usually required in data management center. By decomposing the distribu-
tion into conditional probabilities based on Bayesian networks, we proposed a
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heuristic-search-based sampling algorithm to solve this problem. Two scoring
functions are defined based on chi-square test and likelihood functions. Experi-
ments on four different types of datasets show the effectiveness of our sampling
algorithm.
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Abstract. Organizing streaming documents from time-varying dataset
is meaningful but difficult because topics evolve over time. Dynamic doc-
ument clustering is a vital research problem, which helps to group the
time-varying documents into a number of clusters corresponding to their
underlying topics. Datasets are partitioned into a set of time slides to
transfer the streaming document clustering from a continuous problem
to a categorical one. Traditional dynamic document clustering approach
tends to inherit topic information over time directly with no consider-
ation of the nature of datasets. In this paper, we design a novel prior-
adjusted dynamic document clustering approach, namely PADC, which
is able to adjust the topic inheritance process according to two important
of datasets characteristics, in particular, the interval between dataset
time slides and the size of dataset time slides. A collapsed Gibbs sam-
pling algorithm is investigated to infer the document structure for all
time slides with underlying time-varying topics. Parameters for under-
lying topics inheritance, as well as parameters of the number of clusters
in each time slide, are estimated simultaneously. Extensive experiments
have been conducted comparing the PADC model with state-of-the-art
dynamic document clustering approaches. Experimental results demon-
strate that the PADC model is robust and effective for the dynamic
document clustering problem.

Keywords: Topic model · Dynamic clustering · Text mining ·
Topic inheritance

1 Introduction

Nowadays, we are surrounded by overwhelming quantities of textual documents
which can be collected in a streaming manner, e.g. short texts from twitter, stan-
dard articles from news websites, etc [11]. Organizing streaming text documents
c© Springer Nature Singapore Pte Ltd. 2019
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in terms of topics is useful and is heavily needed by many applications. For
example, in the application of hotspot analysis, news documents accumulated
daily are needed to be grouped to into hotspot topics. However, discovering top-
ics from these large amount of text data is difficult because topics evolve with
time. Documents are not exchangeable given their topics but are related with
evolving topic content. For example, the news article “Hilary becomes presiden-
tial candidate” is with the same topic “2016 U.S. president election”of article
“Hilary enters the first election television debate”. However, the content of the
news topic changes dramatically. New topical words, such as “television” and
“debate” were emphasized because the topic is developing over time. Therefore,
it is helpful to develop a text document clustering method to discovery document
structures with time-varying topics.

Dynamic document clustering, which captures the structure of time-varying
document datasets, has received more and more attention due to its research sig-
nificance and great application potential [5,7,15,23,30]. Most of existing dynamic
clustering approaches are designed based on probabilistic topic models [1,6,14].
Datasets are partitioned into a set of time slides to transfer the streaming docu-
ment clustering from a continuous problem to a categorical one. Topics are sequen-
tially tied through time slides. For each time slide, topics are inherited by taking the
topical parameters of last time slide as the prior. Topics are jointly learnt from the
topical prior and text documents in each time slide. However, Traditional dynamic
document clustering models are designed to learn time-evolving topics with no
consideration of the nature of datasets. In reality, the level of topic inheritance
is affected greatly in two situations. The first situation is that datasets are parti-
tion into time slides with long time intervals. The longer the time interval, the less
important the prior. The second situation is that each time slide contains a large
number of documents (or words), when the size of each time slide is large, topical
prior count less to the current topic estimation. For example, in hotspot analysis, a
news event topic usually last for about two weeks. When the time interval is longer
than a week, topic content will dramatically change and should be learnt mostly
from the current datasets. Therefore, it is necessary to adjust the inheritance of
topic for dynamic document clustering by considering the interval between time
slides and the size of time slides.

In this paper, we organize a novel prior-adjusted dynamic document cluster-
ing approach namely, PADC, to partition documents into time-evolving underly-
ing topics. Two factor are designed to adjust the topical inheritance performance
with the consideration of intervals between time slides and the size of time slides.
The probability of new topic emerging is also adjusted according to two impor-
tant of datasets characteristics, in particular, the interval between dataset time
slides and the size of dataset time slides. A Gibbs sampling algorithm is devel-
oped to learn topical parameters. The number of clusters is learnt automatically
with the Gibbs sampling algorithm. We have conducted extensive experiments
on our proposed approach by using both synthetic and realistic data sets. We also
compared our approach with state-of-the-art models. Experimental results show
that our proposed PADC model is robust and effective for dynamic document
clustering with topic inheritance.
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The remainder of this paper is organized as follows: Sect. 2 reviews the related
work on the dynamic topic model. In Sect. 3, we present PADC model and the
Gibbs sampling algorithm. Section 4 describes the design of experiments and
presents the experimental results. We finally present the conclusion and future
work in Sect. 5.

2 Related Work

In the past years, topic modeling has attracted many research efforts from both
academia and industry. A topic is a cluster of words frequently co-occurred. Prob-
abilistic topic models, such as probabilistic latent semantic analysis (PLSA) [9],
latent dirichlet allocation (LDA) [3], Hierarchical Dirichlet Process (HDP) [20],
and Latent dirichlet mixture model (LDMM) [4], are based upon the idea that
documents are mixtures of topics, where a topic is a probability distribution over
words. The PLSA model [9] is designed with the assumption that each document
contains different topics and each word is generated by one of these topics. The
LDA model used a dirichlet prior to solve the over-fitting problem which makes
the model more flexible [3]. In LDMM model [4], the topic probabilities are
represented by a mixture of dirichlet distributions.

Topic models have played vital role in discovering latent semantic structures
from complex data corpora, ranging for text documents to web news articles
[10,19,21,25,27]. With the spreading of social media, extensions to LDA have
been proposed to identify topics of blogs [10,19,31], twitters [17,21], and analyze
sentiment orientation of reviews [26,27]. For example, a biterm topic model
(BTM) is able to effectively model short texts and mitigate the sparse-feature
problem in short texts [28]. The joint sentiment topic model (JST) is proposed to
detect sentiment and topic simultaneously from reviews [8]. Twitter-LDA model
[32] analyzes topics on Twitter.

To capture dynamic topic from text streams (such as newspaper and twit-
ter), a number of dynamic topic models have been proposed to consider topic
evolution over time [2,16,21,24]. The dynamic topic model (DTM) [2] designed
based on LDA, is investigated to analyze to documents with time-varying topics.
The dynamic mixture model (DMM) [24] considers a single dynamic sequence
of documents, which corresponds to a single topic over time. The topic over
time model (ToT) [22] needs all samples over time for the inference process. It
cannot be updated sequentially, and is not appropriate for data that are contin-
uously accumulated. The topic tracking model (TTM) [13] focuses on tracking
time-varying consumer behavior, in which consumer interests change over time
[31]. The dynamic clustering topic model (DCT) [16] extends a collapsed Gibbs
Sampling algorithm for the dirichlet multinomial mixture model (GSDMM) [29]
to time evolution scenario, which derives a good influence on short text dynamic
clustering. Global and local topic model (GLTM) [17] treats different types of
topics differently. It detects global and local topics simultaneously by using geo-
tag Twitter data.

However, no existing work studies research how topics are transformed and
inherited in time slides. None of them organize document into time-evolving
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topics, where topics are inherited from lats time slide. The degree of topical
inheritance is adjusted considering the nature of datasets.

3 Prior-Adjusted Dynamic Document Clustering Model

In this section, we propose prior-adjusted dynamic document clustering model,
namely PADC, to learn document clustering structure with underlying time-
evolving topics. Formally we defined the following terms:

– A word w is an item from a vocabulary indexed by {1, 2, ..., V }.
– A cluster is characterized by a multinomial distribution over words. It is

represented by a multinomial parameter.
– A document dtm at time t is represented as a V -dimensional vector dtm =

{nw1 , nw2 , ..., nwV
} where nwj

is the number of appearance of the word wj of
the document dtm , and the dtm represent the m-th document of Dt.

– A document data set Dt is a collection of M documents at time t denoted by
Dt = {dt1 , dt2 , ..., dtM }.

The level of inheritance of the topical proor is adjusted with regard of the
interval of time slides and the size of time slides. The probability of emerging new
topics is also adjusted accordingly. The graphical representation of our proposed
PADC model is the same with the DCT approach [16] which is depicted in Fig. 1.
Two adjusting parameters, namely η and γ, are introduced to adjust the topical
prior information, where η is the time slide interval adjustment factor, and γ is
the time slide size adjustment factor. We analysis the nature of text document
datasets in four situations with the consideration of the interval and size of time
slides. The shorter the time slide interval and the smaller the time slide size, the
stronger the topical information is inherited. The converse is also true. Precisely,
when the interval of time slide is longer than a predefined parameter ι, and the
size of time slide is larger than a predefined parameter δ, the topical prior. αt,z

of topic z at time t is adjusted as follows:

where Ωt−1 denote the topic set learnt in time t − 1.
When the interval of time slide is shorter than ι and the size of time slide is

larger than δ, the topical prior, αt,z of topic z at time t is adjusted as follows:

When the interval of timeslide is longer than ι and the size of time slide is
smaller than δ, the topical prior, αt,z of topic z at time t is adjusted as follows:
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Fig. 1. Graphical representation of PADC model.

When the interval of times lide is shorter than ι and the size of time slide is
smaller than δ, the topical prior, αt,z of topic z at time t is adjusted as follows:

The generative process of PADC is as follows:

1. Draw Θt ∼ Dirichlet(αtΘt−1).
2. Fore each topic z Draw φt,z|βt,zφt−1,z ∼ Dirichlet(βt,zφt−1,z).
3. For each document d:

(a) Draw zd ∼ multinomial(Θt)
(b) For each word wd:

i. Draw wd|φt,zd
∼ multinomial(φt,zd

).

where αt = {αt,z}K
z=1 is adjusted as shown in Eqs. (1) to (8) by the settings of ι

and the δ, Θt−1 = {θt−1,z}K
z=1 is the topic distribution at time t.

Approach Inference. We employ a collapsed Gibbs sampler [18] to learn the
parameters of our proposed PADC model. The joint probability of the current
document dataset dt is estimated as follows:

P (dt, zt|Φt−1,Θt−1, αt, βt) = P (dt|zt, Φt−1, βt)P (zt|Θt−1, αt, γ, η) (9)
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Algorithm 1. collapsed Gibbs Sampling
Input: Previous topic distribution Θt−1

Previous word distribution specific to topics Φt−1

The time slide interval adjustment factor η
The time slide size adjustment factor γ
A set of short documents dt at time t
A Initialized αt and βt

A Number of iterations I
Output: Current topic distribution Θt

Current word distribution specific to topics Φt

Documents and its cluster at time t
1 Initialize mt,zd , nt,zd , nt,zd,w as zero in dt

2 for iteration = 1 to I do
3 for each document d ∈ dt do
4 record the current cluster of d: z = zd
5 mt,zd ← mt,zd − 1 and nt,zd ← nt,zd − Nd

6 for each word w ∈ d do
7 nt,zd,w ← nt,zd,w − Nd,w

8 end
9 draw zd from equation (14)

10 update mt,zd and nt,zd,w

11 end

12 end
13 compute the parameters Θt and Φt

where Θt−1 is the topic distribution at time t− 1, Φt−1 is the word distribution
over topics at time t − 1, dt is the document set at time t, zt is the set of topics
at time t, the αt and βt are the prior (or hyper parameters) at time t.

With the chain rule, the above formula can be changed as follows:

P (zd|zt,−d,dtΦt−1, Θt−1, γ, αt, βt) = P (zt,dt|Φt−1,Θt−1,γ,η,αt,βt)
P (zt,−d,dt|Φt−1,Θt−1,γ,η,αt,βt)

∝
P (zt,dt|Φt−1,Θt−1,γ,η,αt,βt)

P (zt,−d,dt,−d|Φt−1,Θt−1,γ,η,αt,βt)

(10)

Starting molecular moiety derived from the Eq. (10) can be drawn:

P (zt,dt|Φt−1, Θt−1, γ, η, αt, βt) = P (dt|zt, Φt−1, βt)P (zt|Θt−1, γ, η, αt)
=

∫
P (dt|zt, Φt)P (Φt|Φt−1, βt)dΦt × ∫

P (zt|Θt)P (Θt|Θt−1, γ, , η, αt)dΘt

=
∫ ∏|dt|

d=1

∏Nd

i=1 P (wi, di|φt,z,di
)
∏K

z=1 P (φt,z|φt−1,z, βt)dΦt×∫ ∏|dt|
d=1 P (zt,d|θt)P (θt|θt−1, γ, η, αt)dΘt

(11)

From the model generation process, it is known that P (Θt|Θt−1, γ, η, αt) and
P (Φt|Φt−1, βt) are the Dirichlet distribution, and P (zt|Θt) and P (dt|zt, Φt) are
the Multinomial distribution, it can be derived from the formula (11) as follows:
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∏K
z=1

Γ (
∑V

w=1 βt,z,wφt−1,z,w)
∏V

w=1 Γ (βt,z,wφt−1,z,w)
× ∏K

z=1

∏V
w=1 Γ (nt,z,w+βt,z,wφt−1,z,w)

Γ (
∑V

w=1 nt,z,w+βt,z,wφt−1,z,w)
×

Γ(
∑K

z=1 αt,z(1±γ±η)θt−1,z)
∏K

z=1 Γ (αt,z(1±γ±η)θt−1,z)
×

∏K
z=1 Γ (mt,z+αt,z(1±γ±η)θt−1,z)

Γ(
∑K

z=1 mt,z+αt,z(1±γ±η)θt−1,z)

(12)

Bring formula (12) into (10):

P (zt,dt|Φt−1,Θt−1,γ,η,αt,βt)
P (zt,−d,dt,−d|Φt−1,Θt−1,γ,η,αt,βt)

= Γ (mt,z+αt,z(1±γ±η)θt−1,z)
Γ (mt,z+αt,z(1±γ±η)θt−1,z−1)×

Γ (
∑K

z=1 mt,z+αt,z(1±γ±η)θt−1,z−1)

Γ (
∑K

z=1 mt,z+αt,z(1±γ±η)θt−1,z)
×

∏
w∈d Γ (nt,z,w+βt,z,wφt−1,z,w)

∏
w∈d Γ (nt,z,w,−d+βt,z,wφt−1,z,w)×

Γ (nt,z,−d+
∑V

w=1 βt,z,wφt−1,z,w)

Γ (nt,z+
∑V

w=1 βt,z,wφt−1,z,w)

(13)

The Γ function has this property: Γ (x) = (x − 1)Γ (x − 1), and Γ (x + m) =∏m
i=1 (x + i − 1)Γ (x), we estimate the conditional probability of topic zt,d for

document d at time t as follows:

P (zt,d|zt,−d,dt,Φt−1,Θt−1, αt, βt) ∝ mt,z+αt,z(1±γ±η)θt−1,z−1
∑K

k=1 (mt,z+αt,z(1±γ±η)θt−1,z)−1

×
∏

w∈d

∏Nd,w
j=1 (nt,z,w−d+βt,z,wφt−1,z,w+j−1)

∏Nd
i=1 (nt,z,−d+i−1+

∑V
w=1 βt,z,wφt−1,z,w)

(14)

where mt,z is the total number of documents in dt assigned to topic z, Nd,w is
the number of word w in the document d, nt,z,w,−d is the total number of the
word w assigned to topic z except that in d, and nt,z,−d is the total number of
documents assigned to z except d. Note that topical adjust parameters γ and η is
determined by time slide interval and size of the dataset, the specific adjustments
are shown in Eqs. (1) to (8). Detail explanation of our proposed collapsed Gibbs
sampling algorithm for our proposed PADC model is shown in Algorithm1.

4 Experiments

We study the performance of our proposed approach by two sets of experiments.
For the first set of experiments, synthetic datasets are used. For the second set
of experiments, our proposed PADC approach is evaluated via real document
datasets. Each dataset is divided into three unit time in this paper.

4.1 Evaluation Metric

The normalized mutual information (NMI) is used to evaluate the quality of
a clustering solution. NMI is a measure that allows us to make the trade-
off between the quality of the clustering and the number of clusters. It is an
entropy-based metric that explicitly measures the amount of statistical infor-
mation shared by the variables representing the output clusters and the ground
truth clusters of users. In general, NMI is estimated as follows [33]:
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NMI =

∑
h,l dhl log(D·dhl

dhcl
)

√
(
∑

h dh log(dh

D ))(
∑

l cl log( cl
D ))

(15)

where D is the number of documents, dh is the number of documents in class h,
cl is the number of documents in cluster l, and dhl is the number of documents
in class h as well as in cluster l. The NMI value is 1 when a clustering solution
perfectly matches the user-labeled class assignments and close to 0 for a random
document partitioning.

4.2 Experiments on Synthetic Datasets

Datasets. We derived 4 synthetic datasets to evaluate the effectiveness of our
proposed approach. The set of synthetic datasets is developed to simulate the
following 4 scenarios, respectively: (1) dataset with long time slide interval and
small time slide size; (2) dataset with short time slide interval and small time
slide size; (3) dataset with long time slide interval and small time large size; (4)
dataset with short time slide interval and large time slide size. Each synthetic
dataset consists of M data points organized in 3 time slides with K underling
topics. Each data point contain 30 features generated from feature vocabulary
with size V . K multinomial distributions were used to represent latent clusters of
features in each dataset. Parameters of the K multinomial distributions, denoted
as {π1, · · ·, πK}, were generated by the stick-breaking approach of dirichlet distri-
bution [20]. In particular, the generative of a data point xit , where i ∈ {1, · · ·, V }
at time t is as follows:

i. Randomly select a cluster πkt ∈ {π1t , · · ·, πKt};

ii. Draw xit Multinomial(πkt ; 30).

For datasets with short or long time slide interval, the number of clusters K
is set to 5 or 10 respectively. We set V = 5000 and M = 1200 for datasets with
large time slide size, and V = 1000 and M = 600 for datasets with small time
slide size respectively. Details of each dataset are shown in Tables 1 and 2.

Table 1. Details of synthetic datasets with small time slide size, where each topic
contains 50 document points. Each time slide of dataset is represented by the cluster
index.

Cluster (size)

Time dataset1 dataset2

t = 1 1(50), 2(50), 3(50) 1(50), 2(50), 3(50)

t = 2 3(50), 4(50), 5(50), 6(50) 1(50), 2(50), 3(50), 4(50)

t = 3 6(50), 7(50), 8(50), 9(50), 10(50) 1(50), 2(50), 3(50), 4(50), 5(50)
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Table 2. Synthetic data sets with large time slide size, where each topic contains 100
document points. Each time slide of dataset is represented by the cluster index.

Cluster (size)

Time dataset3 dataset4

t = 1 1(100), 2(100), 3(100) 1(100), 2(100), 3(100)

t = 2 3(100), 4(100), 5(100), 6(100) 1(100), 2(100), 3(100), 4(100)

t = 3 6(100), 7(100), 8(100), 9(100), 10(100) 1(100), 2(100), 3(100), 4(100), 5(100)

Settings and Results. We conducted experiments on 4 synthetic datasets to
verify the performance of our proposed PADC model. For the comparitive study,
experimental performances of the DCT model are also investigated. All experi-
mental settings for PADC model and the DCT model are the same. In particular,
we set K = 30, α = 0.5, β = 0.5, η = 0.15 and γ = 0.55. Each approach was
run 10 times. The performance is computed by taking the average of these 10
experiments. Each time, we conduct 2000 iterations in our experiments.

For dataset1, the prior is correspond to Eqs. (5) to (6) in our proposed PADC
model, the NMIs in the data with long time slide interval and small time slide
size acquired by PADC model are 0.991 0.982 0.985, and the NMIs in this
dataset acquired by DCT are 0.925 0.913 0.911. Figures 2 and 3 depicts esti-
mated labels of data points of this dataset, where blue represents the data points
assigned to existing historical topic labels, and brown represents the data points
assigned to new topic labels. As shown in Fig. 2, our propose PADC model
achieves almost perfect data partition results for all time slides. The number
of clusters are estimated correctly. However, the DCT model assigns data point
to much number of clusters in Fig. 3. The reason is that topics are transformed
from previous time slides with no consideration to the fact of long time slide
interval and small time slide size.
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Fig. 2. Estimated labels of the dataset1 acquired by our proposed PADC model. (Color
figure online)



Adjusting the Inheritance of Topic for Dynamic Document Clustering 55

0 100 200 300 400 500 600 700
(a) Document index at t = 1

0

10

20

30
E

st
im

at
ed

 c
lu

st
er

s

0 100 200 300 400 500 600 700
(b) Document index at t = 2

0

10

20

30

E
st

im
at

ed
 c

lu
st

er
s

0 100 200 300 400 500 600 700
(c) Document index at t = 3

0

10

20

30

E
st

im
at

ed
 c

lu
st

er
s

Fig. 3. Estimated labels of the dataset1 acquired by DCT model. (Color figure online)

For dataset2, the prior is correspond to Eqs. (7) to (8) for our proposed
PADC approach, the NMIs in the data with short time slide interval and small
time slide size by PADC model are 0.997 0.982 0.988, and the NMIs in this
data set acquired by DCT are 0.912 0.915 0.917. Figures 4 and 5 depicts
estimated labels of data points of this data set, where blue represents the data
points assigned to existing historical topic labels, and brown represents the data
points assigned to new topic labels. As shown in Fig. 4, our propose PADC model
achieves almost perfect data partition results for all time slides. The number of
clusters are estimated correctly. However, the DCT model assigns data point
to much number of clusters in Fig. 5. The reason is that topics are transformed
from previous time slides with no consideration to the fact of short time slide
interval and small time slide size.
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Fig. 4. Estimated labels of the dataset2 acquired by our proposed PADC model. (Color
figure online)
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Fig. 5. Estimated labels of the dataset2 acquired by DCT model. (Color figure online)
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For dataset3, the prior is correspond to Eqs. (1) to (2) for our proposed
PADC approach, the NMIs in the data with long time slide interval and large
time slide size by PADC model are 0.991 0.990 0.996, and the NMIs in this
dataset acquired by DCT are 0.991 0.980 0.971. From the results, it shows
that the NMI of the two approaches are almost the same, which is caused by the
large time slide size. The estimated cluster numbers are shown in Fig. 6, from
Fig. 6(a), we see that the number of clusters estimated by the two approaches
is the same, however, as shown in Fig. 6(b) and (c), our propose PADC model
can estimate the number of clusters correctly, while the DCT model assigns data
point to much number of clusters. The reason is that topics are transformed from
previous time slides with no consideration to the fact of long time slide interval
and large time slide size.
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Fig. 6. Estimated number of clusters of the dataset3 in each time.

For dataset4, the prior is correspond to Eqs. (3) to (4) for our proposed
PADC approach, the NMIs in the data with short time slide interval and large
time slide size by PADC model are 0.991 0.994 0.996, and the NMIs in this
dataset acquired by DCT are 0.988 0.989 0.983. From the results, it shows
that the NMI of the two approaches are almost the same in this data set, which
is caused by the large sample size. When the data sample size is large enough,
the weight of topic generation probability will bias on sample, and the impact of
historical topic inherited by prior is very weak. The estimated cluster numbers
are shown in Fig. 7, from Fig. 7(a), we see that the number of clusters estimated
by the two approaches is the same as the number of real clusters, however, as
shown in Fig. 7(b) and (c), the number of clusters estimated by PADC model
significantly almost approximate the number of real clusters, while the DCT
model assigns data point to much number of clusters. The reason is that topics
are transformed from previous time slides with no consideration to the fact of
short time slide interval and large time slide size.

Discussions. Choice of η and γ: We have conducted experiments on various
values for the choice of η and γ in a small field-out synthetic datasets, we observe
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(c) Iteration at t=3
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Fig. 7. Estimated number of clusters of the dataset4 in each time.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
 ( =0.55)

0.91

0.92

0.93

0.94

0.95

0.96

0.97

0.98

0.99

1

N
M

I(K
=3

0)

Fig. 8. Average NMI over 3 time slices of the dataset2 when η gets different values
and γ = 0.55.

the change of the clustering NMI with another parameter by fixing one of the
parameters, We set the value of η to be between 0.1 and 1, with 0.05 as the
growth, and the rest of the parameters are set unchanged, and we average the
NMI values in the three time slices. Similarly, set the value of γ to be between
0.1 and 1, with 0.05 as the growth. Due to the length of the article, we only
listed one experimental result as shown in Figs. 8 and 9. When we set η = 0.15
and γ = 0.55, the performance of PADC model is the best compared with
other settings. Therefore, we use these experimental settings foe the rest of
experiments.

Choice of δ and ι: Parameters ι is used to Help determine the adjustment
strategy of the interval of time slide parameter η, which is determined by the
interval of time slide, η = 1 means that the interval of time slide is “day”, η = 7
is “week”, η = 30 is “month”, η = 365 is “year” and so on. And the size of
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Fig. 9. Average NMI over 3 time slices of the dataset2 when γ gets different values
and η = 0.15.

dataset time slide parameter δ, we set the value according to the proportion of
the sample size currently time being reached in the total sample size.

Choice of K: Theoretically, we should choose K to be the number of data
point. In the process of experiment, we discovered that it is time-consuming. So
we choose a relatively small K follow the advice of [12].

4.3 Experiments on Real Data Sets

Data Sets. We conducted experiments on 4 real document datasets for evaluat-
ing PADC model,in particular, Twitter−strong, Twitter−weak, News−strong,
News − weak. The summary of these four text document data sets is shown
in Tables 3 and 4. The Twitter − strong and Twitter − weak data sets were
derived from the a publicly available corpus of Twitter posts1 of 2016, where
the interval of time slide of Twitter − strong is shorter than ι, and the size
of time slide(number of words) is smaller than δ; the interval of time slide of
Twitter − weak is longer than ι, and the size(number of words) is smaller than
δ. The News − strong and News − weak were derived from the 20Newsgroups
collection2, where the interval of time slide of News − strong is shorter than ι,
and the size of time slide (number of words) is larger than δ; the interval of time
slide of News − weak is longer than ι, and the size (number of words) is larger
than δ.

We preprocessed the Twitter-strong, Twitter-weak, News-strong, News-weak
data sets by stopword removal. High-frequency and Low-frequency words were
removed.
1 https://archive.org/details/twitterstream.
2 The description can be found at http://people.csail.mit.edu/jrennie/20Newsgroups.

https://archive.org/details/twitterstream
http://people.csail.mit.edu/jrennie/20Newsgroups
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Table 3. Real data sets with small time slide size.

Time Twitter-weak Twitter-strong

Cluster D Cluster D

t = 1 1, 2, 3 800 1, 2, 3 800

t = 2 3, 4, 5, 6 800 1, 2, 3, 4 800

t = 3 6, 7, 8, 9, 10 800 1, 2, 3, 4, 5 800

Table 4. Real data sets with large time slide size.

Time News-weak News-strong

Cluster D Cluster D

t = 1 1, 2, 3 800 1, 2, 3 800

t = 2 3, 4, 5, 6 800 1, 2, 3, 4 800

t = 3 6, 7, 8, 9, 10 800 1, 2, 3, 4, 5 800

Settings and Results. For all set of experiments, we use the same parameter
settings of α, β, η and γ of the synthetic data sets to real data sets experiments.
For the number of initial clusters K, we set K = 30 for all real data sets, and
ι = 7, δ = 5000 for our Experimental setup. We compare our model with the
following baselines and stat-of-the-art clustering algorithms in our experiments
on real-world data sets:

– dynamic topic model (DTM). This model utilizes a Gaussian distribution
for inferring topic distribution of long text documents in streams.

– dynamic mixture models (DMM). This model considers a single dynamic
sequence of documents, which corresponds to a single topic over time.

– topic tracking model (TTM). Clusters documents based on a dynamic
topic tracking model that captures temporal dependencies between long text
streams.

– dynamic clustering topic model (DCT). This model captures the
dynamic topic distribution of documents arriving during time period t in
streams based on the content of the documents and the previous estimated
distributions.

For the Twitter-weak dataset, the prior is correspond to Eqs. (5) to (6) in
our proposed PADC model, for the Twitter-strong dataset, the prior is corre-
spond to Eqs. (7) to (8) in PADC model, for the News-weak dataset, the prior is
correspond to Eqs. (1) to (2) in PADC model, and for the News-strong dataset,
the prior is correspond to Eqs. (3) to (4) in PADC model. The performance was
computed by taking the average of these 10 experiments. Tables 5 and 6 depict
document dynamic clustering performance in 3 unit time acquired by PADC,
DCT, TTM, DMM, and DTM on the 4 data sets. The experimental results
show that PADC model achieves better performance compared with the state-
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Table 5. Comparison of the dynamic clustering performance on the Twitter-strong
and Twitter-weak

Model Twitter-weak Twitter-strong

PADC 0.623, 0.604, 0.601 0.639, 0.677, 0.684

DCT 0.586, 0.577, 0.575 0.588, 0.620, 0.604

TTM 0.506, 0.501, 0.503 0.543, 0.549, 0.544

DMM 0.355, 0.357, 0.352 0.398, 0.394, 0.390

DTM 0.309, 0.304, 0.311 0.336, 0.334, 0.332

Table 6. Comparison of the dynamic clustering performance on the News-strong and
News-weak

Model News-weak News-strong

PADC 0.527, 0.513, 0.517 0.526, 0.521, 0.513

DCT 0.462, 0.471, 0.473 0.469, 0.476, 0.465

TTM 0.376, 0.373, 0.372 0.395, 0.399, 0.391

DMM 0.331, 0.335, 0.342 0.353, 0.356, 0.357

DTM 0.293, 0.296, 0.291 0.317, 0.313, 0.312

Table 7. Number of clusters estimated on the four data sets

Dataset PADC DCT

Twitter-weak 4, 5, 8 3, 20, 13

Twitter-strong 3, 5, 8 3, 8, 9

News-weak 10, 13, 17 17, 24, 19

News-strong 5, 9, 14 13, 17, 25

of-the-art models. PADC model is robust and effective for dynamic document
clustering problem in various of datasets.

Table 7 shows the estimated number of clusters of PADC and DCT on four
real data sets in three unit time. From the experimental results, PADC can
obtain a relative accurate estimation compared with DCT on four data sets.

5 Conclusion and Future Work

In this paper, we proposed a novel prior-adjusted dynamic document clustering
approach namely, PADC, which is able to adjust the topic inheritance process
according to two important of datasets characteristics, in particular, the inter-
val between dataset time slides and the size of dataset time slides. We mainly
study the 4 dataset scenarios in which the different interval between dataset
time slides and the different size of dataset time slides, and our experiments on
synthetic and real datasets show that PADC model acquires high dynamic clus-
tering accuracy and reasonable scenarios of topic inheritance. The comparison
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between PADC model and state-of-the-art approaches indicates that PADC is
robust and effective for document dynamic clustering.

As future work we intent to research how to model the dynamic clustering
approach on multi-source data sets rather than single-source, and more inherited
factors will be taken into account our approach to improve the performance of
dynamic clustering with variable lineage of topics.
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Abstract. We study fuzzy context-free grammars (FCFG), fuzzy
context-free languages (FCFL) and fuzzy pushdown automata (FPDA)
valued in lattice-ordered monoids. Inspired by the ideas of crisp cases, we
get similar results, but some of them depend on commutative law. Par-
ticularly, we give two proofs of the closure under homomorphic inverse of
FCFL when lattice-ordered monoids are commutative. Comparing with
the classical method, we show that the improved proof is more efficient.

Keywords: Lattice-ordered monoid · Fuzzy context-free language ·
Fuzzy pushdown automata · Homomorphic inverse · Closure property

1 Introduction

The characterization of formal languages is a very important aspect of research
in the classical computation theory. For example, regular languages can be char-
acterized by some finite automata, regular expressions and regular grammars.
However, the problem of vagueness and imprecision are frequently encountered
in the study of natural languages. In order to represent the imprecision of natu-
ral languages, various fuzzy languages have been proposed. By introducing the
concept of fuzziness into the structure of formal grammars, the concept of fuzzy
automata was introduced by Santos [22,23] as early as in the late 1960s, and
after the concept of fuzzy grammar was introduced by Lee and Zadeh [13,14].
There are amount of work on fuzzy languages, such as the relationships between
fuzzy grammars and fuzzy languages, the relations of fuzzy automata and fuzzy
language, and the algebraic properties of fuzzy languages [2,17,18]. As a further
extension, Kim et al. put forward one type of L-fuzzy grammar based on the
distributive lattice and Boolean lattice, another type of L-fuzzy grammar based
on lattice-ordered monoid by assigning the element of lattice to the rewriting
rules of a formal grammar [11]. Gerla also studied fuzzy grammars and recur-
sively enumerable fuzzy languages, and proved that a fuzzy language can be
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generated by a fuzzy grammar if and only if it is recursively enumerable [6].
As one of the generators of fuzzy languages, fuzzy grammars have been used
to solve some important questions such as intelligent interface design (Senay)
[25], lexical analysis, clinical monitoring (Steimann and Adlassning) [26], neural
networks (Giles et al.) [19], and pattern recognition (Depalma and Yau) [4]. It
is known that the context-free grammars are powerful than regular grammars,
also the classical pushdown automata and finite automata [9,24]. Therefore,
fuzzy pushdown automata and fuzzy context-free grammars were discussed in
[3,12,16,24,27,28] and automata theory based on residuated lattice-valued logic
has been investigated recently [21,28]. It is shown that their many properties
are similar to classical pushdown automata, context-free grammars and context-
free languages. In particular, we can get a much more efficient way to prove the
closure under homomorphic inverse of fuzzy context-free languages.

In this paper, fuzzy context-free languages whose codomain forms a com-
mutative lattice-ordered monoid L are studied. Furthermore, we show that the
homomorphic inverse of fuzzy context-free languages are also fuzzy context-free
languages by two ways, and the latter is much more efficient than the former by
comparison.

The rest of the paper is arranged as follows. In Sect. 2, we introduce lattice-
ordered monoids and give some examples. In Sect. 3, we discuss fuzzy context-free
grammars, fuzzy context-free languages and their relationships. Section 4 studies
the fuzzy pushdown automata valued in a lattice-ordered monoid L. In Sect. 5,
comparing with the classical cases, we give an improved proof of the closure
under homomorphic inverse of fuzzy context-free languages, which increases the
efficiency of operation. Finally, some conclusions are concerned in Sect. 6.

2 Lattice-Ordered Monoids

We first introduce the definition of lattice-ordered monoid and give some exam-
ples.

Definition 2.1. Given a lattice L, we use ∨,∧ to represent the supremum oper-
ation and infimum operation on L, respectively. We need L to have the least and
largest elements in the paper, which will be denoted as 0, 1, respectively. Assume
that there is a binary operation • (we call it multiplication) on L such that
(L, •, e) is a monoid with identity e ∈ L.

We call L an po-monoid (some modification of the notion of partially ordered
monoid in [5]) if it satisfies the following two conditions for any a, b, x ∈ L,

(1) ∀a ∈ L, a • 0 = 0 • a = 0,
(2) a ≤ b ⇒ a • x ≤ b • x and x • a ≤ x • b.

And we call L a lattice-ordered monoid or l-monoid if L is a po-monoid and
it satisfies the distributive laws, i.e.,

(3) ∀a, b, c ∈ L, a • (b ∨ c) = (a • b) ∨ (a • c) and (b ∨ c) • a = (b • a) ∨ (c • a).
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Moreover, if L is a complete lattice, and it satisfies the following infinite
distributive laws,

(4) a • (
∨

t bt) =
∨

t(a • bt) and (
∨

t bt) • a =
∨

t(bt • a),

where T is an index set, then we call L a quantale. If the distributive laws in (3)
holds only for countable set {bt}t∈T then L is called a countable lattice-ordered
monoid.

We call the lattice-ordered monoid (L, •,∨) is commutative, if a • b = b • a
holds for any a, b ∈ L. For a lattice-ordered monoid, we only concern the multi-
plication • and finite supremum operation ∨, in what follows, a lattice-ordered
is denoted as (L, •,∨). If we deal with the subalgebra L1 of a lattice-ordered
monoid(L, •,∨), it means that L1 is a nonempty subset of L and L1 is closed
under the multiplication and finite supremum of L. We do not concern with the
infimum operation in L1.

The followings are discussed on the lattice-ordered monoid L without special
instructions.

Example 2.1.

(1) Let (L,∧,∨) be a distributive lattice, and let ∧ = •, then L is a lattice-
ordered monoid, and the identity of multiplication is 1.

(2) Let (L, •,∨) be a lattice-ordered monoid, the identity is e. We use L(n) to
denote all n × n matrices with values in L. The multiplication, denote as ◦,
is defined as Sup−• composition; and ∨ is the pointwise-∨. That is, for two
n×n matrices, A = (aij), B = (bij), with values in L, let A◦B = C = (cij),
then cij = ∨n

k=1(aik • bkj) and let A ∨ B = D = (dij), dij = aij ∨ bij. Then
(L(n), ◦,∨) is also a lattice-ordered monoid, the identity is the diagonal-
matrix E = diag(e, · · · , e), with e as the diagonal element. In general, the
multiplication on L(n) is not commutative, even if the multiplication on L
is commutative.

(3) Let • be any uninorm on [0,1]. If 0•1 = 0, then([0, 1], •,∨) is a commutative
lattice-ordered monoid. In particular, if • is a t-norm on [0,1], then 0 • 1 =
0, then ([0, 1], •,∨) is a commutative lattice-ordered monoid with identity
e = 1.

(4) Complete residuated lattices are special kinds of quantales, where its multi-
plication is commutative and the identity is the same as the largest element.

3 Fuzzy Grammars

In this section, we study fuzzy context-free grammars, fuzzy context-free lan-
guages and their relationships.

Definition 3.1. Fuzzy grammar is a four tuple G = (N,T, P, S), where N is
a finite nonterminal alphabet and its elements are called variables; T is a finite
terminal alphabet, N ∩ T = ∅; S ∈ N is a start symbol; P is a finite alphabet
of fuzzy productions u →ρ v, where u ∈ (N

⋃
T )∗N(N

⋃
T )∗, v ∈ (N

⋃
T )∗,

and ρ ∈ L − {0} represents the membership value of rewriting rule u → v. We
suppose S only appears in the left of fuzzy production u → v.
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For u1, · · · , un ∈ (N
⋃

T )∗, if u1 ⇒ρ1 u2 ⇒ρ2 · · · ⇒ρn−1 un, then un called
the derivation chain from u1, denoted as u1 ⇒ρ

∗ un, where ρ = ρ1 •ρ2 •· · ·•ρn−1.

Definition 3.2. The fuzzy language L(G) : T ∗ → L generated by fuzzy grammar
G is defined as, for any θ ∈ T ∗,

L(G)(θ) = ∨{ρ|S ⇒ρ
∗ θ}.

Fuzzy grammar, also called type 0 grammar or fuzzy phrase grammar, it is
further classified as follows.

Suppose that G = (N,T, P, S) is a fuzzy grammar, then

(1) G is called fuzzy context-sensitive grammar (FCSG) or type 1 grammar, if
for any u →ρ v ∈ P , there is |u| ≤ |v|. And L(G) is called fuzzy context-
sensitive language (FCSL).

(2) G is called fuzzy context-free grammar (FCFG) or type 2 grammar, if for
any u →ρ v ∈ P , there is |u| ≤ |v| and u ∈ N . And L(G) is called fuzzy
context-free language (FCFL).

(3) G is called fuzzy regular grammar (FRG) or type 3 grammar, if for any
u →ρ v ∈ P , there is u ∈ N and v ∈ TB, B ∈ N ∪{ε}, or u = S, v = ε. And
L(G) is called fuzzy context-free language (FRL).

In the paper, we only concern with the fuzzy context-free grammar.

Definition 3.3. Suppose that G = (N,T, P, S) is a fuzzy context-free grammar,
then G is called fuzzy Chomsky normal form (FCNF) if for any production for-
mula of G they have the form:

A →ρ BC or A →ρ a or S →ρ ε,

where A,B,C ∈ N, a ∈ T, ρ ∈ L − {0}.
Theorem 4.1. For any fuzzy context-free grammar, there is an equivalent Chom-
sky normal form.

4 Fuzzy Pushdown Automata

Now, we give the fuzzy pushdown automata valued in a lattice-ordered monoid
L.

Definition 4.1. Fuzzy pushdown automata (FPDA) is a seven tuple M =
(Q,Σ, Γ, δ, q0, Z0, F ), where Q,Σ, Γ are nonempty finite sets, and they rep-
resent state sets, input alphabet, stack alphabet, respectively. q0 ∈ Q,Z0 ∈ Γ
represent initial state and start symbol. F : Q → L is a fuzzy final state,
δ : Q × (Σ ∪ {ε}) × Γ → F (Q × Γ ∗) which image is a finite fuzzy subset of
Q × Γ ∗ is called fuzzy transition function.
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For any p, q ∈ Q,σ ∈ Σ,Z ∈ Γ, γ ∈ Γ ∗, δ(q, σ, Z)(p, γ) means the possible
degree that automata can enter next state p and the top stack letter Z transfer
to γ when current state is q, the top stack letter is Z and the input symbol is σ.
Similarly, δ(q, ε, Z)(p, γ) means the possible degree that the automata turn to
the next state p and the top stack letter Z transfer to γ when current state is q,
the top stack letter is Z and the input symbol is empty string. What’s more, for
any (q, w, γ) ∈ Q × Σ∗ × Γ ∗, it is called a instantaneous description of M and
ID for short, it means that M is on the current state q, w is the untreated input
string and M is focusing on the first character of w, the string in the stack is γ.

For α, β ∈ Γ ∗, β is the tail of α if there exists γ ∈ Γ ∗ such that α = γβ,
denoted β ≤ α and γ = α \ β, head(β) is the first character of β. Then we give
the extension ∇ of δ as follows.

Definition 4.2. Given a fuzzy pushdown automata M = (Q,Σ, Γ, δ, q0, Z0, F ),
we define the fuzzy relation ∇ in Q × Σ∗ × Γ ∗ as,

∇((p, w, β), (q, v, α)) =

⎧
⎨

⎩

δ(p, ε, head(β))(q, α \ tail(β)), v = w, tail(β) ≤ α,
δ(p, head(w), head(β)(q, α \ tail(β)), v = tail(w), tail(β) ≤ α,
0, otherwise.

∇∗ is defined as the reflexive and transitive closure of ∇. The reflexive and
transitive closure of fuzzy relation R in set Q is defined as R∗ = I ∪ R ∪ R ◦ R ∪
· · · ∪ Rn ∪ · · · , where ◦ is Sup − • composition of fuzzy relations.

Definition 4.3. Given a fuzzy pushdown automata M = (Q,Σ, Γ, δ, q0, Z0, F ),
for all θ ∈ Σ∗,
(1) The fuzzy language accepted by M by final state is defined as,

L(M)(θ) =
∨

q∈Q,γ∈Γ ∗
[∇∗((q0, θ, Z0), (q, ε, γ)) • F (q)].

(2) The fuzzy language accepted by M by empty stack is defined as,

N(M)(θ) =
∨

q∈Q

∇∗((q0, θ, Z0), (q, ε, ε)).

Theorem 4.1. For an FPDA that accepts a fuzzy language L by empty stack,
there exists another FPDA that accepts L by final states. And the vise versa.

Corollary 4.1. The fuzzy final states can be taken as crisp states when the
FPDA accept fuzzy language by the final state.

Theorem 4.2. For a fuzzy language, it can be accepted by an FPDA iff the
fuzzy language is FCFL.
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5 The Properties of Fuzzy Context-Free Language

this section, we investigate some properties of fuzzy context-free languages, and
except the closure under homomorphic inverse, the proofs of other conclusions
are similar to the classical conditions, so we don’t give their proofs in this paper.

Definition 5.1. Let f, g be any fuzzy context-free language on Σ∗ that valued
in a lattice-ordered monoid L, and a ∈ L, θ ∈ Σ∗, then we defined the operations
as follows:

(1) The scalar product of a and f , denoted af and fa, is defined as, (af)(θ) =
a • f(θ) and (fa)(θ) = f(θ) • a.

(2) The union of f1 and f2, denoted f1 ∪f2, is defined as, (f1 ∪f2)(θ) = f1(θ)∨
f2(θ).

(3) The concatenation of f1 and f2, denoted f1f2, is defined as, (f1f2)(θ) =∨
θ1θ2=θ[f1(θ1) • f2(θ2)]. And then the concatenation operation satisfies the

associative laws.

Definition 5.2. Let Σ,Δ be finite nonempty character sets, φ : Σ → F (Δ∗)
is a mapping, and φ is called fuzzy context-free substitution if φ(σ) is a fuzzy
context-free language of Δ for any σ ∈ Σ.

Given a mapping φ : Σ → F (Δ∗), then φ can be extended on Σ∗ by the way
as follows,

(1) φ(ε) = { 1
ε};

(2) ∀θ ∈ Σ∗,∀σ ∈ Σ,φ(θσ) = φ(θ)φ(σ).

Then we extend φ on F (Σ∗), denoted as, φ : F (Σ∗) → F (Δ∗), and ∀h ∈
F (Σ∗),∀ω ∈ Δ∗,

φ(h)(ω) =
∨

θ∈Σ∗
[h(θ) • φ(θ)(ω)].

Definition 5.3. A mapping φ : Σ → F (Δ∗) is called fuzzy homomorphism, if
for any σ ∈ Σ, there exists unique w ∈ Σ∗, a ∈ L − {0} such that φ(σ) = a

w .
For the above mapping φ and σ ∈ Σ, we can define two mappings φ1 : Σ → Δ∗

and φ2 : Σ → L as, φ1(σ) = w, φ2(σ) = a, respectively. Then φ1 is the usual
homomorphism, therefore, ∀σ ∈ Σ,φ(σ) = φ2(σ)

φ1(σ)
.

Then we can extend φ1 and φ2 on Σ∗ as, ∀θ = σ1 · · · σk ∈ Σ∗, φ1(σ1 · · · σk) =
φ1(σ1) · · · φ1(σk), and φ2(σ1 · · · σk) = φ2(σ1) • · · · • φ2(σk). Besides, we declare
that φ1(ε) = ε, φ2(ε) = e.

Thus, we can extend φ on F (Σ∗) as,

∀g ∈ F (Σ∗), ∀ω ∈ Δ∗, φ(g)(ω) = ∨{g(θ) • φ2(θ)|φ1(θ) = ω},

at the same time, we define the inverse mapping φ−1 : F (Δ∗) → F (Σ∗) as,

∀h ∈ F (Δ∗), ∀θ ∈ Σ∗, φ−1(h)(θ) = h(φ1(θ)) • φ2(θ).
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Theorem 5.1. Any FCFL is still an FCFL under the fuzzy context-free
substitution.

By the extensive definition of fuzzy homomorphism, we know that fuzzy
context-free homomorphism is a special type of fuzzy context-free substitution,
so we can get the following conclusion.

Corollary 5.1. Suppose that φ : Σ → F (Δ∗) is a fuzzy homomorphism, then
φ(f) is an FCFL on Δ if f is an FCFL on Σ.

That is to say, fuzzy context-free languages are closed under the fuzzy homo-
morphism, now we consider the fuzzy homomorphic inverse of fuzzy context-free
languages in Definition 5.2. Suppose that f is a fuzzy context-free language on
Δ, φ : Σ → F (Δ∗) is a fuzzy homomorphism, then f can be described by a fuzzy
context-free grammar and accepted by a fuzzy pushdown automata. If φ−1(f) is
a fuzzy context-free language, there must be a fuzzy context-free grammar and a
fuzzy pushdown automata corresponding to it. Here we only consider designing
a fuzzy pushdown automata to accept it. Assume that M2 is a fuzzy pushdown
automata that accepts f . We need construct a fuzzy pushdown automata M1

which can simulate the processing of M2 to φ1(a) when M1 reads character a.
But, we can’t ignore the degree of the processing, that is φ2(a). For one thing, we
need to store φ1(a) in the finite controller of M1, and the degree of this process
is φ2(a). For another thing, φ1(a) is a string, we need to simulate the process
of M2 to φ1(a). Now we give two ways to complete the process, and the second
solution is an improved way.

(1) We can use an empty move of M1 to simulate the process of M2 to each
character of φ1(a), and M2 running |φ1(a)| steps when it finished processing
φ1(a). This way is similar to the process of classical case, but what we should
concern about is just the possible degree each transition of M2.

(2) We can use an empty move of M1 to simulate the process of M2 to the
whole string φ1(a), then let M1 remember the state and stack letter, which
are M turns to after it finished processing φ1(a). In the process, the possible
transition degree of M1 is just the possible degree that M2 processed string
φ1(a).

Remark 5.1. From the definition of ∇∗, it is clearly that if M =
(Q,Σ, Γ, δ, q0, Z0, F ) is a fuzzy pushdown automata, p, q ∈ Q,x, y ∈ Σ∗, α, β ∈
Γ ∗, then ∇∗((q, x, α), (p, y, β)) = ∇∗((q, xω, α), (p, yω, β)) holds for any ω ∈ Σ∗.

We will frequently use the fact to prove the following theorem.

Theorem 5.2. If L is commutative, then the homomorphic inverse of FCFL is
FCFL.

Proof I. Let f be a fuzzy context-free language of Δ, φ : Σ → F (Δ∗) is
a fuzzy homomorphism. Then there is a fuzzy pushdown automata M2 =
(Q2,Δ, Γ, δ2, q0, Z0, {qf}) which accepts f , that is, for any θ in Δ∗, f(θ) =
L(M2)(θ) =

∨
γ∈Γ ∗ ∇∗

2 ((q0, θ, Z0), (qf , ε, γ)). Now we construct a fuzzy push-
down automata M1 = (Q1,Δ, Γ, δ1, [q0, ε], Z0, [qf , ε]) as,
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(1) Q1 = {[q, x]|∀a ∈ Σ
⋃{ε}, x is a suffix of φ1(a)}, where the number of the

suffix of φ1(a) is finite, and Q2 is a finite set, so Q1 is finite.
(2) ∀q ∈ Q2, a ∈ Σ

⋃{ε}, Z ∈ Γ, δ1([q, ε], a, Z)([q, φ1(a)], Z) = φ2(a).
(3) ∀q, p ∈ Q2, u ∈ Σ ∪ {ε}, γ ∈ Γ ∗, δ1([q, ux], ε, Z)([p, x], γ) = δ2(q, u, Z)(p, γ),

and for other cases, δ1 = 0.

Therefore, if θ = ε, then

L(M1)(ε) =
∨

γ∈Γ ∗
∇∗

1(([q0, ε], ε, Z0), ([qf , ε], ε, γ))

=
∨

γ∈Γ ∗
∇1(([q0, ε], ε, Z0), ([q0, φ1(ε)], ε, Z0)) • ∇1(([q0, φ1(ε)], ε, Z0), ([qf , ε], ε, γ))

=
∨

γ∈Γ ∗
δ1([q0, ε], ε, Z0)([q0, φ1(ε)], Z0) • δ1([q0, φ1(ε)], ε, Z0)([qf , ε], γ)

=
∨

γ∈Γ ∗
∇∗

2((q0, φ1(ε), Z0), (qf , ε, γ)) • φ2(ε)

= f(φ1(ε)) • φ2(ε)

= φ−1(f)(ε).

Note that for any θ ∈ Σ+, let θ = a1 · · · an, ai ∈ Σ, φ1(ai) = bi1 · · · bim,
i = 1, 2, ..., n, |φ1(ai)| = m, then φ1(θ) = φ1(a1) · · · φ1(an), φ2(θ) = φ2(a1) • · · · •
φ2(an), therefore,

L(M1)(θ) =
∨

γ∈Γ ∗
∇∗

1(([q0, ε], θ, Z0), ([qf , ε], ε, γ))

=
∨

γi∈Γ ∗,qi∈Q2

[∇1(([q0, ε], a1 · · · an, Z0), ([q0, φ1(a1)], a2 · · · an, Z0))

• ∇1(([q0, φ1(a1)], εa2 · · · an, Z0), ([q1, ε], a2 · · · an, γ1))]

• [∇1(([q1, ε], a2 · · · an, γ1), ([q1, φ1(a2)], a3 · · · an, γ1))

• ∇1(([q1, φ1(a2)], εa3 · · · an, γ1), ([q2, ε], a3 · · · an, γ2))] • · · ·

• [∇1(([qn−1, ε], an, γn−1), ([qn−1, φ1(an)], ε, γn−1))

• ∇1(([qn−1, φ1(an)], ε, γn−1), ([qf , ε], ε, γ))]

=
∨

γ,γi∈Γ ∗,qi∈Q2

[δ1(([q0, ε], a1, Z0)([q0, φ1(a1)], Z0)

• δ1([q0, b11 · · · b1m], ε, Z0)([q1, ε], γ1)] • · · ·
• [δ1([qn−1, ε], an, γn−1)([qn−1, φ1(an)], γn−1)

• δ1([qn−1, bn1 · · · bnm], ε, γn−1)([qf , ε], γ)]

=
∨

γ,γi∈Γ ∗,qi,qij∈Q2

[φ2(a1) • δ1([q0, b11 · · · b1m], ε, Z0)([q01, b12 · · · b1m], γ01)

• δ1([q01, b12 · · · b1m], ε, γ01)([q02, b13 · · · b1m], γ02) • · · ·
• δ1([q0(m−1), b1m], ε, γ0(m−1))([q1, ε], γ1)]
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• · · · •
φ2(an) • [δ1([qn−1, bn1 · · · bnm], ε, γ(n−1))([q(n−1),1, bn2 · · · bnm], γ(n−1),1)

• δ1([q(n−1),1, bn2 · · · bnm], ε, γ(n−1),1)([q(n−1),2, bn3 · · · bnm], γ(n−1),2) • · · ·
• δ1([q(n−1)(m−1), bnm], ε, γ(n−1)(m−1))([qf , ε], γ)]

=
∨

γ,γi∈Γ ∗,qi,qij∈Q2

[δ2(q0, b11, Z0)(q01, γ01) • δ2(q01, b12, γ01)(q02, γ02) • · · ·

• δ2(q0,(m−1), b1m, γ0,(m−1))(q1, γ1)]

• · · · •
[δ2(qn−1, bn1, γn−1)(q(n−1),1, γ(n−1),1) • δ2(q(n−1),1, bn2, γ(n−1),1)(q(n−1),2, γ(n−1),2) • · · ·
• δ2(q(n−1)(m−1), bnm, γ(n−1)(m−1))(qf , γ)]

• [φ2(a1) • · · · • φ2(an)]

=
∨

γ,γi∈Γ ∗,qi∈Q2

[∇∗
2((q0, b11 · · · b1m, Z0), (q1, ε, γ1))]

• [∇∗
2((q1, b21 · · · b2m, γ10), (q2, ε, γ2))] • · · ·

• [∇∗
2((qn−1, bn1 · · · bnm, γn−1), (qf , ε, γ))]

• [φ2(a1) • · · · • φ2(an)]

=
∨

γ,γi∈Γ ∗,qi∈Q2

[∇∗
2((q0, φ1(a1), Z0), (q1, ε, γ1))

• ∇∗
2((q1, φ1(a2), γ1), (q2, ε, γ2)) • · · ·

• ∇∗
2((qn−1, φ1(an), γn−1), (qf , ε, γ))]

• [φ2(a1) • · · · • φ2(an)]

=
∨

γ,γi∈Γ ∗,qi∈Q2

[∇∗
2((q0, φ1(a1)φ1(a2) · · · φ1(an), Z0), (q1, εφ1(a2) · · · φ1(an), γ1))

• ∇∗
2((q1, φ1(a2)φ1(a3) · · · φ1(an), γ1), (q2, εφ1(a3) · · · φ1(an), γ2)) • · · ·

• ∇∗
2((qn−1, φ1(an), γn−1), (qf , ε, γ))] • φ2(θ)

=
∨

γ∈Γ ∗
[∇∗

2((q0, φ1(a1) · · · φ1(an), Z0), (qf , ε, γ))] • φ2(θ)

= f(φ1(θ)) • φ2(θ)

= φ−1(f)(θ).

Thus, L(M1) = φ−1(f).

Proof II. Let f be a fuzzy context-free language of Δ, φ : Σ → F (Δ∗)
is a fuzzy homomorphism. Then there is a fuzzy pushdown automata M2 =
(Q2,Δ, Γ, δ2, q0, Z0, {qf}) which accepts f . Now we construct a fuzzy pushdown
automata M1 = (Q1,Δ, Γ, δ1, [q0, ε], Z0, [qf , ε]) as,

(1) Q1 = {[q, x]|∀a ∈ Σ
⋃{ε}, x = φ1(a)}, where the number of φ1(a) is finite,

and Q2 is a finite set, so Q1 is finite.
(2) ∀q ∈ Q2, a ∈ Σ

⋃{ε}, Z ∈ Γ, δ1([q, ε], a, Z)([q, φ1(a)], Z) = φ2(a),
(3) ∀q, p ∈ Q2, γ ∈ Γ ∗, δ1([q, φ1(a)], ε, Z)([p, ε], γ) = ∇∗

2((q, φ1(a), Z), (p, ε, γ)),
and for other cases, δ1 = 0.
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Now we prove that L(M1) = φ−1(f). First, if θ = ε, then

L(M1)(ε) =
∨

γ∈Γ ∗
∇∗

1(([q0, ε], ε, Z0), ([qf , ε], ε, γ))

=
∨

γ∈Γ ∗
∇1(([q0, ε], ε, Z0), ([q0, φ1(ε)], ε, Z0)) • ∇1(([q0, φ1(ε)], ε, Z0), ([qf , ε], ε, γ))

=
∨

γ∈Γ ∗
∇∗

2((q0, φ1(ε), Z0), (qf , ε, γ)) • φ2(ε)

= f(φ1(ε)) • φ2(ε)

= φ−1(f)(ε).

Note that for any θ ∈ Σ+, let θ = a1 · · · an, ai ∈ Σ, i = 1, 2, ..., n, φ1(θ) =
φ1(a1) · · · φ1(an), φ2(θ) = φ2(a1) • · · · • φ2(an), then

L(M1)(θ) =
∨

γ∈Γ ∗
∇∗

1(([q0, ε], θ, Z0), ([qf , ε], ε, γ))

=
∨

γi∈Γ ∗,qi∈Q2

[∇1(([q0, ε], a1 · · · an, Z0), ([q0, φ1(a1)], a2 · · · an, Z0))

• ∇1(([q0, φ1(a1)], εa2 · · · an, Z0), ([q1, ε], a2 · · · an, γ1))]
• [∇1(([q1, ε], a2 · · · an, γ1), ([q1, φ1(a2)], a3 · · · an, γ1))
• ∇1(([q1, φ1(a2)], εa3 · · · an, γ1), ([q2, ε], a3 · · · an, γ2))] • · · ·
• [∇1(([qn−1, ε], an, γn−1), ([qn−1, φ1(an)], ε, γn−1))
• ∇1(([qn−1, φ1(an)], ε, γn−1), ([qf , ε], ε, γ))]

=
∨

γ,γi∈Γ ∗,qi∈Q2

[δ1([q0, ε], a1, Z0)([q0, φ1(a1)], Z0)

• δ1([q0, φ1(a1)], ε, Z0)([q1, ε], γ1)]
• [δ1([q1, ε], a2, γ1)([q1, φ1(a2)], γ1)
• δ1([q1, φ1(a2)], ε, γ1)([q2, ε], γ2)] • · · ·

• [δ1([qn−1, ε], an, γn−1)([qn−1, φ1(an)], γn−1)
• δ1([qn−1, φ1(an)], ε, γn−1)([qf , ε], γ)]

=
∨

γ,γi∈Γ ∗,qi∈Q2

[∇∗
2((q0, φ1(a1), Z0), (q1, ε, γ1))

• ∇∗
2((q1, φ1(a2), γ1), (q2, ε, γ2)) • · · ·

• ∇∗
2((qn−1, φ1(an), γn−1), (qf , ε, γ))]

• [φ2(a1) • · · · • φ2(an)]

=
∨

γ,γi∈Γ ∗,qi∈Q2

[∇∗
2((q0, φ1(a1)φ1(a2) · · · φ1(an), Z0), (q1, εφ1(a2) · · · φ1(an), γ1))

• ∇∗
2((q1, φ1(a2)φ1(a3) · · · φ1(an), γ1), (q2, εφ1(a3) · · · φ1(an), γ2)) • · · ·

• ∇∗
2((qn−1, φ1(an), γn−1), (qf , ε, γ))] • φ2(θ)
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=
∨

γ∈Γ ∗
[∇∗

2((q0, φ1(a1) · · · φ1(an), Z0), (qf , ε, γ))] • φ2(θ)

= f(φ1(θ)) • φ2(θ)

= φ−1(f)(θ).

Thus, L(M1) = φ−1(f).
Clearly, the second solution is much more efficient than the first one. Let

|Q2|, |Σ| represent the number of their elements, respectively. For any ai ∈
Σ,φ1(ai) ∈ Δ∗, |φ1(ai)| represents the number of its suffixes. Then we need
m = |Q2| × |Σ| × ∏

ai∈Σ |φ1(ai)| steps in the proof I, while we just need
n = |Q2| × |Σ| steps in the proof II, that is, n � m, which means that the
improved proof has greatly improved the efficiency of operation. From two dif-
ferent proofs above, it can be seen that the construction of new state sets is a
particularly essential step and the key to improve the efficiency.

6 Conclusion

In this paper, we have studied fuzzy context-free grammars (FCFG), fuzzy
context-free languages(FCFL) and fuzzy pushdown automata(FPDA) whose
condomain forms a lattice-ordered monoid L. Some important conclusions are
obtained. Particularly, if L is commutative, we show an improved proof of the
closure under homomorphic inverse of fuzzy context-free languages, which has
greatly improved the efficiency of the operation by comparing with the classi-
cal method. Undoubtedly, much more work remains to be completed along this
line. There may be more special properties of fuzzy context-free languages on
lattice-ordered monoids.
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Abstract. Fraud reviews consist one of the most serious issues in
cyberspace, which dramatically damage users’ decisions yet have great
challenges to be detected. Accordingly, effectively detecting fraud reviews
is becoming a critical task for cybersecurity. Although various efforts
have been put on fraud review detection, they may fail in the case
of cold-start where a review is posted by a new user who just pops
up on social media. The main reason lies in lacking sufficient histor-
ical information of the new user. Recently, limited research has been
conducted on fraud review detection with the cold-start problem, in
which, however, advanced methods either ignore complex collabora-
tive review manipulations or overlook fraud-related characteristics. As
a result, they may easily be deceived by camouflage fraudsters and have
low detection precision. This paper presents a novel socially-attentive
user representation learning method for fraud review detection with the
cold-start problem, namely SATURN, which leverages the fraud-related
user reviewing behavior with comprehensive user social couplings for
cold-start fraud review detection. SATURN jointly embeds user-item-
attitude-review entities relations, explicit and implicit hierarchical social
couplings, and fraud-related information into a user vector representa-
tion space, in which the fraud-related representation of a new user can
be effectively inferred according to the learned socially-attentive enti-
ties relation. Subsequently, SATURN effectively detects fraud reviews
with the cold-start problem in its learned representation space. Exten-
sive experiments on four large real-world data sets demonstrate SATURN
significantly outperforms three state-of-the-art and two baseline competi-
tors in terms of both general and cold-start fraud review detection tasks.
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1 Introduction

Nowadays, cyberspace brings great convenience for people with its rich infor-
mation resources, in which the reviews posted by users heavily affect people’s
decision. However, the reliability of these reviews have becoming a serious issue
with the emerging of the fraudsters who write fraud reviews to confuse honest
users for great business values and reputations. For example, as reported by a
recent research1, Amazon’s fake review problem is getting worse than ever in
2017. These fraud reviews dramatically damage users’ decisions and are ubiqui-
tous in cyberspace with various patterns. Accordingly, effectively detecting fraud
reviews is becoming a critical task for cybersecurity.

Currently, various efforts have been put on fraud review detection and
achieved significant progress. Typical fraud review detection methods mainly
focus on review content. They design and extract a variety of linguistic features
(n-gram, POS, etc.) from review content to identify fraud reviews [21]. Although
review content provides certain evidence of fraud information, it can be manipu-
lated by fraudsters. As a result, the content-based fraud review detection meth-
ods may easily be deceived by camouflage fraudsters who manipulate the content
of fraud reviews similar to that of honest reviews. Therefore, it is unreliable to
detect fraud reviews only based on review content [6]. To tackle the above prob-
lem, more advanced methods model user behavior for fraud review detection
and show promising performance [27]. However, these methods require a large
amount of historical data per each user to extract behavioral features. They
may fail to extract the behavior features when facing the cold-start problem,
i.e. a new user just posted a new review, because of lacking sufficient historical
information of the new user.

Limited recent research has been conducted on fraud review detection with
the cold-start problem. The first method to detect fraud reviews with the cold-
start problem is proposed by [26] and followed by [28]. The methods in [26]
and [28] both learn user behavior from the relations between users, items and
reviews, namely entities relation, and embed such user behavior into a review
vector representation space for fraud review detection. Compared with other
behavior-based fraud review detection methods, these two methods are able to
handle the cold-start cases because they model user behavior from review con-
tent, which is always available, instead of users’ historical information. However,
they ignore complex collaborative review manipulations that camouflage the con-
tent of fraud reviews like that of honest reviews. As a result, they may not be
reliable to detect camouflaged fraud reviews as the other content-based methods
discussed above. More recently, the method proposed by [14] solves this prob-
lem via jointly embedding the entities relations and user social relations into a
user vector representation space. Different from the methods in [26] and [28],
this method identifies whether a review posted by a user is fraud according to
the reliability of other users who are similar to the user in the learned user

1 https://www.forbes.com/sites/emmawoollacott/2017/09/09/exclusive-amazons-
fake-review-problem-is-now-worse-than-ever.

https://www.forbes.com/sites/emmawoollacott/2017/09/09/exclusive-amazons-fake-review-problem-is-now-worse-than-ever
https://www.forbes.com/sites/emmawoollacott/2017/09/09/exclusive-amazons-fake-review-problem-is-now-worse-than-ever
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representation space, which gains large performance improvement. It should be
noted that this method only captures a piece of user social relations, i.e. user
co-reviewing, but overlooks other complex social couplings, such as the same
attitude and similar preferences, which may also reflect potential user collabo-
rations. Besides, this method does not consider fraud-related information in the
entities relations learning process, which may decrease the fraud review detection
precision especially in the cold-start cases.

To address the above problems, in this paper, we propose a novel socially-
attentive user representation learning method for fraud review detection with
the cold-start problem, namely SATURN. The proposed SATURN embeds the
user-item-attitude-review entities relations to tackle the cold-start problem and
leverages the social relations to alleviate the effects of camouflaged review. To
comprehensively capture the social relations, SATURN hierarchically learns and
embeds both explicit and implicit user social couplings. Subsequently, the poten-
tial user collaborative manipulations can be revealed from different aspects. To
preserve the fraud-related information, SATURN jointly embeds the entities rela-
tions, the social couplings, and the fraud-related information into a user vector
representation space, in which the fraud-related representation of a new user can
be effectively inferred via the learned socially-attentive entities relations.

Specifically, SATURN models the entities relations as that a review is written
by a user for an item with an attitude. SATURN further hierarchically learns the
explicit user social couplings that reflected by users’ co-occurred social activities
and the implicit social couplings built on users’ similar demographics to form
the comprehensive social relations. Then, SATURN optimizes the representa-
tions of users, items, attitudes and reviews to follow the entities relations and
alignment with the fraud-related information. In this process, SATURN seam-
lessly integrates the social relations with the entities relations via adjusting the
representation of a user by the representations of the user’s neighbors per their
social relations. After that, SATURN detects fraud reviews based on its learned
representations of users, items, attitudes, and reviews. For a new user, SAT-
URN infers the user representation according to the learned socially-attentive
entities relations. In this way, SATURN enables an effective cold-start fraud
review detection.

Accordingly, this paper makes three major contributions:

– We propose a novel socially-attentive user representation learning
method, SATURN, catering for cold-start fraud review detection.
SATURN simultaneously embeds the entities relations, the social relations,
and the fraud-related information into a socially-attentive user representation,
and thus, the comprehensively representation is more reliable for cold-start
fraud review detection.

– We propose a novel coupling learning method to comprehensively
capture user social relations. The coupling learning method hierarchically
learns both the explicit user social couplings and implicit user social couplings
to provide comprehensive evidence for fraud review detection.
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– We propose a novel method to seamlessly integrate user social
couplings into user representations. The proposed integration method
implements an attention mechanism to optimize coupled users with similar
representations, which enables an efficient yet effective socially-attentive rep-
resentation learning.

Extensive experiments on four large real-world data sets demonstrate SAT-
URN significantly outperforms four state-of-the-art and two baseline competitors
in terms of both general and cold-start fraud review detection tasks.

2 Related Work

2.1 Fraud Review Detection

Currently, cybersecurity is an important problem and has attracted increasing
attention [1–4,15]. Among these, fraud review detection is an emerging and chal-
lenging task. Fraud review detection was firstly researched by [9]. At that stage,
most research were concentrate on extracting linguistic features from review con-
tent. However, they could not deal with real-life fraud reviews via mining and
analyzing linguistic features because reviews could be easily manipulated by
fraudsters [8,12,22]. In another words, the content-based fraud review detection
methods could be deceived by camouflage fraudsters. As a result, more advanced
methods model user behavior for fraud review detection [11–13]. Also, concen-
trating on behavior features is more effective than concentrating on linguistic
feature for fraud review detection, which was been proved by [20]. Thus, the key
point of most research transfers to extracting behavior features.

2.2 Cold-Start Problem

Recently, limited efforts have focused on fraud review detection with the cold-
start problem. The first work on this topic is [26]. This method models user
behavior as the relations between users, items and reviews to address the lack-
ing of historical information in cold-start cases. Following this work, the method
proposed by [28] further involves attribute and domain knowledge to enhance the
user-item-review relation, which leads to a better cold-start fraud review detec-
tion performance. Although the above methods consider the user-item-review
relation, they finally embeds the relation into review representations for fraud
review detection. In other words, only review content has been used as the evi-
dence for fraud identification. However, review content is easy to be manipulated,
thus, the fraud reviews may be camouflaged as honest reviews by fraudsters [7].
As a result, these methods may fail in detecting fraud reviews where fraudsters
are widely exists in real world. Besides, they ignore the user social relations
which may reflect the collaborative manipulation. Later, the work in [14] detects
cold-start fraud review from a novel aspect. Specifically, it jointly embeds the
user-item-review entities relations and user social relations into a user repre-
sentation space, and identifies a fraud review according to its posted user in
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that representation space. Although achieves significantly better performance,
this method only captures the user co-reviewing relation but overlooks other
complex social couplings, such as the same attitude and similar preferences. In
addition, this method does not consider fraud-related information in the enti-
ties relations learning process, which may decrease the fraud review detection
precision especially in the cold-start cases.

In this paper, we simultaneously captures the entities relation, comprehensive
social couplings and fraud-related information to form the socially-attentive user
representation for cold-start fraud review detection. As a result, we not only
alleviate the effect of camouflaged reviews but also preserve the fraud-related
information for more accurate fraud review detection.

3 Proposed Method

3.1 User Representation Learning Architecture

The architecture of the proposed SATURN model is shown in Fig. 1. It consists
(1) entities relations embedding and (2) social couplings learning. Specially, in
the entities relations embedding part, SATURN embeds the relations between
users, items, attitude and reviews into their vector representations. In the social
couplings learning part, it comprehensively model both explicit and implicit
user social couplings from users’ co-reviewing attitude and users’ demographic
information. SATURN integrates these two parts by a socially attentive learning
method in which the fraud-related information is adopted to guide the learning
process. Finally, it uses the learned representations to detect fraud reviews.

Fig. 1. SATURN architecture

3.2 Entities Relation Embedding

Inspired by the entities relation embedding method in [14,26,28], SATURN
embeds the entities relation between users, items, and reviews. Different from
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the above methods [14,26,28], SATURN further consider the impacts of a user’s
attitude to an item when writing a review, which is reflected by the correspond-
ing rating score. Specifically, SATURN assumes a review is wrote by a user to an
item with a certain attitude, and this relation should be preserved and reflected
in the SATURN’s representation space.

Given an online review data set S, SATURN learns vectors vu, vo, vr, and vs

as the representation of the entities in a reviewing activity ν := <u, o, r, s> ∈ S,
where u refers to a user, o refers to an item, review r refers to a review, and s
refers to a rating score. It embeds the entities relation between u, o, r and s in
the representation space by optimizing the following objective function:

min
V,Φ

nν∑

i=1

∑

y={0,1}
1[yi = y] log qi

+
∑

ν∈S

∑

ν′ �∈S

γ max{0, 1 + ‖vu + vo + vs − vr‖2

−‖vu′ + vo′ + vs′ − vr′‖2},

s.t. γ =

{
1 u = u′

0 u �= u′,
qi = softmax(wDp([vu,vo,vs,vr]) + b), <u, o, s, r> ∈ νi,
vr = tω (r),

(1)

where yi is the ground-truth label of νi, Dp(·) is a fully-connected network with
parameter p, V = {Vu,Vo,Vs} is the set of users’, items’, and rating scores’
representations, Φ = {ω,p,w, b} is the set of model parameters, tω (·) refers
to a text embedding neural network with parameters ω, max{·} returns the
maximum value in a set, and Vu, Vo, Vs are the representation matrices of
user, item, rating score, respectively. In this paper, SATURN implements the
text embedding neural network tω (·) as the universal transformer network [5].

3.3 Social Couplings Learning

SATURN hierarchically learns both explicit and implicit social couplings
between users via a two-steps approach. Here, the explicit social couplings refer
to the coupling relationships reflected by users’ co-occurred social activities, i.e.
their reviewing activities to the same items. The implicit social couplings refer
to the potential coupling relationships built on users’ similar demographics.

In the first step, SATURN builds a user feature matrix M with size nu × nf

where each row corresponds to a user, and each column corresponds to a feature.
To capture the explicit couplings, SATURN uses the rating scores to build the
user feature matrix. Specifically, SATURN assigns the value Mexp

ij in the user
explicit feature matrix Mexp, which corresponds to the i-th user ui and the j-th
item oj , as the rating score sij given by ui to oj . If ui does not review item
oj , SATURN sets the corresponding value Mij as 0. The rationale is that the
constructed explicit feature matrix reflects not only the items a user reviewed
but also the attitude similarity of different users for the same item, which cannot
be captured by the density subgraph mining method used in [14]. To capture
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the implicit couplings, SATURN adopts the demographic information to build to
user feature matrix as Mimp where each column is a demographic feature, such
as occupation, education, age and salary. These demographic features indicate
the potential couplings between users. For example, students may prefer general
textbooks, but data scientists may be more interested in books about analytics.

In the second step, SATURN follows the hierarchical coupling learning
method in [29] to learn the complex coupling relationships between users, because
most of the values in Mexp and Mimp belong to categorical value. For a value
Mij , SATURN first learns its intra-attribute couplings representation as follows,

cIa(Mij) =
[ |g(Mij)|

nu

]�
, (2)

where g(Mij) returns a set of users that hold the feature value Mij , and | · |
counts the size of a set. The intra-attribute couplings capture the relations of
different users per the same item. Further, SATURN learns the inter-attribute
couplings representation for the value Mij as follows,

cIe(Mij) =
[
p(Mij |M∗

1 ), · · · , p(Mij |M∗
k ), · · · , p(Mij |M∗

n∗)
]�

, (3)

where M∗ refers to the set of categorical values in all attributes except the j-th
attribute, and p(Mij |M∗

k ) is the co-occurrence frequency of value Mij and M∗
k

in the user feature that can be calculated as follows,

p(Mij |M∗
k ) =

|g(Mij) ∩ g(M∗
k )|

|g(M∗
k )| . (4)

The inter-attribute couplings capture the in-depth relations of different users
per different items. Then, SATURN concatenates the intra- and inter-coupling
representation to form the unified coupling representation of the user ui:

c(ui) =
[
cIa(Mi1)�, · · · , cIa(Minf

)�, cIe(Mi1)�, · · · , cIe(Minf
)�]�

. (5)

Finally, SATURN adopts linear kernel on the couplings representation space to
construct the social coupling matrix of users, which can be formalized as follows,

C =

⎡

⎢
⎢
⎢
⎣

c(u1)�c(u1) c(u1)�c(u2) · · · c(u1)�c(unu
)

c(u2)�c(u1) c(u2)�c(u2) · · · c(u2)�c(unu
)

...
...

. . .
...

c(unu
)�c(u1) c(unu

)�c(u2) · · · c(unu
)�c(unu

)

⎤

⎥
⎥
⎥
⎦

. (6)

3.4 Socially-Attentive User Representation Learning

Inspired by the self-attention mechanism [25], we propose a socially-attentive
representation learning method to incorporate social couplings into user repre-
sentations. This method assumes users with strong social couplings should have
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similar representations. Accordingly, in the representation learning process, it
adjusts the representation of each user by the representations of its neighbors in
the space spanned by the coupling matrix.

Formally, the method adjusts the user representation matrix Vu as follows,

V∗
u = C∗ · Vu, (7)

where the weighting matrix C∗ is calculated from the coupling matrix C that
transforms each coupling value to a probability value, which is defined as follows,

C∗ =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

exp(C11)
nu∑

i=1
exp(C1i)

exp(C12)
nu∑

i=1
exp(C1i)

· · · exp(C1nu )
nu∑

i=1
exp(C1i)

exp(C21)
nu∑

i=1
exp(C2i)

exp(C22)
nu∑

i=1
exp(C2i)

· · · exp(C2nu )
nu∑

i=1
exp(C2i)

...
...

. . .
...

exp(Cnu1)
nu∑

i=1
exp(Cnui)

exp(Cnu2)
nu∑

i=1
exp(Cnui)

· · · exp(Cnunu )
nu∑

i=1
exp(Cnui)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, (8)

where exp(·) is the exponential function. Subsequently, it changes the represen-
tation learning objective function Eq. (1) as follows,

min
V,Φ

nν∑

i=1

∑

y={0,1}
1[yi = y] log qi

+
∑

ν∈S

∑

ν′ �∈S

γ max{0, 1 + ‖v∗
u + vo + vs − vr‖2

− ‖v∗
u′ + vo′ + vs′ − vr′‖2},

s.t. γ =

{
1 u = u′

0 u �= u′,
qi = softmax(wDp([v∗

u,vo,vs,vr]) + b), <u, o, s, r> ∈ νi,
vr = tω (r),

(9)

where v∗
u is the adjusted representation of user u in V∗. For a user, the weighting

of its strongly coupled users will be large, while the weighting of the others will
tend to be zero. As a result, the representation of each user will attend to the
representations of its neighbors, and the representations of users with strong
social couplings will be similar.

In Eq. (7), although the representation of a user is adjusted by its neighbors,
the calculation involves the representations of all users. Consequently, it is time
consuming in practical. To tackle this problem, for each user, SATURN truncates
its top k nearest neighbors to adjust its representation. Accordingly, the learning
objective of SATURN can be re-formalized as follows,
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min
V,Φ

nν∑

i=1

∑

y={0,1}
1[yi = y] log qi

+
∑

ν∈S

∑

ν′ �∈S

γ max{0, 1 + ‖v∗
u + vo + vs − vr‖2

− ‖v∗
u′ + vo′ + vs′ − vr′‖2},

s.t. v∗
u = C∗

uuvu +
∑

u∗∈Nk(u)

C∗
uu∗vu∗ ,

v∗
u′ = C∗

u′u′vu′ +
∑

u′∗∈Nk(u′)
C∗

u′u′∗vu′∗ ,

γ =

{
1 u = u′

0 u �= u′,
qi = softmax(wDp([v∗

u,vo,vs,vr]) + b), <u, o, s, r> ∈ νi,
vr = tω (r),

(10)

where Nk(u) refers to the set of k-nearest neighbors of u in the space spanned
by the coupling matrix C, and C∗

uu∗ is the entry value in C∗ corresponding to
user u and u∗.

3.5 Fraud Review Detection

SATURN detects fraud reviews according to its learned representations set V ,
networks with parameters Φ, social coupling matrix C, and weighting matrix C∗.
Specifically, given a reviewing activity ν := <u, o, r, s>, SATURN first looks up
V for the representations vu, vo and vs, and calculates review representation
as vr = tω (r), where ω ∈ Φ involves the parameters of SATURN’s reviewing
representation network tω (·). Then, SATURN generates the socially-attentive
user representation v∗

u as

v∗
u = C∗

uuvu +
∑

u∗∈Nk(u)

C∗
uu∗vu∗ , (11)

where Nk(u) refers to the set of k-nearest neighbors of u in the space spanned
by the coupling matrix C, and C∗

uu∗ is the entry value in C∗ corresponding to
user u and u∗. In cold-start case, because vu �∈ V , SATURN infers the socially-
attentive representation of the new user according to the learned entities relations
as follows,

v∗
u = vr − vo − vs. (12)

Then, SATURN identifies whether r is a fraud review via its learned classifier
as follows,

q = softmax(wDp([v∗
u,vo,vs,vr]) + b), (13)

where w,p, b ∈ Φ is the parameters of the classifier network.

4 Experiments

4.1 Data Sets

Following the literature [26,28] about cold-start fraud detection, our experiments
are carried on four real-life data sets, including Yelp-hotel, Yelp-restaurant, Yelp-
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NYC, and Yelp-Zip, which are also commonly used in previous fraud detection
researches [19,21,24]. Table 1 displays the statistics of the data sets.

We split the original data sets into several subsets according to the time
period to evaluate the fraud review detection performance in a stable way. We
further split each subset into two parts by setting a time point. The first part
includes the reviews posted before the time point, while the second part contains
the rest reviews. From the second part, we pick up the reviews which are posted
by new users at first time as cold-start reviews. We train the fraud detection
methods on the first part and evaluate them on the second part.

Table 1. Data characteristics. In this table, #R refers to the number of reviews; #F
and #FC refer to the number of fraud reviews and cold-start fraud reviews, respec-
tively; and #N and #NC refer to the number of honest reviews and cold-start honest
reviews, respectively.

Name Training data Testing data

Time period #R Time period #F #FC #N #NC

Zip 1 24/10/08 – 24/03/09 10,530 25/03/09 – 25/06/10 6,267 4,848 43,744 15,952

Zip 2 24/03/09 – 24/08/09 13,252 25/08/09 – 25/12/09 1,396 1,075 10,220 3,820

NYC 1 24/10/08 – 24/03/09 6,780 25/03/09 – 25/06/10 3,183 2,539 27,974 11,313

NYC 2 24/03/09 – 24/08/09 8,243 25/08/09 – 25/12/09 748 594 6,664 2,754

4.2 Evaluation Metrics

We evaluate the fraud review detection performance of each method by three
metrics, including precision, recall, and F-score. Here, the precision evaluates
the ratio of correct detected reviews over all detected reviews, recall reflects the
ratio of undetected reviews over all relevant reviews, and the F-score indicates an
average of precision and recall. We use all of them because the fraud detection
in an imbalance classification problem [17], i.e. the number of fraud reviews
are much less than honest reviews, that cannot be considered only from either
precision or recall perspective. We report these three metrics per ground-truth
honest and fraud classes to illustrate the performance for different categories,
and further average them to show the overall performance. Higher precision,
recall, and F-score indicate a better performance.

We follow the literature [24,26] to use the results of the Yelp commercial
fake review filter as the ground-truth for performance evaluation. Although its
filtered (fraud reviews) and unfiltered reviews (honest reviews) are likely to be
the closest to real fraud and honest reviews [21], they are not absolutely accurate
[11]. The inaccuracy exists because it is hard for the commercial filter to have the
same psychological state of mind as that of the users of real fraud reviews who
have real businesses to promote or to demote, especially for cold-start problems.
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4.3 Parameters Settings

In our experiments, we use the pre-trained 100-dimensional word embedding by
GloVe algorithm [23]2. We embed the user, item and rating into a 100-dimension
vector representation. We implement the fraud detector network by a 3-layer
fully connected neural network with 100 nodes in the hidden layers and use
ReLU as the activation function of all hidden nodes. We train our model by
Adam [10] and batch size 32. For the parameters in the compared methods, we
take their recommended settings.

4.4 Effectiveness on Cold-Start Fraud Detection

Experimental Settings. SATURN is compared with the state-of-the-art
method JETB [26]. This method handling cold-start problem by considering
entities (user, item and review) relations to embed reviews. When a new user
posted a new review, this review can be represented by the trained network and
classified by the classifier. In the literature [26], support vector machine (SVM)
is used as the fraud classifier based on the JETB generated review features. How-
ever, SVM is with a time complexity O(n3), where n is the number of training
samples. It is not suitable for the problem with large amount of data. To make
JETB practicable, we use a 3-layer fully connected neural network instead of
SVM as the fraud classifier of JETB.

We further compared with two review content-based fraud detection meth-
ods used in [26] as baseline competitors. Both of them extract features from
review content, and feed these features into a classifier for fraud review detec-
tion. Specifically, the first method (denoted as Bigram) uses the bigram feature.
The second method (denoted as Behavior) uses (i) the bigram feature, (ii) the
length of review, (iii) the absolute rating diversity of a review compared with
other reviews of the same item, and (iv) the similarity of a review to its most
similar reviews of the same item under the cosine similarity. We also use 3-layer
fully connected neural network as their fraud classifier.

Findings - SATURN Significantly Outperforming The State-of-the-art
Cold-Start Fraud Detection Method. Table 2 illustrates the cold-start fraud
detection performance of SATURN compared with JETB, Behavior, Bigram on
four time period of Yelp-Zip and Yelp-NYC data sets. SATURN gains largely
improvement for cold-start fraud review detection, i.e. 0.00, 0.08, 0.03, and 0.00
F-score increase on Zip 1, Zip 2, NYC 1, and NYC 2, respectively. This averaged
performance improvement is mainly contributed by the increased recall for the
fraud reviews (corresponding recall increase values are 0.02, 0.13, 0.05, and 0.03).
As shown in the results, SATURN slightly “decreases” the performance of honest
reviews detection. This “decreased” may be caused by the noising ground-truth
of the cold-start fraud reviews that do not be detected by the Yelp commercial
filter.
2 The pre-trained word embedding can be downloaded from: http://nlp.stanford.edu/

data/glove.6B.zip.

http://nlp.stanford.edu/data/glove.6B.zip
http://nlp.stanford.edu/data/glove.6B.zip
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Table 2. Cold-start fraud detection performance of different methods. Precision (P),
Recall (R) and F-score (F) are reported per normal and fraud reviews. The best results
are highlighted in bold.

Data Info. SATURN JETB Behavior Bigram Improvement

Name Category P R F P R F P R F P R F P R F

Zip 1 Normal 0.77 0.88 0.82 0.77 1.00 0.87 0.77 0.99 0.87 0.78 0.96 0.86 −0.01 −0.12 −0.05

Fraud 0.23 0.12 0.16 0.24 0.00 0.00 0.54 0.05 0.09 0.42 0.10 0.16 −0.31 0.02 0.00

Zip 2 Normal 0.82 0.84 0.83 0.78 1.00 0.88 0.79 0.99 0.88 0.80 0.92 0.85 0.02 −0.16 −0.05

Fraud 0.33 0.30 0.31 0.45 0.01 0.02 0.54 0.06 0.11 0.37 0.17 0.23 −0.21 0.13 0.08

NYC 1 Normal 0.83 0.89 0.85 0.82 1.00 0.90 0.82 1.00 0.90 0.82 0.96 0.89 0.01 −0.11 −0.04

Fraud 0.21 0.13 0.16 0.00 0.00 0.00 0.38 0.00 0.00 0.31 0.08 0.13 −0.17 0.05 0.03

NYC 2 Normal 0.82 0.85 0.84 0.82 1.00 0.90 0.82 1.00 0.90 0.83 0.94 0.88 −0.01 −0.15 0.06

Fraud 0.18 0.15 0.17 0.00 0.00 0.00 0.00 0.00 0.00 0.29 0.12 0.17 0.11 0.03 0.00

In addition to review, SATURN further leverages information from user,
item, and rating, which are guaranteed by the inferable representation and enable
SATURN to effectively capture more fraud evidence from multiple views. As a
result, SATURN can achieve significant performance improvement in cold-start
fraud detection.

4.5 Effectiveness on General Fraud Detection

Experimental Settings. SATURN is further compared with JETB [26] and
two state-of-the-art competitors: FRAUDER [7] and HoloScope [16] in detecting
general fraud reviews, i.e. all the reviews contained in the testing data set. Differ-
ent from JETB which is review content-based method, FRAUDER and HoloSco-
pre are two social relation-based fraud review detection methods. Specifically,
FRAUDER models the social relation as a graph and detects fraud reviews by
dense subgraph mining. HoloScope also adopts graph to model social relation
but detects fraud reviews by jointly considering the graph topology and review
temporal spikes.

Findings - SATURN Significantly Improving General Fraud Detec-
tion Performance. The precision, recall and F-score of SATURN, JETB,
FRAUDER, and HoloScope are reported in Table 3. Overall, SATURN signifi-
cantly outperforms the competitors in fraud review detection. It improves 0.16,
0.21, 0.16, and 0.16 compared with the best-performing method in terms of
F-score on four data sets for fraud review detection.

The dramatic performance improvement of SATURN is mainly contributed
by jointly embedding user reviewing behavior and user/item social relations
in its user-item-review-rating representations: (1) compared to FRAUDER and
HoloScope that capture the social relations, SATURN further considers the user
reviewing behavior to effectively detect personalized fraud; and (2) compared to
JETB, SATURN seamlessly integrates user/item social relations to avoid camou-
flage. Consequently, SATURN obtains up to 0.25 recall improvement compared
with the competitors.
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Table 3. General fraud detection performance of different methods. Precision (P),
Recall (R) and F-score (F) are reported per normal and fraud reviews. The best results
are highlighted in bold.

Data Info. SATURN JETB FRAUDER HoloScope Improvement

Name Category P R F P R F P R F P R F P R F

Zip 1 Normal 0.88 0.90 0.89 0.87 1.00 0.93 0.87 0.95 0.91 0.86 0.86 0.86 0.01 −0.10 −0.04

Fraud 0.20 0.18 0.19 0.18 0.00 0.01 0.01 0.00 0.00 0.03 0.03 0.03 0.02 0.15 0.16

Zip 2 Normal 0.90 0.87 0.88 0.78 1.00 0.88 0.88 0.95 0.91 0.87 0.88 0.88 0.02 −0.13 −0.03

Fraud 0.22 0.29 0.25 0.45 0.01 0.02 0.04 0.02 0.02 0.04 0.04 0.04 −0.23 0.25 0.21

NYC 1 Normal 0.91 0.90 0.90 0.90 1.00 0.95 0.88 0.86 0.87 0.88 0.86 0.87 0.01 −0.10 −0.05

Fraud 0.16 0.17 0.17 0.00 0.00 0.00 0.01 0.01 0.01 0.01 0.01 0.01 0.15 0.16 0.16

NYC 2 Normal 0.91 0.87 0.89 0.90 1.00 0.95 0.88 0.82 0.85 0.87 0.69 0.77 0.01 −0.13 −0.06

Fraud 0.16 0.22 0.19 0.00 0.00 0.00 0.01 0.02 0.02 0.02 0.06 0.03 0.14 0.16 0.16

4.6 Evaluating the Effectiveness of Entities Relations and User
Social Relations for Fraud Review Detection

Experimental Settings. We visualize the user representation in a two-
dimensional space trough TSNE [18], and plot the ground-truth labels of each
user at their positions in the representation space. The user representation
learned according to entities relation embedding loss function Eq. (1) is com-
pared with that learned according to socially-attentive representation learning
loss function Eq. (10) on Yelp-Hotel and Yelp-Restaurant data sets.

Findings - Entities Relations-Embedded Representation Contributes
to Personalized Fraud Review Detection and Social Relation-
Embedded Representation Contributes To Collaborative Fraud
Review Detection. The entities relations-embedded and social relations-
embedded user representations are visualized in Fig. 2. It is shown users have
more diverse representations in the entities relations-embedded representa-
tion space compared with social relations-embedded representation space. This
indicates more personalized information is captured by the entities relations-
embedded representation, which is important to identify personalized fraud
reviews. However, in the entities relations-embedded representation space, the
users with large density are not consistent with the ground-truth fraudster label.
In contrast, the density of social relations-embedded representation is consistent
with the ground-truth fraudsters distribution. As evidenced by [7], the collabo-
rative manipulation of reviews will generate density connection between users.
Accordingly, the results demonstrate our embedded social relation is essential
for collaborative fraud review detection. A high quality user representation will
enable a dense distribution for fraudsters because of the collaborative manipula-
tion [7]. This qualitative illustrates that the social relations of users is essential
for collaborative fraudsters detection.



Socially-Attentive User Representation Learning 89

(a) S: Hotel. (b) S: Restaurant. (c) B: Hotel. (d) B: Restaurant.

(e) S: Hotel. (f) S: Restaurant. (g) B: Hotel. (h) B: Restaurant.

Fig. 2. User representation with density of different methods on Yelp-Hotel and Yelp-
Restaurant. The sub-figures (a), (b), (c), (d) contain the user representation informa-
tion with the ground-truth labels, and the sub-figures (e), (f), (g), (h) show the density
in the representation space. S refers to the social relation embedding-based method,
and B refers to the behavior embedding-based method.

5 Conclusion

This paper introduces a novel socially-attentive user representation method for
fraud review detection with the cold-start problem. The proposed method jointly
embeds the entities relations, the user social coupling relations, and the fraud-
related information into a socially-attentive user representation space which pro-
vides sufficient evidence for fraud review detection. To comprehensively capture
potential user social relations, it adopts a coupling learning method to learn
both the explicit and implicit user social couplings. For the cold-start problem,
the proposed method can effectively infer the socially-attentive representation of
new users according to the learned entities relations. Four large real-world data
sets demonstrate the performance of the proposed method significantly better
than the state-of-the-art competitors.
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Abstract. In this paper, we consider the online machine covering prob-
lem on two hierarchical machines with known the total size of low-
hierarchy. We present several best possible online algorithms when some
addition information is known or a buffer is given.

Keywords: Machine covering · Semi-online · Hierarchical machines ·
Competitive ratio

1 Introduction

In recent years, there have been extensive research on the hierarchical machine
scheduling problem, which is to minimize the maximum machine load [7,10].
However, machine covering on hierarchical machines with the objective of maxi-
mizing the minimum machine load, denoted by P |GoS|Cmin, is not a well-studied
scheduling problem. For the offline case where information of all jobs is known
in advance, Li et al. [8] presented a polynomial time approximation scheme for
P |GoS|Cmin.

Online scheduling over list is a scheduling where jobs arrive one by one, each
job has to be scheduled with the current available information of arrived jobs.
The performance of an online algorithm is measured by the competitive ratio.
For a maximization scheduling problem and an online algorithm A, for any given
instance I, let CA(I) be the objective value of the solution produced by A. The
competitive ratio of the online algorithm A is defined as ρ = supI

COPT (I)
CA(I)

, where
COPT (I) is the optimal value of the instance I, i.e., ρCA(I) ≥ COPT (I) for any
instance I. An online problem has a lower bound ρ if no online algorithm for
the problem has a competitive ratio smaller than ρ. When an algorithm has the
competitive ratio which is equal to the lower bound, it is called the best possible.

When the number of machines is two, P |GoS|Cmin is denoted by
P2|GoS|Cmin. Chassid and Epstein [1] first studied a generalized version of
c© Springer Nature Singapore Pte Ltd. 2019
X. Sun et al. (Eds.): NCTCS 2019, CCIS 1069, pp. 95–108, 2019.
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P2|GoS|Cmin and showed that P2|GoS|Cmin has an unbounded competitive
ratio. They also discussed a fraction online model and a semi-online model where
the sum of jobs is known in advance. When we only know the size of the largest
job, Wu et al. [11] showed that no algorithm with a bounded competitive ratio
exists. They also designed two best possible algorithms for the case where we
know the size of the largest job and its hierarchy. When the processing time of
each job is bounded by an interval [1, r], Luo et al. [9] presented a best possible
online algorithm with a competitive ratio of (1+r) for P2|GoS|Cmin. When the
processing time of each job is in {1, 2, . . . , 2k} where k is a positive integer, Wu
and Li [12] presented a best possible online algorithm with a competitive ratio
of 2k. Epstein et al. [3] presented several best possible online algorithm for the
machine covering with a reordering buffer.

In this paper, we consider the online machine covering problem on two hierar-
chical machines with known the total size of low-hierarchy. The rest of the paper
is organized as follows. In Sect. 2, we present some basic notations. In Sect. 3,
we give a best possible online algorithm when the total size of low-hierarchy is
known. In Sect. 4, we give a best possible online algorithm when the total size of
each hierarchy is known. In Sect. 5, we give a best possible online algorithm when
the total size of low-hierarchy and the largest size are known. In Sect. 6, we give
a best possible online algorithm when the total size of low-hierarchy is known
and the processing time of each job is bounded by an interval [1, r]. In Sect. 7,
we give a best possible online algorithm when the total size of low-hierarchy is
known and a buffer is given. A summary and future research section concludes
the paper.

2 Preliminaries

We are given two machines M1,M2, and a sequence of jobs arriving online which
are to be scheduled irrevocably at the time of their arrivals. The first machine
can process all the jobs while the second one can process only part of the jobs.
The arrival of a new job occurs only after the current job is scheduled. Let
J = {J1, J2, ......, Jn} be the set of all jobs arranged in the order of arrival. We
denote each job as Jj with pj and gj , where pj > 0 is the processing time (also
called job size) of the job Jj and gj ∈ {1, 2} is the hierarchy of the job Jj . If
Jj = 1, job Jj must be processed by the first machine, and if Jj = 2, job Jj can
be processed by either of the two machines. pj and gj are not known until the
arrival of the job Jj . If gj = i, job Jj is called the job of hierarchy i.

A schedule can be seen as the partition (S1, S2) of J , where Si (i = 1, 2)
contains the jobs assigned to Mi. Let Li =

∑
Jj∈Si

pj be the load of Mi, and Ti

be the total processing time of the jobs of hierarchy i for i = 1, 2. The problem
P2|GoS|Cmin is to find a schedule such that min{L1, L2} is maximized. For the
first j jobs and i = 1, 2, let T j

i be total processing time of the jobs of hierarchy
i, and Lj

i be the total processing time of the jobs of hierarchy 2 scheduled on
machine Mi after assigning job Jj . Clearly, L1 = Ln

1 +T1, L2 = Ln
2 and Ti = Tn

i

for i = 1, 2.
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For convenience, let UBj = min{T j
2 ,

T j
1 +T j

2
2 , T j

1 + T j
2 − pjmax}, for j =

1, 2, . . . , n, where pjmax is the largest processing time of the first j jobs. Then the
following lemma can be got straightforwardly.

Lemma 1. The optimal minimum machine load is at most UBj after scheduling
the job Jj for j = 1, 2, . . . , n.

Lemma 1 implies that

COPT ≤ min{T2,
T1 + T2

2
, T1 + T2 − pmax}, (1)

where pmax = maxj pj .

3 Known the Total Size of Low-Hierarchy

In this section, we consider the problem P2|GoS, T1|Cmin where the total size
of jobs of hierarchy 1 is given in advance. We give the lower bound 2 and prove
that list-scheduling (LS) algorithm is best possible for this case.

Theorem 2. Any on-line algorithm A for P2|GoS, T1|Cmin has a competitive
ratio at least 2.

Proof. Assume that T1 = 1. Consider the job sequence in [2]. For any algorithm
A, the first two jobs in the sequence are (1, 1) and (1, 2), where the first number
is the size and the second number is the hierarchy. If A assigns both of them
to M1, the sequence stops and CA = 0, implying that the competitive ratio is
unbounded. Else, if these two jobs are assigned to different machines, the last
job is (2, 2) and the sequence stops, then COPT = 2 and COPT

CA ≥ 2.
The main idea of LS proposed in [2] is to assign jobs with hierarchy of 2 to

the machine with lower load (compare Lj−1
2 with Lj−1

1 + T1, to get the machine
with lower load). The details of LS is as follows.

Algorithm LS [2, 4]

Step 1. Let j = 1 and Lj−1
1 = Lj−1

2 = 0.

Step 2. If gj = 1, schedule Jj on M1 directly, and set Lj
1 = Lj−1

1 + pj and Lj
2 = Lj−1

2 .

Step 3. Else gj = 2. If Lj−1
1 + T1 ≤ Lj−1

2 , schedule Jj on M1, and compute Lj
1 and Lj

2;

else schedule Jj on M2 and compute Lj
1 and Lj

2.
Step 4. If there is another job, j = j + 1, go to step 2. Otherwise, stop.

Theorem 3. The competitive ratio of Algorithm LS for P2|GoS, T1|Cmin is
2, i.e. it is best possible.

Proof. Let n be the number of the jobs, and Li be the final load of machine Mi

after assigning these n jobs. Clearly, L1 = T1 +Ln
1 and L2 = Ln

2 . If L1 = T1 and
L2 = T2 ≤ T1, CLS = min{L1, L2} = T2 ≥ COPT , implying that it is optimal.
Else, we distinguish two cases.
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Case 1. L1 ≤ L2. Let Jh be the last job assigned to M2. According to
Algorithm LS, we have L1 ≥ L2 − ph. Therefore,

CLS = min{L1, L2} = L1 ≥ L1 + L2 − ph
2

≥ T1 + T2 − pmax

2
≥ 1

2
COPT .

Case 2. L1 > L2. As L1 > T1, there exists a job with hierarchy of 2 assigned
to M1. Let Jk be the last job assigned to M1. According to Algorithm LS, we
have L2 ≥ L1 − pk. Therefore,

CLS = min{L1, L2} = L2 ≥ L1 + L2 − pk
2

≥ T1 + T2 − pmax

2
≥ 1

2
COPT .

Therefore, COPT

CLS ≤ 2 for any case.

4 Known the Total Size of Each Hierarchy

In this section, we assume that the total size of jobs of each hierarchy is given
in advance, respectively, which means we know T1 and T2 in advance. This
problem is denoted by P2|GoS, T1&T2|Cmin. Similarly, we get the lower bound
3
2 and prove that the algorithm common machine first (CMF) proposed in [2,5]
has a competitive ratio of 3

2 .

Theorem 4. Any on-line algorithm A for P2|GoS, T1&T2|Cmin has a worst-case
ratio at least 3

2 .

Proof. Consider the job sequence in [2] with T1 = 1 and T2 = 5. For any
algorithm A, the first two jobs in the sequence are (1, 1) and (1, 2). If A assigns
both of them to M1, then the next two jobs are (2, 2) and (2, 2) and the sequence
stops. We have CA = 2 and COPT = 3, implying that COPT

CA ≥ 3
2 . If A assigns

the first two jobs to different machines, the last two jobs are (1, 2) and (3, 2).
We still have CA = 2 and COPT = 3, implying that COPT

CA ≥ 3
2 .

The main idea of CMF proposed in [2,5] is to assign as many jobs with
hierarchy of 2 as possible to M1. The details of CMF is as follows.

Algorithm CMF [2, 5]

Step 1. If T2 ≤ 2T1, schedule jobs with hierarchy of i to Mi directly (i = 1, 2), stop.

Step 2. Else T2 > 2T1, let j = 1 and Lj−1
1 = Lj−1

2 = 0.

Step 2.1 If gj = 1, schedule Jj on M1 directly, and compute Lj
1 and Lj

2.

Step 2.2: Else gj = 2. If Lj−1
1 + T1 + pj ≤ (T1 + T2)/3,

schedule Jj on M1, and compute Lj
1 and Lj

2; go to step 2.1 for the next job.
Else let t = j, schedule Jt and the rest of jobs in the following way.

Step 2.2.1: If Lt−1
1 + T1 + pt > 2(T1 + T2)/3,

schedule Jt on M2 and the rest of jobs to M1, stop.

Step 2.2.2: If Lt−1
1 + T1 + pt ≤ 2(T1 + T2)/3,

schedule Jt and the rest of jobs with hierarchy of 1 on M1,
and the rest of jobs with hierarchy of 2 to M2, stop.
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Theorem 5. The competitive ratio of Algorithm CMF for P2|GoS,
T1&T2|Cmin is 3

2 , i.e. it is a best possible algorithm.

Proof. The proof is somewhat similar to that in [2]. We prove this theorem in
detail for completeness. The algorithm can stop at steps 1, 2.2.1 or 2.2.2, so
we need to consider the following three cases.

Case 1. Algorithm CMF stops at step 1. If T2 ≤ T1, we have

CCMF = min{T1, T2} = T2 ≥ COPT ≥ 2
3
COPT ,

where the first inequality follows from (1). If T1 < T2 ≤ 2T1, we have

CCMF = min{T1, T2} = T1 ≥ T1 + T2

3
=

2
3

T1 + T2

2
≥ 2

3
COPT ,

where the last inequality follows from (1). Thus, we have COPT

CCMF ≤ 3
2 in any

subcase.
Case 2. Algorithm CMF stops at step 2.2.1, i.e., Lt−1

1 + T1 + pt >
2(T1 + T2)/3. Then, we have L1 = T1 + T2 − pt and L2 = pt > 1

3 (T1 + T2). If
L1 < L2, we have

CCMF = min{L1, L2} = L1 = T1 + T2 − pt ≥ T1 + T2 − pmax ≥ COPT ,

where the last inequality follows from (1). Else if L1 ≥ L2, we have

CCMF = min{L1, L2} = L2 = pt >
1
3
(T1 + T2) =

2
3

T1 + T2

2
≥ 2

3
COPT ,

where the last inequality follows from (1). Thus, we have COPT

CCMF ≤ 3
2 in any

subcase.
Case 3. Algorithm CMF stops at step 2.2.2, i.e., 1

3 (T1 + T2) < Lt−1
1 +

T1 + pt ≤ 2
3 (T1 + T2). Then, we have 1

3 (T1 + T2) < L1 = Lt−1
1 + T1 + pt ≤

2
3 (T1 + T2) and 1

3 (T1 + T2) ≤ L2 = T1 + T2 − Ln
1 < 2

3 (T1 + T2). Therefore, we
have

CCMF = min{L1, L2} ≥ 1
3
(T1 + T2) =

2
3

T1 + T2

2
≥ 2

3
COPT ,

where the last inequality follows from (1).
Thus, we have COPT

CCMF ≤ 3
2 in any case, i.e., the competitive ratio of Algo-

rithm CMF for P2|GoS, T1&T2|Cmin is 3
2 .

5 Known the Total Size of Low-Hierarchy and the
Largest Size

In this section, we consider the problem P2|GoS, T1|Cmin where the total size
of jobs of hierarchy 1 and the largest processing time pmax of hierarchy 2 are
given in advance. This problem is denoted by P2|GoS, T1& max |Cmin. We give
the lower bound 3

2 and propose an online algorithm with competitive ratio 3
2 . A

job is called a large job if its processing time is pmax.
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Theorem 6. Any on-line algorithm A for P2|GoS, T1& max |Cmin has a worst-
case ratio at least 3

2 .

Proof. Assume that T1 = 1 and pmax = 2. The first two jobs are J1 = (1, 1)
and J2 = (1, 2). If algorithm A assigns them to different machines, the last job
J3 = (2, 2) comes. Then CA = 1 while COPT = 2. It follows that COPT

CA = 2. If
algorithm A assign the first two jobs to the same machine, then the incoming
two jobs are J3 = (2, 2) and J4 = (2, 2). Then CA = 2 while COPT = 3, implying
that COPT

CA ≥ 3
2 .

Our algorithm is a modified version of the algorithm proposed in [6].

Algorithm MLS [6]

Step 1. Let j = 1 and Lj−1
1 = Lj−1

2 = 0.

Step 2. If gj = 1, schedule Jj on M1 directly, and compute Lj
1, L

j
2.

Step 3. Else gj = 2.

Step 3.1. If Lj−1
2 = 0, do

Step 3.1.1. If pj = pmax, schedule Jj on M2 and compute Lj
1, L

j
2;

Step 3.1.2. If pj + Lj−1
1 + T1 > 2pmax, schedule Jj on M2 and compute Lj

1, L
j
2.

Step 3.1.3. Else, schedule Jj on M1, and compute Lj
1, L

j
2;

Step 3.2. Else, Lj−1
2 > 0, do

Step 3.2.1. If Lj−1
2 ≤ Lj−1

1 + T1, schedule Jj on M2 and compute Lj
1, L

j
2.

Step 3.2.2. Else, schedule Jj on M1, and compute Lj
1, L

j
2;

Step 4. If there is another job, j = j + 1, go to step 2. Otherwise, stop.

Theorem 7. The competitive ratio of Algorithm MLS for P2|GoS,
T1&max|Cmin is 3

2 , i.e. it is a best possible algorithm.

Proof. Let Jh be the last job of hierarchy 2. We distinguish the following three
cases.

Case 1. Lh−1
2 = 0.

It implies that ph = pmax. Algorithm MLS will assign Jh to machine M2

at Step 3.1.1. Thus, L1 = Lh
1 + T1 = Lh−1

1 + T1 and L2 = Lh
2 = ph = pmax.

If L1 ≤ pmax, the schedule is optimal following from (1). Otherwise, we have
CMLS = pmax. By the choice of Algorithm MLS, we have Lh−1

1 +T1 ≤ 2pmax.
Hence,

COPT ≤ L1 + L2

2
=

Lh−1
1 + T1 + pmax

2
≤ 3pmax

2
,

implying that COPT

CMLS
≤ 3

2 .
Case 2. 0 < Lh−1

2 ≤ Lh−1
1 + T1.

Job Jh will be assigned to M2 at Step 3.2.1 by Algorithm MLS. Thus,
L1 = Lh

1 + T1 = Lh−1
1 + T1, L2 = Lh

2 = Lh−1
2 + ph, and CMLS = min{L1, L2} =

min{Lh−1
1 + T1, L

h−1
2 + ph}.

Case 2.1. Lh−1
2 < pmax. Denote by Jk the first job assigned to M2. By the

choice of Algorithm MLS, we have

Lk−1
1 + T1 ≤ 2pmax, and pk + Lk−1

1 + T1 > 2pmax.
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Thus, Lh−1
1 + T1 ≥ Lh−2

1 + T1 ≥ · · · ≥ Lk−1
1 + T1 > 2pmax − pk > pmax.

Since Lk−1
2 ≤ Lk

2 ≤ · · · ≤ Lh−1
2 < pmax, for j = k − 1, k, . . . , h − 1, we have

Lj
2 < pmax < Lj

1 + T1, implying that all jobs Jk, Jk+1, . . ., Jh−1 are not large
jobs and assigned to M2, i.e.,

pmax < Lh−1
1 + T1 = Lh−2

1 + T1 = · · · = Lk−1
1 + T1 ≤ 2pmax.

Therefore, Jh is a large job with ph = pmax, which implies that

pmax < Lh−1
2 + ph ≤ 2pmax.

Following (1), we have

COPT ≤ Lh−1
1 + T1 + Lh−1

2 + ph
2

≤ Lh−1
1 + T1 + Lh−1

2 + pmax

2
.

If CMLS = L1 = Lh−1
1 + T1, we have

COPT

CMLS
≤ Lh−1

1 + T1 + Lh−1
2 + pmax

2(Lh−1
1 + T1)

≤ 3(Lh−1
1 + T1)

2(Lh−1
1 + T1)

=
3
2
.

If CMLS = L2 = Lh−1
2 + pmax, we also have

COPT

CMLS
≤ Lh−1

1 + T1 + Lh−1
2 + pmax

2(Lh−1
2 + pmax)

≤ 2pmax + Lh−1
2 + pmax

2(Lh−1
2 + pmax)

≤ 3
2
.

Case 2.2. Lh−1
2 ≥ pmax. For this case, we have Lh−1

1 + T1 ≥ Lh−1
2 ≥ pmax.

Therefore,

Lh−1
1 + T1 ≥ 1

3
(Lh−1

1 + T1 + Lh−1
2 + pmax) ≥ 1

3
(Lh−1

1 + T1 + Lh−1
2 + ph).

Since Lh−1
2 ≥ pmax > 0, By the choice of Algorithm MLS at Step 3.2, we

have Lh−1
1 +T1−Lh−1

2 ≤ pmax, i.e., Lh−1
1 +T1 ≤ Lh−1

2 +pmax ≤ 2Lh−1
2 , implying

that

Lh−1
2 + ph ≥ 1

3
(2Lh−1

2 + Lh−1
2 + ph) ≥ 1

3
(Lh−1

1 + T1 + Lh−1
2 + ph).

Therefore,

COPT

CMLS
≤ Lh−1

1 + T1 + Lh−1
2 + ph

2min{Lh−1
1 + T1, L

h−1
2 + ph} ≤ 3

2
.

Case 3. Lh−1
2 > Lh−1

1 + T1.
In this case, ph will be assigned to M1 at Step 3.2.2. By the choice of

Algorithm MLS, we have Lh−1
2 ≥ pmax. If Lh−1

1 + T1 + ph < pmax, by
the choice of Algorithm MLS, M2 accepts nothing but one large job with
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hierarchy of 2, implying that the schedule is optimal. Hence, we can assume that
Lh−1
1 + T1 + ph ≥ pmax. Now, we have

2Lh−1
2 > Lh−1

1 + T1 + Lh−1
2 ≥ Lh−1

1 + T1 + pmax ≥ Lh−1
1 + T1 + ph,

which implies

Lh−1
2 >

1
3
(Lh−1

1 + T1 + Lh−1
2 + ph).

As before, since Lh−1
2 − (Lh−1

1 + T1) ≤ pmax, we have

Lh−1
2 ≤ Lh−1

1 + T1 + pmax ≤ Lh−1
1 + T1 + Lh−1

1 + T1 + ph ≤ 2(Lh−1
1 + T1 + ph),

which implies

Lh−1
1 + T1 + ph =

1

3
(Lh−1

1 + T1 + ph + 2(Lh−1
1 + T1 + ph)) ≥ 1

3
(Lh−1

1 + T1 + Lh−1
2 + ph).

Since CMLS = min{Lh−1
2 , Lh−1

1 + T1 + ph}, we have

COPT

CMLS
≤ Lh−1

1 + T1 + Lh−1
2 + ph

2min{Lh−1
2 , Lh−1

1 + T1 + ph} ≤ 3
2
.

From Theorem 6, we know the competitive ratio is best possible.

6 Known the Total Size of Low-Hierarchy and
Tightly-Grouped Processing Times

In this section, we consider the problem P2|GoS, T1|Cmin where the process-
ing times of all jobs are in the interval [1, r]. This problem is denoted by
P2|GoS, T1&UB&LB|Cmin. We give best possible competitive ratio for different
values of r.

Theorem 8. If r ≥ 2, the best possible competitive ratio for P2|GoS, T1&UB
&LB|Cmin is 2.

Proof. Assume that T1 = 1. By Theorem 2, Algorithm LS has a competitive
ratio 2. We will give an instance which shows that the ratio is tight. The first
two jobs are J1 = (1, 1) and J2 = (1, 2). If any algorithm A assigns the first
two jobs to M1, and no further job comes any more, the ratio is unbounded. If
algorithm A assigns them to different machines, then J3 = (r, 2) comes, and no
more jobs come. Thus, COPT

CA = 2 as desired.

Theorem 9. If 1 ≤ r < 2, the best possible competitive ratio for
P2|GoS, T1&UB&LB|Cmin is r.
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Proof. Consider the following instances with T1 = 1. The first two jobs are
J1 = (1, 1) and J2 = (1, 2). If any algorithm A assigns the first two jobs to
M1, and no further job comes any more, the ratio is unbounded. If algorithm
A assigns them to different machines, the next and last job J3 = (r, 2) comes.
Hence CA = 1 while COPT = r, implying that COPT

CA ≥ r. Therefore, any online
algorithm has a competitive ratio at least r.

Next, we will show Algorithm LS presented in Sect. 3 has a competitive
ratio r. We will prove by contradiction that for any list of jobs.

If COPT

CLS > r and L1 = Ln
1 + T1 > Ln

2 = L2, we have CLS = Ln
2 ≥ 1

(otherwise, M2 does not process any job). Since Ln
1 + T1 + Ln

2 ≥ 2COPT , we
have

Ln
1 + T1 ≥ 2COPT − CLS > 2COPT − COPT

r
=

(2r − 1)COPT

r
.

Suppose Jh is the last job of hierarchy 2 scheduled on machine M1. By the
Algorithm LS, we have Lh−1

1 + T1 ≤ Lh−1
2 ≤ Ln

2 = CLS . Thus,

ph = Ln
1 + T1 − (Lh−1

1 + T1) >
(2r − 1)COPT

r
− CLS >

(2r − 2)COPT

r
.

Suppose in the optimal schedule, the machine Mi which determines COPT

has k jobs. Thus,

k ≤ COPT ≤ kr.

Since COPT > rCLS ≥ r, we have k ≥ 2. By the fact ph ≤ r < 2, we have

2 > ph >
(2r − 2)COPT

r
≥ (2r − 2)k

r
,

i.e., (k − 1)r < k. Thus, the other machine M3−i satisfies L3−i > COPT ≥ k >
(k − 1)r, implying that M3−i has at least k jobs and there are at least 2k jobs.

Consider the solution produced by Algorithm LS. If there are at least k jobs
scheduled on M2, we have CLS ≥ k, which implies that COPT

CLS ≤ r. If there are
less than k jobs scheduled on M2 and Ln

1 = 0, we have CLS = Ln
2 = T2 ≥ COPT ,

which implies LS algorithm produces an optimal solution. If there are less than
k jobs scheduled on M2 and Ln

1 > 0, there are more than k jobs scheduled
on M1 before the last job Jt of hierarchy 2 scheduled on M1. It implies that
Lt−1
1 ≥ k > (k − 1)r ≥ Lt−1

2 , contradicting the choice of algorithm LS.
Therefore, COPT

CLS ≤ r must hold.
If COPT

CLS > r and CLS = Ln
1 ≥ 1, we can prove the theorem similarly as

above.

7 Known Total Size of Low-Hierarchy and Given a Buffer

In this section, we consider the problem P2|GoS, T1|Cmin where a buffer is avail-
able for storing at most one job. When the current job is given, we are allowed
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to assign it on some machine irrecoverably; or temporarily store it in the buffer.
This problem is denoted by P2|GoS, T1&buffer|Cmin. We give the lower bound
3
2 and propose an online algorithm with competitive ratio 3

2 .

Theorem 10. Any on-line algorithm A for P2|GoS, T1&buffer|Cmin has a
worst-case ratio at least 3

2 .

Proof. Assume T1 = 1. The first jobs is (1, 1). All the next five jobs in the
sequence are (1, 2). There are at most one job in the buffer. Without loss of
generality, let L6

1 ≤ L6
2. If L6

1 ≤ 1, the sequence stops. Then, CA ≤ L6
1 + 1 ≤ 2,

and COPT = 3, implying that COPT /CA ≥ 3
2 . If L6

1 = 2, the last job in the
sequence is (6, 2). Then, CA ≤ 4, and COPT = 6, implying that COPT /CA ≥ 3

2 .

Our algorithm is a modified version of the algorithm proposed in [3].

Algorithm BLS [3]

Step 1. Let j = 1 and L
j−1
1 = L

j−1
2 = 0.

Step 2. If gj = 1, schedule Jj on M1 directly, and compute L
j
i .

Step 3. Else gj = 2. Consider the incoming job Jj and the job being in the buffer(if no job in the buffer,

we assume there exist a job with size 0 in it). Put the bigger one in the buffer and let it be Bj

(also using Bj to denote its size), and the smaller one be Sj (also denoting its size).

Step 3.1. If L
j−1
2 + Bj ≥ L

j−1
1 +T1 +Sj

2 , schedule Sj on M1, and compute L
j
i .

Step 3.2. Else, schedule Sj on M2, and compute L
j
i .

Step 4. If there is another job, j = j + 1, go to step 2. Otherwise, schedule Bj on M2, and stop.

Lemma 11. If job Sj is assigned to M2, then

Bj <
Lj−1
1 + Sj + T1

2
− Lj−1

2 , and Sj ≤ Lj−1
1 + T1.

Proof. If Sj is assigned to M2, we have Lj−1
2 + Bj <

Lj−1
1 +T1 +Sj

2 , i.e., Bj <
Lj−1

1 +T1 +Sj

2 − Lj−1
2 . If Sj > Lj−1

1 + T1, then

Bj <
Lj−1
1 + T1 + Sj

2
− Lj−1

2 < Sj − Lj−1
2 < Sj ≤ Bj .

A contraiction. Thus, the lemma holds.

Lemma 12. Let Si be the first job of hierarchy 2 assigned to M1. For all j ≥ i,
we have Lj−1

2 + Bj ≥ Lj−1
1 +T1

2 .

Proof. It will be proved by induction. When j = i, by the definition of i, we
have Lj−1

1 = 0, and Lj−1
2 + Bj ≥ Lj−1

1 +T1 +Sj

2 >
Lj−1

1 +T1

2 , implying that the
lemma holds when j = i. Suppose that the lemma holds before Sj is assigned.

If Sj is assigned M1, we have Lj
1 = Lj−1

1 + Sj , and Lj
2 = Lj−1

2 . By the
algorithm, we have

Lj−1
2 + Bj ≥ Lj−1

1 + T1 + Sj

2
.
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Since Bj+1 ≥ Bj , then

Lj
2 + Bj+1 ≥ Lj−1

2 + Bj ≥ Lj−1
1 + T1 + Sj

2
≥ Lj

1 + T1

2
.

If Sj is assigned M2, we have Lj
1 = Lj−1

1 , and Lj
2 > Lj−1

2 . Since Bj+1 ≥ Bj ,
then

Lj
2 + Bj+1 ≥ Lj−1

2 + Bj ≥ Lj−1
1 + T1

2
=

Lj
1 + T1

2
.

Hence, for any case, Lj
2 + Bj+1 ≥ Lj

1 +T1

2 , implying that the claim holds.

Lemma 13. If Lj−1
1 +T1 < 2Lj−1

2 , and the last job assigned to M2 is Si (i < j),
then the job Bj in the buffer is exactly Bi, and Lj−1

1 + T1 + Si > 2Lj−1
2 .

Proof. By the definition of i, we have

Lj−1
2 = Li

2 = Li−1
2 + Si ≤ Li−1

2 + Bi.

By the algorithm,

Li−1
2 + Bi <

Li−1
1 + T1 + Si

2
≤ Lj−1

1 + T1 + Si

2
,

implying that Lj−1
1 + T1 + Si > 2Lj−1

2 . By the assumption Lj−1
1 + T1 < 2Lj−1

2 ,
we have

Li−1
1 + T1 + Si > 2(Li−1

2 + Bi) ≥ 2Lj−1
2 > Lj−1

1 + T1,

implying that Lj−1
1 − Li−1

1 < Si ≤ Bi, i.e., the total size of jobs with hierarchy
of 2 between Ji and Jj−1 is strictly lower than Bi. This shows that job Bi is still
in the buffer after Sj−1 is assigned.

Theorem 14. The competitive ratio of this algorithm is at most 3
2 .

Proof. Let Jn be the last job with hierarchy of 2. Following (1), we have

COPT ≤ Ln−1
1 + T1 + Ln−1

2 + Sn + Bn

2
.

Case 1. Sn is assigned to M1. By the algorithm, we have

2(Ln−1
2 + Bn) ≥ Ln−1

1 + T1 + Sn.

Case 1.1. Ln−1
2 +Bn ≤ Ln−1

1 +T1 +Sn. Then, CBLS = Ln−1
2 +Bn, and the

competitive ratio is

COPT

CBLS
≤ Ln−1

1 + T1 + Ln−1
2 + Sn + Bn

2(Ln−1
2 + Bn)

=
1
2

+
Ln−1
1 + T1 + Sn

2(Ln−1
2 + Bn)

≤ 3
2
.
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Case 1.2. Ln−1
1 + T1 + Sn < Ln−1

2 + Bn ≤ 2(Ln−1
1 + T1 + Sn). Then,

CBLS = Ln−1
1 + T1 + Sn, and the competitive ratio is

COPT

CBLS
≤ Ln−1

1 + T1 + Ln−1
2 + Sn + Bn

2(Ln−1
1 + T1 + Sn)

=
1
2

+
Ln−1
2 + Bn

2(Ln−1
1 + T1 + Sn)

≤ 3
2
.

Case 1.3. Ln−1
2 + Bn > 2(Ln−1

1 + T1 + Sn) and Ln−1
1 + T1 + Sn ≥ 2Ln−1

2 .
Then CBLS = Ln−1

1 + T1 + Sn, and

Bn > 2(Ln−1
1 + T1 + Sn) − Ln−1

2 ≥ Ln−1
1 + T1 + Ln−1

2 + Sn,

implying COPT = Ln−1
1 + T1 + Ln−1

2 + Sn. Hence,

COPT

CBLS
=

Ln−1
1 + T1 + Ln−1

2 + Sn

Ln−1
1 + T1 + Sn

= 1 +
Ln−1
2

Ln−1
1 + T1 + Sn

≤ 3
2
.

Case 1.4. Ln−1
2 + Bn > 2(Ln−1

1 + T1 + Sn) and Ln−1
1 + T1 + Sn < 2Ln−1

2 .
Then, Ln

1 = Ln−1
1 + Sn, and Ln

2 = Ln−1
2 . Let Si be the last job assigned to M2.

If Sn = Bi, by Lemma 13, we have

Ln−1
1 + T1 + Sn = Ln−1

1 + T1 + Bi ≥ Ln−1
1 + T1 + Si > 2Ln−1

2 ,

which leads to a contradiction. Therefore Bn = Bi. Therefore, by the algorithm,

Li−1
2 + Bn = Li−1

2 + Bi <
1
2
(Li−1

1 + T1 + Si),

and on the other hand

Li−1
2 + Si + Bn = Ln−1

2 + Bn > 2(Ln−1
1 + T1 + Sn).

Therefore,

Si > 2(Ln−1
1 + T1 + Sn) − (Li−1

2 +Bn) > 2(Ln−1
1 + T1 + Sn) − 1

2
(Li−1

1 + T1 + Si),

i.e.,

Si >
2
3
(2(Ln−1

1 + T1 + Sn) − 1
2
(Li−1

1 + T1))

=
4
3
(Ln−1

1 + T1 + Sn) − 1
3
(Li−1

1 + T1)

= Ln−1
1 +

1
3
(Ln−1

1 − Li−1
1 ) + T1 + Sn

> Ln−1
1 + T1,

which contradicts the result from Lemma 11.
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Case 2. The job Sn is assigned to M2.
If after the assignment of Bn, M1 has the lowest load, then the objective

value of the returned solution is Ln−1
1 + T1, and the optimal value is at most

1

2
(Ln−1

1 + T1 + Ln−1
2 + Sn +Bn) ≤ 1

2
(Ln−1

1 + T1 + Ln−1
2 + Sn +

Ln−1
1 + T1 + Sn

2
− Ln−1

2 )

=
3

4
(Ln−1

1 + T1 + Sn)

≤ 3(Ln−1
1 + T1)

2
,

where the inequalities follows from Lemma 11. Therefore, COPT

CBLS ≤ 3
2 .

If M1 has the highest load, the profit of the algorithm is CBLS = Ln−1
2 +

Sn + Bn. By Lemma 12, the competitive ratio is

COPT

CBLS
≤ Ln−1

1 + T1 + Ln−1
2 + Sn + Bn

2(Ln−1
2 + Sn + Bn)

=
1
2

+
Ln−1
1 + T1

2(Ln−1
2 + Sn + Bn)

≤ 1
2

+
2(Ln−1

2 + Bn)
2(Ln−1

2 + Sn + Bn)

≤ 3
2
.

This completes the proof.

8 Conclusion

We have presented several best possible online algorithms for the online machine
covering problem on two hierarchical machines with known the total size of low-
hierarchy, when some addition information is known or a buffer is given. It is
an interesting problem to design online algorithms for the case where there are
more than two hierarchical machines.
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Abstract. To deal with the complexities associated with the rapid growth in a
merged concept lattice, a formal method based on an entropy-based weighted
concept lattice is proposed. This paper solves the problem by constructing the
fundamental relation of partial order generated from the weighted formal context
to get a weighted concept lattice. The results indicate that the proposed method
is feasible and valid for reducing the complexities associated with the merging
of ECG-ontologies.

Keywords: Weighted concept lattice � Entropy � Inclusion degree

1 Introduction

Biomedical data has been ever more available for computing as the use of information
systems in Biology and Medicine becomes widespread. An example of biomedical data
is the electrocardiogram (ECG), which is the most applied test for measuring heart
activity in Cardiology. Among the prominent ECG standards, one might refer to dif-
ferent objects of standardization initiatives, such as AHA/MIT-BIH (Physionet) [1],
SCP-ECG [2] and HL7 aECG [3]. However, in spite of the fact that all of them address
the very same ECG domain, the conceptualizations underlying these standards are
heterogeneous, due to the principles that are mostly on how data and information
represented in computer and messaging systems [4]. One way to address this challenge
is with ECG reference ontologies (henceforth, just ‘‘ECG-ontologies”) integration,
which is a formal solution to integrate heterogeneous ECG waveform data from
multiple sources. For ECG reference ontologies [5], we mean ontologies resulting from
an application-independent representation of a given domain to address the hetero-
geneity issues in an effective manner and achieve semantic integration between ECG
data standards. The ECG-ontologies used in this article has been carefully developed
over the years by employing ontological principles coming from the discipline of
formal ontology in philosophy [6]. Thus, in this paper, just as mentioned, integration of
ECG-ontologies is the procedure of solving the problem of heterogeneous ECG data
formats.
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Up to now, there have been some significant methods of integrating ontologies
proposed in recent decades, among which formal concept analysis (FCA) is a key
progress in merging domain ontologies in this research field. Abdelkader [7] presented
an approach to locate services in legacy software, by means of information retrieval
techniques using the FCA techniques to reduce the search space time. Similarly, Fu [8]
proposed a formal and semi-automated approach for ontology development based on
FCA to integrate data that exhibits implicit and ambiguous information. In the field of
biomedical information science, using the same principle, Fang [9] explored integrating
ontology-based Traditional Chinese Medicine (TCM) by constructing a unified concept
lattice, the aim of which is to contribute towards eliminating the phenomenon of
information disparity between patients and physicians. Yang [10] introduced a method
into medical fields by using ontology technique to construct a medical term system on
the basis of FCA tools. The visualized display of FCA-based concept lattice can reflect
the hierarchical relationship of domain terms clearly. In addition, Kim [11] explored the
potential role of FCA in augmenting an existing ontology in medical domain by
applying natural language processing techniques and presented the details of MeSH
ontology augmentation.

By integrating ECG-ontologies as a reference to meet Cimino’s desiderata [12], the
elements present in these data formats could be semantically mirrored to the ontology
entities. Thereby, extracting essential ontological properties to build a formal context,
instead of being objects of pairwise mappings, and removing redundant concepts and
relations to reduce the concept lattice are the two key tasks, regardless of technological
issues that arise in representing it in a given information system. Then it could be used
to extract the formal representation of the complexity in different levels, due to the
rapid growth of the merged concept lattice. However, the previous methodology
applied have drawbacks in two aspects, namely: (i) the methods above mainly get
attention to refine properties of non-vagueness, lack of taking different valued attributes
into account, always assuming that they are equally important in the process of con-
structing cardiac physiology research [13]. (ii) integration methods conducting a
concept reduction always involve numerous randomness and ambiguity, to which the
ECG-ontologies axiomatization allows little freedom, forcing the data formats to make
their assumptions explicit. Besides, the proposal of handling these shortcomings is also
cost-effective both in space and time complexity, especially for constructing a concept
lattice with dense and large contexts.

Following this premise, we can observe that the contribution of this paper is as
follows:

(1) Elicit the conceptualizations underlying the ECG standards aforementioned to
explicitly represent them as conceptual models;

(2) Introduce a method for computing the weight of given formal concepts using the
inclusion degree and Shannon entropy;

(3) Provide the link between rough set theory and concept lattice for simplifying the
size of concept lattice using the different thresholds of semantic granularity.
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The remainder of this article is organized as follows: Sect. 2 analyses the con-
ceptual model from semantic specifications based on the textual descriptions and
provides a brief background about formal concept analysis which is germane to the
purposes of this article; Sect. 3 describes the basic notions of the illustration of rough
set theory and defines attribute importance based on the inclusion degree; Sect. 4
discusses the materials and methods of calculating the weighted attributes and sim-
plifying the weighted concept lattice structure from the point of view of attribute
reduction; Sect. 5 gives the semantic link between different levels of conceptual
granularity and weighted concept lattice for supporting an in-depth ontological reading.
Finally, Sect. 6 contributes and outlines the direction of the future work.

2 A Semantic Representation of ECG-Ontologies Concepts
with Formal Concept Analysis

2.1 Concepts of ECG-Ontologies

Every design or implementation artifact commits to an underlying conceptualization.
However, this commitment is made in an implicit frequently. Among the prominent
ECG standards, one might refer to (i) AHA/MIT-BIH [14], whose data format is
extensively used worldwide in cardiac physiology research; (ii) SCP-ECG [2], which is
an ECG European standard that specifies a data format and a transmission procedure
for ECG records; and (iii) HL7 aECG [3], which is an ECG data standard adopted by
FDA for clinical trials [15]. Given the various existence of ECG standards, we put in
focus the objects of ECG analysis, which are most relevant to the presentation of the
ECG-ontologies listed in Table 1 alongside the corresponding definitions.

Limited to the length of this article, we mainly concentrate on excavating the
conceptualizations underlying the ECG data standards based on the ECG-ontologies
referenced from the standards of AHA/MIT-BIH and SCP-ECG, to achieve the con-
ceptual descriptions of their composing properties. Meanwhile, we choose the beats
marked by their QRS complex with a label called an annotation in BIH DB to eliminate
the semantic heterogeneity between different ontologies. Afterwards, a feature of more
signals is described at a given time instant in the record, and the feature to be annotated
is the type of the beat (normal, ventricular ectopic, etc.). Correspondingly, in order to
facilitate the comparison of ECG fields in BIH, we refer here only to some of the most
important SCP elements in the SCP data standard. Through the analysis of SCP-ECG
elements in Sect. 2.2, we extracted the record interpretation made further by physi-
cians, such as reference beat and rhythm data. The conceptual model resulting from our
excavation of these two standards is depicted in the Fig. 1, using standard UML
diagrams, which is a de facto standard for creating visual conceptual models in com-
puter science. For further introduction to UML, the reader should refer to [16].
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We use here the term “conceptual model excavation” to refer to the activity of
making explicit these implicit conceptualizations, followed by their representations via
concrete engineering artifacts. In order to enlarge the application of this paper, we
mainly discuss the waveforms resulting from the process of ECG acquisition as well as
the interpretation to provide a tracing mechanism. Heart beats are mirrored to cardiac
cycles that compose the ECG waveform, which are the forms appearing within every
cardiac cycle that directly maps a cohesive and electrophysiological event in the heart
behavior. For instance, the P wave maps the depolarization of atria, while the QRS
complex maps the depolarization of ventricles and the PR segment, rather, connects the
former to the latter. From the given normative descriptions, heterogeneity problems
inevitably exist. For example, one considers a kind of disease named “bundle branch
block” which consists of the following semantic properties and relations: waveform
with value “rhythm data”, segment morphology with value “ST depressions and ele-
vations”, waves with the value “QRS Complex wide and T wave inversion”, data type
of the period with value “sample time interval” and the other defines the same disease
associated with the corresponding semantic properties: waveform with the value
“signal”, spatial morphology with the value “ST depressions and elevations”, subkind
function with the value “baseline”, datatype of sample rate (Hz) with the value
“sampling frequency (Hz)”. In terms of the formal definitions of ontologies, ECG-
ontologies are applied to capture the universal concepts and meanings in the biological

Table 1. Entities of the ECG-ontologies that is relevant for the semantic integration of ECG
standards.

Term Entity ID Textual definition

Record ecgOnto:085 ECG data record (in any medium) resulting from a recording
session and essentially composed of an ECG Waveform

Waveform ecgOnto:091 Non-elementary Geometric form constituted by the sample
sequence resulting from the observation series which makes
up an ECG recording session

Observation ecgOnto:092 Measurement of the p.d. between two regions of the patient’s
body. It is carried out by an ECG Recording device by means
of two Electrode placements on those regions. The
placements are defined according to an ECG Lead

Sample
sequence

ecgOnto:095 Ordered sequence of samples resulting from an observation
series

Lead ecgOnto:096 Viewpoint of the heart activity that emerges from an
observation series of the p.d. between two electrode
placements on specific regions of the surface of the patient’s
body

Cycle ecgOnto:105 Elementary form periodically repeated in the ECG waveform
that indirectly indicates a heartbeat. The QRS complex is an
essential part of it, as the peak of the R wave is considered a
reference point to define it
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signal domain. However, “Acute Myocardial Infarction (AMI): The elevation of Q wave
and ST segments with the dynamic evolution of ST-T segments” has a bit strong
subjectivity and a non-rigid property, because different patients may have different
clinical symptoms. In the acute phase of AMI, as the ST segment of the AVF lead is
used for oblique elevation and the Q wave has a shorter duration, the clinical features of
AMI is not easily recorded, which is often misdiagnosed as some irregular ST-T dy-
namic evolution. Hence, to improve the diagnostics effects based on machine learning,
six typical cases with reference beats in StPetersbug INCHART 12-lead Arrhythmia
Database [17] are selected to be used as objects and the symptoms of diseases related to
these cases as sets to attributes. The result of partial semantics of concepts with ref-
erence beats is shown as Table 2.

Table 2. Partial semantics of concepts between entities in the ECG-ontologies and correspond-
ing standards.

Object Normative description Ontological properties

AMI Tissue death (infarction) of the heart
muscle (myocardium), a type of acute
coronary syndrome, which describes a
sudden or short-term change in
symptoms related to blood flow to the
heart

Waveform/(T-inversion, Q-Duration),
Segment/ST-depression, Reference
beat/QRS, Complex/widening

CAD Disease refers to a group of diseases
which includes stable angina, unstable
angina, myocardial infarction, and
sudden cardiac death

Waveform/T-AmplitudeRatio
Segment/ ST-depression,
Reference beat/QSP,
Complex/Duration

HYP An elevated level of potassium (K+) in
the blood serum

Waveform/P-loss,
Reference beat/QRS,
Complex/Widening

AF An abnormal heart rhythm characterized
by rapid and irregular beating of the atria,
which starts as brief periods of abnormal
beating and becomes longer and possibly
constant over time

Waveform/P-loss,
Reference beat/QRS,
Segment/RR-inordinance,
Complex/Duration

BBB The conduction system abnormalities
below the atrioventricular node can start
from various diseases

Waveform/(R-Amplitude,
T-AmplitudeRatio),
Lead/(I, V1),
Reference beat/QRS,
Complex/Duration

WS An electrocardiographic manifestation of
critical proximal left anterior descending
(LAD) coronary artery stenosis in
patients with unstable angina. It is
characterized by symmetrical, often deep
(>2 mm)

Waveform/(T-inversion),
Lead/(V2, V3),
Reference beat/ST,
Segment/no-ST- elevation
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2.2 Concepts from the View of Formal Concept Analysis

Concepts and Concept Lattices. Formal concept analysis (FCA), proposed by Wille
in 1982, is a branch of applied mathematics based on lattice theory, which has been
applied to various fields, such as medical knowledge discovery, information science,
and computer science [18, 19]. To analyze and visualize the relations between objects
and attributes in a given application domain, a conceptual framework of hierarchies is
built which is defined as a formal context consisting of an object set and an attribute set.
Within the formal context, the whole concepts could be constructed into a concept
lattice using partial order relation. In what follows, we briefly describe some basic
analysis by FCA. A more detailed analysis of FCA can be found in [20].

Definition 1. (Many-valued context) A many-valued context is described by a triple
Km = (O, P, W, R), where O and P are two nonempty sets of objects and attributes,
respectively, and W is called attribute values, representing a subset of the Cartesian
product of O and P ðW �O� PÞ. R is a ternary relation, i.e., ðR�O� P�WÞ
between those three sets for which it holds that (o, p, w) 2 R. When o 2 O and p 2 P,
if oRp, it means that object o has the attribute p, and that attribute p belongs to object o.

In a many-valued context Km = (O, P,W, R), for two given sets, A � O and B � P,
all attributes p 2 P are shared by objects from A. Similarly, all objects o 2 O are the

<<kind>>
Record

<<subkind>>
Waveform

Part-of

<<subkind>>
Cycle

<<collective>>
Sample Sequence

Part-of

Consitituted-by
<<atomic event>>

Observation
Sample-sequence-of

<<kind>>
Lead

Has-participant

ECG Ontology

Record Signal Sample Sequence
Contains Contains

Annotations
Contains Refers To

AHA/MIT-BIH

Time Domain

Record Rhythm Data
ContainsContains

Reference Beat

Lead
Refers To

Samples
Refers To

Contains

SCP-ECG

Fig. 1. Integration between two conceptual models of ECG data standards.
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attributes from B in common. A formal concept of Km is derived in terms of the
following operations:

A ¼ B# ¼ a 2 Ojb 2 B; aRbf g ð1Þ

B ¼ A" ¼ b 2 Pja 2 A; aRbf g ð2Þ

Then, the formal concept is a pair of (A, B) satisfying A" = B and B# = A, where the
set of objects A called as the extent and the set of attributes B called as the intent. For
the pair (", #) is known as a Galois connection [20]. The two sets of formal concepts
((A1, B1), (A2, B2)) generated from a given formal context Km define the partial ordering
principle on condition that they satisfy the following formula:

A1;B1ð Þ � A2;B2ð Þ , A1 �A2 , B2 �B1 ð3Þ

where “� ” in the above condition represents the hierarchical relation between (A1, B1)
and (A2, B2). What’s more, (A1, B1) is called a sub-concept of (A2, B2) while (A2, B2) is
called a super-concept of (A1, B1). If the set of all concepts in Km is indicated as L(O, P,
W, R), then (L, � ) is called a complete concept lattice.

By following the descriptions in the preceding sections, one can notice that the
ternary relation R present in these ECG-ontologies will form a many-valued context (or
a complete context) as shown in Table 3. By relying on some shareable anchor,these
many-valued attributes can be transformed into a binary context using following
scaling.

• If some attribute includes (T-inversion, Q-duration) then it’s a many-valued attri-
bute and shown by (waveform/T-inversion, waveform/Q-duration),

• If some attribute includes (T-AmplitudeRatio, R-Amplitude) then it’s a many-
valued attribute and shown by (waveform/T-AmplitudeRatio, waveform/R-
Amplitude).

Table 3. A many-valued context extracted from Table 2.

Object Waveform Lead Segment Reference beat Complex

AMI T-inversion
Q-duration

ST-depression QRS Widening

CAD T-AmplitudeRatio ST-depression QSP Duration
HYP P-loss QRS Widening
AF P-loss RR-inordinance QRS Duration
BBB T-AmplitudeRatio

R-Amplitude
(I,V1) QRS Duration

WS T-inversion (V2,V3) no-ST-elevation ST Duration
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As for other attributes, we use the same rules to scale the many-valued attributes
into a binary one. The membership values of each binary attribute with their corre-
sponding objects remain the same amount to the many-valued ones.

Conceptualizations of ECG Concepts and Formal Contexts. In practical applica-
tions, as we discussed in this text, the conceptualizations underlying different standards
are heterogeneous, whose heterogeneity even with respect to the core ECG concepts
indicates something else; In reality, we mean that their conceptualizations do not refer
directly to the biomedical reality under scrutiny as a shared anchor [21, 22].

To deal with the problems mentioned more adequately, the focus of extracting ECG
concepts is mostly on how data and information should be represented in computer and
messaging systems, based on top-level domain ontology. Thus, we try to take
advantage of ECG-ontologies extracted from AHA/MIT-BIH and SCP-ECG standards
and their essential attributes which consist of two parts (the extents and intents). The
extents of ECG concepts include the whole objects related to ECG elements, whereas
the intents represent the intrinsic properties of the objects.

Table 4 illustrates partial objects of ECG concepts and their essential attributes by
FCA, concerned with the representation of what ECG is on the side of the physician.
Each row and column of the formal context represents the disease related to ECG
diagnosis (extents) and their attributes (intents), according to the clinical effect of
different elements on the diagnosis results. If the relation between an object and an
attribute exists, then it is denoted as ‘*’. In any case, we provide a brief description of
this ontology, which is sufficient for the purposes of this article. Comparison table
between attributes of Table 4 and identifiers is shown as Table 5.

The formal concepts of the formal context based on Table 4 can be calculated with a
fast algorithm for building lattices [23], in which all concepts are listed as following.
The formal concept lattice of partial semantics concepts can be demonstrated in Fig. 2.

C0 = ({m1, m2, m3, m4, m5, m6}; );
C1 = ({m2, m4, m5}; {o});
C2 = ({m1, m3, m4, m5}; {l});
C3 = ({m4, m5}; {l, o});

Table 4. Parts of the scaled formal context in binary between entities from the ECG Ontologies
of different standards.

Mark Object a b c d e f g h i j k l m n o

m1 AMI * * * * *
m2 CAD * * * *
m3 HYP * * *
m4 AF * * * *
m5 BBB * * * * *
m6 WS * * * *

Note: Each letter from “a” to “o” represents attributes in
Table 4; * represents criterion satisfied.
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C4 = ({m2, m5}; {c, o});
C5 = ({m3, m4}; {d, l});
C6 = ({m1, m3}; {l, n});
C7 = ({m1, m2}; {h});
C8 = ({m1, m6}; {a});
C9 = ({m5}; {c, e, f, l, o});
C10 = ({m4}; {d, i, l, o});
C11 = ({m3}; {d, l, n});
C12 = ({m2}; {c, h, k, o});
C13 = ({m1; {a, b, h, l, n});
C14 = ({m6}; {a, g, j, m});
C15 = (; {a, b, c, d, e, f, g, h, i, j, k, l, m, n, o}).

Table 5. Partial semantics of concepts between entities in the ECG Ontology and corresponding
standards.

Identifier a b c d e f

Attribute Waveform/
T-inversion

Waveform/
Q-duration

Waveform/
T-AmplitudeRatio

Waveform/
P-loss

Waveform/
R-Amplitude

Lead/
(I, V1)

Identifier g h i j k l

Attribute Lead/
(V2,V3)

Segment/
ST-depression

Segment/
RR-inordinance

Segment/
no-elevation

Reference
beat/QSP

Reference
beat/QRS

Identifier m n o

Attribute Reference
beat/ST

Complex/widening Complex/duration

C0

C1 C2

C3 C4 C5 C6 C7 C8

C9 C10 C11 C12 C13 C14

C15

Fig. 2. The general concept lattice for Table 4.
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3 Attribute Importance Based on the Inclusion Degree

In order to solve the problem that all the intents of the formal context are viewed as the
attributes with equal importance, along with ignoring the relativity of the weighted
attributes, the inclusion degree and information entropy, which both characterize dif-
ferences among the attributes, are introduced by Xiao et al. [24] to design a workflow
to build a combined weighted concept lattice in the field of geo-ontologies. The
inclusion degree used is to quantify the weights of domain ontology properties, while
information entropy mentioned is to differentiate the weights of attributes. It is rea-
sonable to achieve conditional properties, which are significant to get adequate rep-
resentation of entropy-weighted concept lattice, referenced from the specifications and
codes of fundamental geographic information (GB/T 13923-2006). However, how to
obtain conditional properties of ECG-ontologies and identify the importance weights of
attributes has become a practical and important task in integrating biomedical
information.

In this section, based on the analysis in Sect. 2, we consider each of the objects in
Table 4 to be a category of pathogenic attributes related to ECG acquisition, for which
Table 4 can be viewed as a decision table to calculate the weights of different prop-
erties. Besides, to explore the deviation of the importance weights of attributes, we also
provide absolute difference from the computed weights of the formal concepts by
evaluating the intent’s value importance.

3.1 Basic Notes of Rough Set Theory

Rough set theory is a mathematical tool proposed by Professor Pawlak, dealing with
incomplete knowledge classification in the fields of data processing [25, 26]. Under the
premise of basic knowledge classification, a small amount of prior knowledge is
allowed in this theory to text mining, information retrieval and so on. Meanwhile, the
vital application of rough set is to obtain attributes of different importance which are
determined by vary weights through a decision table. Some necessary knowledge of
rough set theory will be briefly implemented as follows. For an in-depth discussion
with a rigorous axiomatization and full introduction, the interested reader should refer
to [27, 28].

Let S = (U, A, V, f) be an decision table, A ¼ C [D is a non-empty set of attributes,
in which C is a set of conditional properties and D is a set of decision properties, then
cC Dð Þ denotes the degree of dependence of D with respect to C:

cC Dð Þ ¼ POSC Dð Þj j
Uj j ð4Þ

where POSC Dð Þ represents the positive region of the partition U/D, �j j represents the
number of the set.

For a given decision table S = (U, A, V, f), if B�C, sigc B;C;Dð Þ denotes the
importance of U/D with respect to C:
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sigc B;C;Dð Þ ¼ cC Dð Þ � cC�B Dð Þ ð5Þ

Especially when B = {a}, the importance of attribute a with respect to decision
attribute D is:

sigc a;C;Dð Þ ¼ cC Dð Þ � cC� af g Dð Þ ð6Þ

3.2 Attribute Importance Based on the Inclusion Degree

Under normal circumstances, one can easily measure the degree of dependence
between conditional properties and decision properties using the parameter sig above.
However, as we discussed in this text, the parameter may lose the function of other
relationship of dependencies, without considering the indirect effect of some single
attribute on decision attributes. In order to improve the parameter’s ability of describing
the importance of property on the properties reduction, XIAO et al. [29] put forward
the equivalent representation of another definition of the parameter sig, aiming to
determine the attribute significance degree based on the attribute dependency degree.

Theorem 1. If B ¼ fb1; b2; . . .; bng�C, the importance of U/D with respect to
bi 2 B is denoted as follows:

sig0c bi;B;Dð Þ ¼ 1
n� 1

X
1� j� n;j6¼i

sigc bj; bi
� �

;B;D
� �� sigc bj;B� bj

� �
;D

� �� � ð7Þ

Proof:

sig0c bi;B;Dð Þ
¼ cB Dð Þ � cB� bif g Dð Þ
¼ n� 1

n� 1
cB Dð Þ � cB� bif g Dð Þ
h i

þ
X
j6¼i

cB� bj;bif g Dð Þ � cB� bj;bif g Dð Þ
h i

¼ 1
n� 1

X
j6¼i

cB Dð Þ � cB� bj;bif g Dð Þ � cB� bif g Dð Þ � cB� bj;bif g Dð Þ
h i

¼ 1
n� 1

X
1� j� n;j 6¼i

sigc bj; bi
� �

;B;D
� �� sigc bj;B� bj

� �
;D

� �� �

The importance of a single attribute can be determined by the importance of the
attribute set (i.e., the set{bj, bi} of the attribute to the remaining attributes, respectively)
and the importance of the other attributes on the basis of the partial condition attribute
set B − {bi}. In this process, the major issue is to measure the direct and indirect effects
of the condition attributes acted on the decision attributes by using Definition 2. The
proper significance degree of attributes is introduced from Ji et al. [30].
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Definition 2. Let S = (U, A, V, f) be a decision table, in which A1, A2 � A, U/A1 and
U/A2 are partitions of U, defined as {X1, X2 … Xn} and {Y1, Y2… Ym}, respectively;
CON (A1/A2) is denoted as the inclusion degree of U/A2 to U/A1:

CON A1=A2ð Þ ¼
X

0� i� n 0� j�m

con Xi=Yj
� � ð8Þ

We assume that the given set, X and Y satisfy a function as follows: when X 6� Y,
con (X/Y) = 0, and if X � Y, con (X/Y) = 1. In the above condition, the range of the
function satisfies as following: 0 � CON (A1/A2) � n. Besides, CON (A1/A2) can
have the maximum value n on condition that A1 is smaller than A2.

Definition 3. Let S = (U, C [ D, V, f) be a decision table, a is a property of condi-
tional properties C; SIGR

c a;C;Dð Þ denotes the importance of the inclusion degree:

SIGR
c a;C;Dð Þ ¼ Uj j2sig0c a;C;Dð Þþ Uj jma � nþ 1

� 	
= Uj j2 þ Uj j þ 1
� 	

ð9Þ

where

ma ¼ POSa Dð Þj j þCON a=Dð Þ=jUjð Þ= Uj j þ 1ð Þ;
na ¼ POSD að Þj j þCON D=að Þ=jUjð Þ= Uj j þ 1ð Þ:

ma and na represent the influence of the positive region and the inclusion to the
property importance, respectively. Obviously, 0�ma; na � 1.

Theorem 2. The property importance of the inclusion degree SIGR
c ða; c;DÞ satisfies

the following properties:

1. 0� SIGR
c ðaÞ� 1; particularly, SIGR

c ða;C;DÞ monotonically increases with ma and

decreases with na, So SIGR
c ða;C;DÞ could get the minimum 0, when ma = 0 and

na = 1;
2. If SIGR

c ða;C;DÞ = 0, then sig0cða;C;DÞ = 0 must be true, but the opposite is not

necessarily the case; If SIGR
c ða;C;DÞ = 1, then sig0cða;C;DÞ = 1 must be true;

however, the opposite is not necessarily the case;
3. If sigCD(a, C, D) > sigCD(b, C, D), then SIGCD(a, C, D) > SIGCD(b, C, D), but the

opposite is not necessarily the case;
4. If U/a is smaller than U/b, which means 8a0 2 U=a; 9b0 2 U=b makes Xi � Yj, then

SIGCD(a, C, D) � SIGCD (b, C, D).

4 Construction of an Entropy-Weighted Concept Lattice

Recently, entropy-based formula is widely used for assigning the weight to formal
concept of concept lattice. In this section, we are introducing Shannon entropy into
concept lattices of ECG-ontologies to reduce the weighted concepts at different fined-
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grained threshold. To measure the importance of the inclusion degree more precisely,
the Shannon entropy and attribute importance are combined to characterize the weights
of different properties belonging to the same property in formal context of the decision
table.

4.1 Shannon Entropy

Let us consider the given formal context Km = (O, P, W, R), where O = {o1, o2,…, on}
and P = {p1, p2,…, pk}, then the probability of i-th-object(oi) processing the corre-
sponding j-th-attribute(pj) are computed by P(pj/oi). The average information weight of
attribute pj can be represented by E(pj) as the following formula shows:

E pj
� � ¼ �

Xm

j¼1
P pj=oi
� �

log2 P pj=oi
� �� � ð10Þ

where m represents the total number of attributes in the given formal context Km.

4.2 Combined Weights of Properties Based on Attribute Importance
and Shannon Entropy

For the analysis of Sect. 2.2, the partial order relation is needed for constructing a
concept lattice, especially when we implement semantic integration between ECG data
standards. This can be achieved through attributes of reasonable importance. Thus, we
proposed another representation of combined weights to quantify the inclusion degree
importance of conditional properties more precisely using an entropy-weighted
method.

Based on a formal context Km = (O, P, W, R), the conditional properties of a given
decision table S = (U, C [ D, V, f) can be generated, where P = {p1, p2,…, pk}
denotes a set of conditional properties. From the aspect of FCA, SIG(pj, C, D) denotes
the inclusion degree importance of a conditional property pj in the decision table S:

SIG pj;C;D
� � ¼ SIGR

c N pj;C;D
� �� �

= N pj;C;D
� �

 

 ð11Þ

where N(pj, C, D) represents a function to get the value of the conditional property
pj 2 C in decision table S. |N(pj, C, D)| is the number of value of N(pj, C, D). For
instance, considering the formal context of Table 4, we can know that a is the attribute
which represents T-inversion, and a denotes the attribute of the entities of the concept
lattice and |N(a, C, D)| = 5.

In order to evaluate the attribute importance of formal concepts, we define a formal
context K 0

m = (O, P, W, R, wc) with a set of the combined weights where P = {p1, p2,
…, pk} and wc(pj)(1 � j � k) indicates the importance of a attribute pj in P. The
value of wc(pj) can be denoted as following:

wc pj
� � ¼ SIG pj;C;D

� � 	 E pj
� �

=
Xk

j¼1
SIG pj;C;D

� � 	 E pj
� � ð12Þ
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Using Eqs. (1) and (2) in Sect. 2, wc(pj) can help to define the weight of the formal
concept with the triple Cw= (A, B, weight (B)), where weight (B) is the weight of the
multi-attribute intent of the formal concept (A, B). Thus, the average weight of the
attributes is defined as follows:

weight Bð Þ ¼
Xn

1
wc pj

� �� �
=n ð13Þ

where B = b1 [ b2 […bn and we can assume that weight (B) = 1 when B ¼ £.
To explore the deviation of wc(pj) from pj and provide absolute difference from the

computed weights of the formal concepts, one needs to evaluate D(pj) as the intent’s
value importance, which is denoted as follows:

D pj
� � ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1
wc pj

� �� weight Bð Þ� �
=n

q
ð14Þ

Here, the concept lattice is based on the combined weights of properties produced
by attribute importance and Shannon entropy. With the notion D(pj), we can observe
that the entropy-weighted method provides a maximum and minimum deviation of all
the formal concepts to analyze the value of their importance. For example, if n = 1 thenP

(wc(pj) − weight(B)) = 0, and similarly one can also compute other values of n.

4.3 Construction of the Reduction Concept Lattice at Different
Thresholds

Removal of the Weighted Concept Lattice at Chosen Threshold. For a weighted
formal concept Cw= (A, B, weight (B)), the semantic granularity threshold h is defined
as the chosen threshold to remove the weighted concept whose weight value is larger
than h, the removal steps of the weighted formal concept are defined in Table 6.

Firstly, the proposed algorithm computes the combined weight of multi-attribute
intents through steps 1 to 5. Then, the weight of all formal concepts is computed by
adding the sum of their intents using their combined weight through steps 6 to 8.
Finally, the weighted formal concept which has the higher weight than the chosen
threshold can be removed through steps 9 to 11. Using the algorithm as a basis, we can
construct a weighted concept lattice (Fig. 3) transformed from the general concept
lattice demonstrated in Fig. 2.

We can observe that the weighted concept lattice shown in Fig. 3 reflects objects
m1, m2, m3, m4, m5, m6 as specialization with precise value (also for its covering
attributes). This is one of the major advantages of weighted concept lattice to the
discovery of domain knowledge, precisely.

Construction of the Weighted Concept Lattice. By using the proposed algorithm to
remove the concepts which include more specific characteristics, we concentrate on
reducing the weighted concept lattice. With the remaining concepts that contain more
common characteristics, the weighted concept lattice can be reconstructed at chosen
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granularity. What’s more, the weighted concept lattice is based on the partial order
relation related to the semantic granularity threshold h, the new lattice is the reduction
one which involves the concept with its combined weights value wc.

C0

C1 C2

C3 C4 C5 C6 C7 C8

C9 C10 C11 C12 C14

C15

0

0.0062 0.0552

0.0614 0.1857 0.2347 0.0611 0.0110

0.3829 0.2491 0.2406 0.2381 0.3863

C13

0.1795

0.2364

1

Fig. 3. The weighted concept lattice for Fig. 2.

Table 6. Proposed algorithm for removing weighted formal concepts.
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5 Case-Study

5.1 Case-Study Description

The purpose of this research is to perform the semantic interoperability of ECG-
Ontologies by using inclusion degree and Shannon entropy. Firstly, once we have
excavated the conceptual models underlying the ECG data formats, we are able to
extract objects and essential attributes to unify a combined formal context. We then
turn to represent the formal context in another way to build an entropy-weighted
concept lattice based on combined weights of properties. Finally, we have performed
the reduction of the concept lattice at different thresholds by removing the remaining
formal concepts.

To evaluate the performance of the proposed method, our focus is mainly on
semantic integration of ECG-Ontologies, the process of mapping ECG-Ontologies into
concept lattice was not discussed in detail.

5.2 Results and Analysis

Starting with computing all formal concepts and demonstrating a concept lattice
generated from the formal context (Table 4), this section illustrates partial objects of
ECG concepts and their essential attributes. Then the property of conditional attributes
in a decision table, introduced from rough set theory, is represented to compute the
weight of each property by using Eq. (12). The results are shown in Table 7. Table 8
shows the weight value of all the attributes by substituting each value of SIGc

R(prop-
erty, C, D) in Table 7. We took into account the waveform resulting from the process
of ECG acquisition as well as the interpretation of this waveform by combining the
weights of properties (attribute intents) and the deviation of their importance values
based on Eqs. (13) and (14). Table 9 shows the average value of each concept node in
Fig. 3.

By using the algorithm of Table 6, the semantic quantity h can be denoted in
different granulations. We can observe that the concepts can be selected with different
thresholds in Table 10 according to the range of Weight(B) in Table 9. First, if we set
up the semantic quantity h = 0.30, then the lattice nodes C9, C13 are removed for
whose granularity weight values are larger than h. The reduced weighted concept lattice
which is under this h is shown as Fig. 4. The objects of C9, C13 are “BBB” and “AMI”,
respectively. This result may confuse some readers for the reasons that “HYP”, “AF”
and “BBB” should be under the same level of semantic granularity, according to the
physician’s perspective of ECG diagnosis. Nevertheless, compared to their various
attributes, “BBB” and “AMI” include more specific characteristics, such as “waveform/
(T-inversion, Q-Duration)” and “waveform/(R-Amplitude, T-AmplitudeRatio)” attri-
butes which only belong to their respective objects. Thus the result is reasonable for
those two nodes including more specific characteristics, unsatisfied with the threshold
of the intent importance, which indicates that those removed concepts are finer-grained
concepts, from the point of granularity computing theory.
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Similarly, if the semantic quantity is set to h = 0.10, then the lattice nodes C4, C5,
C8, C9, C10, C11, C12, C13, C14 are removed, for whose semantic granularity is
larger than 0.10. The reduced weighted concept lattice is plotted in Fig. 5. It is obvious
to see that the whole concept nodes which contain a single object are removed at this
level of semantic granularity. The result is no surprise as any formal concept which
contains more than one object often remains common attributes and discards non-
common attributes.

Table 7. Weight of each property in decision table.

Inclusion Degree Waveform Lead Segment Reference Complex

SIGR
c

(property, C, D)

0.4425 0.0096 0.0162 0.0816 0.0057

Table 8. Computed weight value of each attribute of the formal context.

Attribute a b c d e f g h

P(x) 0.250 0.125 0.250 0.250 0.125 0.125 0.125 0.250
E(x) 0.500 0.375 0.500 0.500 0.375 0.375 0.375 0.500
SIG(x, C, D) 0.0885 0.0885 0.0885 0.0885 0.0885 0.0048 0.0048 0.0054
wc(x) 0.1795 0.1347 0.1795 0.1795 0.1347 0.0073 0.0073 0.0110
Attribute i j k l m n o

P(x) 0.125 0.125 0.125 0.500 0.125 0.250 0.375
E(x) 0.375 0.375 0.375 0.500 0.375 0.500 0.531
SIG(x, C, D) 0.0054 0.0054 0.0272 0.0272 0.0272 0.0029 0.0029
wc(x) 0.0082 0.0082 0.0414 0.0552 0.0414 0.0059 0.0062

Table 9. The intent value of weighted importance and the deviation of concept nodes.

Node Intent Average value Weight(B) D(B)

C0 £ 1 1 0
C1 o 0.0062 0.0062 0
C2 l 0.0552 0.0552 0
C3 lo 0.0614 0.0614 0.0314
C4 co 0.1857 0.1857 0.0962
C5 dl 0.2347 0.2347 0.1226
C6 ln 0.0611 0.0611 0.0313
C7 h 0.0110 0.0110 0
C8 a 0.1795 0.1795 0
C9 ceflo 0.3829 0.3829 0.0876
C10 dilo 0.2491 0.2491 0.1255
C11 dln 0.2406 0.2406 0.1196
C12 chko 0.2381 0.2381 0.1230
C13 abhln 0.3863 0.3863 0.0912
C14 agjm 0.2364 0.2364 0.1238
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Table 10. The reduced weighted concept lattice in Table 9 at different weights.

Weight(B) h Obtained formal concepts

1 0.3863 < h � 1 £
0.3863 0.3829 < h � 0.3863 C13
0.3829 0.2491 < h � 0.3829 C13, C9
0.2491 0.2406 < h � 0.2491 C13, C9, C10
0.2406 0.2381 < h � 0.2406 C13, C9, C10, C11
0.2381 0.2364 < h � 0.2381 C13, C9, C10, C11, C12
0.2364 0.2347 < h � 0.2364 C13, C9, C10, C11, C12, C14
0.2347 0.1857 < h � 0.2347 C13, C9, C10, C11, C12, C14, C5
0.1857 0.1795 < h � 0.1857 C13, C9, C10, C11, C12, C14, C5.C4
0.1795 0.0614 < h � 0.1795 C13, C9, C10, C11, C12, C14, C5.C4, C8
0.0614 0.0611 < h � 0.0614 C13, C9, C10, C11, C12, C14, C5.C4, C8, C3
0.0611 0.0552 < h � 0.0611 C13, C9, C10, C11, C12, C14, C5.C4, C8, C3, C6
0.0552 0.0110 < h � 0.0552 C13, C9, C10, C11, C12, C14, C5.C4, C8, C3, C6, C2
0.0110 0.0062 < h � 0.0110 C13, C9, C10, C11, C12, C14, C5.C4, C8, C3, C6, C2, C7
0.0062 0 < h � 0.0062 C13, C9, C10, C11, C12, C14, C5.C4, C8, C3, C6, C2, C7, C1

C0

C1 C2

C3 C4 C5 C6 C7 C8

C10 C11 C12 C14

C15

0

0.0062 0.0552

0.0614 0.1857 0.2347 0.0611 0.0110

0.2491 0.2406 0.2381

0.1795

0.2364

1

Fig. 4. The reduced weighted concept lattice (h = 0.30).
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When comparing the results between Figs. 4 and 5, we can see that the number of
concept nodes under h = 0.10 is fewer than that under h = 0.30, whereas the set of the
reduced concept lattice under h = 0.10 is a subset of that under h = 0.30. Based on the
analysis above, one can draw a conclusion that the Hasse Diagram of the reduced
weighted lattice is getting gradually simplified with the decrease of the semantic
quantity threshold (h). Meanwhile, the process of reducing the combined weighted
lattice is a stepwise refinement process in light of various levels of granularity.

Finally, the quantity η (0 � η � 1) is defined as the threshold of the deviation of
the intent importance. By using the terms of D(B) in Table 9, if η = 0.10 was set up as
the deviation threshold when (h = 0.30), then C3, C4, C6, C9, and C13 are moved for
whose value of D(B) was lower than η, that’s to say, these nodes could be deleted
according to the intent importance thresholds specified by domain experts, even if the
intent weight values of these nodes (C4, C9, and C13) are greater than the predefined
threshold (h). The reduced weighted concept lattice when (h = 0.30 and η = 0.10) is
shown in Fig. 6, which is simplified compared to Fig. 6. Besides, by the methods of the
deviance analysis, if the greater is the absolute difference between the weight values of
attributes intent, the greater is the deviation value of D(B), and the contrary has also
been set up. For instance, the deviation value of C4 is greater than that of C3 in
Table 9, and then we can draw a conclusion that the weight value difference between
“c” and “o” is greater than that between “l” and “o”. Based on the analysis above, we
should first retain some single nodes whose weight values of attributes intent have
greater differences. Afterwards, other nodes with smaller difference are removed by
improving the deviance value in the course of reducing the weighted concept lattice.
Thus, it’s vital to select an appropriate threshold especially when we reduce the
complexity of the algorithm scale and promote the level of knowledge expression.

C0

C1 C2

C3 C6 C7

C15

0

0.0062 0.0552

0.0614 0.0611 0.0110

1

Fig. 5. The reduced weighted concept lattice (h = 0.10).
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6 Conclusions and Outlook

In this paper, we aimed at constructing a combined weighted concept lattice of ECG-
Ontologies. In this process, the major issue is to reduce the number of formal concepts
and the size of weighted concept lattice. To overcome it, we first matched a corre-
spondent entity of the ECG-Ontologies by excavating the conceptual models under-
lying the ECG data formats, and then expressed the ontology and its essential attributes
as the extents and the intents of ECG concepts, which are formalized to be a unified
formal context. Secondly, we introduced a method for computing the weight of given
formal concepts by combing the inclusion degree and Shannon entropy, the purpose of
which is to characterize differences of various attributes in this unified formal context.
Thirdly, we built a weighted concept lattice based on the unified formal context and
described the combined weight of each concept node in detail to reduce the less valued
and redundant concepts. Finally, we reduced the intent of the weighted concept lattice
by gradually lowering the value of granularity threshold and removing concepts with a
larger granularity than the given threshold. The reduced lattice could provide adequate
description of ECG formal concepts with regular hierarchical order visualization. The
results of experiments showed that the proposed method proved to be feasible and
effective in the aspect of integrating heterogeneous ECG-Ontologies.

In this study we have made the decision table based on the conceptual model
resulting from excavation of AHA/MIT-BIH and SCP-ECG standards, represented as
extents and their attributes (intents), among which the decision property can be rea-
sonable as prior classification knowledge. Consequently, in the future, we will focus on
enlarging the number of decision properties to merge multiple properties of different
ECG domains. Besides, as discussed above, a suitable threshold relying on domain

C0

C1 C2

C5 C7 C8

C10 C11 C12 C14

C15

0

0.0062 0.0552

0.2347 0.0110

0.2491 0.2406 0.2381

0.1795

0.2364

1

Fig. 6. The reduced weighted concept lattice (h = 0.30 and η = 0.10).
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experts may become a bottleneck in controlling the simplicity, so our future goal also
includes setting up threshold via self-adaptive behavior.
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Abstract. The spread of rumor in online network results in undesirable
social effects and even leads to economic losses. To overcome this prob-
lem, a lot of work studies the problem of rumor control which aims at lim-
iting the spread of rumor. Unfortunately, all previous work only assumes
that users are passive receivers of rumors even if the users can browse
the rumors on their own, or the cost of the ‘anti-rumor’ node is uniform
although it is impossible that the price of broadcasting information on
Baidu’s homepage is the same as personal homepage’s. Considering the
above problems, in this paper, we study the Rumor Control within Bud-
get Constraint (RCBC) problem. Given a node-weighted graph G(V, E)
and a budget B, it aims to find a protector set P , which can minimize
the spread of rumor set R in the online network, and the total cost of
node in P does not exceed budget B. In consideration of the rumor
spread via users’ browsing behaviors, we model the rumor propagation
based on the random walk model. To solve this problem efficiently, we
propose two greedy algorithms that can approximate RCBC within a
ratio of 1

2 (1 − 1/e). To improve the efficiency of them further, we devise
a PreSample method to eliminate nodes that can’t access R by T -length
random walk. Experiments on real datasets have been conducted to ver-
ify the efficiency, effectiveness, memory consumption and scalability of
our methods.

Keywords: Social network · Rumor control · Random walk ·
Budget constraint

1 Introduction

With the increasing popularity of online networks, World Wide Web, social net-
works and peer-to-peer networks have become the most commonly utilized vehi-
cles for information propagation and changed people’s lifestyle greatly. However,
the ease of information propagation is a double-edged sword. It also can quickly
spread rumors and misinformation, which results in undesirable social effects and
even leads to economic losses [4,14,16,17]. For instance, the fake tweet about the
earthquake in Ghazni province in August 2012 made thousands of people leave
their home in panic and be afraid of returning back home [7]. And the rumor

c© Springer Nature Singapore Pte Ltd. 2019
X. Sun et al. (Eds.): NCTCS 2019, CCIS 1069, pp. 131–149, 2019.
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of explosion in White House in 2013 caused $130 billion loss on the stock mar-
ket1. Therefore, minimizing the spread of rumor in online network is a crucial
problem.

Against this backdrop, a lot of work studies the problem of rumor control
which aims to minimize the spread of rumor on social network [1–3,5,8,13].
Unfortunately, most previous work only assumes that users are passive receivers
of rumors even if the users can browse the rumors on their own. Therefore, in
this study, we assume that users will actively encounter/contact the rumors via
their browsing behaviors, i.e., keyword search, social browsing, etc, which can
be modeled by random walk model [19]. However, in [19], they assume the cost
of each protector is uniform, which is inconsistent with the non-uniform cost of
deploying information on different web pages in real life. For example, a company
wants to deploy some ‘anti-rumor’ information to minimize the spread of the fake
news about their company on the World Wide Web. It is impossible that the
price of broadcasting information on Baidu’s homepage is the same as personal
homepage’s.

Motivated by this, we study the problem of minimizing the spread of rumor
within budget constraint, and call it Rumor Control within Budget Constraint
(RCBC) problem. Suppose that an online network is represented by a node-
weighted graph G(V,E). Given a rumor set R ∈ V and a budget B, RCBC aims
to find a protector set P ∈ V \R to minimize the spread of the rumor set R
as much as possible such that the total cost of node in P does not exceed
budget B. In order to solve this problem, we first analyze the monotonicity and
submodularity of the objective function of RCBC (Sect. 2.3). Due to the fact that
the problem of maximizing a submodular function is generally NP-hard [11], we
resort to developing approximate algorithms to solve it efficiently.

To this end, we first devise a Monte Carlo (MC) based greedy (GreedySel),
which is extended from the algorithm for the general Budgeted Maximum Cov-
erage (BMC) problem [10] and can provide 1

2 (1 − 1/e) approximation factor for
RCBC, as baseline. To further speed up GreedySel, we propose an efficient index
structure and give an index-based method (IndexSel) to accelerate each round
of unit marginal gain calculation. Moreover, we devise an pre-sample method to
eliminate nodes that can’t access R by T -length random walk, which can speed
up GreedySel and IndexSel further.

In summary, we make the following contributions.

– We propose and study the RCBC problem, and analyze the monotonicity and
submodularity of the objective function of RCBC.

– To solve the RCBC problem, we present a Monte Carlo based greedy algo-
rithm (GreedySel) as the baseline solution. Moreover, we diverse a index based
greedy method (IndexSel), which can speed up GreedySel greatly.

– We propose a PreSample method to further eliminate nodes that can’t access
R by T -length random walk, which can accelerate GreedySel and IndexSel fur-
ther.

1 https://www.dailymail.co.uk/sciencetech/article-3090221.

https://www.dailymail.co.uk/sciencetech/article-3090221
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– We conduct extensive experiments on three real-world datasets. The results
validate the effectiveness, efficiency, memory consumption and scalability of
our methods.

2 Preliminary

In this section, we first formally define the influence model and then give the
definition of RCBC. In the following, we analyze the monotonicity and submodu-
larity of the objective function of RCBC. In the end, we discuss the most relevant
literature to this paper. Important notations used in our paper are presented in
Table 1.

Table 1. Notations for problem formulation and solutions

Symbol Description

G(V, E) A node-weighted graph

wu An instance of a random walk starting from u

T A given threshold to bound the length of wu

B A given budget

R, P R ⊂ V is a rumor set, P ⊂ V is a protector set, and R ∩ P = φ

Iwu(P |R) The value of probability that P blocks the influence of R to u for wu

Iu(P |R) Iu(P |R) = E[Iwu(P |R)] for any wu

G(P |R) The object function of our problem (the block degree of P )

u.D The block degree of node u

2.1 A Random Walk Based Influence Block Model

We assume that a social network is a node-weighted graph G = (V,E) with
n = |V | nodes and m = |E| edges. Given a node u ∈ V , a browsing process
starting from u can be represented by a random walk wu [15]. In particular, wu

picks a neighbor of u by the probability of puv(where puv = 1/du and du is the
out-degree of u) and move to this neighbor, and then follows this way recursively.

Here we say that u hits (or is influenced by) set S at the time step t, if wu

first visits set S by a t-hop jump. It is worth noting that t should not be very
large in real world, as most of social media users only browse a small number
of pages in each day. Therefore, we can use a threshold T to bound the hitting
time t for any nodes and sets. Based on t, we introduce the concept of influence
block as follows.

Definition 1 (Influence Block). Let P and R be two disjoint sets in V . For
a random walk wu, we define that P block the influence of R to u, if wu visits P
before R, w.r.t. wu first visits P and R at the time step t1 and t2 respectively,
and t1 < t2.
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2.2 Problem Definition

Given such an influence block model, let Iu(P |R) = E[Iwu
(P |R)] denote the

expected value of possibility that P blocks the influence of R to u. Here
Iwu

(P |R) denote the possibility that P blocks R’s influence to u in wu. Based
on Iu(P |R), the problem of Rumor Control within Budget Constraint (RCBC)
can be described as the follows.

Definition 2 (Problem Definition). Given a weighted graph G = (V,E, c),
an initial set R ⊂ V and a budget B, RCBC is dedicated to finding a set
P ⊂ V \R, which can maximize G(P |R) =

∑
u∈V \R Iu(P |R) such that c(P ) =

∑
v∈P v.c < B.

Here G(P |R) denotes the block degree of P relative to R. c(P ) and v.c denote
the total cost of protector set P and the cost of node v, respectively. It is worth
noting that our problem does not consider the influence cascade for simplicity,
which means that the initial node will not affect the neighbor node actively.

2.3 The Monotonicity and Submodularity of the RCBCProblem

Theorem 1. The objective function G(P |R) of RCBC is monotone and sub-
modular.

Proof. We do not prove the monotonicity of G(P |R) since it is very straightfor-
ward. It remains to show that G(P |R) is submodular.

Let S ⊆ T ⊂ V and v (here v.c < B − c(T )) be a node in V \T . According to
[12], G(S|R) is submodular if it satisfies:

G(S ∪ v|R) − G(S|R) ≥ G(T ∪ v|R) − G(T |R).

To facilitate the proof, we define Sv = S∪v and Gv(S) = G(S ∪ v|R) − G(S|R).
Let Wu denote the set of all possible random walk from u. Intuitively, Iu(P |R)
can be rewritten as

∑
wu∈Wu

Iwu
(P |R)P(wu), where P(wu) denotes the proba-

bility of wu. Then, we have:

Gv(S) = G(Sv |R) − G(S|R)

=
∑

u∈V \R Iu(Sv |R) −
∑

u∈V \R Iu(S|R)

=
∑

u∈V \R
∑

wu∈Wu
Iwu (Sv |R)P(wu) −

∑
u∈V \R

∑
wu∈Wu

Iwu (S|R)P(wu)

=
∑

u∈V \R
∑

wu∈Wu
(Iwu (Sv |R) − Iwu (S|R))P(wu).

Hence, we have:

Gv(S) − Gv(T ) =
∑

u∈V \R

∑

wu∈Wu

(Iwu
(Sv|R) − Iwu

(S|R))P(wu)

−
∑

u∈V \R

∑

wu∈Wu

(Iwu
(Tv|R) − Iwu

(T |R))P(wu)

=
∑

u∈V \R

∑

wu∈Wu

P(wu)

∗ ((Iwu
(Sv|R) − Iwu

(S|R)) − (Iwu
(Tv|R) − Iwu

(T |R)))

(1)
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To show the submodularity of RCBC, we first prove Eq. 2.

((Iwu
(Sv|R) − Iwu

(S|R)) − (Iwu
(Tv|R) − Iwu

(T |R))) ≥ 0 (2)

Since S ⊆ T , we have Iwu
(S|R) ≤ Iwu

(T |R). On one hand, if v can block the
influence of R to u in wu, we have Iwu

(Sv|R) = Iwu
(Tv|R). Thus, ((Iwu

(Sv|R)−
Iwu

(S|R))− (Iwu
(Tv|R)− Iwu

(T |R))) ≥ 0. On the other hand, if v can not block
the influence of R to u in wu, we have Iwu

(Sv|R) = Iwu
(S|R) and Iwu

(Tv|R) =
Iwu

(T |R). Hence, ((Iwu
(Sv|R) − Iwu

(S|R)) − (Iwu
(Tv|R) − Iwu

(T |R))) = 0.
These discussions show the correctness of Eq. 2.

Based on Eqs. 1 and 2, we have Gv(S) − Gv(T ) ≥ 0 and thus G(P |R) is a
submodular function.

2.4 Related Work

In the following, we discuss the most relevant literature to our problem.
One closely related work is the proactive rumor control in online net-

works [19], which only studies one specific case of our problem, assuming that
the cost of all nodes in G is uniform. But in fact, we cannot ignore the cost
information of the nodes. For example, it is impossible that the price of broad-
casting information on Baidu’s homepage is the same as personal homepage’s.
Therefore, we study the rumor control within budget constraint problem.

Competitive influence maximization (CIM) and influence block (IBK) are
two other problem that are close to our problem. CIM aims to identify a set of
target seed nodes (or protectors) who will spread an ‘anti-rumor’ to limit the
scale of rumor propagation [2,3,5]. Carnes et al. [5] and Bharathi et al. [2] study
competitive influence diffusion under the extension of the IC model and show
that the problem of maximizing the influence of one campaign is NP-hard and
submodular, while Borodin et al. [3] studies the similar problem under the LT
model. Different with CIM, IBK tries to limit the influence of rumor by blocking
some nodes or links in a network [1,8,13]. Their strategies of the seed selec-
tion are mainly based on their connectivity, such as degree [1,13], pagerank [8],
and betweenness [8]. Our problem is essentially different from the above work
for the following reason. Both CIM and IBK assume that the information (or
rumors) propagations are driven by the effect of word-of-mouth, and they use
Independent Cascade model (IC) and Linear Threshold model (LT) to simu-
late the spread of rumors. However, our problem assumes that rumors spread
via browsing behaviors and uses a random walk model to describe the influence
spread of rumors.

3 Approximate Solutions

In general, the problem of submodular function maximization is NP-hard [11].
Therefore, we turn to find approximate solutions in polynomial time. In this
section, we first present a Monte Carlo based greedy method (GreedySel), that
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is extended from the algorithm for the general Budgeted Maximum Coverage
(BMC) problem [10], as baseline. For GreedySel, the main bottleneck is to
repeatedly scan the sample set for marginal gain calculation. To overcome this
problem, we propose an efficient index structure and give an index-based method
(IndexSel) to accelerate each round of unit marginal gain calculation.

3.1 A Basic Greedy Method

The core idea of GreedySel is to select the node u which maximizes the unit
marginal gain, i.e., (G(P ∪ {u}|R) − G(P |R))/u.c, to a candidate solution set
P , until the budget is exhausted. The pseudo code of GreedySel is presented in
Algorithm 1. It first initializes P as empty set and V ← V \R. Next, it finds a
set P according to the greedy heuristic (Lines 1.6 to 1.10). The set P is the first
candidate of final output. The second candidate is a single set H for which block
degree is maximized and cost does not exceed the budget. In the end, it outputs
the candidate solution having the maximum block degree.

According to [10], Algorithm 1 achieves (1 − 1/
√
e) approximation factor for

RCBC. But in [18], the approximate ratio of Algorithm1 is corrected to 1
2 (1 −

1/e).

Complexity Analysis. Let L be the number of random walk simulations for
each node. Suppose that the length of random walk is bounded by T , thus the
sampling set is generated in O(nLT ) time. In each iteration, Algorithm 1 needs
to scan the sampling set once to pick the node with the highest unit marginal
gain. Therefore, the time and space complexity of Algorithm1 are O(n2LT ) and
O(nLT ) respectively.

3.2 Index Based Greedy Method

As we analyzed above, the most expensive part of Algorithm 1 is to compute
G(P |R), which needs to scan the sampling set repeatedly. To further acceler-
ate GreedySel, we devise an effective bidirectional mapping index based on the
sampling set to avoid scanning the full set. At the same time, we use heap to
accelerate the process of selecting the node with the largest unit marginal gain.

Bidirectional Mapping Index B. The index is shown in Fig. 1. In this figure,
we link a node ni in Node List and a random walk wj in Random Walk List
by a bidirectional pointer, if the node can block the influence of R to ni in wj .
The random walk set RS of node v contains random walk w and the node set
NS of wj contains ni if there is a bidirectional pointer between wj and ni. If
any node ni ∈ wj .NS and ni ∈ P , we set wj .isBlocked = True, otherwise
wj .isBlocked = False. The block degree of node ni (ni.D) denotes the number
of random walk in ni.RS that are not blocked.
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Algorithm 1. GreedySel(G,R,B)
1.1 Input: a graph G, a rumor set R and a budget B

1.2 Output: a protector set P such that c(P ) < B

1.3 Run L T -random walks for each node in V \R
1.4 Is(R) ← all the random walks influenced by R

1.5 Initialize P as an empty set and V ← V \R.
1.6 repeat

/* G(P |R) is computed based on Monte Carlo simulations Is(R). */

1.7 Select u ← argmaxv∈V ((G(P ∪ {v}|R) − G(P |R))/v.c)
1.8 if c(P ) + u.c ≤ B then
1.9 P ← P ∪ {u}

1.10 V ← V \{u}
1.11 until V = φ

1.12 H ← argmaxv∈V (G(v|R)) and v.c ≤ B

1.13 if G(H|R) ≤ G(P |R) then
1.14 return P

1.15 else

1.16 return H

Node Block Degree
Node List

n1 1
... ...
n3 3
... ...

True
...

False
False

...

Random Walk List
isBlocked

P

w1

...
w3

w4

...

W

Fig. 1. Bidirectional mapping index B.

Based on this bidirectional mapping index, the pseudo code of the index based
method IndexSel is presented in Algorithm 2. It first builds B based on sampling
set (Lines 2.3 to 2.5). After that, it computes the block degree of each node and
initializes a max-heap H according to the unit block degree of each node (Lines
2.7 to 2.9). Based on H, it picks the node v with highest unit marginal gain into
P iteratively if c(P ) + v.c ≤ B. After each round of selection, it updates the
block degree of the rest node and re-heapifies the heap H (Lines 2.10 to 2.22).
It is worth noting that this algorithm updates the block degree of the rest nodes
by searching B to avoid computing all the remaining nodes (Lines 2.14 to 2.19).
In the end, it outputs the candidate solution having the maximum block degree.

Complexity Analysis. In the initialization phase of H, Algorithm 2 takes
O(nLT ) time to compute the block degree of nodes by scanning the sampling set
and O(n) time to build the heap H. In each round of node selection, it needs to
update the block degree of nodes and re-heapify H. According to flag isBlocked,
it ensures that the updating operations totally takes O(nLT ) time. Moreover,
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heapifying a heap once takes O(log n) [6]. Therefore, the time complexity of
Algorithm 2 is O(nLT log n).

Algorithm 2. IndexSel(G,R,B)
2.1 Input: a graph G, a rumor set R and a budget B

2.2 Output: a protector set P such that c(P ) < B
/* Sampling and Indexing */

2.3 Run L T -random walks for each node in V \R

2.4 Is(R) ← all the random walks influenced by R

2.5 Precompute B to index Is(R)
2.6 Initialize P ← φ and V ← V \R

/* Get the block number for each candidate. */

2.7 for each node v ∈ V do
2.8 Compute v.D by scan Is(R)

2.9 Build max-heap H for v ∈ V with the unit block degree (v.D/v.c)

2.10 repeat

2.11 v ← H.pop()
2.12 if c(P ) + v.c ≤ B then
2.13 P ← P ∪ {v}

/* Update the block degree of node. */

2.14 for each random walk w ∈ v.RS do

2.15 if !w.isBlocked then
2.16 w.isBlocked = True
2.17 for each node u ∈ w.NS do

2.18 if u /∈ P then
2.19 u.D = u.D − 1

/* Re-heapify H. */

2.20 H.heapify()

2.21 V ← V \{v}
2.22 until V = φ

2.23 H ← argmaxv∈V (G(v|R)) and v.c ≤ B
2.24 if G(H|R) ≤ G(P |R) then
2.25 return P

2.26 else
2.27 return H

4 Pre-sampling Based Solutions

As we show in Sect. 3, we sample every point in G and calculate the marginal
gain by scanning the sample set, which leads to more memory consumption and
the time overhead of scanning the sample set. However, some nodes can’t access
the rumor set R, due to the limitations of network community and random walk
length T . Motivated by this, we devise an pre-sample method to eliminate nodes
that can’t access R by T -length random walk, which can speed up GreedySel and
IndexSel further.
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4.1 Pre-sampling Stage

In this section, we introduce a method to eliminate nodes that can’t access
R by T -length random walk by sampling. Our analysis uses the Hoeffding’s
inequality [9]:

Theorem 1 (Hoeffding’s Inequality). Let Z1, . . . , Zm be independent
bounded random variables with Zi ∈ [a, b] for all i with a mean µ., where
−∞ < a ≤ b < ∞. Then

Pr

(
1
m

m∑

i=1

(|Zi − µ|) ≥ t

)

≤ exp

(

− 2mt2

(b − a)2

)

for all t ≥ 0.

Let Pu denote the possibility of u access R by a T -length random walk. To
compute Pu, we independently run r T -length random walks starting from node

u /∈ P , and take the average hits (1r
r∑

i=1

(Xi), here if random walk i hit R, Xi = 1,

otherwise, Xi = 0) as the estimator. The proposed sampling process is equivalent

to a simple random sampling with replacement, thus 1
r

r∑

i=1

(Xi) is an unbiased

estimation of Pu. By applying this to Theorem 1, we have

Pr

(

|1
r

r∑

i=1

Xi − µ| ≥ t

)

≤ exp
(−2rt2

)

for all t ≥ 0. Hence, we can return a (1 − t)-approximate solution for Pu with at
least (1 − exp(−2rt2)) probability. In this paper, we set t = 0.05 and r = 500.

The pseudo code of pre-sampling stage is presented in Algorithm 3. It first
computes Pu for each node u ∈ V \R by running r T -random walks for each node
in V \R. After computing Pu for each node u /∈ R, we remove node v and the
edges associated with it if Pv < 0.1. In the end, it outputs the processed graph.

4.2 Putting It Together

In summary, as presented in Algorithms 4 and 5, our pre-sampling based solu-
tions work as follows. Given a graph G, a rumor set R and a budget B, we
first feeds G as input to Algorithm3, and obtains the processed graph G′ in
return. Next, we take the processed graph G′, a rumor set R and a budget B
as input to GreedySel and IndexSel. Note that we call these two pre-sampling
based methods GreedySel* and IndexSel*, respectively.
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Algorithm 3. PreSample(G)
3.1 Input: a graph G

3.2 Output: a reduced graph G′
/* Sampling */

3.3 Run r T -random walks for each node in V \R
/* reducing */

3.4 for each node v ∈ V \R do

3.5 Compute Pv by scan Is(R)

3.6 if Pv < 0.1 then
3.7 G′ ← remove v from G

3.8 return G′

Complexity Analysis. In pre-sampling stage, Algorithm3 takes O(nrT ) time
to compute Pu for each node u ∈ V \R. It is worth noting that we can’t ana-
lyze how many nodes we can reduce in pre-sampling stage because it depends
on the network structure and rumor set R. Therefore, the time complexity of
GreedySel* and IndexSel* is O(n(nL + r)T ) and O(n(L log n + r)T ), respec-
tively. Although they theoretically have higher time complexity, they work very
well in practice (see Sect. 5).

Algorithm 4. GreedySel*(G,R,B)
4.1 Input: a graph G, a rumor set R and a budget B
4.2 Output: a protector set P such that c(P ) < B

/* Pre-sampling */

4.3 G′ ← PreSample(G)
/* Greedy selection */

4.4 P ← GreedySel(G′, R, B)

4.5 return P

Algorithm 5. IndexSel*(G,R,B)
5.1 Input: a graph G, a rumor set R and a budget B
5.2 Output: a protector set P such that c(P ) < B

/* Pre-sampling */

5.3 G′ ← PreSample(G)
/* Index based greedy selection */

5.4 P ← IndexSel(G′, R, B)

5.5 return P
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5 Experiments

In this section, we present our experiment results on effectiveness, efficiency,
memory consumption and scalability of our proposed methods.

5.1 Experimental Settings

DataSets. We use three real-world datasets in the experiments: Gnutella, Email-
Enron and Gowalla. All the datasets are obtained from an open-source website2,
and their statistics are shown in Table 2. The Gnutella dataset is a peer-to-
peer file sharing network, the Email-Enron dataset is an email communication
network, and the Gowalla dataset is a location-based social networking website
where users share their locations by checking-in. The published graph data sets
are unweighted, but since our method is not dependent on the semantics of the
weights or their magnitude, we assign randomly generated weights (real numbers
in the range 1 to 10) to the nodes of the graph.

Table 2. Summary of the datasets.

n m #AvgDegree #MaxDegree

Gnutella 8.8k 63k 7.2 88

Email-Enron 37k 184k 5.01 1383

Gowalla 197k 950k 4.83 14730

Algorithms. To the best of our knowledge, this is the first work to study
the rumor containment within budget constraint on the random walk model,
and thus there exists no previous work for direct comparison. In particular, we
compare five methods, TopK, GreedySel (Algorithm 1), IndexSel (Algorithm 2),
GreedySel* (Algorithm 4) and IndexSel* (Algorithm5). It is worth noting that
TopK is to select the top-k high unit block degree nodes as the targeted nodes.

Evaluation Metrics. We evaluate the performance of all methods by the run-
time and the blocking percentage of the selected nodes. In particular, the per-
centage is computed by G(P |R)/Is(R), where Is(R) denote the random walk
set influenced by rumor set R. Moreover, to accurately measure G(P |R) for each
algorithm, we compute it by running a sufficient number of MC simulations, i.e.,
L = 1000.

Parameter. Table 3 shows the settings of all parameters, such as the budget
B, the size of the rumor set R, and the (random walk) length threshold T . To
simulate the rumor set R, we select nodes uniformly at random from the nodes
whose degrees are in top 10% of G.
2 http://snap.stanford.edu/data/.

http://snap.stanford.edu/data/
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Table 3. Parameter setting.

Parameters Values

B 50, 100, 150, 200, 250

|R| 50, 100, 150, 200, 250

T 3, 6, 9, 12, 15

Setup. All codes are implemented in Java, and experiments are conducted on
a server with 2.1 GHz Intel Xeon 8 Core CPU and 32 GB memory running Cen-
tOS/6.8 OS.

5.2 Effectiveness Test

This section studies how the block degree is affected by varying the budget B,
the size of rumor set R and the length threshold T of a random walk.

Varying the Budget B . The block degrees of all algorithms on Gnutella and
Email-Enron by varying the B are shown in Fig. 2, and we have the following
observations on both datasets. (1) GreedySel and IndexSel achieve the same
block degree, while TopK has the worst performance. GreedySel and IndexSel are
little better than GreedySel* and IndexSel*. (2) With the growth of B, the
advantage of GreedySel and IndexSel over TopK decreases, from 49% to 20%
when B varies from 50 to 250 on Email-Enron dataset. This is because that
TopK ignores the blocking overlaps between the selected seeds, which declines
its block degree. However, when B is large, the performance of TopK catches up
with the others since the overlaps are inevitable.
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Fig. 2. Effectiveness of varying the budget B
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Varying the Size of R. Figure 3 shows the result by varying the size of R.
We find: (1) with the growth of |R|, the blocking percentages of all methods are
increasing because the increasing influence of R leads to more nodes with higher
unit block degree. (2) GreedySel and IndexSel are consistently better than that
of TopK, GreedySel* and IndexSel*.
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Fig. 3. Effectiveness of varying the size of R

Varying the Random Walk Length Threshold T . Figure 4 shows the
results by varying the threshold T , which determines the length of a random
walk starting from a node. We observe that: (1) with the increase of T , the per-
formance of all algorithms becomes better. The reason is that when the length
becomes large, the random walk has more chances to reach the protectors and
thus leads to a high unit block degree of the seeds. (2) The rumors on Gnutella
dataset are much harder to be controlled than Email-Enron dataset. It implies
that the network structure is an important variable for RCBC.

5.3 Efficiency Test

We evaluated the efficiency of different algorithms on Gnutella and Email-Enron
datasets.

Varying the Budget B . Figure 5 presents the efficiency result when B varies
from 50 to 250. We have the following observations. (1) The performance of
IndexSel is about two orders of magnitude faster than GreedySel, which is con-
sistent with our time complexity analysis. (2) The runtime of all methods except
TopK is slowly increasing with the growth of B. This is because that the increas-
ing of B directly causes selecting more nodes to P , which leads to an increase
in the number of updating the block degree of the remaining node.

Varying the Size of R. Figure 6 shows the runtime of all algorithms on
Gnutella and Email-Enron. We can see that the runtime of all methods except
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Fig. 4. Effectiveness of varying the random walk length threshold T
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Fig. 5. Efficiency of varying the budget B

TopK is also slowly increasing when |R| varies from 50 to 250 on all datasets.
This is because the influence set Is(R) of R is increasing with the growth of |R|.
Varying the Random Walk Length Threshold T . We evaluate the effi-
ciencies of algorithms by varying T from 3 to 15. The result is shown in Fig. 7.
We can see that all the algorithms except for TopK scale linearly with respect
to T , which is consistent with our time complexity analysis.
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Fig. 6. Efficiency of varying the size of R
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Fig. 7. Efficiency of varying the random walk length T

5.4 Memory Consumption

Figure 8 reports the average memory consumption of each algorithm when T is
varying. As shown in Fig. 8, we find: (1) TopK, GreedySel and IndexSel have
similar memory consumption. It is because that they all need to scan the sam-
pling set to calculate the block degree of the nodes. (2) When T is small, the
memory consumption of GreedySel* and IndexSel* is much smaller than that of
other methods. This is because that only a small number of nodes can reach R
when T is small. Therefore, we can reduce the sampling set by eliminating more
nodes in pre-sampling stage. But with the growth of T , most nodes will reach R
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in pre-sampling stage, which causes the increasing of the memory consumption
of GreedySel* and IndexSel*.
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Fig. 8. Memory consumption of varying the random walk length threshold T

5.5 Scalability Test

This experiment is to evaluate the scalability of the comparable algorithms when
we increase the network size. To vary the network size, we partition Gowalla
dataset into five subgraphs, and each of them covers 20% nodes of the dataset. To
avoid smashing the network into pieces, each subgraph is generated by a breadth-
first traversal process. It is worth noting that if one method has more than 25G
of memory consumption or runs more than 3000 s, we will omit it. Figure 9
shows the result and we have the following observations. (1) The run time of
GreedySel and IndexSel increases faster than that of GreedySel* and IndexSel*,
with the growth of graph size. This is because the runtime of GreedySel and
IndexSelincreases with respect to n2, while the runtime of GreedySel* and
IndexSel*increases with respect to n log n. (2) When the graph size is increas-
ing, the memory consumption of TopK, GreedySel and IndexSel also increases
faster than that of GreedySel* and IndexSel*. As we analyzed in Sect. 4.1, Pre-
Sample can eliminate some node, which can’t reach rumor set R. Therefore,
PreSample can slow down the growth of the memory consumption when the
graph size is increasing.
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Fig. 9. Scalability test on Gowalla dataset

6 Conclusion

In this paper, we proposed and studied the Rumor Control within Budget Con-
straint (RCBC) problem based on users’ browsing behaviors (i.e., a random
walk model), in order to actively limit the spread of rumors. We first proved
the NP-hard of RCBC based on random walk model. Due to its hardness, we
proposed two approximate algorithms (GreedySel and IndexSel) to solve this
problem. To improve the efficiency of GreedySel and IndexSel, we proposed a
PreSample method to eliminate the nodes that can’t access the rumor set R
by a T -length random walk. Lastly we conducted extensive experiments on real
datasets to verify the efficiency, effectiveness, memory consumption and scala-
bility of our methods.

Acknowledgements. This work is supported by the National Key Research and
Development Program of China (Project Number: 2018YFB1003400) and the Funda-
mental Research Funds for the Central Universities (Project Number: 2042017kf1017).

References

1. Albert, R., Jeong, H., Barabási, A.L.: Error and attack tolerance of complex net-
works. Nature 406(6794), 378 (2000)

2. Bharathi, S., Kempe, D., Salek, M.: Competitive influence maximization in social
networks. In: Deng, X., Graham, F.C. (eds.) WINE 2007. LNCS, vol. 4858, pp.
306–311. Springer, Heidelberg (2007). https://doi.org/10.1007/978-3-540-77105-
0 31

https://doi.org/10.1007/978-3-540-77105-0_31
https://doi.org/10.1007/978-3-540-77105-0_31


148 S. Mo et al.

3. Borodin, A., Filmus, Y., Oren, J.: Threshold models for competitive influence in
social networks. In: Saberi, A. (ed.) WINE 2010. LNCS, vol. 6484, pp. 539–550.
Springer, Heidelberg (2010). https://doi.org/10.1007/978-3-642-17572-5 48

4. Budak, C., Agrawal, D., El Abbadi, A.: Limiting the spread of misinformation in
social networks. In: Proceedings of the 20th International Conference on World
Wide Web, WWW 2011, Hyderabad, India, 28 March–1 April 2011, pp. 665–674
(2011). https://doi.org/10.1145/1963405.1963499

5. Carnes, T., Nagarajan, C., Wild, S.M., van Zuylen, A.: Maximizing influence in
a competitive social network: a follower’s perspective. In: Proceedings of the 9th
International Conference on Electronic Commerce: The Wireless World of Elec-
tronic Commerce, 2007, University of Minnesota, Minneapolis, MN, USA, 19–22
August 2007, pp. 351–360 (2007). https://doi.org/10.1145/1282100.1282167

6. Cormen, T.H., Leiserson, C.E., Rivest, R.L., Stein, C.: Introduction to Algo-
rithms, 3rd edn. MIT Press, Cabridge (2009). http://mitpress.mit.edu/books/
introduction-algorithms

7. Fan, L., Lu, Z., Wu, W., Thuraisingham, B.M., Ma, H., Bi, Y.: Least cost rumor
blocking in social networks. In: IEEE 33rd International Conference on Distributed
Computing Systems, ICDCS 2013, Philadelphia, Pennsylvania, USA, 8–11 July
2013, pp. 540–549 (2013). https://doi.org/10.1109/ICDCS.2013.34

8. Habiba, Yu, Y., Berger-Wolf, T.Y., Saia, J.: Finding spread blockers in dynamic
networks. In: Giles, L., Smith, M., Yen, J., Zhang, H. (eds.) SNAKDD 2008. LNCS,
pp. 55–76. Springer, Heidelberg (2008). https://doi.org/10.1007/978-3-642-14929-
0 4

9. Hoeffding, W.: Probability inequalities for sums of bounded random variables. In:
Fisher, N.I., Sen, P.K. (eds.) The Collected Works of Wassily Hoeffding, pp. 409–
426. Springer, Heidelberg (1994). https://doi.org/10.1007/978-1-4612-0865-5 26

10. Khuller, S., Moss, A., Naor, J.: The budgeted maximum coverage problem. Inf. Pro-
cess. Lett. 70(1), 39–45 (1999). https://doi.org/10.1016/S0020-0190(99)00031-9

11. Nemhauser, G.L., Wolsey, L.A., Fisher, M.L.: An analysis of approximations for
maximizing submodular set functions—I. Math. Program. 14(1), 265–294 (1978).
https://doi.org/10.1007/BF01588971

12. Nemhauser, G.L., Wolsey, L.A., Fisher, M.L.: An analysis of approximations for
maximizing submodular set functions—i. Math. Program. 14(1), 265–294 (1978)

13. Newman, M.E., Forrest, S., Balthrop, J.: Email networks and the spread of com-
puter viruses. Phys. Rev. E 66(3), 035101 (2002)

14. Nguyen, N.P., Yan, G., Thai, M.T., Eidenbenz, S.: Containment of misinformation
spread in online social networks. In: Web Science 2012, WebSci 2012, Evanston,
IL, USA, 22–24 June 2012, pp. 213–222 (2012). https://doi.org/10.1145/2380718.
2380746

15. Spitzer, F.: Principles of Random Walk, vol. 34. Springer, Heidelberg (2013)
16. Tripathy, R.M., Bagchi, A., Mehta, S.: A study of rumor control strategies on

social networks. In: Proceedings of the 19th ACM Conference on Information and
Knowledge Management, CIKM 2010, Toronto, Ontario, Canada, 26–30 October
2010. pp. 1817–1820 (2010). https://doi.org/10.1145/1871437.1871737

17. Zhang, H., Zhang, H., Li, X., Thai, M.T.: Limiting the spread of misinformation
while effectively raising awareness in social networks. In: Thai, M.T., Nguyen, N.P.,
Shen, H. (eds.) CSoNet 2015. LNCS, vol. 9197, pp. 35–47. Springer, Cham (2015).
https://doi.org/10.1007/978-3-319-21786-4 4

https://doi.org/10.1007/978-3-642-17572-5_48
https://doi.org/10.1145/1963405.1963499
https://doi.org/10.1145/1282100.1282167
http://mitpress.mit.edu/books/introduction-algorithms
http://mitpress.mit.edu/books/introduction-algorithms
https://doi.org/10.1109/ICDCS.2013.34
https://doi.org/10.1007/978-3-642-14929-0_4
https://doi.org/10.1007/978-3-642-14929-0_4
https://doi.org/10.1007/978-1-4612-0865-5_26
https://doi.org/10.1016/S0020-0190(99)00031-9
https://doi.org/10.1007/BF01588971
https://doi.org/10.1145/2380718.2380746
https://doi.org/10.1145/2380718.2380746
https://doi.org/10.1145/1871437.1871737
https://doi.org/10.1007/978-3-319-21786-4_4


Minimizing the Spread of Misinformation Within Budget Constraint 149

18. Zhang, P., Bao, Z., Li, Y., Li, G., Zhang, Y., Peng, Z.: Trajectory-driven influential
billboard placement. In: Proceedings of the 24th ACM SIGKDD International Con-
ference on Knowledge Discovery & Data Mining, KDD 2018, London, UK, 19–23
August 2018, pp. 2748–2757 (2018). https://doi.org/10.1145/3219819.3219946

19. Zhang, P., et al.: Proactive rumor control in online networks. World Wide Web
1–20 (2018)

https://doi.org/10.1145/3219819.3219946


Quantum Reversible Fuzzy Grammars

Jianhua Jin1,2(B) and Chunquan Li2

1 School of Computer Science, Shaanxi Normal University, Xi’an 710119, China
jjh2006ok@aliyun.com

2 School of Science, Southwest Petroleum University, Chengdu 610500, China
lichunquan@swpu.edu.cn

Abstract. Reversible languages are a class of regular languages that
stands at the junction of several domains. While quantum reversible reg-
ular grammars are a special class of fuzzy regular grammars, the alge-
braic characterizations of quantum reversible regular languages have not
been studied so far. This paper establishes quantum reversible fuzzy
grammars and fuzzy (hyper-) regular grammars, and presents that the
set of quantum reversible regular languages coincides with the set of all
the quantum reversible hyper-regular languages. Moreover, it is shown
that the set of quantum reversible regular languages coincides with that
of quantum languages accepted by quantum reversible fuzzy automata.
Particularly the algebraic properties of quantum reversible fuzzy gram-
mars are discussed.

Keywords: Quantum fuzzy grammars · Fuzzy languages ·
Orthomodular lattice · Reversible fuzzy grammars · Automata

1 Introduction

As a mathematical model of quantum computation [15], automata theory
based on quantum logic has been initiated by Ying in semantically analysis man-
ner [21]. The quantum orthomodular lattice-valued predicate of recognizability
and its fundamental properties have been discussed in detail, which shows the
difference between classical computation and quantum computation in essence.
Owing to the close relationship between automata theory and the theory of
formal grammars, Cheng and Wang [6] established grammar theory based on
quantum logic and in particular pointed out that the set of lattice-valued quan-
tum regular languages generated by lattice-valued quantum regular grammars
coincides with the set of lattice-valued quantum languages recognized by lattice-
valued quantum automata. Actually, an orthomodular lattice is usually consid-
ered as quantum logic. Ying pointed out that the validity of Kleene theorem in
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quantum computing was strongly dependent on the commutators of the truth-
value domain orthomodular lattice [22]. Thereafter, by introducing the gener-
alized subset construction method, Li has provided the fact that deterministic
finite automata based on quantum logic is equivalent to quantum nondetermin-
istic finite automata and thus completed Kleene theorem in quantum computing
[10].

Reversible languages are a class of regular languages that stands at the junc-
tion of several domains. In 1973, Bennett proved the existence of reversible
Turing machines [4], which could efficiently simulate classical Turing machines.
The characterizations for reversible languages have been given by Lombardy [11].
Axelsen and Glück [3] discussed a universal reversible Turing machine from a
programming language viewpoint, where programs were considered as part of
both input and output of a universal reversible Turing machine. Recently Li
and Li [9] introduced a reversible fuzzy automaton with membership values in
the unit interval [0,1] and some characterizations of the languages accepted by
reversible fuzzy automata. Reversible computing principles have been success-
fully applied in fields such as inversion [19], reversible programming [23] and
translation [2].

Axelsen provided clean translation algorithms for generic reversible control
flow operators, which avoided code duplication of the computation and thus
lowered the power consumption of computing machinery [2]. As is well known,
energy proves to be a pivotal computational resource, whose consumption in
computation is deeply related to the reversibility of computation. However, it
is necessary that no energy is dissipated in reversible computation. Quantum
computing is unitary and thus reversible [18]. From this viewpoint, investigating
the reversibility of computation is of great significance in quantum computing.
Moreover, quantum computing is becoming a reality from not only the theoret-
ical viewpoints but also the real-world applications. Large-scale quantum com-
puters would theoretically be able to solve certain problems much more quickly
than any classical computers that use even the best currently known algorithms,
like integer factorization using Shor’s algorithm [16]. New techniques are being
discussed and carried out, making quantum operations feasible at room tem-
perature [20]. New formal models also need to be proposed for future quantum
machines. The contribution of this paper is mainly to discuss quantum reversible
fuzzy grammars based on orthomodular lattices and study the algebraic proper-
ties of fuzzy languages they generated.

In recent years, there is an increasing interest for using fuzzy relational gram-
mars in research fields such as handwritten mathematics and petroglyph recog-
nition [8,12]. The fuzzy relational grammar, which not only involves the struc-
ture of the recognition domain but also considers the inherent uncertainty in
recognizing that structure, is indeed suitable to model the recognition process.
According to Chomsky classification, there are four types of fuzzy grammars
including fuzzy regular, context-free, context sensitive and unrestricted gram-
mars [13]. Chaudhari and Komejwar [5] stated that fuzzy regular grammars,
fuzzy finite automata, fuzzy left linear grammars, fuzzy right linear grammars
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and fuzzy grammars in normal form are all equivalent in the sense that they gen-
erate the same languages, the languages of which are crisp languages here. Asveld
investigated generalized fuzzy context-free grammars with truth-value domain
in a completely distributive complete lattice [1]. The algebraic closure proper-
ties of the family of fuzzy context-free K-grammars languages were discussed in
detail, which were very similar to those of crisp context-free languages. Recently,
by replacing t-norm operator for several aggregation functions, fuzzy recursively
enumerable languages and fuzzy recursive languages are established [17]. In par-
ticular, the class of fuzzy recursively enumerable languages prove to be closed
under operations such as unions, widespread intersections, reverse and dual. Two
normal forms for fuzzy linear grammars are introduced by Costa and Bedregal
[7], the characterizations of which show that it is equivalent to both fuzzy linear
automata and fuzzy 2-tape automata in the sense that they accept the same lan-
guages. Because the proposed quantum reversible fuzzy regular grammars are
a special subclass of fuzzy regular grammars, the algebraic characterizations of
quantum reversible regular languages will be investigated in this paper. As can
be seen in the references [5,7,13], the normal form for quantum reversible fuzzy
regular grammars will be also given. There is an open problem with regard to
the algebraic closure properties of the family of quantum reversible regular lan-
guages. Hence, whether the family would be closed under algebraic operations
such as union, intersection and reverse deserves careful attention.

This paper is arranged as follows. Section 2 presents the definitions of a quan-
tum reversible fuzzy grammar, a quantum reversible fuzzy (hyper-) regular gram-
mar and a quantum reversible fuzzy automaton. Then the equivalent relationship
among quantum reversible fuzzy regular grammars, quantum reversible hyper-
regular grammars and quantum reversible fuzzy automata is discussed in the
sense that they recognize the same classes of fuzzy languages. The algebraic
characterizations of the quantum reversible fuzzy regular grammars are given.
Section 3 investigates operations between quantum reversible regular languages
and explores its algebraic closure properties. Some illustrative examples are also
given to illustrate the construction method. Finally Sect. 4 gives the conclusions
and some future work.

2 Quantum Reversible Fuzzy Grammars

Quantum logic is well known as a logic whose truth values are taken from
an orthomodular lattice. An orthomodular lattice is a seven-tuple (L,≤,∨,∧,⊥,
0, 1), where L is a nonempty set, ≤ is the partial ordering on L, the binary
operations ∨ and ∧ on L mean that a ∨ b ∈ L, a ∧ b ∈ L,∀a, b ∈ L, where a ∨ b
and a∧b stand for the least upper bound and the greatest lower bound of a and b
respectively, the least element and the most element in L are denoted by 0 and 1
respectively, ⊥ is a unary operation on L, which satisfies the following conditions:
for any a, b ∈ L, a ∨ a⊥ = 1, a ∧ a⊥ = 0; a⊥⊥ = a; a ≤ b implies b⊥ ≤ a⊥ and
a ∨ (a⊥ ∧ b) = b. If no confuse arises, we will abbreviate an orthomodular lattice
(L,≤,∨,∧,⊥, 0, 1) as the symbol L in this paper.
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Definition 1. Let (L,≤,∨,∧,⊥, 0, 1) be an orthormodular lattice. A quantum
fuzzy automaton is a 5-tuple M = (Q,Σ, δ, I, F ), where Q and Σ are finite
nonempty sets of states and input symbols respectively; δ : Q×Σ ×Q → L is an
L−fuzzy subset of Q × Σ × Q, called a quantum transition relation. Intuitively,
for any p, q ∈ Q,x ∈ Σ, δ(p, x, q) expresses the truth value of the transition that
inputting x makes state p transfer to state q. I, F : Q → L are L−fuzzy subsets
of Q, called a fuzzy initial state and a fuzzy final state respectively.

Let Σ∗ be the free monoid generated from Σ with the operator of concatena-
tion, where the empty string ε is identified with the identity of Σ. Σ+ = Σ \{ε}.
Let

l(Σ∗) = {f : Σ∗ → L| f is a mapping from Σ∗ to L}.
l(Σ∗) denotes the set of all the fuzzy languages over Σ∗. In order to compute

with words, the extension of δ, denoted by the mapping δ∗ : Q×Σ∗ ×Q → L, is
defined as follows: for any q0, qn ∈ Q, if q0 = qn, then δ∗(q0, ε, qn) = 1; otherwise,
δ∗(q0, ε, qn) = 0; and for any θ = a1 · · · an ∈ Σ∗ with n ≥ 1, δ∗(q0, θ, qn) =
∨{δ(q0, a1, q1) ∧ · · · ∧ δ(qn−1, an, qn)|q1, . . . , qn−1 ∈ Q}.

For a quantum fuzzy automaton M = (Q,Σ, δ, I, F ), the language recognized
by M, denoted by fM, is defined as fM ∈ l(Σ∗),

fM(ε) = ∨{I(q) ∧ F (q)|q ∈ Q},

and
fM(θ) = ∨{I(q0)∧δ(q0, a1, q1)∧· · ·∧δ(qn−1, an, qn)∧F (qn)|q0, . . . , qn ∈ Q},

∀θ = a1 · · · an ∈ Σ+, ai ∈ Σ, i = 1, . . . , n.

Definition 2. Let L be an orthomodular lattice. Then a quantum fuzzy automa-
ton M = (Q,Σ, δ, I, F ) over L is called reversible, if it satisfies the following
conditions:

(1) if δ(q, a, q1) = δ(q, a, q2) > 0, then q1 = q2, ∀q1, q ∈ Q, a ∈ Σ;
(2) if δ(q1, a, p) = δ(q2, a, p) > 0, then q1 = q2, ∀q1, p ∈ Q, a ∈ Σ.

Noting that a quantum reversible fuzzy automaton over an orthomodular
lattice L will be abbreviated as LQRFA. The family of languages over Σ∗,
accepted by all the LQRFAs, is denoted as lLQRFAs(Σ∗).

Definition 3. A quantum fuzzy grammar is a system G = (N,T, P, I) over an
orthomodular lattice L, where N is a finite set of variables, T is a finite set of
terminals, and T ∩ N = φ, I : N → L is a mapping named as a fuzzy initial
variable, P is a finite collection of productions over T ∪ N , and

P = {x → y|x ∈ N+, y ∈ (N ∪ T )∗, ρ(x → y) ∈ L \ {0}},
where ρ(x → y) represents the membership degree of the production x → y.

Denote Pε = {x → ε | x ∈ N+, ρ(x → ε) ∈ L \ {0}}. If any x → y1 ∈ P \ Pε

and x → y2 ∈ P \ Pε with ρ(x → y1) = ρ(x → y2) imply that y1 = y2, and any
x1 → y, x2 → y ∈ P \Pε with ρ(x1 → y) = ρ(x2 → y) implies that x1 = x2, then
the system is called a quantum reversible fuzzy grammar.
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If β is derivable from α, i.e., α ⇒ β by some production x → y in P , then we
define

ρ(α ⇒ β) = ρ(x → y) ∈ L.

If α ⇒∗ β, i.e., either α = β, then ρ(α ⇒∗ β) ∈ L or there exists
α1, α2, · · · , αn (with n ≥ 2) in N∗ such that α = α1, β = αn, with the cor-
responding production xi → yi for every αi ⇒ αi+1, (i = 1, 2, · · · , n − 1), then

ρ(α ⇒ β) =
n−1∧

i=1

ρ(ωi ⇒ ωi+1) =
n−1∧

i=1

ρ(αi → αi+1).

A quantum reversible fuzzy grammar G is regular if it has only productions of
the form:

x → αy(α ∈ T+, x, y ∈ N) with ρ(x → αy) ∈ L
or of the form:
x → α(α ∈ T ∗, x ∈ N) with ρ(x → α) ∈ L .
A quantum reversible fuzzy grammar G is hyper-regular if it has only pro-

ductions of the form x → αy(α ∈ T, x, y ∈ N) with ρ(x → αy) ∈ L or of the
form x → ε(x ∈ N) with ρ(x → ε) ∈ L

A quantum reversible fuzzy grammar generates a fuzzy language fG : T ∗ →
L, i.e., for any θ = wn ∈ T ∗, n ≥ 1, fG(θ) =

∨{I(ω0) ∧ ρ(ω0 ⇒ ω1) ∧ · · · ∧
ρ(ωn−1 ⇒ ωn)|ω0 ∈ N,ω1, · · · , ωn−1 ∈ (N ∪ T )∗}

Noting that a quantum reversible (hyper-) regular language is one generated
by some quantum reversible fuzzy (hyper-) regular grammar. lQRRGs(T ∗) and
lQRHRGs(T ∗) will be represented as the family of quantum reversible regular
languages and the family of quantum reversible hyper-regular languages over
T ∗, respectively.

Next we explore the relationship between the family of all the quantum
reversible regular languages and the family of all the quantum reversible hyper-
regular languages.

Proposition 1. lQRRGs(T ∗) = lQRHRGs(T ∗).

Proof. From Definitions of quantum reversible fuzzy regular and hyper-regular
grammars, every L−language generated by a quantum reversible fuzzy hyper-
regular grammar can be clearly generated by a quantum reversible fuzzy regular
grammar, which is the same as the former quantum reversible fuzzy hyper-
regular grammar. That is, lQRHRGs(T ∗) ⊆ lQRRGs(T ∗).

Next, it suffices to show that every L−language generated by a quan-
tum reversible fuzzy regular grammar can be clearly generated by a quantum
reversible fuzzy hyper-regular grammar. Let G1 = (N1, T, I1, P1) be a quantum
reversible fuzzy regular grammar over an orthomodular lattice L. We will define
a a quantum reversible fuzzy hyper-regular grammar G = (N,T, I, P ) such that
fG = fG1 , where N1 ⊆ N .

(i) For each production
x → a1 · · · amy ∈ P1, (1)

where ai ∈ T for i = 1, . . . , m and x, y ∈ N1.
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If m = 1, then a1 ∈ T, x, y ∈ N1 ⊆ N and x → a1y ∈ P as required. If
m ≥ 2, then we define new nonterminal symbols ξ1, · · · , ξm−1 in N and within
P mimic the production (1) by means of productions

x → a1ξ1, · · · , ξm−1 → amy ∈ P

with

ρG(x → a1ξ1) = · · · = ρG(ξm−1 → amy) = ρG1(x → a1 · · · amy), (2)

where ρG and ρG1 mean the membership degree of productions in G and G1

respectively.

(ii) For each production
x → b1 · · · bn ∈ P1, (3)

if n = 1 and b1 = ε, then x ∈ N1 ⊆ N , x → ε ∈ P and let ρG(x → ε) =
ρG1(x → ε) ∈ L \ {0}, as required. If n ≥ 1, bi ∈ T for i = 1, . . . , n and
x ∈ N1, then we can define new nonterminal symbols η1, . . . , ηn ∈ N and
within P mimic the productions (3) by means of productions

x → b1η1, · · · , ηn−1 → bnηn, ηn → ε ∈ P

with

ρG(x → b1η1) = · · · = ρG(ηn−1 → bnηn) = ρG(ηn → ε) = ρG1(x → b1 · · · bn).
(4)

(iii) Put N = N1 ∪ N0, where N0 denotes the set of these new nonterminal
symbols generated by productions (i) and (ii). Define the mapping I : N →
L as follows: if x ∈ N1, then I(x) = I1(x); otherwise, I(x) = 0.

Clearly G thus specified is a quantum reversible fuzzy hyper-regular gram-
mar. Moreover, for any x ∈ N1, we obtain x ⇒∗ a1 · · · amy in G from the
productions (2) with

ρG(x ⇒∗ a1 · · · amy) = ρG(x → a1ξ1) ∧ · · · ∧ ρG(ξm−1 → amy) = ρG1(x ⇒∗

a1 · · · amy) ∈ L \ {0},
and
x ⇒∗ b1 · · · bn in G from the production (4) with
ρG(x ⇒∗ b1 · · · bn) = ρG(x → b1η1) ∧ · · · ∧ ρG(ηn−1 → bnηn) ∧ ρG(ηn → ε) =

ρG1(x ⇒∗ b1 · · · bn) ∈ L \ {0}.
Thus every derivation x ⇒∗ θ in G1 with ρG1(x ⇒∗ θ) ∈ L \ {0} can be

simulated by a longer derivation x ⇒∗ θ in G with ρG(x ⇒∗ θ) = ρG1(x ⇒∗

θ) ∈ L \ {0}. It follows that fG1 ≤ fG.
To prove the reverse inequality, suppose that for any derivation x ⇒∗ θ in G

with ρG(x ⇒∗ θ) ∈ L \ {0}. Then certainly there is a derivation
x ⇒∗ θ in G2 with

ρG2(x ⇒∗ θ) = ρG(x ⇒∗ θ) ∈ L \ {0}, (5)



156 J. Jin and C. Li

where G2 = (N,T, I, P ∪ P1) has all the productions in G together with all the
productions in G1.

Let P ∪ P1 = P2. We will show that there is a derivation of θ in G1 by
induction on the number of symbols from N0 which appears in the derivation
(5). If no such symbols appear, then (5) is already a derivation in G1. Otherwise
the first appearance of a symbol of N0 is based either on a production x → a1ξ1
with ρG2(x → a1ξ1) = ρG(x → a1ξ1) ∈ L \ {0}, where x → a1 · · · amy is a
production in G1 or on a production x → b1η1 with ρG2(x → b1η1) = ρG(x →
b1η1) ∈ L \ {0}, where x → b1 · · · bn is a production in G1. Consider the first
of these cases. Since the final word θ in the derivation (5) has no nonterminal
symbols and the grammar G2 has no production of the type ξi → θ (θ ∈ T ∗)
with ρG2(ξi → θ) ∈ L\{0} for any symbol of N0, the only way in which ξ1, once
introduced, can subsequently disappear must involve changes from ξ1 to a2ξ2,
· · · , ξm−1 to amy.

However, the sequence of productions x → a1ξ1, ξ1 → a2ξ2, · · · , ξm−1 → amy
with ρG2(x → a1ξ1) = ρG(x → a1ξ1), ρG2(ξ1 → a2ξ2) = ρG(ξ1 → a2ξ2), · · · ,
ρG2(ξm−1 → amy) = ρG(ξm−1 → amy) ∈ L \ {0} can be replaced by a single
transition x → a1a2 · · · amy in G2 with

ρG2(x → a1a2 · · · amy) = ρG2(x → a1ξ1)∧ρG2(ξ1 → a2ξ2)∧· · ·∧ρG2(ξm−1 →
amy) = ρG(x → a1ξ1) ∧ ρG(ξ1 → a2ξ2) ∧ · · · ∧ ρG(ξm−1 → amy) = ρG1(x →
a1a2 · · · amy).

Thus the number of symbols from N0 has been reduced.
Equally, in the second case, the derivation must involve subsequent changes

from η1 to b2η2, · · · , ηn−1 to bnηn, and these transitions can be replaced by a
single transition in G2 from x to b1b2 · · · bn with

ρG2(x → b1b2 · · · bn) = ρG2(x → b1η1) ∧ ρG2(η1 → b2η2) ∧ · · · ∧ ρG2(ηn → ε)
= ρG(x → b1η1) ∧ ρG(η1 → b2η2) ∧ · · · ∧ ρG(ηn → ε) = ρG1(x → b1b2 · · · bn).

In both cases the derivation (5) is replaced by one with fewer occurrences
of symbols from N0 with fG2(θ) = fG1(θ). By induction it now follows that
fG2 ≤ fG1 . Hence, certainly fG ≤ fG1 .

Therefore, we have fG = fG1 . Hence lQRRGs(T ∗) ⊆ lQRHRGs(T ∗).
From the above, this completes the proof that lQRRGs(T ∗) = lQRHRGs(T ∗).

Remark 1. It sees from Proposition 1 that quantum reversible fuzzy regular
grammars and quantum reversible fuzzy hyper-regular grammars are equivalent
in the sense that they generate the same family of fuzzy languages. Owing to
the simpler production expressions in quantum reversible fuzzy hyper-regular
grammars, a quantum reversible fuzzy hyper-regular grammar would be called
as the normal form of quantum reversible fuzzy regular grammar.

Next we investigate the relationship between the family of all the quantum
reversible regular languages and the family of languages accepted by LQRFAs.

Theorem 1. lQRRGs(T ∗) = lLQRFAs(T ∗).

Proof. Claim 1. lQRRGs(T ∗) ⊆ lLQRFAs(T ∗).
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Let G = (N,T, I, P ) be a quantum reversible fuzzy regular grammar over an
orthomodular lattice L. Then there exists a quantum reversible fuzzy automaton
M over L such that fM = fG. In fact, construct the quantum fuzzy automaton
M = (N,T, δ, I, F ), where N,T and I are the same as those in G,

δ(q, a, p) =
{

ρ(q → ap), if q → ap ∈ P
0, otherwise

and

F (q) =
{

ρ(q → ε), if q → ε ∈ P
0, otherwise.

Clearly M = (N,T, δ, I, F ) constructed above is a quantum reversible fuzzy
automaton.

For any θ ∈ T ∗, if θ = ε, then
fM(θ) = ∨{I(q) ∧ δ∗(q, ε, q) ∧ F (q)|q ∈ N} = ∨{I(q) ∧ F (q)|q ∈ N} =

∨{I(q) ∧ ρ(q ⇒ ε)|q ∈ N} = fG(θ).
If θ �= ε, then suppose θ = a1 · · · an, ai ∈ T for i = 1, . . . , n.
If fG(θ) ∈ L \ {0}, then it follows that
fM(θ) = ∨{I(q)∧δ(q, a1, q1)∧· · ·∧δ(qn−1, an, qn)∧ρ(qn → ε)|q, q1, . . . , qn ∈

N} = ∨{I(q)∧ρ(q → a1q1)∧· · ·∧ρ(qn−1 → anqn)∧ρ(qn → ε)|q, q1, . . . , qn ∈ N}
= fG(θ). So fG = fM.

Hence lQRRGs(T ∗) ⊆ lLQRFAs(T ∗).
Claim 2. lLQRFAs(T ∗) ⊆ lQRRGs(T ∗).
Let M = (Q,T, δ, I, F ) be a quantum reversible fuzzy automaton over an

orthomodular lattice L. Then there exists a quantum reversible fuzzy regular
grammar G = (Q,T, I, P ) such that fG = fM . In fact, We define a quantum
fuzzy regular grammar as follows: G = (Q,T, I, P ), where P consists of the
productions p → aq(p, q ∈ Q, a ∈ T ) with ρG(p → aq) = δ(p, a, q) ∈ L \ {0}, and
q → ε(q ∈ Q) with ρG(q → ε) = F (q) ∈ L \ {0}.

Clearly G = (Q,T, I, P ) constructed above is a quantum reversible fuzzy
regular grammar.

For any θ ∈ Σ∗, if θ = ε, then
fG(ε) = ∨{I(q) ∧ ρG(q → ε)|q ∈ Q} = ∨{I(q) ∧ F (q)|q ∈ Q} = fM(ε);
if θ ∈ T ∗ \ {ε}, then it follows that
fG(θ) = ∨{I(q)∧ρ(q ⇒ a1q1)∧ρ(a1q1 ⇒ a1a2q2)∧· · ·∧ρ(a1a2 · · · an−1qn−1 ⇒

a1a2 · · · anqn)∧ρ(a1a2 · · · anqn ⇒ a1a2 · · · an) |q, q1, . . . qn ∈ Q} = ∨{I(q)∧ρ(q →
a1q1) ∧ · · · ∧ ρ(qn → ε)|q ∈ Q, q1, . . . , qn ∈ Q} = ∨{I(q) ∧ δ(q, a1, q1) ∧ · · · ∧
δ(qn−1, an, qn) ∧ F (qn))|q, q1, . . . , qn ∈ Q} = fM(θ).

So fM = fG and lLQRFAs(T ∗) ⊆ lQRRGs(T ∗).
This completes the proof from the above that lQRRGs(T ∗) = lLQRFAs(T ∗).

Example 1. Let a Hilbert space be denoted as H =
⊗2

C2 [14], where C denotes
the set of complex numbers. Consider the set L2 which is called all closed sub-
spaces of H. If the inclusion relation of sets is denoted as partial order relation
≤, and ∧ is defined as intersection of sets, ∨ is defined as the closure of union
of sets, then clearly, l2 = (L2,≤,∧,∨, 0, 1) is a complete lattice, where 0 and 1
are 0 (denotes 0 vector) and H respectively. Furthermore, if A⊥ is defined as the
orthocomplement of A, then l2 is a complete orthomodular lattice.
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As the standard notation in quantum computation [14], | 0〉 | 0〉, | 0〉 | 1〉, |
1〉 | 0〉 and | 1〉 | 1〉 are four computational basis states in the two-qubits state
space H. Noting that | 0〉 | 0〉, | 0〉 | 1〉, | 1〉 | 0〉 and | 1〉 | 1〉 also represent
an orthonormal base of H, where the set of elements | 0〉 and | 1〉 consists of
an orthonormal base of space C2. The subspace spanned by | i〉 | j〉, denote by
aij = span{| i〉 | j〉}, i, j ∈ {0, 1}.

Let G = (N,T, P, I) be a quantum fuzzy grammar over a lattice l2, where
N = {p, q}, T = {σ}, I is a map from N to l2, i.e., I(p) = 1, I(q) = a11, and P
is composed of the following productions:

p → σq with ρ(p → σq) = a00;
p → σp with ρ(p → σp) = a01;
q → σp with ρ(q → σp) = a11;
q → σq with ρ(q → σq) = a10;
p → ε with ρ(p → ε) = a11;
q → ε with ρ(q → ε) = 1.

G = (N,T, P, I) is obviously a quantum reversible fuzzy grammar over a
lattice l2. The fuzzy language recognized by G could be obtained as follows:

fG(ε) = a11,

fG(σ) = (I(p) ∧ ρ(p → σq) ∧ ρ(q → ε)) ∨ (I(p) ∧ ρ(p → σp) ∧ ρ(p → ε)) ∨ (I(q) ∧
ρ(q → σq) ∧ ρ(q → ε)) ∨ (I(q) ∧ ρ(q → σp) ∧ ρ(p → ε))∨ = a00 ∨ a11,

and

fG(θ) = 0, θ ∈ T ∗ \ {ε, σ}.

According to Theorem 1, we could construct a quantum reversible fuzzy
automaton M = (Q,Σ, δ, I

′
, F ) over l2 equivalent to the fuzzy grammar G,

where Q = N,Σ = T, I
′
is a map from Q to l2, i.e., I

′
(p) = 1, I

′
(q) = a11, F is

a map from Q to l2, i.e., F (p) = ρ(p → ε) = a11, F (q) = ρ(q → ε) = 1, and δ is
a map from Q × Σ × Q to l2, i.e.,

δ(p, σ, q) = a00,
δ(p, σ, p) = a01,
δ(q, σ, p) = a11,
δ(q, σ, q) = a10.

We draw an LQRFA as follows. The states are in circles, and particularly
whenever F (q) �= 0, the state q is marked by a blue circle. For state q with
I(q) �= 0, we draw into q an edge without a source labeled start. A transition
q

σ,u−→ p is depicted as shown in Fig. 1, which means that the current state q is
transformed into state p with membership degree of the transition denoted by
δ(q, σ, p) = u whenever the alphabet σ occurs.

Clearly, fM = fG.
Example 1 shows that how to construct an equivalent quantum reversible

fuzzy automaton when a quantum reversible fuzzy grammar is given. Conversely,
if a quantum reversible fuzzy automaton is given, then an equivalent reversible
fuzzy regular grammar can be easily established by Theorem 1.
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pstart

qstart

σ, a00

σ, a01

σ, a10

σ, a11

Fig. 1. Graphical representation of an LQRFA

Definition 4. A λ-level grammar of fuzzy grammar G = (N,T, P, I) over an
orthomodular lattice is a classic grammar G[λ] = (N,T, P[λ], I[λ]), where I[λ] is
the set of initial variables, and ∀q ∈ N, q ∈ I[λ] if and only if I(q) = λ, P[λ] is a
finite set consisting of productions, i.e.,

P[λ] = {x → y|x ∈ N+, y ∈ (N ∪ T )∗, ρ(x → y) = λ}.

Definition 5. Let f be a fuzzy language from T ∗ to L,

f[λ] = {θ ∈ T ∗|f(θ) = λ}

is called λ-level set of f , where λ ∈ L.

f[λ] is a crisp language on T ∗.

Theorem 2. Let L be an orthomodular lattice. Then for any quantum fuzzy
regular language f : T ∗ → L,

f =
∨

λ∈L

λ ∧ f[λ].

Proof. For any θ ∈ T ∗,

f[λ](θ) =
{

1, θ ∈ f[λ]
0, θ /∈ f[λ]

(
∨

λ∈L λ ∧ f[λ])(θ) =
∨

λ∈L λ ∧ f[λ](θ) =
∨

θ∈f[λ]
λ =

∨
f(θ)=λ λ = f(θ) .

Therefore,
f =

∨

λ∈L

λ ∧ f[λ].

Proposition 2. For a quantum fuzzy regular grammar G = (N,T, P, I) over
an orthomodular lattice L, G is reversible if and only if ∀λ ∈ L \ {0}, G[λ] is
reversible.
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Proof. Suppose a quantum reversible fuzzy regular grammar be G = (N,T, P, I)
over L. Since G is reversible, for any r ∈ L \ {0}, x1 → αy ∈ P, x2 → αy ∈
P, ρ(x1 → αy) = r, ρ(x2 → αy) = r with x1, x2, y ∈ N,α ∈ T+ imply that
x1 = x2;

∀r ∈ L \ {0}, x → αy1 ∈ P, x → αy2 ∈ P, ρ(x → αy1) = r, ρ(x → αy2) = r
with x, y1, y2 ∈ N,α ∈ T+ imply that y1 = y2;

x1 → α ∈ P, x2 → α ∈ P, ρ(x1 → α) = r, ρ(x2 → α) = r with x1, x2 ∈
N,α ∈ T+ imply that x1 = x2.

Therefore, ∀λ ∈ L \ {0}, G[λ] defined as Definition 4 is reversible.
Conversely, if ∀λ ∈ L \ {0}, G[λ] = (N,T, P[λ], I[λ]) is reversible, then the

following results are valid:
Whenever x → αy1 ∈ P[λ], x → αy2 ∈ P[λ] with any x, y1, y2 ∈ N,α ∈ T+,

there must be y1 = y2.
Whenever x1 → α ∈ P[λ] and x2 → α ∈ P[λ] with any x1, x2 ∈ N,α ∈ T+,

there must be x1 = x2.
Since

P =
⋃

λ∈L\{0}
P[λ],

it is easily concluded by Definition 4 that G = (N,T, P, I) over L is a quantum
reversible fuzzy regular grammar.

3 Algebraic Properties of Quantum Reversible Regular
Languages

Next we will investigate algebraic operations of quantum regular languages.
For any quantum regular languages f, g : Σ∗ → L, the union between f and g,
denoted by f ∪ g, is defined as f ∪ g(ω) = f(ω)∨ g(ω),∀ω ∈ Σ∗; the intersection
between f and g, denoted by f ∩ g, is defined as f ∩ g(ω) = f(ω)∧g(ω),∀ω ∈ Σ∗;
and the reverse of f , denoted by f−1, is given by f−1(ω) = f(ω−1), ∀ω ∈ Σ∗,
where ω−1 is the reverse of ω, i.e., if ω = σ1σ2 · · · σn, then ω−1 = σnσn−1 · · · σ1,
where σi ∈ Σ, i = 1, · · · , n.

Proposition 3. The family of quantum reversible regular languages is closed
under union.

Proof. Suppose that G1 = (N1, T, P1, I1) and G2 = (N2, T, P2, I2) are two quan-
tum reversible fuzzy hyper-regular grammars over an orthomodular lattice L,
and the languages they generated are f1 and f2 respectively.

Without loss of generality, we could assume that N1 ∩ N2 = φ. Construct
a quantum fuzzy hyper-regular grammar G = (N,T, P, I) over L, where N =
N1∪N2, P = P1∪P2 and a mapping I : N → L is defined as follows: I(q) = I1(q)
if q ∈ N1, and I(q) = I2(q) if q ∈ N2.

Claim 1. It follows that from the productions P that the above constructed
grammar G = (N,T, P, I) is reversible.
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Claim 2. G = (N,T, P, I) generates the union of quantum reversible regular
languages f1 and f2.

Noting that f1∪f2(θ) = f1(θ)∨f2(θ),∀θ ∈ T ∗. Let fG represent the language
generated by G. Then

fG(ε) =
∨{I(q) ∧ ρG(q → ε) | q ∈ N} = (

∨{I1(q) ∧ ρG1(q → ε) | q ∈
N1}) ∨ (

∨{I2(q) ∧ ρG2(q → ε) | q ∈ N2}) = f1(ε) ∨ f2(ε) = f1 ∪ f2(ε).
For any θ = a1a2 · · · an ∈ T+ with a1, a2, · · · , an ∈ T ,
fG(θ) =

∨{I(q) ∧ ρG(q → a1q1) ∧ · · · ∧ ρG(qn−2 → an−1qn−1) ∧ ρG(qn−1 →
anqn) ∧ ρG(qn → ε)|q, q1, . . . , qn−1, qn ∈ N} = (

∨{I1(q) ∧ ρG1(q → a1q1) ∧ · · · ∧
ρG1(qn−2 → an−1qn−1) ∧ ρG1(qn−1 → anqn) ∧ ρG1(qn → ε)|q, q1, . . . , qn−1, qn ∈
N1}) ∨ (

∨{I2(q) ∧ ρG2(q → a1q1) ∧ · · · ∧ ρG2(qn−2 → an−1qn−1) ∧ ρG2(qn−1 →
anqn) ∧ ρG2(qn → ε)|q, q1, . . . , qn−1, qn ∈ N2}) = f1(θ) ∨ f2(θ) = f1 ∪ f2(θ).

Hence, fG is the union of f1 and f2. This completes the proof.

Proposition 4. Let mappings f1 : Σ∗ → L1 and f2 : Σ∗ → L2 be two quantum
reversible regular languages. Then a mapping g : Σ∗ → L1×L2, given by g(ω) =
(f1(ω), f2(ω)),∀ω ∈ Σ∗, is also a quantum reversible regular language.

Proof. Suppose that quantum reversible fuzzy automata A = (Q1, Σ, δ1, I1, F1)
over L1 and B = (Q2, Σ, δ2, I2, F2) over L2 accept quantum reversible reg-
ular languages f1 and f2, respectively. Construct a fuzzy automaton M =
(Q,Σ, δ, I, F ) over L1 × L2 as follows: Q = Q1 × Q2, I : Q → L1 × L2 is a
mapping given by I((q1, q2)) = (I1(q1), I2(q2)),∀(q1, q2) ∈ Q; F : Q → L1 × L2

is a mapping given by F ((q1, q2)) = (F1(q1), F2(q2)),∀(q1, q2) ∈ Q; and δ :
Q × Σ × Q → L1 × L2 is a mapping defined by
δ((q1, q2), a, (p1, p2)) = (δ1(q1, a, p1), δ2(q2, a, p2)),∀(q1, q2), (p1, p2) ∈ Q, a ∈ Σ.

Claim 1. L1 × L2 is an orthomodular lattice.
For any (c1, c2), (d1, d2) ∈ L1×L2, (c1, c2) ≤ (d1, d2) is defined as c1 ≤ d1 and

c2 ≤ d2, (c1, c2)∨(d1, d2) = (c1∨d1, c2∨d2), (c1, c2)∧(d1, d2) = (c1∧d1, c2∧d2),
(c1, c2)⊥ = (c⊥

1 , c⊥
2 ). Then ≤ is a partial ordering on L1 × L2, (0, 0) and (1, 1)

are the least and greatest element respectively in L1 × L2, (c1, c2)⊥⊥ = (c1, c2),
(c1, c2) ∨ (c1, c2)⊥ = (1, 1) and (c1, c2) ∧ (c1, c2)⊥ = (0, 0). If (c1, c2) ≤ (d1, d2),
then (d1, d2)⊥ ≤ (c1, c2)⊥, (c1, c2) ∨ ((c1, c2)⊥ ∧ (d1, d2)) = (c1, c2) ∨ ((c⊥

1 , c⊥
2 ) ∧

(d1, d2)) = (c1, c2)∨ (c⊥
1 ∧ d1, c

⊥
2 ∧ d2) = (c1 ∨ (c⊥

1 ∧ d1), c2 ∨ (c⊥
2 ∧ d2) = (d1, d2).

Hence, (L1 × L2,≤,∨,∧,⊥, (0, 0), (1, 1)) is an orthomodular lattice.
Claim 2. M = (Q,Σ, δ, I, F ) over L1 × L2 is reversible.
For any (q1, q2), (p1, p2) ∈ Q, a ∈ Σ, if

δ((q1, q2), a, (p1, p2)) = δ((q1, q2), a, (r1, r2)) ∈ L1 × L2\{(0, 0)},

then (δ1(q1, a, p1), δ2(q2, a, p2)) = (δ1(q1, a, r1), δ2(q2, a, r2)). So δ1(q1, a, p1) =
δ1(q1, a, r1) and δ2(q2, a, p2) = δ2(q2, a, r2). Since quantum fuzzy automata A
and B are reversible, p1 = r1 and p2 = r2. Hence (p1, p2) = (r1, r2). Similarly,
it is easily shown that, if δ((q1, q2), a, (p1, p2)) = δ((r1, r2), a, (p1, p2)) ∈ L1 ×
L2\{(0, 0)} for any (q1, q2), (p1, p2) ∈ Q, a ∈ Σ, then (q1, q2) = (r1, r2). By
Definition 2, M = (Q,Σ, δ, I, F ) over L1 × L2 is reversible.
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Claim 3. M = (Q,Σ, δ, I, F ) over L1 × L2 accepts the mapping g : Σ∗ →
L1 × L2 given by g(ω) = (f1(ω), f2(ω)),∀ω ∈ Σ∗.

Let fM be the language accepted by M = (Q,Σ, δ, I, F ) over L1 ×L2. Then
fM(ε) =

∨{I((q1, q2)) ∧ F ((q1, q2)) | (q1, q2) ∈ Q} =
∨{(I1(q1), I2(q2)) ∧

(F1(q1), F2(q2)) | (q1, q2) ∈ Q} =
∨{(I1(q1) ∧ F1(q1), I2(q2) ∧ F2(q2)) | (q1, q2) ∈

Q} = (
∨{I1(q1) ∧ F1(q1) | q1 ∈ Q1},

∨{I2(q2) ∧ F2(q2) | q2 ∈ Q2}) =
(f1(ε), f2(ε)).

For any ω ∈ Σ+ with length |ω| = n, let ω = a1 · · · an, ai ∈ Σ, i = 1, · · · , n.
Then

fM(ω) =
∨{I((q01, q02)) ∧ δ((q01, q02), a1, (q11, q12)) ∧ δ((q11, q12),

a2, (q21, q22)) ∧ · · · ∧ δ((qn−1,1, qn−1,2), an, (qn1, qn2)) ∧ F ((qn1, qn2))|(qi1, qi2) ∈
Q, i = 0, 1, . . . , n} =

∨{(I1(q01), I2(q02)) ∧ (δ1(q01, a1, q11), δ2(q02, a1, q12)) ∧
(δ1(q11, a2, q21), δ2(q12, a2, q22)) ∧ · · · ∧ (δ1(qn−1,1, an, qn1), δ2(qn−1,2, an, qn2)) ∧
(F1(qn1), F2(qn2))|(qi1, qi2) ∈ Q, i = 0, 1, . . . , n} =

∨{(I1(q01) ∧ δ1(q01, a1, q11) ∧
δ1(q11, a2, q21) ∧ · · · ∧ δ1(qn−1,1, an, qn1) ∧ F1(qn1), I2(q02) ∧ δ2(q02, a1, q12) ∧
δ2(q12, a2, q22) ∧ · · · ∧ δ2(qn−1,2, an, qn2) ∧ F2(qn2))|qi1 ∈ Q1, qi2 ∈ Q2, i
= 0, 1, . . . , n} = (

∨{I1(q01) ∧ δ1(q01, a1, q11) ∧ δ1(q11, a2, q21) ∧ · · · ∧
δ1(qn−1,1, an, qn1)∧F1(qn1)|qi1 ∈ Q1, i = 0, 1, . . . , n},

∨{I2(q02)∧δ2(q02, a1, q12)∧
δ2(q12, a2, q22) ∧ · · · ∧ δ2(qn−1,2, an, qn2) ∧ F2(qn2)|qi2 ∈ Q2, i = 0, 1, . . . , n}) =
(f1(ω), f2(ω)).

This completes the proof that the given mapping g : Σ∗ → L1 × L2 is a
quantum reversible regular language.

Example 2. Let (L,≤,∨,∧,⊥, 0, 1) be an orthormodular lattice, where L =
{0, a, a⊥, 1}. Quantum reversible fuzzy automata A = (Q1, Σ, δ1, I1, F1) and
B = (Q2, Σ, δ2, I2, F2) over L are given as follows: Q1 = {p1, q1}, Q2 = {p2, q2},
Σ = {σ}, I1(p1) = a, I1(q1) = 1, F1(p1) = 1, F1(q1) = a, I2(p2) = 1, I2(q2) = 0,
F2(p2) = a⊥, F2(q2) = a, a quantum transition relation δ1 : Q1 ×Σ ×Q1 → L is
given by δ1(p1, σ, p1) = 1, δ1(p1, σ, q1) = a, δ1(q1, σ, p1) = a⊥, δ1(q1, σ, q1) = 0,
and another quantum transition relation δ2 : Q2 × Σ × Q2 → L is given by
δ2(p2, σ, p2) = a⊥, δ2(p2, σ, q2) = a, δ2(q2, σ, p2) = a and δ2(q2, σ, q2) = 0.
Their graphical representations are shown in Fig. 2. By computation, A and B’s
quantum reversible regular languages, denoted by fA and fB respectively, are
fA(ε) = a, fA(ω) = 1 for any ω ∈ Σ+; fB(ε) = a⊥, fB(σ) = 1 and fB(ω) = a⊥

for any ω ∈ Σ∗ \ {ε, σ}.
By Proposition 4, there exists a quantum reversible fuzzy automaton M =

(Q,Σ, δ, I, F ) over L × L such that its languages fM = (fA, fB), where Q =
{p11, p12, p21, p22}, p11 = (p1, p2), p12 = (p1, q2), p21 = (q1, p2), p22 = (q1, q2),
the quantum initial state I : Q → L × L is given by I(p11) = (a, 1), I(p12) =
(a, 0), I(p21) = (1, 1) and I(p22) = (1, 0); the quantum final state F : Q →
L × L is given by F (p11) = (1, a⊥), F (p12) = (1, a), F (p21) = (a, a⊥) and
F (p22) = (a, a); and δ : Q × Σ × Q → L × L is given by δ(p11, σ, p11) =
(1, a⊥), δ(p12, σ, p12) = (1, 0), δ(p21, σ, p21) = (0, a⊥), δ(p22, σ, p22) = (0, 0),
δ(p11, σ, p12) = δ(p12, σ, p11) = (1, a), δ(p21, σ, p22) = δ(p22, σ, p21) = (0, a),
δ(p11, σ, p21) = (a, a⊥), δ(p21, σ, p11) = (a⊥, a⊥), δ(p22, σ, p12) = (a⊥, 0) and
δ(p12, σ, p22) = (a, 0). The graphical representation of LQRFA M is shown in
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σ, 1

σ, a⊥
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σ, a

σ, a⊥

σ, a

Fig. 2. Graphical representation of LQRFAs A and B (from left to right)

Fig. 3. Its language is as follows: fM(ε) = (a, a⊥), fM(σ) = (1, 1) and fM(ω) =
(1, a⊥), for any ω ∈ Σ+ \ {σ}.

Proposition 5. Let mappings f1, f2 : Σ∗ → L be two quantum reversible regular
languages. Then there exist a quantum reversible automaton M = (Q,Σ, δ, I, F )
over L × L with the language fM accepted and a mapping h : L × L → L such
that the composition of h and fM is the intersection between f1 and f2, i.e.,
h ◦ fM = f1 ∩ f2.

Proof. Let mappings f1, f2 : Σ∗ → L be two quantum reversible regular lan-
guages. Then by Proposition 4, there exists a quantum reversible automa-
ton M = (Q,Σ, δ, I, F ) over L × L such that whose accepted language is
fM(ω) = (f1(ω), f2(ω)),∀ω ∈ Σ∗. Construct a mapping h : L × L → L as
h(x, y) = x ∧ y,∀x, y ∈ L. So h ◦ fM(ω) = h(fM(ω)) = h(f1(ω), f2(ω)) =
f1(ω) ∧ f2(ω) = (f1 ∩ f2)(ω), ∀ω ∈ Σ∗. Hence h ◦ fM = f1 ∩ f2.

Example 3. As shown in Example 2, construct a mapping h : L × L → L such
that h(u, v) = u∧v for any u, v ∈ L. Then h◦fM(ε) = a∧a⊥ = 0 = (fA ∩ fB)(ε),
h ◦ fM(σ) = 1 = (fA ∩ fB)(σ), and h ◦ fM(ω) = 1 ∧ a⊥ = a⊥ = (fA ∩ fB)(ω)
for all ω ∈ Σ+ \ {σ}. Therefore, the composition of h and fM is the intersection
between fA and fB.

Proposition 6. Let f ∈ lQRRGs(Σ∗). If there is a quantum reversible fuzzy
automaton A = (Q,Σ, δ, I, F ) over an orthomodular lattice L such that A accepts
f , then there is a quantum reversible fuzzy automaton B such that fB(ω) =
f(ω−1), ∀ω ∈ Σ∗.

Proof. Construct a quantum fuzzy automaton B = (Q,Σ, δB , IB , FB) over an
orthomodular lattice L as follows: IB is a mapping from Q to L, which is given
by, IB(q) = F (q),∀q ∈ Q; a mapping FB(q) : Q → L is defined as FB(q) =
I(q),∀q ∈ Q; and a mapping δB : Q × Σ × Q → L is given by δB(q, σ, p) =
δ(p, σ, q),∀q, p ∈ Q,σ ∈ Σ.

Claim 1. The quantum fuzzy automaton B = (Q,Σ, δB , IB , FB) is
reversible, which holds clearly by the quantum reversible fuzzy automaton
A = (Q,Σ, δ, I, F ) over L.
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Fig. 3. Graphical representation of an LQRFA M

Claim 2. fB(ω) = f(ω−1), ∀ω ∈ Σ∗.
In fact, fB(ε) =

∨{IB(q) ∧ FB(q) | q ∈ Q} =
∨{I(q) ∧ F (q) | q ∈ Q} = f(ε).

For any ω ∈ Σ+ with length |ω| = n, let ω = a1 · · · an, ai ∈ Σ, i = 1, · · · , n.
Then

fB(ω) =
∨{IB(q0) ∧ δB(q0, a1, q1) ∧ δB(q1, a2, q2) ∧ · · · ∧ δB(qn−1, an, qn) ∧

FB(qn)|q0, q1, · · · , qn ∈ Q} =
∨{F (q0) ∧ δ(q1, a1, q0) ∧ δ(q2, a2, q1) ∧ · · · ∧

δ(qn, an, qn−1) ∧ I(qn)|q0, q1, · · · , qn ∈ Q} =
∨{I(qn) ∧ δ(qn, an, qn−1) ∧ · · · ∧

δ(q2, a2, q1) ∧ δ(q1, a1, q0) ∧ F (q0)|q0, q1, · · · , qn ∈ Q} = fA(ω−1) = f(ω−1).
This completes the proof from the above claims.

Example 4. Let (L,≤,∨,∧,⊥, 0, 1) be an orthormodular lattice, where L =
{0, a, a⊥, 1}. An LQRFA A = (Q,Σ, δ1, I1, F1) over L is given as follows:
Q = {p1, q1}, Σ = {0, 1}, I1(p1) = 1, I1(q1) = a, F1(p1) = 1, F1(q1) = 1, a
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quantum transition relation δ1 : Q × Σ × Q → L is given by δ1(p1, 1, p1) = a,
δ1(p1, 0, q1) = a, δ1(q1, 1, p1) = a⊥, δ1(q1, 0, q1) = a⊥, otherwise δ1(q, σ, p) = 0.
By computation, A’s quantum reversible regular languages, denoted by fA, is
as follows: fA(ε) = 1, fA(0) = fA(1) = fA(1n) = fA(1n0) = a for any n ≥ 1,
otherwise, fA(ω) = 0.

By Proposition 6, there exists an LQRFA B = (Q,Σ, δ2, I2, F2) over L such
that fB(ω) = fA(ω−1), ∀ω ∈ Σ∗, where I2(p1) = I2(q1) = 1, F2(p1) = 1,
F2(q1) = a, and a quantum transition relation δ2 : Q × Σ × Q → L is given by
δ2(p1, 1, p1) = a, δ2(p1, 1, q1) = a⊥, δ2(q1, 0, q1) = a⊥, δ2(q1, 0, p1) = a, otherwise
δ2(q, σ, p) = 0. The graphical representations of LQRFAs A and B are shown
in Fig. 4. Clearly, fB(ε) = 1 and fB(0) = fB(1) = fB(1n) = fB(01n) = a for any
n ≥ 1, otherwise, fB(ω) = 0.

p1start

q1start

0, a

1, a

1, a⊥

0, a⊥

p1start

q1start

1, a⊥

1, a

0, a

0, a⊥

Fig. 4. Graphical representation of LQRFAs A and B (from left to right)

Proposition 7. Let f ∈ lQRRGs(Σ∗
2 ). If there is a homomorphism from Σ∗

1 to
Σ∗

2 , i.e., h : Σ∗
1 → Σ∗

2 , such that the restriction h on Σ1 satisfies h|Σ1 ⊆ Σ2

and h(ε) = ε, then the composition of f and h is a quantum reversible regular
language over Σ∗

1 .

Proof. Since f is a quantum reversible regular language over Σ∗
2 , there exists a

quantum reversible fuzzy automaton A = (Q,Σ2, δ, I, F ) over an orthomodular
lattice L such that A accepts f . Now construct a quantum fuzzy automaton
B = (Q,Σ1, δB , IB , FB) over L as follows: IB = I, FB = F and a mapping
δB : Q × Σ1 × Q → L is given by δB(q, a, p) = δ(q, h(a), p),∀q, p ∈ Q, a ∈
Σ1. Obviously, the mapping δB is well defined since h|Σ1 ⊆ Σ2. Moreover, if
δB(q, a, p) = δB(q, a, p1) > 0 for any q, p ∈ Q, a ∈ Σ1, then δ(q, h(a), p) =
δ(q, h(a), p1) and so p = p1 by the definition of the quantum reversible fuzzy
automation A. Similarly, if δB(q, a, p) = δB(q1, a, p) > 0 for any q, p ∈ Q, a ∈ Σ1,
then δ(q, h(a), p) = δ(q1, h(a), p) and so q = q1. Hence B = (Q,Σ1, δB , IB , FB)
over L is a quantum reversible fuzzy automaton from Definition 2.
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Noting that the composition of f and h is given by a mapping, f ◦h : Σ∗
1 → L,

which is defined as
f ◦ h(ω) = f(h(ω)),∀ω ∈ Σ∗

1 .

Claim 1. fB(ε) = f ◦ h(ε).
fB(ε) =

∨{IB(q) ∧ δ∗
B(q, ε, p) ∧ FB(p) | q, p ∈ Q} =

∨{IB(q) ∧ FB(q) | q ∈
Q} =

∨{I(q) ∧ F (q) | q ∈ Q} = f(ε) = f(h(ε)).
Claim 2. fB(ω) = f ◦ h(ω),∀ω ∈ Σ+

1 .
For any ω ∈ Σ+ with length |ω| = n, let ω = a1 · · · an, ai ∈ Σ, i = 1, · · · , n.

Then
fB(ω) =

∨{IB(q0) ∧ δB(q0, a1, q1) ∧ δB(q1, a2, q2) ∧ · · · ∧ δB(qn−1, an, qn) ∧
FB(qn)|q0, q1, · · · , qn ∈ Q} =

∨{I(q0) ∧ δ(q0, h(a1), q1) ∧ δ(q1, h(a2), q2) ∧ · · · ∧
δ(qn−1, h(an), qn) ∧ F (qn)|q0, q1, · · · , qn ∈ Q} = f(h(a1)h(a2) · · · h(an))
= f(h(a1a2 · · · an)) = f ◦ h(ω).

Hence the quantum reversible automaton B = (Q,Σ1, δB , IB , FB) over L
accepts the composition of f and h. This completes the proof that the composi-
tion of f and h is a quantum reversible regular language over Σ∗

1 .

4 Conclusion

Quantum reversible fuzzy regular grammars based on orthomodular lattices
are discussed in this paper. It is shown that quantum reversible regular languages
among lQRFRGs(Σ∗), lQRFHRGs(Σ∗) and lLQRFAs(Σ∗) are all the same. More-
over, algebraic properties of quantum reversible regular languages are explored.
The family of quantum reversible regular languages is closed under union oper-
ation. The intersection between two quantum reversible regular languages could
be achieved by composition of a given mapping and some quantum reversible
regular language. The reverse of quantum reversible regular language is also a
quantum reversible regular language. The future work will further study Kleene
closure of quantum reversible regular languages and their actual application.
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Abstract. Signcryption has been extensively studied based on bilinear pairings,
but rarely on lattices. This paper constructed a new lattice-based signcryption
scheme in the random oracle model by skillfully combining a learning with
errors over ring (R-LWE) based signature scheme (using the Fiat-Shamir with
aborts technique) and a R-LWE based key exchange scheme, and then given a
tight security reduction of strong unforgeability against adaptive chosen mes-
sages attacks (SUF-CMA) and indistinguishability against adaptive chosen
ciphertext attacks (IND-CCA2) from the R-LWE problem to proposed scheme.
This construction removed trapdoor by using the Fiat-Shamir with aborts
technique, thus has a high efficiency. It needn’t decrypt random coins for
unsigncryption which may be used to construct multi-receiver signcryption.

Keywords: Lattice-based signcryption � Signcryption without trapdoor �
Learning with errors over rings � Quantum attack resistant

1 Introduction

In the field of communication, cryptography is widely used for confidentiality and
authentication. Signcryption that was first introduced by Zheng [1] is a important and
elemental cryptographic primitive. It combines encryption and signature into one step,
which can realize the confidentiality and authentication of information at the same time.
Nowadays, there are a lot of research results on signcryption [2, 3]. However, most of
them are based on discrete logarithm and factorization problems.

With the development of quantum computing, the security of traditional crypto-
graphic schemes based on number theory is facing challenges. Cryptographic schemes
against quantum attacks have attracted wide attention in academic.

The lattice has the advantages of high computational efficiency and powerful
construction function (most cryptographic functions can be constructed based on lat-
tices). Lattice-based cryptography [4] can resist quantum attacks, and has become the
most potential representative of quantum attack-resistant cryptography. The research
results of lattice-based encryption and signature are very fruitful. However, the lattice-
based signcryption research is far from sufficient.

WHW12 [5] first constructs a lattice-based hybrid signcryption. Lattice-based
signcryption [6–8] schemes were subsequently proposed. These schemes are based on
the trapdoor generation algorithm and the preimage sample algorithm in the lattice, and
the computational complexity of the algorithm is large, and also random coins need to
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be decrypted in these processes of unsigncryption. This means that the random coins
cannot be reused (Random coin reuse is the basis of constructing efficient multi-
receiver signcryption) [9]. By using the Fiat-Shamir with aborts technique on lattices,
LWWD16 [10] first proposed two lattice-based signcryption schemes without trapdoor
generation algorithm and preimage sample algorithm, which both satisfy existence
unforgeability against adaptive chosen messages attacks (EUF-CMA) authentication
security, and achieved IND-CPA (indistinguishability against adaptive chosen plaintext
attacks) and IND-CCA2 confidentiality security respectively in the random oracle
model. It is a pity that the random coins also need to be decrypted in their IND-CCA2
scheme. Based on a ring version of the signature scheme [11] (also using the Fiat-
Shamir with aborts technique on lattices), GM18 [12] proposed another lattice-based
signcryption scheme in the random oracle model. However, it was still IND-CPA
secure, and given no formal security proof of Unforgeability. Inspired by [13, 14],
removing the use of trapdoor, WZGZ19 [15] construct an IND-CCA2 and strong
unforgeability against adaptive chosen messages attacks (SUF-CMA) security lattice-
based signcryption scheme, but it is identity-based construction.

Our Contribution. In this paper, we construct a new lattice-based signcryption
scheme in the random oracle model by combining learning with errors over ring (R-
LWE) based signature scheme in ABB16 [11] (using the Fiat-Shamir with aborts
technique) and R-LWE based key exchange scheme in ADP16 [16], and then given a
tight security reduction of strong unforgeability against adaptive chosen messages
attacks (SUF-CMA) and IND-CCA2 from the R-LWE problem to our scheme. Our
construction is based on signature-then-encryption mode proposed by Zheng [1]. Our
scheme is the first lattice-based signcryption scheme that simultaneously satisfies SUF-
CMA, IND-CCA2 security and needn’t decrypt random coin for unsigncryption which
may be used to construct multi-receiver signcryption.

2 Preliminaries

2.1 Notation

We denote the set of real numbers by R, integers by Z and natural numbers by N. We
define n ¼ 2k 2 N throughout the article for k 2 N, and also define that q 2 N is a
prime with q ¼ 1 mod 2nð Þ. All logarithms are in base 2. The finite field Z=qZ is
denoted by Zq. We identify an element in Zq with its representative in � q=2d e; q=2b c½ �
by writing (mod q). We define the ring R ¼ Z x½ �=xnþ 1 whose units set denoted by

R�, and define Rq ¼ Zq x½ �=xnþ 1, Rq;B ¼
Pn�1

i¼0 aixi 2 Rqji 2 0; n� 1½ �;
n

ai 2
�B;B½ �g for B 2 0; q=2½ �, and Bn;x ¼ fv 2 0; 1f gnj k v k2¼ xg. We use lower-case
letters to denote polynomials and lower-case bold letters (e.g., x) to express column
vectors (xT express row vector). We use upper-case bold letters to indicate matrices.
For a vector x, we also use xj jj j to denote Euclidean norm of x, and Oð�Þ to denote
Complexity.
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2.2 Rounding Operators

We used the rounding operators that is defined in [16] for our construction. We use
c½ �2d to denote the unique representative of c modulo 2d in the set �2d�1; 2d�1� �

for
d 2 N and c 2 Z. We define rounding operator as b � ed : Z! Z; c 7! c� c½ �2d

� �
=2d .

We naturally extend these definitions to vectors and polynomials by applying b � ed and
�½ �2d to each component of the vector and to each coefficient of the polynomial,
respectively. We use bvd;qe to express the abbreviation of bv mod qð Þed .

2.3 Lattices

Let n� k[ 0. A k - dimensional latticeK is a discrete additive subgroup ofRn containing
all integer linear combinations of k linearly independent vectors b1; b2; � � � ; bkf g ¼ B,
i.e. K ¼ K Bð Þ ¼ fBxjx2Zkg. Throughout this paper we are mostly concerned with
q-ary lattices.K2Zn is called a q-ary lattice if qZ � K for some q 2 Z. LetA $ Z

m�n
q .

We define the q-ary lattices K?q Að Þ ¼ fx 2 Z
n Ax ¼ 0 mod qð Þgj and Kq Að Þ ¼ fx 2

Z
n 9s 2 Z

ms:t:x ¼ ATs mod qð Þg�� . Furthermore, for u 2 Z
m
q we define cosets

K?u;q Að Þ ¼ fx 2 Z
n Ax ¼ u mod qð Þgj , i.e., K?q Að Þ ¼ K?0;q Að Þ.

2.4 Learning with Errors over Rings

Definition 1 (R-LWE Distribution). For an s 2 R and a distribution v over R, a
sample from the ring-LWE distribution As;v over Rq �Rq is generated by choosing
a Rq uniformly at random, choosing e v, and outputting a; t ¼ asþ eð Þ.
Definition 2 (Decisional R-LWE). The decision version of the R-LWE problem,
denoted decisional R-LWEq;n;m;v is to distinguish with non-negligible advantage
between independent m times samples from As;v, where s v is chosen once and for
all, and the same number of uniformly random and independent samples from
Rq �Rq. We also write R-LWEq;n;v when m ¼ 1.

The R-LWE assumption comes with a worst-case to average-case reduction to
problems over ideal lattices [18]. Furthermore, it was shown in [19] that the learning
with errors problem remains hard if one chooses the secret distribution to be the same
as the error distribution. We write R-LWEq;n;m;r if r is the discrete Gaussian distri-
bution with standard deviation.

2.5 Reconciliation Mechanism

In this paper, we borrow the notations [16] methods to achieve the key exchange, who
defines the HelpRec function to compute the k-bit reconciliation information for the
key exchange. We just give a brief introduction as follows, more detail can be seen in
[16].

In [16], they show how to agree on a n bit key from either a polynomial of degree
2n or 4n by HelpRec and Rec function.
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HelpRec xð Þ taking as input a ring element and outputting a reconciliation vector r.
Rec x0; rð Þ taking as input a ring element and a reconciliation vector and outputting

a symmetric key K.
If x and x0 are close to each other (the distance between their coefficients is small),

the output of Rec x; rð Þ and Rec x0; rð Þ are the same.
Lemma D provides a detailed analysis of the failure probability of the key agree-

ment and shows that it is smaller than 2�60 (see detail in [16]).

3 Signcryption: Model and Security

Definition 3 (Signcryption). For public parameters prm generated by security
parameter k, a signcryption scheme SC consists of a four tuple of polynomial-time
algorithm SC ¼ KeyGenR;KeyGenS; SC;USCð Þ as follows:
– KeyGenR prmð Þ: KeyGenR is a randomised key-generation algorithm of receivers

that on input a public parameter prm, outputs a receiver’s public-key pkR and a
receiver’s secret-key skR.

– KeyGenS prmð Þ: KeyGenS is a randomised key-generation algorithm of senders that
on input a public parameter prm, outputs a sender’s public-key pkS and a sender’s
secret-key skS.

– SC m; pkR; skSð Þ: SC is a randomised signcrypt algorithm that on input a receiver’s
public-key pkR, a sender’s secret-key skS and a message m 2M (M is the message
space), outputs a ciphertext C.

– USC C; pkS; skRð Þ: USC is a deterministic unsigncrypt algorithm that on input a
sender’s public-key pkS, a receiver’s secret key skR and a ciphertext C, outputs a
message m or an invalid ?.
It is required that for any pkS; skSð Þ  KeyGenS prmð Þ and pkR; skRð Þ  

KeyGenR prmð Þ, m UnSigncrypt C; pkS; skRð Þ, where C  Signcrypt m; pkR; skSð Þ,
holds.

A signcryption scheme should satisfy confidentiality and authenticity, which cor-
respond to IND-CCA2 and SUF-CMA.

For the IND-CCA2 property, we consider the following game played between a
challenger B and an adversary A.

Initial: B runs the key generation algorithm to generate a receiver’s public/private
key pair pk�R; sk

�
R

� �
sends pk�R to A and keeps sk�R secret.

Phase 1: A can perform a polynomially bounded number of unsigncryption queries
in an adaptive manner. In an unsigncryption query, A submits a ciphertext C with a
sender’s public key/private key pair pkS; skSð Þ to B. B runs the unsigncryption oracle
and returns the message UnSigncrypt C; pkS; sk�R

� �
, if it is a valid ciphertext. Otherwise,

B returns rejection symbol ?.
Challenge: B decides when Phase 1 ends. A chooses two equal length plaintexts

m0;m1ð Þ and a sender’s public/private key pair pk�S; sk
�
S

� �
, and sends these to B. B takes

a random bit b from 0; 1f g and runs the signcryption oracle, which returns ciphertext
C� ¼ Signcrypt mb; pk�R; sk

�
S

� �
to A as a challenged ciphertext.
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Phase 2: A can ask a polynomially bounded number of unsigncryption queries
adaptively again as in Phase 1 with the restriction that it cannot make an unsigncryption
query on the challenged ciphertext C� with the same sender’s public/private key pair
pk�S ; sk

�
S

� �
.

Guess: A produces a bit b0 and wins the game if b0 ¼ b.
The advantage of A is defined as AdvCCA2SC;A kð Þ ¼ 2 Pr b0 ¼ b½ � � 1j j, where Pr b0 ¼ b½ �

denotes the probability that b0 ¼ b.
A signcryption scheme is �; t; quð Þ-IND-CCA2 secure if no probabilistic t-poly-

nomial time adversary A has advantage at least � after at most qu unsigncryption
queries in the IND-CCA2 game.

Notice that A knows the sender’s private key sk�S in the preceding definition. This
condition corresponds to the stringent requirement of insider security for confidentiality
of signcryption [16]. On the other hand, it ensures the forward security of the scheme,
that is, confidentiality is preserved in case the sender’s private key becomes
compromised.

For the SUF-CMA property, we consider the following game played between a
challenger D and an adversary F:

Initial: D runs the key generation algorithm to generate a sender’s public/private key
pair pk�S ; sk

�
S

� �
. D sends pk�S to F and keeps sk�S secret.

Attack: F can perform a polynomially bounded number of signcryption queries in an
adaptive manner. In a signcryption query, F submits a message m and a receiver’s
public key/private key pair pkR; skRð Þ to D. D runs the signcryption oracle, which
returns the ciphertext D Signcrypt C ¼ Signcrypt m; pkR; sk�S

� �
. Then, D sends C to F.

Forgery: At the end of the game, F chooses a receiver’s public/private key pair
pk�R; sk

�
R

� �
and produces a new ciphertext C� of a plaintext m� for the sender’s public

key pk�S (i.e., C
� was not produced by the signcryption oracle). F wins the game if C� is

a valid ciphertext.
The advantage of F is defined as the probability that it wins.
A signcryption scheme is �; t; qsð Þ-SUF-CMA secure if no probabilistic t-poly-

nomial time adversary F has advantage at least � after at most qs signcryption queries in
the SUF-CMA game. Note that the adversary F knows the receiver’s private key sk�R in
the preceding definition. Again, this condition corresponds to the stringent requirement
of insider security for signcryption [16].

4 Signcryption Scheme Based on RLWE

4.1 Ring-LWE Based Signcryption Scheme (SC-RLWE)

Our signcryption scheme is parameterized by the integers n 2 N[ 0, x; d;B; q;U; L; l
and the security parameter k with n[ k, by the Gaussian distribution Dr with standard
deviation r, by the hash function H : 0; 1f g�! 0; 1f gk , by a random oracles G :

0; 1f g�! 0; 1f gl and by a reversible encoding function F : 0; 1f gk! Bn;x. The
encoding function F takes the (binary) output of the hash function H and maps it to a
vector of length n and weight x, and we use F�1 to represent the inverse function of F.
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For more information about the encoding function see [17]. Furthermore, let a1; a2 2
R�q be two uniformly sampled polynomials which are publicly known as global
constants. They can be shared among arbitrarily many signers. We use prm to express
the above public parameter.

pkS; skSð Þ  KeyGenS prmð Þ:
1: xS; eS1; eS2  Dn

r
2: If CheckE eS1ð Þ ¼ 0 _ CheckE eS2ð Þ ¼ 0, restart
3: tS1 ¼ a1xSþ eS1 mod qð Þ, tS2 ¼ a2xSþ eS2 mod qð Þ
4: skS  xS; eS1; eS2, pkS  tS1; tS2
5: Return pkS; skSð Þ
pkR; skRð Þ  KeyGenR prmð Þ:
1: xR; eR1; eR2  Dn

r
1: xR; eR1; eR2  Dn

r
2: If CheckE eR1ð Þ ¼ 0 _ CheckE eR2ð Þ ¼ 0, restart
3: tR1 ¼ a1xRþ eR1 mod qð Þ, tR2 ¼ a2xRþ eR2 mod qð Þ
4: skR  xR; eR1; eR2, pkR  tR1; tR2
5: Return pkR; skRð Þ
C  Signcrypt m; pkR; skSð Þ
1: y $ Rq; B½ �, y0; y00; y000  Dn

r

2: v1  a1yþ y0, v2  a2yþ y00

3: u1  tR1yþ y000, u2  HelpRec u1ð Þ
4: K  G v1; v2; u2;Rec u1; u2ð Þ; pkS; pkRð Þ
5: c0  H ba1v1ed;q; ba2v2ed;q;m; pkS; pkR

� �

6: c F c
0� �

7: z xScþ y
8: z1  a1zþ y0 ¼ a1xScþ v1, z2  a2zþ y00 ¼ a2xScþ v2
9: w1  a1v1 � a1es1c, w2  a2v2 � a2es2c

10: if w1½ �2d¼ ba1v1ed;q; w2½ �2d¼ ba2v2ed;q and z 2 Rq; B�U½ � are not satisfied, restart.
11: E  K 	 m k z1 k z2 k c0ð Þ
12: Return C  v1; v2; u2; Eð Þ
m UnSigncrypt C; pkS; skRð Þ
1: K  G v1; v2; u2;Rec xRv1; u2ð Þ; pkS; pkRð Þ
2: m k z1 k z2 k c0  K 	 E
3: c F c0ð Þ
4: w1  a1z1 � a1ts1c; w2  a2z2 � a2ts2c

5: return m if c0 ¼ H bw1ed;q; bw2ed;q;m; pkS; pkR
� �

and z1; z2 2 Rq, else ?.

Correctness. If C ¼ v1; u; Eð Þ is a valid signcryption text, it is easy to see that
Rec xRv1; u2ð Þ ¼ Rec u1; u2ð Þ by Reconciliation mechanism in Sect. 2 (see [16] for
detail), thus K  G v1; v2; u2;Rec u1; u2ð Þ; pkS; pkRð Þ is hold at the process of
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unsigncryption. Afterwards, we can get the message and its signature m k z1 k z2 k c0
by computing K 	 E. Further on, we compute c ¼ F c0ð Þ and it holds that
aizi � aitsic ¼ a2i yþ aiy0 � aiesic ¼ aivi � aiesic. So the two polynomials wi ¼ aizi �
aitsic can be computed. Because it satisfies that bwie d;q ¼ baiyed;q for i ¼ 1; 2 by
rejection sampling in Signcrypt (see [11] for detail), we can check whether

c0 ¼ H bw1ed;q; bw2ed;q;m; pkS; pkR
� �

. If this is satisfied, the signature (z1 k z2 k c0) is
valid and the message m is returned.

4.2 Security Reduction

Theorem 1. Let n; d; q;x; r;B;U; L and l be arbitrary parameters satisfying the
constraints described in above scheme. Assume that the Gaussian heuristic holds for
lattice instances defined by the parameters above. if an adversary A has non-negligible
advantage � against the IND-CCA2 security of SC-RLWE when running in polynomial
time tA and performing qSC signcryption queries, qDSC deigncryption queries, qH
queries to oracles H and qG queries to oracles G, then there is an algorithm B that
breaks the Decisional R-LWEq;n;v problem (in the random oracle model) with success
probability �0[ �� qDSC qH=2nþ qG=2l

� �
and within the running time tB ¼ tAþ

O qSCk2þ qH þ qGð Þ.
Proof: Suppose that a simulator is given a distribution (a; t) from either distribution
As;v as definition 2.5 where v express a Gaussian distribution Dn

r over Rq and s v is
chosen once and for all, or uniformly random and independent from Rq �Rq. We
show how to use this adversary A to construct a distinguisher algorithm B for the
Decisional R-LWEq;n;v problem as follows.

Prepare the Public Key. For given parameters and a distribution (a; t) as above
theorem, the simulator chooses a0 2 R�q uniformly at random, sets a1 ¼ a and com-

putes a2 ¼ a0a, then sets a1; a2 as public parameter, afterwards picks e
0
S2  Dn

r,
replaces tR1 ¼ t, computes t�R2 ¼ a0tþ e

0
S2. Finally the simulator Outputs public key

pk�R ¼ t�R1 ¼ t; t�R2
� 	

, and sends it to adversary A.

Hash Queries and Unsigncryption Query of the First Stage. H simulation for
ðm; pkS; skSÞ. When a hash query ofH is received, the simulator checks if the query tuple
m; pkS; skS; pk�R; z1; z2; c

0� �
is already in L1. If it exists, the result of c0 is returned. Else, the

simulator picks a random number z Rq; B�U½ �, y0; y00  Dn
r and c

00 2 0; 1f gk, computes
c ¼ F c00ð Þ, z1 ¼ a1zþ y0, z2 ¼ a2zþ y00, w1 ¼ a1z1 � a1ts1c and w2 ¼ a2z2 � a2ts2c.
Then it checks whether w1j


 �
2d\2d � L and w2j


 �
2d \ 2d � L for all j 2 1; 2; � � � nð Þ. If it

is not satisfied, restart, else by rejection sampling, we have bwied;q ¼ baiyed;q for i ¼ 1; 2

(see detail in [11]). So the simulator can compute c0 ¼ H bw1ed;q; bw2ed;q;m; pkS; pk�R
� �

,

then insert the tuple m; pkS; skS; pk�R; z1; z2; c
0� �
into list L1 and returns the result of c0.
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G simulation for v1; v2; u2; pkS; skSð Þ. When a hash query of G is received, the
simulator checks if the query tuple v1; v2; u2; pkS; skS; pk�R;K

� �
is already in L2. If it

exists, the existing result of K is returned. If it does not exist, the simulator picks a
random number x 2 Dn

r, compute K ¼ G v1; v2; u2;Rec xv1; u2ð Þ; pkS; pk�R
� �

, inserts the
tuple v1; v2; u2; pkS; skS; pk�R;K

� �
into list L2 and returns the number K.

Unsigncryption query simulation for v1; v2; u2; E; pkS; skSð Þ. When Unsigncryption
query of v1; v2; u2; E; pkS; skSð Þ is received, the simulator traverses L1 and L2 to check
m; pkS; skS; pk�R; z1; z2; c

0� �
and v1; v2; u2; pkS; skS; pk�R;K

� �
, such that

E  K 	 m k z1 k z2 k c0ð Þ. If such a tuple exists, return m, otherwise return ?.
Prepare the Challenge Ciphertext. After completing the first stage, A chooses two
messages m0 and m1 inM together with an arbitrary sender’s key pk�S ; sk

�
S

� �
, asks a

challenge signcryption text produced by the simulator under receiver’s public key
pk�R ¼ t�R1 ¼ t; t�R2

� 	
, then the simulator picks b 2 0; 1f g randomly, performs as

follows.
It chooses y $ Rq; B½ �, y0; y00; y000  Dn

r, then computes v�1 ¼ ayþ y0, v�2 ¼ a0ayþ y00,
u�1 ¼ tyþ y000, u�2 ¼ HelpRec u�1

� �
, K� ¼ G v�1; v

�
2; u
�
2;Rec u�1; u

�
2

� �
; pk�S; pk

�
R

� �
, c

0� ¼
H bv�1ed;q; bv�2ed;q;mb; pk�S; pk

�
R

� �
, next encodes c� ¼ F c0�ð Þ, and then computes z�1 ¼

ax�Scþ v�1, z�2 ¼ a0ax�Scþ v�2, w�1 ¼ az�1 � ae�s1c and w�2 ¼ a0az�2 � a0ae�s2c. If w�1

 �

2d ;

w�2

 �

2d 62 Rq; 2d�L½ � and z�1; z
�
2 62 Rq, restart, else computes E� ¼ K� 	 mb kð

z�1 k z�2 k c
0�Þ, finally, it outputs C� ¼ v�1; v

�
2; u
�
2; E�

� �
and sends it to adversary A.

Hash Queries and Unsigncryption Query of the Second Stage. Adversary A repeats
the first stage operations, but he can’t ask unsigncryption on C� ¼ v�1; v

�
2; u
�
2; E�

� �
.

The Guess Stage. Adversary A outputs b0 2 0; 1f g as his guess of b.
As can be seen from the above, the simulation is perfect. When the input distribution

a; tð Þ to the simulator comes from distribution As;v, the output of the encryption oracle
is just a perfectly legitimate ciphertext. It is clear that the joint distribution of the
adversary’s view and b is identical to that in the actual attack. However, when the input
distribution a; tð Þ to the simulator uniformly random samples from Rq �Rq, the
adversary’s view and b are essentially information theoretic independent. This com-
pletes the construction of a distinguisher for the Decisional R-LWEq;n;v problem.

Now we analyze the advantages. The only event that causes the simulation not
perfect is that a valid signcryption text be rejected in unsigncryption query stage. It is
the result of simulation of H and G. For the queries on H, the probability is no more
than qH=2k . For the queries on G, the probability is no more than qG=2l. Hence, the
probability of algorithm B breaks the Decisional R-LWEq;n;v problem is
�� �� qUSC qH=2k þ qG=2l

� �
.

Then we consider the running time. As can be seen from the above, the operations of
algorithm B are all efficient. We already showed that, the distributions of the sign-
cryption simulated by B and those obtained by the actual signcrypting algorithm are
statistically close. Thus, when emulating the signcryption procedure, B rejects a pair
v1; v2; u2; Eð Þ with the same probability as when running algorithm UnSigncrypt is
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executed. More precisely, simulating the signcrypting process essentially consists of a

number of polynomial multiplications, on average O kþ lð Þ2
� �

per query, which leads

to the approximate bound tD ¼ tAþO qUSC kþ lð Þ2þ qH þ qG
� �

.

Theorem 2. Let n; d; q;x; r;B;U; k; L and l be arbitrary parameters satisfying the
constraints described in above scheme. Assume that the Gaussian heuristic holds for
lattice instances defined by the parameters above. For every SUF-CMA adversary A
that runs in time tA, performing at most qSC signcryption queries, qH queries to oracles
H and qG queries to oracles G, respectively, and forges a valid signcryption of our SC-
RLWE scheme with probability �A, there exists a distinguisher D that runs in time

tD ¼ tAþO qSC kþ lð Þ2þ qH þ qG
� �

and breaks the Decisional R-LWEq;n;2;r problem

(in the random oracle model) with success probability

�D� �A 1� qH þ qGð ÞqSC22n dþ 1ð Þ

2Bþ 1ð Þnqn
� �

� 22dn qH þ qGð Þ 2B�2Uþ 1ð Þn þ 28rþ 1ð Þ3n
q2n .

Proof: Let A be an algorithm that runs in time tA, makes at most qSC signcryption
queries, qH queries to oracles H and qG queries to oracles G, and forges a valid
signcryption with probability �A. We show how to build a distinguisher D, solving
Decisional R-LWEq;n;2;r problem in time tD and with probability �D as in the theorem
statement.

Prepare the Public Key. For given parameters and two R-LWEq;n;2;r challenge tuples
a1;t1
� �

and a2;t2
� �

, D simulates the ufcma-experiment for A, sets a1; a2 as public
parameter, and sends pk�S ¼ t�S1 ¼ t1; t�S2 ¼ t2

� �
to the forger A. Then, it answers hash

and signcrypting queries as follows.

Hash Queries. Hash oracle H simulation for ðm; pkRÞ. When a hash query of H is
received, the simulator checks if the query tuple p1; p2;m; pk�S; pkR; c

0� �
is already in

L1. If it exists, the result of c0 is returned. Else, the simulator picks a random number
c0 2 0; 1f gk , inserts the tuple p1; p2;m; pk�S ; pkR; c

0� �
into list L1 and returns the result

of c0.
Hash oracle G is simulated as in the proof of Theorem 1.

SC Queries. For a signcryption query on ðm; pkRÞ, D simulates a signcryption
v1; v2; u2; Eð Þ on m by implementing the following steps:
D chooses y $ Rq; B½ � and y0; y00; y000  Dn

r, then computes v1 ¼ a1yþ y0,
v2  a2yþ y00, u1  tR1yþ y000, u2 ¼ HelpRec u1ð Þ and K  G v1; v2; u2Rec u1; u2ð Þ;ð
pk�S ; pkRÞ. Afterwards it picks a random number c0 2 0; 1f gk , a polynomial
z 2 Rq; B�U½ �, and computes c ¼ F c0ð Þ. Next, it computes polynomials z1 ¼ a1zþ y0,
z2 ¼ a2zþ y00, w1 ¼ a1z1 � a1t1c and w2 ¼ a2z2 � a2t2c, then checks whether
w1j

 �

2d \ 2d � L and w2j

 �

2d \ 2d � L for all j 2 1; 2; � � � nð Þ. If it is not satisfied,

restart. Moreover, if the hash oracle H was queried before on bw1ed;q;
�

bw2ed;q;m; pk�S ; pkRÞ, then D aborts the simulation. Otherwise, D computes
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c0 ¼ H bw1ed;q; bw2ed;q; pk�S ; pkR
� �

, E ¼ K 	 m k z1 k z2 k c0ð Þ, and returns

v1; v2; u2; Eð Þ.
Forgery Signcryption Stage. Eventually A outputs a pair of receipient’s keys
pk�R; Sk

�
R

� �
and a forgery C� ¼ v�1; v

�
2; u
�
2; E�

� �
. It required that the attacker A not to ask

the Unsigncryption Oracle for C�.
If the algorithm UnSigncrypt C�; pk�S ; Sk

�
R

� �
returns m�, D returns 1, else D returns 0.

By the same Method of proof as Theorem 1 in [11], we can show that the responses
to hash and signcrypting queries provided by the simulation D are indistinguishable
from the random oracle’s and signcrypting oracle’s responses. We follow give the
detail description.

The reduction emulates a random oracle, hence its answers are truly random as long
as some given hash value was not already set. However, in the latter case the reduction
aborts. It remains to show that (1) the distributions of the simulated signcryptions and
the ones produced by the signcrypting algorithm (RLWE-SC) are statistically close,
and that (2) the simulation does not abort too often.

(1) We apply Lemma 1 in [11] to show that the distribution of z 2 Rq; B�U½ � computed
by the signcrypting algorithm (RLWE-SC) is statistically close to the uniform
distribution on Rq; B�U½ �. To apply Lemma 1 in [11] we take X to be the uniform
distribution on Rq; B�U½ � with U ¼ 14r

ffiffiffiffi
x
p

and B ¼ 14rn
ffiffiffiffi
x
p

. Furthermore, Zv is
the uniform distribution on the polynomials with coefficients in �B;B½ �nþ v, that
means, z Zv can be written as z ¼ vþ y, where y $ Rq; B½ �. Each element v is a
polynomial with coefficient representation v ¼ Sc with entries Gaussian dis-
tributed with standard deviation r

ffiffiffiffi
x
p

. Hence, the coefficients of v are bounded by
14r

ffiffiffiffi
x
p

with overwhelming probability. By definition of the density function fX

and fZsc , Eq. 1 in Lemma 1 of [11] overwhelming probability for 1=M ¼ 1=e 

2 B�Uð Þþ 1

2Bþ 1

� �n
Hence, the hypothesis of Lemma 1 in [11] are fulfilled.

(2) Assume that the signcrypting simulation samples an additional value y uniformly
at random in Rq; B½ �, and chooses y0; y00; y000 at random in Dn

r over Rq. Furthermore,

the simulation programs not only c0 ¼ H bw1ed;q; bw2ed;q; pk�S ; pkR
� �

but also

c0 ¼ H ba1v1ed;q; ba2v2ed;q; pk�S ; pkR
� �

. Sampling y does not influence z; c0ð Þ. It is
clear that the abort probability during the simulation with the changes just
described is the upper bound probability of aborting during the original sign-
crypting simulation. The former probability is the same as finding a collision.
Hence, by Lemma 2 in [11] and the definition of rounding operators, the upper
bound probability that D will abort during the simulation of A’s environment is

qSC qH þ qGþ qSCð Þ 22n dþ 1ð Þ
2Bþ 1ð Þnqn.

We next to show how to lower bound of D’s distinguishing advantage in the R-
LWE game with A’s forging advantage against our scheme. Assume that A asks the

query bz�1 � t1c�ed;q; bz�2 � t2c�ed;q;m�; pk�S ; pk�R
� �

to the hash oracle. In the following,
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we distinguish between two cases: both t1 and t2 follow the R-LWE distribution (i.e.,
t1 ¼ a1x�Sþ e�S1 mod qð Þ and t2 ¼ a2x�Sþ e�S2 mod qð Þ) or they are sampled uniformly at
random in Rq.

1st Case: The possibility that D outputs 0 also have two cases. One is that D aborts
when answering a signcrypting query, and another is that the algorithm A does not
output a valid forgery. The latter occurs with probability 1� �A. The probability that D

aborts during the simulation is ðqH þ qGÞ 22n dþ 1ð Þ
2Bþ 1ð Þnqn. Thus, D returns 1 with probability

at least �AqSC qH þ qGð Þ 22n dþ 1ð Þ
2Bþ 1ð Þnqn.

2nd Case: By Remark 1 in [11], we can bind the coefficients of the polynomials
x�S; e

�
S1; e

�
S2 by 14r with overwhelming probability. By Lemma 3 in [11] the probability

that there exist polynomials with coefficient representation x�S; e
�
S1; e

�
S2 2 �14r; 14r½ �n

is smaller than or equal to 28rþ 1ð Þ3n
q2n , such that t1 ¼ a1x�Sþ e�S1 mod qð Þ for t1  Rq and

t2 ¼ a2x�Sþ e�S2 mod qð Þ for t2  Rq. We suppose t1; t2 are not of this form. By the

assumption that a hash query on ba1z�1 � a1t1c�ed;q; ba2z�2 � a2t2c�ed;q;m�; pk�S ; pk�R
� �

is made by A, where c� ¼ F c0�ð Þ and z�1; z
�
2; c
0�� �

get by computing K� 	 E� is A’s
forgery on message m�, it suffices to show that for every hash query c0 ¼
H p1; p2; pk�S ; pkR
� �

for p1; p2 2 Rq, posed by A we can bound the probability that there
exists a polynomial z such that z1; z2; c0ð Þ is a valid signature on m. That means, it is
enough to show that for p1; p2 2 Rq. We can bound the probability that for c0  $

0; 1f gk and c ¼ F c0ð Þ, there exists z 2 Rq such that k z k/ �B� U and
pi ¼ baizi � aitsiced;q, for i ¼ 1; 2. By Corollary 1 in [11] the probability that such a

polynomial z exists is smaller than 22dn 2B�2Uþ 1ð Þn
q2n . So the probability can be bound by

qH þ qGð Þ22dn 2B�2Uþ 1ð Þn
q2n for that A forges a valid signcryption. Hence, the upper bound

probability that D returns 1 is qH þ qGð Þ22dn 2B�2Uþ 1ð Þn þ 28rþ 1ð Þ3n
q2n .

Finally, AdvR�LWE
n;q;r Að Þ ¼ �D� �A 1� qH þ qGð ÞqSC22n dþ 1ð Þ

2Bþ 1ð Þnqn
� �

� 22dn qH þ qGð Þ 2B�2Uþ 1ð Þn þ 28rþ 1ð Þ3n
q2n .

It is clear that A’s runtime tA and D’s runtime tD are close. As D executes A as a
subprocedure, we have tD� tA. The overhead for D is due to the extra steps needed to
emulate the unforgeability game for A. We already showed that, the distributions of the
signcryption simulated by D and those obtained by the actual signcrypting algorithm
are statistically close. Thus, when emulating the signcryption procedure, D rejects a
pair v1; v2; u2; Eð Þ with the same probability as when running algorithm Signcrypt is
executed. More precisely, simulating the signcrypting process essentially consists of a
number of polynomial multiplications, on average O k2ð Þ per query, which leads to the
approximate bound tD ¼ tAþO qSCk2þ qH þ qGð Þ.
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5 Conclusion

Lattice-based signcryption research is far from abundant. Constructing lattice-based
signcryption without trapdoor is of great significance to enrich the lattice cryptography
and promote the development of signcryption scheme. In this paper, we mainly focused
on the security against quantum attacks, and proposed a new lattice-based signcryption
scheme without trapdoor in the random oracle model by skillfully combining signature
scheme in ABB16 and R-LWE based key exchange scheme in ADP16. We also gave a
tight security reduction of SUF-CMA and IND-CCA2 from the R-LWE problem to
proposed scheme. It needn’t decrypt random coins for unsigncryption which may be
used to construct multi-receiver signcryption.
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