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Abstract This chapter is aimed at analysing the influence that dimensional scaling
exerts on the electronic, optical, transport and mechanical properties of materials
using both experiments and computer simulations. In particular, to climb the
“dimensional ladder” from 0D to 3D, we analyse a specific set of all-carbon
allotropes, making the best use of the versatility of this element to combine in
different bonding schemes, such as sp2 and sp3, resulting in architectures as
diverse as fullerenes, nanotubes, graphene, and diamond. Owing to the central
role of carbon in future emerging technologies, we will discuss a variety of
physical observables to show how novel characteristics emerge by increasing or
decreasing the dimensional space in which particles can move, ranging from the
charge transport in semiconductor (diamond) and semimetallic (graphite) samples
to the stress-strain characteristics of several 2D carbon-based materials, to the gas
absorption and selectivity in pillared structures and to the thermal diffusion in
foams. In this respect, our analysis uses ab initio, multiscale and Monte Carlo (MC)
methods to deal with the complexity of physical phenomena at different scales. In
particular, the response of the systems to external electromagnetic fields is described
using the effective dielectric model of the plasma losses within a Monte Carlo
framework, while pressure fields are dealt with the ab initio simulation of the stress-
strain relationships. Moreover, in this chapter we present recent theoretical and
experimental investigations aimed at producing graphene and other carbon-based
materials using supersonic molecular beam epitaxy on inorganic surfaces, starting
from fullerene precursors. We mostly focus on the computational techniques used
to model various stages of the process on multiple length and time scales, from
the breaking of the fullerene cage upon impact to the rearrangement of atoms on
the metal surface used to catalyse graphene formation. The insights obtained by
our computational modelling of the impact and of the following chemical-physical
processes underlying the materials growth have been successfully used to set up an
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experimental procedure that ended up in the production of graphene flakes by C60
impact on copper surfaces.

Keywords Dimensionality · Carbon-based materials ·
Optical, electronic, andmechanicalproperties ·
Multiscalesimulations, synthesis, characterization

5.1 Introduction: The Course of Dimensionality

Dimensionality affects dramatically the physical properties of materials owing to the
different way that Coulomb repulsion acts upon the electrons in three-dimensional
(3D), two-dimensional (2D), one-dimensional (1D), and molecular (0D) structures.
Indeed, the presence of constraints on the particle’s motion in one or more degrees
of freedom leads to remarkable consequences, such as quantum confinement,
anisotropic characteristics and new phases. These effects can completely modify
the properties that low-dimensional physical systems exhibit with respect to their
bulk counterparts.

Additionally, quantum objects do interfere with one another, so that the quantum
state of a many-body system is the result of the interaction between its constituent
particles. This many-body potential depends on dimensionality and confinement
and thus is much more than the simple sum of the interaction between its building
blocks. This concept was masterly described by Philip W. Anderson in his article
“More is different” [1], where he argues that “the behaviour of large and complex
aggregations of elementary particles, it turns out, is not to be understood in terms
of a simple extrapolation of the properties of a few particles. Instead at each level
of complexity entirely new properties appear. . . ”. In this regard, for example, while
at angstrom scale it is hard to differentiate between 0D point-like atomic species,
such as tantalum or niobium, at 3D macroscale the former is a lustrous transition
metal, and the latter undergoes a phase transition to a BCS-type II superconductor
at 9.26 K. This means that at the time we reach the microscale, electrons of Nb pair
up in Cooper pairs and condensate, transforming the material in a superconductor
characterized by zero-resistance conductivity.

While intuitively one may think that increasing the number of degrees of freedom
generally results in higher levels of complexity, at odds in physics and chemistry,
the curse of dimensionality can act in one or another direction. In this book chapter,
we will analyse quite a few examples of this “unconventional” scaling.

For instance, a relative simple approach to describe magnetic materials is
provided by the Ising model [2]. This simplified mathematical model of solids
represents real systems as made of atomic spins interacting with their neighbours on
a lattice and can be used to identify phase transitions. According to the traditional
solutions, there is no magnetization in the one-dimensional Ising model in the
absence of external magnetic fields, while the two-dimensional square lattice is the
simplest statistical problem to show a phase transition. In this respect, while the
one-dimensional Ising lattice represents a relatively simple toy model in statistical



5 Enabling Materials By Dimensionality: From 0D to 3D Carbon-Based. . . 137

mechanics to be solved, the two-dimensional one is highly nontrivial. To date
furthermore, the three- or higher-dimensional Ising problems remain unsolved
although there exist different approaches related to quantum field theory to tackle
this issue.

In more realistic systems, one needs to look no further than studies of the 2D
electron gas in semiconductor heterostructures [3] or to the rich physics of graphene
[4] and of layered hybrid materials [5] to find examples of remarkable as well often
unexpected behaviour of low-dimensional systems. Indeed monolayers, which can
be obtained by mechanical exfoliation of bulk crystals, have generally distinctive
properties from their bulk counterpart. For example, while bulk MoS2 in the 2H
phase is an indirect band gap semiconductor, MoS2 monolayer shows a direct band
gap.

Moreover, the synthesis of stable cylindrical shapes in several material families,
such as nanotubes and nanowires [6], has driven the discovery of completely
novel extraordinary thermal, mechanical and electrical properties. Owing to their
monodimensional shape, nanotubes and nanowires can be easily integrated in
nanoscale devices and used efficiently in electron charge transport and optical exci-
tations with potential applications in nanoelectronics, in composites and functional
nanomaterials to enhance their mechanical properties, as well as drug delivers or in
photodynamic therapy for cancer cure [7]. Carbon nanotubes in particular [8], owing
to the material’s exceptional strength and stiffness, have been synthesized with a
length-to-diameter ratio of up to 132 ×106 : 1 [9]. Their electronic and optical
properties are determined by the tube’s chirality, which is a feature emerging from
the 1D geometry inducing an exceptionally high excitonic binding energy [10–12].

By further miniaturizing a device, so to obtain quantum dots (0D) [13], one
can observe several phenomena such as the Coulomb blockade due to the strong
Coulomb repulsion in charge confinement and the electron tunneling which led
to the concept of single-electron transistors [14]. Quantum dots have also been
suggested as a possible mean of implementations of qubits for quantum information
processing [15].

Another feature of low-dimensional systems is to show energetically discrete
molecular-like bands due to confinement and, thus, a sharper density of states
(DOS) with respect to higher-dimensional structures. In particular, they exhibit DOS
singularities, thus having the potential for superior transport and optical properties
with respect to their higher-dimensional counterparts [16]. For example, we sketch
the typical DOS of 0D (dots), 1D (wires), 2D (wells) and 3D crystals in left panel of
Fig. 5.1, where spikes emerge in the spectrum descending the dimensional ladder.

The fingerprint of dimensionality can be also found in the optical properties
of solids. In particular, limiting the discussion to the interband transitions in a
semiconductor at zero temperature, a radiation field impinging on a crystal can be
absorbed at energies equal to the difference between valence and conduction bands,
whereby an electron is excited to a higher energetic level with respect to its ground
state. This information is encoded in the energy-dependent absorption coefficient,
which in turn is proportional to the imaginary part of the energy-dependent dielectric
function ε(ω) [17]:
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Fig. 5.1 Left panel: bulk 3D material (purple) shows typically continuous DOS, while 1D wires
(blue) show van Hove singularities. Right panel: imaginary part of the graphite dielectric function
vs. energy (eV) for different momentum transfer q (Å−1) along the �L direction, obtained from
ab initio simulations. (Reprinted from Ref. [18], Copyright 2017, with permission from Elsevier)

α(ω) = ω

nc
�(ε) (5.1)

where n is the ordinary refraction index and c is the speed of light in vacuum.
The dielectric function is thus a fundamental quantity connecting microscopic
observables, such as the band structure of the solid, with macroscopic features,
such as the optical properties. The dielectric function is in particular related to the
transition probability between a couple of valence and conduction bands, which is
proportional to the joint density of states (JDOS) for slowly varying dipole matrix
elements [17]. The JDOS provides a measure of the number of allowed optical
transitions between the occupied valence and the unoccupied conduction bands
separated by photon energy h̄ω. This is why the JDOS is usually related to the
energy-dependent absorption coefficient of Eq. 5.1. Thus, while the DOS counts the
number of electronic states at a given energy, the JDOS encloses information on the
optical properties, and it is defined as the convolution of the valence and conduction
band DOS which are linked by optical transitions. In 3D crystals the JDOS shows
four different critical points (maximum, minimum and two saddle points), which
tend to have square root singularities. The JDOS in 1D is not a continuous function
of energy but presents sharp discontinuous spikes in contrast to three-dimensional
materials, showing singularities near the critical points with a behaviour equal to
the square root inverse of the energy. At odds, in the two-dimensional case, one
identifies three critical points of the JDOS (maximum, minimum and one saddle
point), and at the saddle point, the latter is logarithmically divergent, so more easily
detectable in experiments where of course these divergences are smoothed out by
the electron-electron interactions. In the right panel of Fig. 5.1, we report the optical
excitation spectrum for different transferred momenta (proportional to �(ε) as by
Eq. 5.1) of graphite, which is a quasi-2D materials, where the van Hove singularities
are clearly visible.

Dimensionality leaves its signature also in several other observables, such as in
plasmon excitations and in the quantum Hall effect in low-dimensional systems.
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The former represents a tool for coupling and transferring energy. This mechanism
depends on the dimensional scale. Indeed, contrary to ordinary surface plasmons
of bulk materials, in low-dimensional structures, plasmon dispersion goes to zero
in the long wavelength limit, covering an energy range from terahertz to near
infrared. Moreover, in layered materials their in-plane dispersion, such as in the
case of transition metal dichalcogenides, can show a negative in-plane plasmon
dispersion [19]. Quantum Hall effect in low-dimensional materials, e.g. in graphene,
is different from the spin Hall effect found in 3D systems, as it leads to a phase which
is topologically distinct from a band insulator [20].

So far, according to the abovementioned Anderson’s conjecture, we have shown
examples in which the dependence on dimensionality of the particle-particle
correlation plays a crucial role. Nevertheless, in some occasions a dimensional
change can be enough to modify dramatically the behaviour of physical systems,
despite correlation among constituents is switched off.

For example, let us analyse the effect that a dimensional change has on the
electronic properties of a system of free (noninteracting) electrons. This model,
which is called Fermi gas, is appropriate to study the conduction in simple systems,
such as alkali and noble metals, even though rigorously the electron motion is also
influenced by the periodic potential created by the ions in the lattice. By solving the
Schrödinger equation for one electron in a box of edge L where periodic boundary

conditions are introduced, a set of discrete energy levels En = h̄2

2m
(

2πnx,y,z

L
)2 =

h̄2

2m
(kx,y,z)

2 emerge, where nx,y,z is an integer number, m is the electron mass, h̄

is the reduced Plank constant, and kx,y,z is the corresponding wavevector along the
three Cartesian directions x, y, z. By neglecting the electron-electron interactions,
we can build up the N -electron ground state of the system by accommodating the
charges into the allowed one-electron levels starting from the bottom, provided that
the same state cannot be occupied by more than two electrons, one with spin up and
one with spin down orientation. Indeed, electrons are fermions, following the Fermi-
Dirac statistics, and obey the Pauli’s exclusion principle. The occupied orbitals are

represented by a point in the k-space inside a sphere of radius kF =
√

2mεF/h̄2,
which is the highest momentum an electron can have within the box. εF is the
Fermi energy, which defines the so-called Fermi sphere, within which all occupied
one-electron levels lay. The number of electronic states per unit energy range
(DOS, D(ε)) in the solid is a quantum observable: for Al, for example, one has
εF = 11.6 eV and D(εF) = 0.39 (eV atom)−1.

Furthermore, the kinetic energy of the electron gas increases with temperature,
and some energy levels, which were vacant at 0 K, start to be populated. The
distribution of electrons among the levels is described by the Fermi distribution
function, f (E) = 1/(exp(ε−μ)/kBT +1), which gives the probability that the energy
level E is occupied by fermions. Multiplying the DOS by the latter function, one
can obtain the DOS analytic expressions for electrons at temperature T confined
in their motion by infinite barriers into (i) a cube box of side L (3D), (ii) a square
surface of side L (2D) and (iii) a wire of length L (1D), as follows:
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Fig. 5.2 DOS (y-axis) of a free Fermi gas at different temperatures T confined into (a) 1D, (b)
2D, and (c) 3D dimensions vs. energy (x-axis). The electronic levels are populated according to
the Fermi distribution function f (ε) = 1/(exp(ε−1)/T +1), where the chemical potential μ = 1
is assumed independent of temperature T , and kB = 1. The constant in front of the analytical
expression of D(ε) (Eq. 5.2) is assumed equal to 1

f (ε)D(ε) = f (ε)
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(5.2)

In Fig. 5.2a–c, we report the plots of the DOS for 1D-, 2D- and 3D-confined free
Fermi gas at several finite temperatures. Of course, also other quantities derived
from the DOS, such as the chemical potential μ, are affected by dimensionality.

While the potential for quantum matter to develop emergent properties is far
more striking, nevertheless also classical objects, such as the natural systems,
can feel the course of dimensionality and exhibit new classes of behaviour upon
dimensional scaling. In particular, the principle that drives the action of systems
in nature is the same of quantum objects: behaviour cannot be rationalized as
the simple sum of their building block’s activity. Nature’s great lesson in this
regard is that structural solutions of biomaterials at different length scales and
dimensions, from nano- to micro- and macro-architectures, are optimized according
to hierarchies, in which the building blocks are organized so to “do more with less”.



5 Enabling Materials By Dimensionality: From 0D to 3D Carbon-Based. . . 141

Fig. 5.3 Hierarchical structures of bones and tendons. (Adapted from Refs. [21–24] with
permission)

Complex behaviour and functionalities can emerge from the way constituents are
assembled or interact with one another, in such a way that the optical or mechanical
response of biomaterials to external electromagnetic or force fields is dramatically
influenced, or even completely modified, by the presence of these hierarchical levels
(see Fig. 5.3 reporting the hierarchical levels present in human tendons). This is
of course the result of the basic mechanisms of evolution that nature developed
over the years in order to have robust and flaw-tolerant structures for survival. This
hierarchical (or dimensional) effect can be seen in many natural systems, e.g. spider
silk, gecko feet, lotus flower, bones, tendons (see Fig. 5.3 [21–24]) or butterfly wings
to cite a few.

On the other side, even in the realm of real-world technological materials, the
electronic, optical and mechanical properties are also affected by dimensionality.
One of the most striking examples in this regard is provided by the large family
of carbon-based materials. Indeed, carbon is one of the most versatile chemical
elements: its relatively small atomic radius and the tetravalent character mean that
carbon can easily form covalent bonds with several chemical elements, including
itself, also at room conditions. This is the very reason why the number of known
chemical compounds constituted of carbon – which is only the 4th most abundant
element in the universe by mass after hydrogen, helium and oxygen and only the
15th most abundant in the Earth’s crust – is by far higher than the sum of all the
others (in excess of 10 million). For example, at odds, silicon is another element in
group 14 of the periodic table having also four valence electrons which can bind
into both molecular and crystalline compounds. However, due to its atomic radius,
1.5 times larger than that of carbon is too big to fit together into as great a variety of
molecules as carbon atoms can.
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This remarkable ability of carbon to bind in different ways by sharing from one
single to four electrons may lead to the formation of single to triple bonds. This
makes for an enormous number of possible bond combinations forming straight
chains, such as polymers; rings, such as aromatic hydrocarbons; crystals, such as
silicon carbide; and also amorphous phases. The all-carbon materials that carbon can
form by binding in different ways are called allotropes of carbon, be those naturally
available or man-made. The most common are graphite, diamond, fullerene and
amorphous carbon. In this chapter, we will focus on the description of the physical
properties of carbon allotropes with the aim to show how the dimensionality leaves
its signature on the electronic, optical and mechanical properties of these carbon-
based materials. For example, on the one side, graphite is a quasi-two-dimensional
material whose distinctive treats are to be opaque, black and sufficiently soft to be
used in pencils. Furthermore, graphite is a good electrical conductor. On the other
side, diamond is a 3D transparent, hard solid showing low electrical conductivity.
Nevertheless, at room conditions, 3D diamond, 1D carbon nanotubes, and 2D
graphene have all large thermal conductivities.

In the discussion of these topics, we have made the disputable choice of focussing
on the description of structures which grown out of our research activity over the
last decade. This includes the fullerenes’ family (0D), carbon nanotubes (1D),
graphene sheets (2D) and other two-dimensional allotropes, graphite (quasi-2D)
as well as diamond and foams (3D) (see Fig. 5.4). This thorough analysis will
also show how the investigation of these structures stimulated the development of
new computational tools with the ambition to connect first-principles, atomistic,

Fig. 5.4 Allotropes of carbon. From left to right: diamond (3D); graphene (2D); nanotubes (1D);
and buckyballs (0D)
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mesoscopic and continuum models to integrate different levels of simulation
for climbing the “dimensional ladder”. This approach is not surprisingly called
multiscale analysis.

5.2 0D Carbon Materials: The Fullerenes

Pristine C60 or buckminsterfullerene is a 0D all-carbon structure (molecule) made
of 20 hexagonal and 12 pentagonal faces, with a carbon atom at the vertices of each
polygon interconnected by bonds along each edge [25]. This amounts to 60 carbon
atom vertices, connected via 90 covalent bonds among single (60) and double (30)
bonds. C60 resembles a soccer ball (see bottom right panel of Fig. 5.4) and is
shaped as a truncated icosahedron. Carbon atoms in C60 fullerene are equivalent,
and their s and p outer shells are sp2 hybridized (or almost like that if one refers
this hybridization to planar-only geometries). The p orbitals, which are orthogonal
to the hypothetical sphere inscribed in the fullerene, form π -type bonds.

While theoretical predictions [26] of the existence and stability of buckminster-
fullerene were already put forward, the first isolated and characterized structure
belonging to the fullerines’ family was synthesized in 1985 by R.F. Curl, H.W. Kroto
and R.E. Smalley [27]. Fullerene is the by-product of two synthesis methods, that
is, the arc and the combustion methods, and sublimates below 800 ◦C. They own
their name to Buckminster Fuller, an American architect universally known for his
innovative design of the geodesic domes shaped as buckyballs.

Nevertheless, some evidence can be found that its geometrical shape was already
postulated by Archimedes among his thirteen solids. To the best of author’s
knowledge, the oldest picture of the fullerene’s structure dates back to the Italian
renaissance painter and mathematician Piero della Francesca, who drew the shape
of C60 in his book Libellus de quinque corporibus regularibus (see Fig. 5.5a). A
further rendition of the truncated icosahedron, ascribed to Leonardo da Vinci, can
be found in the book De Divina Proportione, written by Luca Pacioli around the end
of the fifteenth century (see Fig. 5.5b).

The existence and stability of C60 are confirmed by mass spectrometry exper-
iments, which show discrete peaks corresponding to molecules with the exact
mass of 30 to 90 carbon atoms (see Fig. 5.6a [28]), making buckminsterfullerene
one the most abundant molecules among the fullerenes’ family. Furthermore, we
report in Fig. 5.6c the relative cohesive energies of carbon architectures at different
dimensionality, including linear chains, rings, 2D flakes and fullerenes, which are
sketched in Fig. 5.6b. We notice that fullerenes are more stable than rings and planar
flakes for n > 20, due to the absence of edges with respect to other 2D and 1D
structures. Nevertheless, due to the constant positive curvature, which induces stress
into the structure, fullerenes are not totally unreactive at odds with the planar sp2

carbon net of graphene. They have been actually functionalized by several chemical
elements, such as hydrogen [31], fluorine, bromine and chlorine [32], both in the
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Fig. 5.5 (a) Rendition of a truncated icosahedron from the book Libellus de quinque corporibus
regularibus by Piero della Francesca. (b) Fullerene geometry drawn by Leonardo da Vinci found
in the De Divina Proportione by Luca Pacioli

outer and inner cage; C61Ph2 derivatives were prepared through cyclopropanation
for use in organic solar cells [33].

Due to their symmetry, not belonging to the group of the perfect sphere,
fullerenes are diamagnetic and display rather high electron affinity, and they do
not conduce. At room conditions C60 is a semiconductor, with a band gap of about
2.3 eV [34], well reproduced by GW simulations reporting a band gap equal to
2.15 eV [35, 36], showing aromaticity but not “super-aromaticity” (see Fig. 5.7 for
band structure and electron spectroscopy characterization). This means that for
symmetry reasons, the electrons are not delocalized overall in the molecule whereas
localized on the pentagons and the hexagons.

C60 usually is found in solid form, with buckyballs arranged in face-centred
cubic configurations (Fm3m symmetry group [37]) with lattice constant equal to
1.411 nm, kept together via van der Waals intermolecular forces (see Fig. 5.8).
Fullerenes are thus weakly interacting, and the valence bands are only slightly
deviated from those of the isolated icosahedral. In Fig. 5.7, we report the electronic
structure of the C60 cluster (top left panel) and of the fcc solid fullerite (top right
panel) [38], along with the photoelectron spectroscopy (PES) and the electron
energy-loss spectroscopy (EELS) experimental measurements of thin films of solid
C60 [39]. We notice that the unique electronic properties of fullerenes have been
used to produce molecular rectifiers and transistors that can operate with more
than two logical states [40]. Doping with alkali metals leads to compositions
such as M3C60 (M can be K, Rb or Cs), called fullerides, which display also
superconductive behaviour at low temperature [41].
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Fig. 5.6 (a) Time-of-flight mass spectrum of fullerenes. The mass of C60 is 720 amu; (b) linear
chains, rings, caps and fullerenes structural arrangements; (c) binding energy per atom Ecoh/n

in different structural arrangements of Cn. (Panel (a) is reproduced from Ref. [28] with the
permission of the European Physical Society, while panels (b)–(c) are reprinted with permission
from Refs. [29, 30] Copyright 1991, 1992 by the American Physical Society)
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Fig. 5.7 Top panels: electronic structure of the C60 molecule (left) and of the pristine fullerite
(solid fcc) within PBE-GGA+DFT-D3(vdW). Fermi levels of the two systems are aligned.
(Adapted by permission from Springer Nature: [35], COPYRIGHT (2016)). Bottom: photoemis-
sion spectrum (left-hand panel, hν = 21.22 eV) and C 1 s excitation spectrum (right-hand panel) of
a thin film of fullerenes. (Adapted from Ref. [39] with permission of UvA-DARE)

5.2.1 Using 0D Carbon Systems to Synthesize 2D Monolayers

The mechanical stability of fullerenes along with their massiveness, compactness
and fair reactivity can suggest their use as precursors to initiate the growth of carbon-
based materials. In this section we describe a novel experimental method able to
grow materials using a kinetically driven approach at temperatures lower than those
achieved so far by commonly adopted synthesis techniques.
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Fig. 5.8 FCC structure of solid C60

In particular, we present recent theoretical and experimental advances on the epi-
taxy of graphene, when the appropriate molecular bonds are severed by impacting
supersonic molecular beam of fullerenes on inorganic surfaces (SuMBE) [42–45].
Furthermore, we show how computational modelling can help our understanding of
the various stages of the process on multiple length and time scales, from the break-
ing of the fullerene cage upon impact to the rearrangement of atoms on the metal
surface used to catalyse graphene formation. We notice that the insights obtained
by our simulations of the impact and following chemical-physical processes have
been successfully used to set up an experimental procedure that ended up in the
production of graphene flakes by C60 impact on copper surfaces [46].

Graphene is typically synthesized by chemical vapour deposition (CVD) of
carbon-rich molecules (usually alkanes, such as propane) on metals [47, 48], such
as nickel or copper. On the latter the growth of graphene is known to proceed
by surface adsorption as carbon shows low solubility at high temperature [49].
Chemical reactions occurring on the surface are catalysed by the substrate, at
temperatures higher than �700 ◦C, and result in bond breaking and rearrangement
into a two-dimensional extended structure [49, 50]. Given the presence of hydrogen
atoms in the precursors and the relatively high working temperature, this process
generally leads to defected hydrogenated graphene. A subsequent thermal treatment
at about 1000 ◦C is finally used to desorb hydrogen, leaving graphene in a highly
polycrystalline form.



148 S. Taioli

Fig. 5.9 Fullerenes on the top of metallic substrate

At variance, our procedure uses supersonic beams of C60 to induce the catalysis.
Of course there is no way that by placing fullerenes on the top of a metallic substrate
graphene can be formed (see Fig. 5.9). Instead, C60 cage must be somehow broken to
trigger graphene growth. We remind that fullerenes have the shape of soccer balls,
so they can be easily accelerated at intermediate to high kinetic energies (from a
few to tens of eV) towards the substrate. On the one side, the high kinetic energy
impacts provide the activation energy necessary to initiate graphene sheet formation,
so one can avoid the typical shortcomings of CVD, such as the high-temperature
dehydrogenation process. On the other side, this kinetic energy regime allows one
to avoid crater formation, surface spreading and sputtering upon collision events.

Following this remarkably simple idea of bombarding a silicon substrate with
buckyballs travelling at supersonic speeds (C60 kinetic energy = 35 eV), we were
able to grow silicon carbide (3C-SiC) nanocrystalline islands (about 10 nm wide)
with a completely relaxed lattice at room temperature (RT) using H2 as carrier gas
[42–45]. SiC island formation was also obtained at 800 K for a C60 kinetic energy
(KE) of 20 eV using He as carrier gas. These experimental evidences show that (i)
the chemical-physical mechanisms underlying SiC synthesis are kinetically driven
and triggered by C60 cage disruption occurring above a KE threshold; (ii) SuMBE is
a promising technique able to reduce drastically the growth temperature and increase
the structural order.
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5.2.1.1 Experimental Results

The experimental activity was focussed on synthesizing nanostructured carbon-
based materials, such as silicon carbide (3C-SiC) [42–44] and graphene [46, 49, 50],
using C60 fullerene supersonic beams impinging on metallic or semiconductor
substrates aiming at room temperature (RT) growth conditions (see Fig. 5.10a).
SuMBE makes use of two types of devices: one for producing a highly energetic
beam of C60 molecules and the other for characterizing the growing film by in situ
electron spectroscopy techniques. The apparatus is self-contained within a UHV
chamber (base pressure = 7.0 × 10−11 mbar) and consists of a quartz tube in which
an inert carrier gas, usually He or H2, is seeded with highly diluted (below 0.1% in
number of the mixture) organic molecules sublimated by Joule heating. Figure 5.11a
shows a layout of the instrumentation under consideration.

In the case of graphene growth by SuMBE, the two major issues to take
into account are the substrate type and the fullerene KE able to trigger the cage

Fig. 5.10 (a) Representation of the system studied. A C60 molecule (cyan) and the Cu(111)
surface (brown). (b) Time-dependent populated electronic state vs. simulation time. In particular,
we report the first six electronic excited states (labelled from 1 to 6) above the ground state (labelled
by 0) visited during a simulation of fullerene impact onto the Cu(111) surface. (c) Early stage
investigations of graphene formation by metadynamics. (d) Kinetic Monte Carlo simulations of
graphene flakes formation and merging by carbon diffusion on the Cu(111) surface. (Adapted
from Refs. [46, 50])
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Fig. 5.11 (a) Schematic drawing of an apparatus for SuMBE deposition; (b) XPS and UPS
measured spectra. Left panel: C1s CL from C60 film deposited at RT by SuMBE on Cu poly at
KE = 15 eV (panels 1 and 2) and Cu(111) at KE = 35 eV (3, 4) with thickness: (1) 20 nm; (2)
1 ML; (3) 0.3 ML; (4) 0.6 ML.; C1s CL from C60 1 ML films deposited at RT for KE = 35 eV, after
thermal annealing at 425 ◦C (5), 645 ◦C (6), 795 ◦C (7). C1s emission from commercial single-
layer graphene on Cu foil is shown for comparison (8). Right panel: VB on Cu poly (1); VB
analysis of C60 films deposited by SuMBE on Cu poly at RT for KE=15 eV (2–3) and Cu(111) at
KE = 35 eV (4, 5) with thickness: (2) 20 nm; (3) 1 ML, after annealing a 20 nm film at 400 ◦C; (4)
0.3 ML; (5) 0.6 ML. VB on Cu(111) (6); VB from C60 1 ML film deposited at RT with KE = 35 eV,
after thermal annealing at 425 ◦C (7), 645 ◦C (8), 795 ◦C (9). VB from a commercial graphene
single layer on Cu foil (10) is shown for comparison. (c) STM analysis, showing few nm extended
graphene-like domains after annealing at 645 ◦C a C60 1 ML on Cu(111). (d) Raman analysis of
C60 1 ML on Cu(111) after annealing at 645 ◦C. A, B, C represent Raman spectra acquired in
different regions of the sample. (Adapted from Ref. [46])

disruption. The main steps generally undertaken for synthesizing graphene via
SuMBE (or also SiC thin films for which this technique was initially successfully
used) are the following:

– Surface preparation. Several (up to 40) argon ion sputtering (0.5 keV) cycles
and annealing of the copper substrate (T > 700 ◦C for obtaining optimal LEED
diffraction pattern) to expunge contaminants, such as oxygen, sulphur or adven-
titious carbons.

– Carrier gas choice. C60 KE can be tuned by changing the carrier gas from He
(lower KE) to H2 (higher KE), being the KE inverse proportional to the carrier
gas mass; furthermore, using noble gases a strong interaction with the substrate
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leading to adsorption of the carrier gas is avoided. C60 internal dynamics is frozen
unlike ordinary heating that dramatically increases the molecular vibrations.

– Aerodynamical acceleration. The highly diluted C60 plus carrier gas mixture
fluxes via isentropic expansion out of the injection cell into vacuum through
a nozzle (see Fig. 5.11a). Fullerene KE can be tuned not only by changing
the carrier gas but also modifying the seeding parameters, such as the source
temperature and the gas inlet pressure. In this way C60 KEs of 10–15 eV using
He carrier gas can be achieved, while up to 30–40 eV using H2.

– Collimation of the diluted mixture towards the copper reconstructed surface. The
substrate temperature can be increased as well from RT conditions.

– Thermal activated growth of graphene islands by increasing the substrate
temperature to 645 ◦C.

To our surprise, we found out that the substrate temperature must be raised to
synthesize graphene islands as C60 high-energy deposition on Cu, even at the highest
KE reachable by SuMBE, does not lead to immediate C60 cage rupture at variance
with SiC growth on silicon (as confirmed by our nonadiabatic molecular dynamics
simulations that find a KE cage breaking on copper higher than 40 eV). It seems
that the excess of energy made available by C60 supersonic impacts is spent for
rearranging fullerene positions in a very stable 4 × 4 pattern on the copper surface,
which eventually induces a tighter interaction characterized by charge transfer
between a number of carbon atoms of the organic molecule with the directly facing
copper adatoms [51]. This covalent interaction at the C60-Cu interface, following the
4 × 4 reconstruction, leaves its signature in our in situ core-level analysis, resulting
in a spectral shift of about −0.5 eV and in the emergence of a new feature with
respect to films deposited by standard MBE technique, at variance characterized
by C60 clustering. These spectral characteristics, present at all beam KEs, at any
surface coverage from 0.3 to 1 equivalent monolayers (ML), without remarkable
differences for temperatures up to 445 ◦C, have been interpreted as the proof of a
significant deformation, operated by the impinging C60 molecules, of the copper
superficial layers into a cup shape with removal of a number of copper adatoms and
formation of stable bonds with those surrounding the deformed or partially broken
cage.

Moreover, we did not find evidence of C60 cage rupture by SuMBE deposition
on single- or polycrystal copper in all range 10 to 40 eV, changing the carrier gas,
even increasing the substrate temperature during the C60-Cu collision up to 565 ◦C.
Nevertheless, the 4 × 4 rearrangement of fullerenes on the copper surface induced
by the collision creates favourable conditions for cage unzipping via thermally
activated processes.

In fact, high-energy 4 × 4 deposition on single- or polycrystal substrates kept at
RT, followed by a temperature increase to 550 ◦C (645 ◦C) when using He (H2) as
carrier gas, resulted in a dramatic change of the C60 typical spectral patterns (as
seen in Fig. 5.11b). In particular, the main peak in the C1s core-level spectrum, not
compatible with the presence of unbroken C60, shows the typical asymmetry of
defected graphene nano-islands, while the valence spectrum loses all the features
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reported for the MBE deposited C60 film. Finally, the KVV Auger signal intensity
from carbon is not depleted with respect to the copper one by increasing the
temperature up to 800 ◦C, meaning that the grown species is stable and not volatile.
Most importantly, evidence of fullerene cage disruption under these conditions has
been found independently of the carrier gas used and of copper surface coverage
from 0.3 to 1 ML.

The ultimate evidence of the presence of defected nanometric graphene islands
on the copper substrate is confirmed by both STM measurements and Raman
spectroscopy, reported in Fig. 5.11c, d, respectively.

These findings point towards a graphene growth model, in which the excess of
energy provided by the C60 translational KEs does not lead immediately to C60 cage
break and to the activation of kinetically driven chemical-physical mechanisms;
rather, at odds with the case of SiC synthesis, this energy is used to enhance surface
mobility and C60 diffusion, regardless of the carrier gas used for the expansion.
Moreover, after fullerenes find their optimal hosting sites by lattice distortion of
the copper surface owing to this increased mobility and tighten their interaction by
forming covalent bonds with the inorganic substrate, chemical-physical processes
that change the material topological and electronic properties can be thermally
activated by raising the substrate temperature, eventually leading to the C60 cage
break. The increase of temperature can of course enhance the catalytic action of
copper as well as contribute to activate nonlinear excitations of vibrational motion
and to desorb physisorbed species above the first C60 ML.

5.2.1.2 Computational Modelling: Breaking the Fullerene Cage

In this section, we report the principal computational results and modelling tools
that have been used to model the physical-chemical processes leading from C60
impacts onto metallic surfaces to the early stages of graphene formation. A very
similar theoretical and computational framework could be used to model the
interaction with other surfaces commonly used in graphene synthesis, such as
nickel, or to understand, and thus control, the growth of other carbon-based nano-
clusters. However, due to the possible formation of nickel carbide species, we
opted for single- or polycrystal copper substrates for which the chemical-physical
mechanisms underlying graphene growth turned out to be very similar.

Previous calculations based on empirical or semiempirical interaction potentials
[52, 53], aimed at investigating the stability of C60 molecules upon impact on silicon
surfaces, indicate that KEs of several hundred of eV are required to observe cage
rupture. However, this result was in sheer contrast with our experiments [42, 43],
showing SiC formation on the surface of silicon for impinging KEs of � 35 eV
at RT conditions. A detailed analysis of fullerene cage breaking conditions upon
impact on the silicon substrate at different levels of accuracy (and corresponding
different computational costs), using both classical and Born-Oppenheimer (BO)
ab initio molecular dynamics (AIMD), confirmed these previous findings. Indeed,
no cage breaking was observed for fullerene initial KEs lower than 300 eV, even
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using first-principles molecular dynamics based on density functional treatment of
the electronic motion [43].

While this conclusion is expected when using classical molecular dynamics,
whereby atoms are treated as hard spheres interacting through a pair-wise potential,
making this model not capable of treating out-of-equilibrium conditions where
bonds are breaking and forming, it is surprising when electronic motion is explicitly
treated from first-principles. However, a critical reassessment of the validity of
the BO approximation – that is the assumption that the electrons at every instant
collapse into their ground state configuration – suggests that the electronic and
nuclear motion are intimately intertwined, due to the short time scales involved in
the molecule-surface collision.

Indeed, computer simulations allowing electron hopping between several excited
states, calculated by time-dependent density functional theory (TDDFT), indicate
that C60 cage breaking can indeed occur for impact KEs of the order of 35 eV.
Figure 5.10b shows the progressively higher-energy surfaces visited by the electrons
during the simulation of a fullerene molecule approaching the silicon surface.
Due to the high-energy impact occurring in the timespan of a few femtoseconds,
electrons cannot relax fast enough to the ground state relative to the instantaneous
configuration of the nuclei. Thus, the forces acting on the nuclei during molecular
dynamics simulation must be calculated on the pure adiabatic surfaces populated at
the present time step. These gradients can be very different from the BO ground
state ones, leading to a highly dissociative path. Therefore, the cage disruption
cannot be accurately modelled at the measured KE if not by adopting a nonadiabatic
description of the impact. A similar behaviour was observed in the case of fullerene
molecules breaking upon impact on copper surfaces: we found out that one needs to
include excited-state dynamics in the description of the system in order to accurately
describe the processes involved in the collision and correctly estimate the cage
rupture energy threshold [46].

Similarly to what occurs with semiconducting silicon surfaces, even in the case
of collision with copper surface, C60 cage breaking is observed for KEs slightly
higher than 40 eV. Unfortunately, this KE is marginally too high for SuMBE. In
the experimental section, we have seen indeed that in order to synthesize graphene
islands, we need to raise the substrate temperature up to 645 ◦C after the impact.

It is worth noticing that the significant computational requirements of excited-
state simulations prevent following the system’s dynamics on time scales much
larger than several hundred femtoseconds in a reasonable time frame. Thus, one
needs to go beyond first-principles simulations and use multiscale approaches to
model the chemical-physical processes underlying graphene growth. Rearranging
the atoms to synthesize graphene, C60 high-energy impacts on Cu and cage breaking
are the first two steps towards graphene growth on the substrate. In particular,
the energy released in the impact is absorbed by the distortion of the surface and
dissipates via phonon excitations. The system quickly reaches a regime where
excited-state dynamics is quenched and its evolution, thus, can be followed by
methods based on the validity of the BO approximation, notably density functional
theory (DFT).
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Nevertheless, even if the computational cost of DFT calculations is much lower
with respect to nonadiabatic molecular dynamics, the comparatively large time scale
on which atomic rearrangement is expected to take place, typically of the order of
seconds, is still prohibitive for first-principles simulations. In order to speed up the
calculation, we thus use enhanced sampled techniques, such as metadynamics, or
multiscale approaches, such as kinetic Monte Carlo (KMC) [50, 54]. In particular,
we introduce a fictitious force coupled to a collective coordinate describing the
number of carbon-carbon bonds that drives the system towards the formation of a
carbon net, if clustering is energetically favourable. To carry out these calculations,
we used the Vienna Ab initio Simulation Package (VASP) [55, 56]. Long-time
metadynamics simulations provide a clear indication that the system, after cage
rupture, tends to rearrange towards the formation of graphene. Furthermore, we
were able to show that formation mechanisms are effective only above a critical
carbon atom density on the surface, as shown in Fig. 5.10c.

Still, the time scale of graphene growth is much longer than can be modelled by
metadynamics, in which electronic motion is explicitly included. Furthermore, by
adopting this approach, we lose information on the actual time frame, as common
in accelerated molecular dynamics methods. In this respect, the very long time
scale dynamics, of the order of seconds, leading to graphene island formation and
merging, is most effectively studied by means of KMC simulations [50]. Within
this approach, nudged-elastic band simulations (NEB) using BO ground state DFT
at RT are performed to calculate reaction activation energies and relevant transition
rates (assuming Boltzmann-distributed occupation of the states) for carbon atom
diffusion between adsorption sites on the copper surface, as well as the energy
variation upon carbon-carbon bond formation. Once the rates and energies of all
possible reactions and site jumps occurring on the copper surface are known, the
KMC method is capable to follow the various stages leading to graphene production.
Figure 5.10d shows the progressive creation and clustering of graphene flakes on
the Cu surface after diffusion and merging of initially separated carbon atoms. This
multiscale study pointed out the existence of a critical carbon density on the surface
for successful graphene growth, in good agreement with our BO-DFT simulations
of the early growth stages (see Fig. 5.10c) [50].

Finally, we notice that the kinetic energy threshold for projectile breaking can
in principle be estimated also by a continuum mechanical model (CM) [57]. The
kinetic energy threshold for projectile breaking in a CM is assumed proportional
to the object volume V , where the proportionality constant is the product of the
mechanical strength of the projectile and the ratio of the projectile and target
densities. The threshold velocity for breakup at temperature T would then be given
by:

1

2
Mv2 + 1

2
kBT nN = ρn

ρ
σf V (5.3)

where M is the mass of C60, σf is the mechanical strength of the fullerene, ρn

is its density, ρ = 8960 kg/m3 is the copper density, N = 60 is the number of
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atoms, n = 3 are the internal degrees of freedom per atom and kB is the Boltzmann
constant. Since in the SuMBE approach the rotational and vibrational degrees of
freedom of C60 result frozen, the second term in the left-hand side of Eq. 5.3 can be
neglected. Assuming σf of the order of the mechanical strength of carbon nanotubes
[58] (�50 GPa), the threshold kinetic energy of C60 breakup would be estimated
�40 eV. This value is in good agreement with our ab initio nonadiabatic simulations.

5.3 2D Carbon-Based Materials: Graphene and Its
Low-Density Allotropes

The large interest expressed over the last decade in graphene, the bi-dimensional
allotropic form of carbon, is largely determined by the honeycomb-shaped sp2

carbon net from which it derives its unique electronic and mechanical properties
[11, 12, 18, 47, 48, 59–65], such as unexpectedly high opacity for a thin atomic
monolayer, high electron mobility at room temperature, with reported values in
excess of 15,000 cm2 V−1 s−1, and breaking strength over 100 times bigger than
a hypothetical steel film of the same thickness [4]. Furthermore, pristine graphene
differs from most three-dimensional materials being a semimetal or a zero-gap
semiconductor, in which electrons and holes behave like Dirac fermions due to
the linear dispersion in the vicinity of the six corners of the Brillouin zone, where
valence and conduction bands touch upon.

Despite some concern raised about the stability of suspended monolayers owing
to the theoretical prediction that a 2D lattice is unstable upon thermal fluctuations
[66, 67], graphene was synthesized in 2004 by K. Novoselov and A. Geim [68],
who managed to cleave out single-atom-thick crystallites from bulk graphite. Due
to its properties, graphene finds application in a variety of fields, including electronic
devices (transistors, sensors, batteries, transparent conductive coatings for solar
cells, OLEDs, high frequency devices), nanocomposites (to make lighter aircraft,
or embedded in plastics to conduct electricity, or again in sports equipment) or
in medicine (such as in artificial cell membranes). Thus, despite the difficulties in
synthesizing high-quality large-area graphene sheets [46, 49, 50], its great promises
and achievements in the fields of materials science motivate the large scientific and
technological efforts that the scientific community is pursuing.

Nevertheless, the importance of graphene goes beyond its own specific charac-
teristics, as it represents the paradigm of a new class of bi-dimensional materials
obtained from layered structures, such as transition metal dichalcogenides (TMDs)
[69], silicene [70], germanene, the monolayer form of black phosphorous [71, 72]
and boron nitride.

In this section, due to the large amount of reviews [4] and books [73] on the
physics of graphene, we will only use graphene as a fundamental texture to deal
with some novel carbon allotropes at lower density. In particular, we discuss the
possibility to introduce interesting features in bi-dimensional all-carbon materials,
keeping the planar structure and the sp2-net of graphene. In this regard, one of the
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most striking properties of graphene is its Young’s modulus to density ratio, possibly
the highest achieved so far. We discuss here a systematic method for finding novel
energetically stable structures characterized by sp2-hybridized carbon atoms with
decreasing density but almost unchanged specific mechanical characteristics with
respect to graphene. In this way, lower structural weight could be achieved which is
an important request, e.g. in aerospace applications.

5.3.1 Structure Search Method

The geometry of graphene can be generated by using the two-dimensional packing
of congruent discs touching each other in three points under the following con-
straints (for further details, see [74]):

– No two discs overlap;
– Each disc is in contact with at least another disc;
– For any choice of two discs in the packing, there is always a path connecting

them through mutual contacts;
– Angles between the segments connecting two disc centres must be smaller than

π rad (local stability);

With these constraints in place, one can search for novel structures with specific
characteristics comparable to graphene and also for the least dense arrangement of
discs in the plane which is an important issue on its own.

5.3.1.1 Graphene and Graphene Daughter

The packing of graphene, reproduced in the left-hand side of Fig. 5.12a, has a
density equal to π/(3

√
3) ∼ 0.6046 and can be used to create the graphene net,

reported in the left panel of Fig. 5.12b, by positioning a carbon atom at the centre
of each disc. One can generate a novel architecture by replacing each disc in the
graphene packing with three discs having a radius 1

1+2/
√

3
smaller than that of

graphene, which leads to a less dense packing π(7
√

3) − 12 ∼ 0.390675, as shown
in the right panel of Fig. 5.12a. This process is known as “augmentation” [75], and
the “graphene daughter” obtained by applying this procedure is reported in the right
panel of Fig. 5.12b (called gr11 in [76]).

5.3.1.2 Tilene Parent and Tilene

By considering tilings with polygons having a number of sides larger than triangles,
one can obtain the packing associated with, e.g. the square-octagon tiling. In the
left panel of Fig. 5.13a, we show the tiling and in the left panel of Fig. 5.13b the
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Fig. 5.12 (a) Graphene (left) and graphene daughter (right) unit cells. The latter can be obtained
by using the two-dimensional packing of congruent discs, represented in the figure by red circles,
touching each other. The centres of the nearest neighbour red discs, where carbon atoms lay, are
connected by black lines representing the carbon bonds. (b) 4 × 4 supercells of graphene (left) and
graphene daughter (right)

Fig. 5.13 (a) Tilene parent (left) and tilene (right) unit cells. The latter can be obtained by using
the two-dimensional packing of congruent discs, represented in the figure by red circles, touching
each other. The centres of the nearest neighbour red discs, where carbon atoms lay, are connected
by black lines representing the carbon bonds. (b) 4 × 4 supercells of tilene parent (left) and tilene
(right)
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corresponding net of carbon atoms of “tilene parent” (octagraphene in [76]). Its
packing factor is lower than graphene and equal to π(3 − 2

√
2) ∼ 0.539012. Its

augmentation, carried out under the constraints discussed in Sect. 5.3.1, leads to the
lesser dense packing equal to 3π/(2 + √

2 + √
3)2 ∼ 0.355866 shown in the right

panel of Fig. 5.13a. The resulting structure, called “tilene”, is reported in the right
panel of Fig. 5.13b.

5.3.1.3 Flakene Parent and Flakene

In the left panel of Fig. 5.14a, we report the trihexagonal tiling of the plane, obtained
via regular polygons with the largest rings achieving a density equal to π(2/

√
3 −

1) ∼ 0.486006. The resulting geometry filled with carbon atoms, called “flakene
parent” (C64 graphenylene in [76]), is reported in the left panel of Fig. 5.14b. Its
augmentation, shown in the right-hand side of Fig. 5.14a, shows a 24-sided polygon
tiling with density equal to 3

√
3π/(20 + 3

√
3 + 6

√
7 + 2

√
21) ∼ 0.324951. The

corresponding allotropic form, obtained by filling the discs at their centres by carbon
atoms, is reported in the right panel of Fig. 5.14b, and we call it “flakene”. We claim
that the latter is one of the sp2 structures with lowest density ever studied which
agree to the locally jammed packing conditions.

Fig. 5.14 (a) Flakene parent (left) and flakene (right) unit cells. The latter can be obtained by
using the two-dimensional packing of congruent discs, represented in the figure by red circles,
touching each other. The centres of the nearest neighbour red discs, where carbon atoms lay, are
connected by black lines representing the carbon bonds. (b) 3×3 supercells of flakene parent (left)
and flakene (right)
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5.3.1.4 Liskene

Other carbon structures can be designed by relaxing the constraint of having only
three-coordinated carbon atoms. A first example is given in Fig. 5.15a, b where
we report the top and side views of pentagraphene [77], which has f our three-
coordinated and two four-coordinated vertices. At variance with previous tilings,
the plane is not filled using congruent discs, which reflects the fact that one
cannot tile the plane by congruent pentagons. The resulting structure is not planar
and is characterized by different bond lengths owing to the sp2-sp2 or sp2-sp3

hybridization. By applying the augmentation procedure to the pentagonal tiling, we
obtain a planar three-coordinated structure that we name “liskene”, which is shown
in Fig. 5.16a. This daughter architecture is again a three-coordinated system with a
density lower than the parent. In Fig. 5.16b we show the DFT optimized geometry
of this geometrical tiling.

Fig. 5.15 (a) Top view of a 3×3 pentagraphene super cell; (b) side view of a 3×3 pentagraphene
super cell. The sp3-hybridized carbon atoms are reported in green colour, while in grey scale, we
find the sp2-hybridized carbon centres

Fig. 5.16 (a) Augmentation of the Cairo pentagonal tiling. (b) 3 × 3 supercell of liskene after
performing DFT minimization
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5.3.2 Electronic Properties of 2D All-Carbon-Based Materials

Here we discuss the electronic band structure and the stress-strain characteristics of
the father and daughter structures obtained by the space tiling and augmentation
procedures previously introduced. Further details on computer simulations and
methods can be found in Ref. [74].

In Table 5.1 we report the energy per atom and the cohesive energies. Graphene
has a cohesive energy equal to 7.74 eV (experimental value is 7.6 eV [78, 79])
and still results the most energetically stable bi-dimensional allotrope of carbon.
In general, with the notable exception of pentagraphene for which the out-of-plane
geometry daughters into a planar sp2 net, we observe that daughter architectures are
characterized by lower stability along with lower density. While we notice that the
loss of stability is not significant, as the energy difference between the less stable
material (flakene) and graphene is of the order of 0.7%, the density is almost two
times lower than that one of graphene (see the first column of Table 5.1).

Furthermore, we present the band structures alongside the relevant DOSs for the
seven structural arrangements described in this section. Generally, we observe that
moving from father to daughter in the case of graphene (Figs. 5.17 and 5.18), tilene
(Figs. 5.19 and 5.20), flakene (Figs. 5.21 and 5.22) and pentagraphene (Figs. 5.23
and 5.24), a narrow band close to the Fermi level (reported as horizontal red lines
in the figures) appears, increasing the metallic character of the parent structures. We
argue that the appearance of an almost flat band can be the signature of geometrical
and, thus, orbital frustration, similarly to the kagome lattice. These frustrated
geometries pay the way also to the creation of strongly-correlated materials.

Table 5.1 First column: structure type. Second column: surface density. Third and fourth columns
report the total energy per atom with respect to graphene and the cohesive energy per atom obtained
upon structural optimization, respectively. With the exception of pentagraphene, all structures are
planar, and each carbon atom is three-coordinated. In the table the following abbreviations were
used: p. = parent, d. = daughter, dir. = direct gap, indir. = indirect gap

Density Energy Cohesive energy Bandgap

Structure (atoms/Å2) ([eV]/atom) ([eV]/atom) Type [eV]

Graphene 0.379 0 7.7404 Semi-met. 0 (dir.)

Graphene d. 0.256 0.9882 6.7523 Metal –

Tilene p. 0.336 0.5186 7.2219 Metal –

Tilene 0.233 1.0765 6.6640 Metal –

Flakene p. 0.301 0.6395 7.1009 Semi-met. 0.043 (dir.)

Flakene 0.212 1.1071 6.6334 Metal –

Pentagraphene 0.452 0.9044 6.8361 Semicond 2.23 (ind.)

Liskene 0.297 0.7789 6.9615 Semicond 0.36 (ind.)

Liskene d. 0.247 1.0506 6.6897 Semicond 0.46 (ind.)
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Fig. 5.17 Band structure (left) and DOS (right) of graphene. Fermi level is shifted to zero and
reported as an horizontal red line in the left-hand side (bands) and as a vertical red line in the
right-hand side (DOS) of the figure
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Fig. 5.18 Band structure and DOS of graphene daughter. Fermi level is shifted to zero and
reported as a horizontal red line in the left-hand side (bands) and as a vertical red line in the
right-hand side (DOS) of the figure
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Fig. 5.19 Band structure and DOS of tilene parent. Fermi level is shifted to zero and reported as
a horizontal red line in the left-hand side (bands) and as a vertical red line in the right-hand side
(DOS) of the figure



162 S. Taioli

-4
-3
-2
-1
 0
 1
 2
 3
 4

 X M 

E
ne

rg
y 

[e
V

]

 0

 2

 4

 6

 8

 10

 12

-4 -3 -2 -1  0  1  2  3  4

D
O

S

Energy [eV]

Fig. 5.20 Band structure and DOS of tilene. Fermi level is shifted to zero and reported as a
horizontal red line in the left-hand side (bands) and as a vertical red line in the right-hand side
(DOS) of the figure
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Fig. 5.21 Band structure and DOS of flakene parent. Fermi level is shifted to zero and reported
as a horizontal red line in the left-hand side and as a vertical red line in the right-hand side of the
figure. In this case we report for the DOS only the zoom near the Fermi energy which is obtained
with a Fermi function smeared with a Gaussian of 0.0136 eV width in order to resolve the very low
energy band gap
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Fig. 5.22 Band structure and DOS of flakene. Fermi level is shifted to zero and reported as a
horizontal red line in the left-hand side (bands) and as a vertical red line in the right-hand side
(DOS) of the figure
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Fig. 5.23 Band structure and DOS of pentagraphene. Fermi level is shifted to zero and reported
as a horizontal red line in the left-hand side (bands) and as a vertical red line in the right-hand side
(DOS) of the figure
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Fig. 5.24 Band structure and DOS of liskene. Fermi level is shifted to zero and reported as a
horizontal red line in the left-hand side (bands) and as a vertical red line in the right-hand side
(DOS) of the figure

5.3.3 Mechanical Properties of Two-Dimensional All-Carbon
Materials

To assess the mechanical properties of the daughter and parent structures, one can
carry out the ab initio simulations of the elastic stiffness tensor C, which in linear
approximation represents the proportionality constants between stress and strain,
σ = εC, where ε is the six-component strain vector and σ is the stress tensor.
We remind in passing that the Hook’s law may be written in tensor notation as
σi = Cij εj where i, j = 1, . . . , 6 label the corresponding directions xx, yy, zz, yz,
zx and xy, respectively. The first subscript identifies the direction in which the stress
is measured, while the second one identifies the direction orthogonal to the plane on
which the stress is acting. Since σij = σji the independent stress components are
six.

The elastic constants Cij can be obtained as follows:
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Cij = ∂2F

∂εi∂εj

(5.4)

where in harmonic approximation (neglecting the thermal electronic contribution)
the density function F can be expressed as:

F = F0 + 1

2
F (2)ε2 + o(ε3) (5.5)

where F0 and 1/2F (2)ε2 are the static energy of the system and the lattice
vibrational contribution, respectively. From the knowledge of the elastic constants,
the Young’s modulus E, which measures the material stiffness, and the Poisson’s
ratio ν, which measures the material tendency to expand perpendicularly to the
direction of compression, can be computed as E = (C2

11 − C2
12)/C11 and ν =

C12/C11, respectively.
In Table 5.2 we report the Poisson’s ratio and the Young’s modulus of all the 2D

carbon allotropes discussed in this chapter with some other DFT values found in
the literature [76, 80]. We remind that here we deal with two-dimensional structures
where the specific mechanical properties should be referred to the area rather than
the volume, at odds with the usual approach in 3D solids. Thus, ρA is the area
density, and the quantities divided by ρA, such as EA/ρA, must be understood per
area density. The Young’s modulus E, in particular, is a measure of the response to
tensile or compressive loading and usually is measured in N/m2 because the load
is meant to be applied to an orthogonal cross section of the 3D solid. However,
in 2D materials, such as graphene, the load is applied to a thin, in principle,
monodimensional stripe because the orthogonal cross section of a two-dimensional
solid is a line. Thus, the Young’s modulus is measured as a force per unit length
(N/m) rather than per unit area, and in order to distinguish this case from the 3D

Table 5.2 The columns
report, respectively, the 1D
(EA) and 2D (E, thickness
t = 0.314 nm) Young’s
modulus, Poisson’s ratio (ν)
and area-specific Young’s
modulus (EA/ρA) of the
parent and daughter carbon
structures. To evaluate the
accuracy of our simulations,
we report a comparison with
data in the literature where
available. In the table the
following abbreviations were
used: p. = parent,
d. = daughter

EA E EA/ρA

(N/m) (TPa) ν (10−3 Nm kg−1)

Graphene 340 1.14 0.154 1.79

[76] 349 0.17

Graphene d. 89.6 0.30 0.631 0.70

[76] 92.6 0.64

Tilene p. 288 0.96 0.150 1.70

[80] 306 0.13

Tilene 78.6 0.26 0.607 0.67

Flakene p. 205 0.69 0.263 1.36

[76] 210 0.27

Flakene 38.6 0.13 0.746 0.36

Liskene 138 0.46 0.508 0.93

Liskene d. 93.1 0.31 0.517 0.75
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case, we call it EA. Of course one can define also the usual Young’s modulus E

by introducing a fictitious thickness t which for graphene is conventionally chosen
equal to the intra-planar distance in solid graphite (0.335 nm). We also remind that
at variance with a stable, isotropic, linear elastic 3D material where the bounds on
Poisson’s ratio are −1 < ν < 1/2, for 2D materials, one can have −1 < ν < 1
[81]. Furthermore, we notice that the Poisson’s ratio of tilene, flakene and liskene
shows that these materials are almost incompressible.

The most significant quantity to be compared with graphene is of course the
specific modulus, that is, the Young’s modulus divided by the mass density. In
particular, dealing with a bi-dimensional material one can assess the Young’s
modulus E per area density ρA, E/ρA. We report this quantity in the last column
of Table 5.2. We notice that graphene presents the biggest specific modulus among
the materials studied here. Flakene, in particular, displays the lowest density among
the investigated structures and shows a major drop in both the absolute and specific
elastic moduli, which are from eight to five times lower than graphene. Nevertheless,
while we do not find a material outperforming the specific properties of graphene
in this respect and, thus, we do observe that the augmentation is only partially an
advantageous route to follow in order to increase the specific modulus of graphene-
like materials, the difference in the specific Young’s modulus is less remarkable than
for the absolute values, with the exception of flakene.

In Fig. 5.25 we report the specific biaxial modulus (Ebi = C11 + C22) of the
low-density carbon allotropes versus area density. The drop of flakene mechanical
characteristics suggests that there is a threshold to the decrease of the density of
these carbon-based planar materials, below which the mechanical properties are
significantly depleted. Thus, the idea of decreasing the density, retaining the specific
mechanical characteristics, can be pursued only to some extent at least as far as the
Young’s modulus is concerned.
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Further information on the mechanical properties of the graphene-based low-
density structures can be obtained by analysing the stress-strain curves from which
several quantities can be obtained, such as the absolute fracture strain, tensile
strength and toughness.

In Fig. 5.26 we plot the stress-strain curves of these parent and daughter
structures along the Cartesian directions x, y, which represent the zig-zag and
armchair directions of graphene ribbon, or along the 45◦ direction owing to the
unit cell symmetry of tilene and liskene. The stress-strain characteristics show (i)

Fig. 5.26 Stress-strain curves of parent and daughter structures along the x-direction (or zig-zag),
the y-direction (or armchair) and 45◦ (diagonal). The differently coloured lines represent the best
fits to the ab initio data. (Adapted from Ref. [74])
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the anisotropic response of these structures under uniaxial loading along different
directions, which results in a nonlinear, hyperelastic constitutive equation; (ii) the
significant depletion of the absolute mechanical response from parent to daughter
architectures, with a strong decrement in toughness, yield and ultimate strengths
(see also Table 5.3); and (iii) that the mechanical response is basically determined
by the reaction of triangular (tougher) or square (softer) shapes in the structures.

As a final remark, we point out that the picture so far described concerning the
absolute values slightly changes when we look at the specific properties reported
in the last two columns of Table 5.3. Indeed, the specific ultimate strength of our
novel 2D structures is comparable to graphene or even higher than the latter in
the case of the tilene parent. Nevertheless, the trend of the specific toughness,
which measures the ability of a material to absorb energy before fracture, is
overwhelmingly favourable to graphene with respect to the other structures.

Table 5.3 Fracture strain (first column), strength (second column), strength ×t (third column)
and toughness×t (fourth column) of the parent and daughter planar structures alongside the
specific strength and specific toughness (fifth and sixth columns). The conventional thickness of
the graphenic materials is considered to be t = 3.35 Å. In the table the following abbreviations
were used: p. = parent, d. = daughter

Fracture Strength Toughness Specific Specific

Loading strain Strength ×t ×t strength toughness

direction (%) (GPa) (N/m) (J m−2) (MNm kg−1) (MJ kg−1)

Graphene x >35 112 37.5 >9.83 49.7 > 13.0

y 26–28 102 34.2 6.51 45.2 8.61

Graphene d. x 18–20 29.3 9.81 0.83 19.2 1.62

y >30 67.7 22.6 >3.63 44.3 > 7.11

Tilene p. x,y 24–26 99.6 33.4 5.55 49.7 8.27

45◦ 32–34 79.1 26.5 5.68 39.5 8.47

Tilene x,y 20–22 44.8 15.0 1.66 32.3 3.57

45◦ 18–20 30.3 10.2 0.92 21.9 1.97

Flakene p. x 22–24 66.7 22.3 3.37 37.2 5.61

y 22–24 57.9 19.4 3.01 32.3 5.02

Flakene x 12–14 23.6 7.92 0.49 18.7 1.16

y 14–16 25.8 8.63 0.63 20.4 1.49

Liskene x,y 18–20 63.2 21.2 2.19 35.8 3.70

45◦ 14–16 43.8 14.7 1.27 24.7 2.14

Liskene d. x,y 12–14 27.8 9.32 0.59 18.5 1.20

45◦ 14–16 28.0 9.37 0.68 19.0 1.37
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5.4 Graphene Pseudospheres

Graphene is a versatile material, which can be arranged in the shape of stripes
(nanoribbons), rolled nanotubes or piled up in the direction orthogonal to its plane
(graphite). So, it is a legitimate thinking to search for other shapes.

In this respect, Beltrami’s pseudosphere, named after the Italian mathematician
Eugenio Beltrami who first devised this hyperbolic shape, is a surface of revolution
characterized by constant negative Gaussian curvature. Thus, it represents the
negative counterpart of the sphere which, at odds, is characterized by constant
positive curvature. A Beltrami’s pseudosphere can be realized by using carbon (see
Fig. 5.27) [82] and represents a portion of the Lobachevsky geometry on a real
surface. Its counterpart can be also realized using carbon and is represented by the
previously discussed fullerene shape.

Graphene pseudospheres are carbon-based energetically stable molecular struc-
tures, which (i) correspond to a non-Euclidean crystallographic group, namely, a
loxodromic subgroup of SL (2,Z), and (ii) have an unavoidable singular boundary,
where planar graphene meets the “trumpet” (see Fig. 5.27).

We devise that owing to its unique electronic properties, a graphene monolayer
arranged in a pseudosphere shape can be used to realize a realistic analogue of a
quantum field in a curved space-time and thus can be used to test certain scenarios
of the physics of curved space-times, e.g. the Hawking-Unruh effect [83]. The
latter states that the ground state of an inertial observer is seen in thermodynamic
equilibrium with a nonzero temperature by a uniformly accelerating observer. Thus,

Fig. 5.27 A graphene pseudosphere
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a quantum fields in a space-time with a horizon should exhibit a thermal character.
This effect is closely related to the local density of states (LDOS) of the graphene
pseudosphere, which could be possibly considered as a black hole analogue. Indeed,
one can show that by solving the Dirac equation in a continuum space-time, the
LDOS has the following analytic behaviour [83]:

ρ(E, u, r) = 1

(h̄vF )2

exp (−2u/r)

expE/(kBT0 expu/r ) −1
(5.6)

where T0 = (h̄vF )2 expu/r ρ(0, u, r) defines the Hawking temperature, u is the
hyperbolic coordinate along the pseudosphere axis, kB is the Boltzmann constant,
vF is the Fermi energy and r is the pseudosphere maximum radius (event horizon).
We remind that the Hawking temperature is the temperature to which black holes,
acting as perfect blackbodies, radiate. The electromagnetic radiation, owing to
quantum effects, is emitted at a temperature inversely proportional to the mass
of the black hole. Only electrons with an energy E = h̄vF /r , which represents
the intrinsic energy scale associated to the pseudosphere, have a long enough
wavelength to experience the whole curved surface; hence their contribution to
the LDOS is important. We notice that for a graphene pseudosphere with a radius
r = 0.1 μm, the Hawking temperature is about 13 K.

5.5 1D Carbon-Based Materials

Carbon nanotubes (CNTs) are graphitic sheets rolled in hollow cylinders with walls
made by hexagonal carbon rings (see Fig. 5.4). They often form large bundles and
are capped by domed structures at their termination. Two types of CNTs have been
synthesized: single-wall carbon nanotubes (SWCNTs or simply CNTs), consisting
of a single rolled layer of graphene, and multiwall carbon nanotubes (MWCNTs),
made by multiple graphene layers telescoped about one another. CNTs were first
isolated and characterized by Iijima in 1991 [8].

CNTs inherit from graphene some of its unique physical and chemical properties,
such as structural rigidity, flexibility, strength, and ideal thermal conductivity.
Owing to these intrinsic features, 1D all-carbon nanomaterials found a wide variety
of applications in molecular electronics and in semiconducting device technologies,
such as FET, electrodes, power cables, fibres, composites, actuators, sensors and
biosensors [6]. Furthermore, due to their small size and biocompatibility, CNTs
express great potential in the emerging field of nanomedicine, e.g. for implantable
applications for continuous monitoring of clinically relevant analytes, including
glucose, or in food industry and environmental sciences. Finally, due their hollow,
curved shape and the large surface/volume ratio, CNTs can be easily doped
and functionalized, e.g. using carboxyl (COOH) and/or hydroxyl (OH) groups,
to acquire the desired electronic, optical or adsorption properties. At odds with
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graphene, however, the electronic properties of single CNTs depend on their
chirality. The nanotube chirality is defined by the specific and discrete chiral angles
at which graphene sheets are rolled. In particular, the chirality is identified by a
couple of numbers (n,m), which define a vector (Ch = na1 + ma2) in an infinite
graphene sheet that describes how to “roll up” the graphene sheet to make the
nanotube. The nanotube diameter (d = (n2 + m2 + nm)1/2), its density, lattice
structure and the electronic characteristics, such as the conductance, depend only
on the chirality indexes (n,m). A SWNT is considered metallic, with conductivity
showing rectification or ohmic characteristics, if the fraction (n − m)/3 is an
integer value. Otherwise, the nanotube is semiconducting, with variable energy gaps
ranging from a few meV to a few tenths of an eV. In this section we will investigate
the electronic properties of small semiconductor CNTs using high-level accuracy
many-body perturbation theory. In particular, we use the GW approximation, which
assumes that the self-energy of a many-body electron system can be assessed by
keeping only the lowest order term in the expansion of the self-energy in powers of
the screened interaction W . By doing so the self-energy is written as the product of
G, the one-body Green’s function, and W , the screened Coulomb interaction [84].

5.5.1 The GW Method for CNTs

Recently, Umari and coworkers have developed a method for performing accurate
and well-converged GW calculations in large simulation cells based on reduced
basis sets for expressing the polarizability operators [85] and on Lanczos’s chains
for avoiding sums over unoccupied one-particle states [86]. This scheme, which will
be revised in this section, was used for investigating the dependence of electronic
band gaps with respect to the tube diameter for a number of semiconducting single-
wall zig-zag CNTs, with diameters ranging from 0.56 to 1.27 nm [11, 12].

Beyond the independent electron approximation, the electronic states in a
strongly interacting system can be described through a quasi-particle picture in
which the behaviour of the bare electron is strongly renormalized by the presence
of the other electrons of the system. On the experimental side, this quasi-particle
behaviour can be probed via direct and inverse photoelectron spectroscopy. On the
theoretical side, MBPT and, in particular, the G0W0 approximation [87] represent
a rather simple, though accurate approach for addressing quasi-particle calculations
on large systems. The G0W0 approach allows one to apply many-body perturbative
corrections to a starting DFT calculation. Within this method, the quasi-particle
energy level Ei for the i-th Kohn-Sham state is obtained from the solution of the
following self-consistent one-variable equation:

Ei = εi + 〈ψi | c (Ei) |ψi〉 − 〈ψi | Vxc |ψi〉 + 〈ψi | x |ψi〉 , (5.7)

where ψi is the i-th Kohn-Sham eigenstate, εi the eigenenergy, Vxc is the exchange
and correlation potential and c and x are the correlation and exchange parts
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of the self-energy operator, respectively. In this approach, c is found from the
convolution of the one-body Green’s function G0, obtained from DFT calculations,
with the correlation part of the screened Coulomb potential W c

0 , obtained at random-
phase approximation level (RPA [84]):

c
(
r, r′;ω

) = 1

2π

∫
dω′G0

(
r, r′;ω + ω′)W c

0

(
r, r′;ω′) . (5.8)

Despite the apparent simplicity of this approach, its application requires a con-
siderably larger effort than the starting DFT calculation. In fact, the evaluation
of operators, such as G0 and W c

0 , at many frequencies contains the sum over a
large (in principle infinite) number of unoccupied Kohn-Sham states, resulting in a
convergency very difficult to be achieved [88]. The approach developed by Umari
et al. overcomes these drawbacks by expanding the polarizability and the screened
Coulomb interaction operators through a reduced (optimal) basis set [85], which
allows us to obtain overall good accuracy. Furthermore, within this method we avoid
the sum over unoccupied states by a Lanczos’ chains approach [86].

5.5.2 Band Gap of Model CNTs

Here, we show the application of this method to the calculations of the electronic
band gap of a selected number of semiconducting single-wall zig-zag CNT with
chirality indices equal to (7,0), (8,0), (10,0), (11,0), (13,0) (14,0), (16,0). Com-
putational details can be found in Ref. [11], while here we summarize the main
results. DFT calculations were performed within the local-density approximation
(LDA) [89] using norm-conserving pseudopotentials with single-particle orbitals
and charge densities expanded in plane waves. The calculations of the electronic
band gaps of the selected CNTs neglect the excitonic effects due to the electron-
hole pair formation. Within this approximation, the electronic band gap, usually
indicated as E11, corresponds to the energy difference relative to the van Hove
singularities appearing in the density of electronic states below and above the Fermi
level. The energy difference relative to the gap between the second singularities
above and below the Fermi level is referred to as E22 (see top panel of Fig. 5.28).
However, we remember that experimental measurements of the band gap performed
through optical spectroscopies record fluorescence lines that include the correlated
motion of electrons and holes, which affects strongly the spectrum. Indeed, in
a semiconductor, where excitonic effects are not negligible, the exciton binding
energy Eb strongly renormalizes the “electronic or fundamental band gap” Eg ,
that is, Eopt = Eg − Eb. Thus, there is a distinction between the optical band
gap, which represents the threshold value for photons to be absorbed, and the
“electronic or fundamental band gap”, which represents the threshold value for
creating an electron-hole pair that is not bound together. Therefore, experimental
band gaps are dramatically renormalized by this effect and one rather measures
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Fig. 5.28 Top panel: scheme of the electronic transitions in semiconductor CNTs. Bottom:
electronic band gaps for semiconducting CNT of diameter dt , corresponding to optical transitions.
Full black circles: GW results for mod1 zig-zag CNT. White circles: GW results for mod2 zig-zag
CNT. The error bars refer to the total estimated accuracy of the GW energy levels with the dashed
black line guiding the eye. Black line: fit of GW results for large CNT (see text). Theoretical
estimates for semiconducting CNT as by: Eqs. 5.9 (green line), 5.10, and 5.11 for zig-zag CNT
of mod1 (purple line) and mod2 (brown line) species. The experimental STS measurement of
Ref. [91] is reported together with error bars (blue line). (Adapted from Ref. [11])

the energies of the lowest (E1A2 ) and of the second lowest (E2A1 ) optically active
exciton states and their difference. We remind that E1A2 , E2A1 label the excitonic
states by n�, where n − 1 is the number of nodes in the hydrogenic function that
represents the exciton and provides a physically grounded guess to the ordering
in which the different exciton states might appear (higher n corresponds to higher
excitonic states), and � labels its irreducible representation. For example A1 is the
totally symmetric representation of the symmetry group of the chiral nanotubes [90].
Moreover, in some specific zig-zag small diameter CNTs, such as the (7,0) and (8,0)
CNTs, the band gap corresponding to the optically active excitons may be even
energetically higher than the minimum energy semiconducting band gap. As such,
the experimental values of the electronic band gap do not match the calculated ones.
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In principle, scanning tunneling spectroscopy (STS) could give a direct measure of
electronic band gaps. However, in such a case screening effects arising from the
metal substrate on which the CNT is dispersed become important. A model of these
screening effects was tried, but the final error bars are quite large [91]. Therefore,
accessing to electronic band gaps usually relies both on optical measurement and
theoretical modelling.

The edges for fluorescence emission have been measured for several CNTs, and
the dependence on the tube diameter has been fitted with model functions [92, 93].
For example, Dukovic et al. [93] reports the following behaviour for the optical first
emission gap E11

op :

E11
op = 1.11

dt + 0.11
eV (5.9)

where the diameter dt is expressed in nm. A further formula relating the electronic
gap vs. CNT diameter is obtained by Weisman and Bachilo [92] as follows:

E11
op(mod1) = 1.241 ∗ 103 eV

157.5 + 1066.9dt

− 0.0957 [cos(3α)]1.374

d2.272
t

E11
op(mod2) = 1.241 ∗ 103 eV

157.5 + 1066.9dt

+ 0.04307 [cos(3α)]0.886

d2.129
t

(5.10)

where α is the chiral angle [94] and mod(n − m, 3) = 1 (mod1 species, such as the
(7,0), (10,0), (13,0) and (16,0) CNTs) or mod(n − m, 3) = 2 (mod2 species, such
as the (8,0), (11,0) and (14,0) CNTs). For zig-zag CNTs one has α = 0.

By solving a model electron-hole Hamiltonian [95], which delivers exciton
binding energies in agreement with accurate GW -Bethe-Salpeter calculations [96],
the semiconducting CNT binding energy Ebind

1A2
for the lowest 1A2 exciton can be

expressed as:

Ebind
1A2

≈
0.55

dt

eV (5.11)

The electronic band gap E11 can thus be obtained by Eqs. 5.10 and 5.11 as:

E11 = E11
op + Ebind

1A2
(5.12)

In Table 5.4 we report the calculated band gaps relative to optically allowed
electronic transitions for the CNTs under investigation. In the (7,0) and (8,0) CNTs,
the fundamental electronic band gap refers to transitions that are not optically
allowed. We note that our calculated value of the fundamental gap for the (8,0) CNT,
equal to 1.80 eV, is in good agreement with previous GW calculations from Spataru
and coworkers [10] giving 1.75 eV and from Kang et al. [97] giving 1.51 eV. The
calculated gap for the (8,0) CNT relative to optically allowed transitions (2.24 eV)
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Table 5.4 Electronic band gaps from LDA and GW calculations for the semiconducting zig-
zag CNTs under investigation with chirality indices (m,n) (first column). The gaps are relative
to optically allowed transitions. When the electronic band gap for optically allowed transitions
differs from the fundamental electronic band gap, we have reported also the latter in parenthesis

(m,n) LDA (eV) GW (eV)

(7,0) 0.16 1.98 (1.47)

(8,0) 0.5 2.24 (1.80)

(10,0) 0.80 1.72

(11,0) 0.95 1.66

(13,0) 0.65 1.52

(14,0) 0.74 1.36

(16,0) 0.56 1.21

is in good agreement with the value of 2.54 eV from Spataru et al. [10] and with the
value of 2.14 eV previously found by Taioli et al. with a preliminary version of the
method here used [12].

Furthermore, our calculated value of the fundamental electronic gap for the (7,0)
CNT is 1.47 eV, which is higher than the value of 0.60 eV reported in a previous
study by Miyake et al. [98] and the value of 1.22 eV obtained by Taioli et al. [12].
The latter values are reported for the case of zig-zag semiconducting CNT for both
mod1 and mod2 species. We note that a good agreement of our calculated GW

electronic gaps with the previous estimates is found for the investigated diameter
sizes, excluding the (7,0) CNT. In this case, curvature effects due to the small size of
the CNT become important and σ and π states mix into hybrids with partly sp2 and
sp3 character. It should be noted that LDA results, not reported in this figure, are far
from the theoretical/experimental lines as one can see in Table 5.4. The GW results
for the largest CNTs are also in excellent agreement with the STS measurement of
the electronic gap by Lin et al. [91] for the case of 1.4 nm diameter CNT.

Nevertheless, CNTs used in electronic devices have of course diameters larger
than those studied here. It is thus interesting to extrapolate our GW results to obtain
a model electronic gap-diameter function. To this goal, we fitted our GW results for
CNT larger than 1.0 nm with the simple relation E11 = a

dt
pointing towards a closed

gap in the large diameter limit as expected from zero-gap graphene. We find a value
a = 1.54 eV× nm.

5.6 3D Carbon-Based Structures

As a last step into the “dimensional ladder”, we finally discuss a number of
properties of all-carbon 3D architectures, notably the charge transport in diamond
and graphite, and the mechanical and thermal properties of carbon foams.
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5.6.1 Two Case Studies: Transport Properties of Diamond and
Graphite

First we consider the electron transport properties from reflection electron energy-
loss spectroscopy (REELS) measurements of diamond and graphite films. Indeed,
while graphene and other 2D materials are considered the most promising replace-
ments of silicon in future electronics [99], difficulties in finding scalable, cheap
and safe techniques to grow high-quality graphene sheets currently hamper the
hypothetical potential of this 2D material. Furthermore, in order to use graphene
in microelectronic applications, a band gap must be opened [47, 48]. In this regard,
other naturally occurring allotropic forms of carbon, such as diamond and graphite,
could be used as viable candidates for an all-carbon electronics.

For example, diamond, owing to several ideal characteristics, such as large ther-
mal conductivity, high charge mobility, wide band gap, optical isotropic structure
and robustness, can be considered also a competitor in the carbon-based revolution
for enhancing the performances of electronic devices. On the other side, graphite
is the most stable naturally occurring carbon allotrope, characterized by a layered
architecture with both strong in-plane sp2-bonds, comparable in cohesive energy
to those found in diamond, and weak interplanar bonds that make it soft and
malleable as well as anisotropic to external perturbations. Furthermore, graphite
shows optimal heat, large electrical conductivity and high strength and stiffness even
above 3000 ◦C.

5.6.1.1 The Dielectric Response of Materials

The study of charge transport in solids is of paramount importance in several
applications, ranging from materials characterization via electron microscopy and
spectroscopy to the production of optimally designed electronic devices by control-
ling the energy transfer scattering processes that occur in different energy ranges
[100–102].

In this regard, we notice that the analysis of the collision events taking place
within a solid is based on the accurate assessment of the frequency-dependent
dielectric function, which links microscopic properties, such as the band structure of
solids, to macroscopic features that are the direct outcome of spectroscopic exper-
iments, such as the absorption coefficient, the surface impedance or the electron
energy loss. Indeed, the dielectric function ε(W, q), where W is the energy loss
and q the transferred momentum, provides access to the full electronic excitation
spectrum of the material in both energy and momentum space. Furthermore, we
observe that the dielectric function is the only material property necessary to assess
the inelastic cross sections. In particular, the real part of the dielectric function �[ε]
describes the screening (i.e. the polarizability) of the medium, while the imaginary
part �[ε] the absorption. In general, single-electron excitations, such as excitons,
interband excitations and core-hole ionizations, are connected to the maxima of



176 S. Taioli

ε(W, q), while collective many-electron excitations (plasmons), which are typical of
the condensed phase, are related to the minima of ε(W, q), which usually appear if
the two conditions �[ε(W, q)] � 1 and �[ε(W, q)] = 0 occur. From the knowledge
of ε(W, q), one can calculate observables of paramount importance for designing
novel optical and electronic devices, such as inelastic mean free path, stopping
power, plasmons and secondary electron spectra.

To compute the dielectric function dependence on the energy and transferred
momentum, one can proceed along three different routes [18]. First, one may
use a semiclassical approach, whereby one assumes the knowledge of the long
wavelength or optical limit of the dielectric function (q → 0); this information
is usually provided by experimental measurements of optical absorption [103],
transmission electron energy-loss experiments [104, 105] or ab initio simulations
[106]. To go beyond the optical limit, one can extend the dielectric response
to finite momenta by using a Drude-Lotentz (DL) model. In this approach, the
dielectric function is approximated by a number of damped harmonic oscillators
with frequencies equal to the plasmon frequencies obtained by fitting experimental
data [107, 108] and a friction-type force to simulate general dissipative processes;
this extension of the dielectric response to finite momenta with the DL functions
represents the most accurate approach available [109]. The second viable approach
concerns the ab initio calculation of the dielectric response for vanishing momentum
transfer and then its extension to finite momenta by a DL model. Finally, one could
assess the dispersion law of the dielectric function at finite momentum q by using a
full ab initio (AI) approach, based on time-dependent density functional simulations
[110] in the linear-response regime (LR-TDDFT) [111–113].

The so-derived dielectric functions are used as input for a Monte Carlo descrip-
tion of the inelastic scattering probability to calculate the energy loss of electrons
along their path within the solid. The comparison between our simulated and
recorded REELS allows us to assess the impact that external tuneable parameters
and semiclassical assumptions might have on the accuracy of simulated spectral
line shapes for the characterization of 3D carbon-based materials.

Frequency- and Momentum-Dependent Dielectric Function

The microscopic representation of electromagnetic fields in interaction with peri-
odic crystals can be described in terms of the microscopic dielectric function
εG,G′(q,W) = ε(q + G, q + G′,W), where G and G′ are the lattice vectors
in the reciprocal space, while q is the transferred momentum contained in the
first Brillouin zone. The relation between the latter quantity, which is usually the
outcome of ab initio simulations, and the experimentally measurable macroscopic
dielectric function is the following [114, 115]:

ε(q,W) =
[
ε−1

G=0,G′=0(q,W)
]−1

(5.13)



5 Enabling Materials By Dimensionality: From 0D to 3D Carbon-Based. . . 177

where the G = G′ = 0 limit results in an average over the unit cell of the
corresponding microscopic quantity, which can exhibit rapid oscillations at the
atomic level.

The dielectric function provides access to the differential inelastic scattering
cross section σinel, since [116]:

dσinel

dW
= 1

ρπa0T

∫ q+

q−

dq

q
Im

[
− 1

ε(q,W)

]
(5.14)

where a0 is the Bohr radius, ρ the atomic density of the target material, q is the
transferred momentum and the integration limits are q− = √

2m(
√

T − √
T − W)

and q+ = √
2m(

√
T + √

T − W). Equation 5.14 states that at a given incident
electron energy and scattering angle, the negative inverse of the imaginary part of the
dielectric function is the electron energy loss in a transmission experiment, which is
defined as follows:

ELF = Im

[
− 1

ε(q,W)

]
(5.15)

This quantity is called the energy-loss function (ELF) and depends only on the
material specific properties. At variance, the inelastic scattering cross section is also
a function of the incident electron beam kinetic energy. Finally, the total electron
mean free path λ is given by [117]:

λ = 1

ρ(σel + σinel)
(5.16)

where σinel is the total inelastic mean free path, obtained by integrating Eq. 5.14
over the energy range, and σel is the elastic scattering cross section. In general, the
momentum transferred by electrons upon collision is neither negligible nor constant
in different energy ranges, and the material dispersion relation (E vs. q) shows
generally a non-flat behaviour. Thus, one needs to evaluate the dielectric function
also out of the optical limit before calculating the expression in Eq. 5.15.

First, we notice that Eq. 5.15 is obtained under the assumptions of validity of
the first-order Born approximation, which works for sufficiently fast, point-like,
particles weakly deflected by potential scattering. These requirements turn out to
be met when the incident particle kinetic energy is T (eV) � 13.6Z2 � 490 eV,
which is the typical situation of valence electrons [118]. Nevertheless, we will show
applications of Eq. 5.15 also to slow (up to a few tens of eV) secondary electron
emission.

Second, we observe that to invert the dielectric matrix in Eq. 5.15, one needs also
to assess the dependence on finite momentum transfer q. In this regard, we now
revise the two different approaches that have been devised to this purpose; these are
the DL and the full AI models.
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Drude-Lorentz Model

Within the DL model, the material response to an applied uniform external
electromagnetic field is approximated by considering the target screening electrons
as harmonic oscillators of frequency ωn = En

h̄
, where En is the plasmon energy.

Charge oscillations are damped via a damping term �n, which introduces friction-
like forces affecting the oscillatory harmonic motion.

Outside the optical domain, the ELF is extrapolated to nonvanishing momenta by
using a quadratic dispersion law [109, 118, 119], which basically assumes that the
valence electrons in the solid can be considered as a noninteracting homogeneous
gas. The plasmon energy is expanded to second order in q as follows:

En(q �= 0) = En(q = 0) + h̄2q2

2m
(5.17)

The ELF is finally expressed as a sum over all oscillators of q-dependent generalized
DL functions with a full-width-half-maximum �n [118, 120, 121]:

Im

[
− 1

ε(q,W)

]
=

∑
n

An�nW

(E2
n(q) − W 2)2 − (�nW)2 (5.18)

where An is the oscillator strength of the nth-oscillator which are obtained by fitting
procedures of optical data. We remind that the f -sum rule must be exactly satisfied
by the Drude dielectric function [122].

Ab Initio Simulations

The dielectric function of materials can be also obtained from ab initio simulations
using a TDDFT approach in the linear-response (LR-TDDFT) approximation [111].

In LR-TDDFT simulations, one aims at calculating the polarization function
χ(r, t, r′, t ′) relating the perturbation of the density δn at (r, t) due to a small change
of the external potential δvext at (r′, t ′):

δn(r, t) =
∫

dt ′
∫

d3r ′χ(r, t, r′, t ′)δvext(r′, t ′) (5.19)

The many-body response function χ(r, t, r′, t ′) can be obtained by the independent
particle polarizability χKS(r, t, x, τ ) via a Dyson-type equation as follows:
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χ(r, t, r′, t ′) = χKS(r, t, r′, t ′)
{ ∫

dτ

∫
d3x

∫
dτ ′

∫
d3x′

χKS(r, t, x, τ )
[δ(τ − τ ′)

|x − x′| + fxc(x, τ, x′, τ ′)
]

χ(x′, τ ′, r′, t ′)
}

(5.20)

where fxc(r, t, r′, t ′) = δvxc(r,t)
δn(r′,t ′)

∣∣∣
ngs(r,t)

is the energy-dependent exchange-

correlation kernel. The independent particle response function χKS is calculated
usually by solving the standard Kohn-Sham equations. As for static DFT, the
time-dependent exchange-correlation potential is unknown. Thus, calculations of
χ(r, t, r′, t ′) usually rely on the so-called adiabatic local-density approximation
(ALDA) in which the time dependence of the functional is neglected [110].
However, in systems where excitonic effects are expected to have a strong influence
on spectral features due to an ineffective electronic screening, e.g. in insulators such
as diamond, the use of a bootstrap kernel [125] that includes effects beyond the
RPA is necessary.

Assuming translational invariance, the ELF can be computed inserting Eq. 5.13
into Eq. (5.15). The inversion procedure can be cumbersome for large basis sets and
large k-point grids. Thus, wherever possible the most viable option is to assess the
microscopic dielectric matrix by inverting only the head of the matrix, which means
to neglect the off-diagonal elements (εG,G′(q,W), G, G′ �= 0) for all q [115]. These
off-diagonal terms include the fluctuations of the fields on atomic scale, called the
local field effects (LFE). Nevertheless, for highly inhomogeneous or strongly locally
polarizable systems, such as in the case of diamond and graphite, strong microscopic
local fields can exist, and thus LFE can play a significant role in the description
of the dielectric properties [126], particularly at small wavelengths, to the point of
invalidating even qualitative results. This is the case, for example, of our 3D carbon-
based materials, and, thus, we will include LFE in our analysis. With the inclusion
of the LFE, one can show that the dielectric function in reciprocal space is [127]:

ε−1
G,G′(q,W) = δG,G′ + νs

G,G′(q)χG,G′(q,W) (5.21)

where νs
G,G′(q) = 4πe2

|q+G||q+G′| is the Fourier transform of the Coulomb potential
and χG,G′(q,W) is the microscopic polarizability.

ELFs and Related Observables of Diamond and Graphite

While for computational details we refer to Ref. [64], using LR-TDDFT we
calculated the ELFs of diamond and graphite according to Eq. 5.15. In the top
panels of Fig. 5.29, we report the ELFs of diamond (left) and of graphite (right)
in comparison to the Drude-Lorentz approach (black lines).
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Fig. 5.29 Top panels: Comparison between the ELF of diamond (left) and graphite (right) in
the optical limit obtained from AI simulations (continuous red curve), experimental data from
Refs. [104] and [105] (black triangles) and fit obtained with the model of Garcia-Molina et al.
[123] (dashed black line). Bottom panels: ELF of graphite from AI simulations along the direction
q||c (left) and q ⊥ c (right). (Adapted from Refs. [18] and [64])

Nevertheless, in the case of graphite, one should also take into account the
anisotropic structure. This can be achieved by calculating the inverse of the total
inelastic mean free path �inel = λ−1

inel and the energy loss W as a linear combination
along the two directions, respectively, orthogonal (⊥) or parallel (||) to the vector c

pointing towards the direction orthogonal to the graphite plane, as follows [64]:

�inel = f cos2(θ)�|| + [(1 − f ) + f sin2(θ)]�⊥ (5.22)

W = f cos2(θ)W|| + [(1 − f ) + f sin2(θ)]W⊥ (5.23)

where f is an anisotropy parameter in the range [0 : 1] determined so to obtain
the best agreement between theoretical and experimental spectra and θ is the angle
between c and q. This parameter is put in place to favour the electron motion in the
planar direction (q ⊥ c).

In the bottom panels of Fig. 5.29, the contributions to the ELFs of graphite are
resolved in the direction parallel q||c (left) and perpendicular q ⊥ c (right) to the
graphite plane obtained from AI simulations (and relevant fits). Finally, in Fig. 5.30
we report the parallel (left panel) and orthogonal (right panel) contributions to the
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Fig. 5.30 Inelastic mean free path along the parallel (left panel) and orthogonal (right panel)
directions of the transferred momentum q in graphite. For q ⊥ c, the calculated values are
compared with the data by Tanuma et al. (dashed lines) [124]. (Adapted from Ref. [64])

inelastic mean free path in graphite. These quantities are then used as input to a
Monte Carlo approach of the charge transport within solids.

5.6.1.2 Theory of Monte Carlo Simulations

The transport of electrons within a material can be simulated by a classical MC
approach, assuming that the non-relativistic electron beam wavelength is small with
respect to interatomic separation [118] and that the scattering cross sections for the
different processes occurring within materials are known.

At this level the target is assumed to be semi-infinite, homogeneous and
amorphous, the latter conditions supporting the assumption of incoherent scattering
between different events. In our transport model, we consider a monoenergetic N -
electron beam impacting on the target with kinetic energy T and angle of incidence
θ with respect to the surface normal.

Electrons can undergo elastic and inelastic scattering. The scattering is usually
elastic when electrons scatter nuclei with far heavier mass, and only a trajectory
change by an angle θ is recorded. In this case, the elastic cross section σel is
calculated by using the Mott theory, which is based on the solution of the Dirac
equation in a central field [117]. In contrast, inelastic scattering processes resulting
in both an energy loss W and a directional change θ are mainly due to electron-
electron interactions.

Our MC algorithm proceeds by assuming that the path travelled by a test charge
between two subsequent collisions is Poisson-distributed, so that the cumulative
probability that the electron goes a distance �s before colliding is given by:

�s = −λ · ln(r1) (5.24)

The random numbers r1, as well as all random numbers employed in our MC
simulations, are sampled in the range [0,1] with a uniform distribution. A second
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random number r2 is compared with the elastic (pel = λel
λel+λinel ) and inelastic

(pinel = 1 − pel) scattering probabilities to determine whether the scattering is
elastic (r2 < pel) or inelastic (r2 ≥ pel). The algorithm to determine which move
is accepted or refused resembles the Bortz-Kalos-Lebowitz kinetic Monte Carlo
approach [128] rather than the typical Metropolis algorithm.

The outcome of an elastic interaction is given by the trajectory deflection of an
angle θ ′ with respect to the direction before the collision, which can be computed by
equalizing the following cumulative elastic probability with a third random number
r3:

Pel(θ
′, T ) = 1

σel
2π

∫ θ ′

0

dσel

dθ
dθ = r3 (5.25)

On the other hand, inelastic processes are dealt with by computing the inelastic
scattering probability as:

Pinel(W, T ) = 1

σinel

∫ W

0

dσinel

dW ′ dW ′ = r4 (5.26)

As customary in electronic transport MC calculations, the maximum energy loss
corresponds to half of the kinetic energy of the incident electron, to comply with the
indistinguishability principle of identical particles. To determine the energy loss W ,
we generate a database of Pinel values for different W and T , and we equalize the
integral in Eq. 5.26 to a random number r4.

Eventually, scattered electrons can be ejected from the target. This ejection can
be assessed by a quantity that is called the secondary emission yield (δ). The latter
is given by the ratio between the number of secondary electrons emitted from the
target material and the number of electrons of the primary beam. The assessment
of the secondary electron spectral features is particularly important in imaging
techniques [129, 130]. In their way out of the solid, the electrons lose further energy
to overcome the potential barrier EA (electron affinity or work function) at the
surface of the material. This process can be modelled as scattering by a potential
barrier. Thus, the transmission coefficient can be computed as follows:

t =
4
√

(1 − EA/(T · cos2θ ′
z))

(1 +
√

(1 − EA/(T · cos2θ ′
z)))

2
(5.27)

where t represents the probability that the electron leaves the sample’s surface and
θ ′
z is the incident angle with respect to the surface normal. Finally, by comparing

this transmission coefficient with a random number r5, electrons are (or are not)
emitted into the continuum with a kinetic energy lowered by the work function EA
whenever t ≥ r5 (t < r5). By definition, emitted electrons emerging with kinetic
energies below 50 eV are called secondary electrons. The Monte Carlo routines used
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for performing these simulations are embedded in the in-house developed code suite
SURPRISES [131–133].

5.6.1.3 Monte Carlo Simulations of Energy-Loss Spectra and Secondary
Electron Yield

Diamond

To compare our experimental REELS data of diamond with the three different
models of ELF presented above, we performed Monte Carlo (MC) simulations
following the scheme reported in Sect. 5.6.1.2. In our MC simulations, diamond
crystals are approximated by a homogeneous system with density 3.515 g/cm3

[123]. Thus, in our simulations we assume that the ELF is almost similar in all
directions, and thus we can retain our simulated ELF along the �L direction only
for calculating the energy-loss spectra. The band gap of diamond was set equal
to 4.16 eV. The electron beam direction is orthogonal to the target surface, and
the initial kinetic energy ranges from 250 to 2000 eV. The number of impinging
electrons is 109.

First, we notice that in our treatment we define more generally as backscattered
electrons those beam electrons that are reflected back out of the specimen after
both elastic and inelastic collisions. In Fig. 5.31 spectra of backscattered electrons
simulated in terms of the three different models of the ELF are compared with
our REELS experimental data. Simulated and experimental spectra present the σ

plasmon peak at ∼35 eV, related to the four valence electrons of the equivalent
covalently bonded carbon atoms. This finding is in agreement with the ELF function
in the top left panel of Fig. 5.29, showing a maximum at about the same energy.

Furthermore, the two-plasmon excitation at higher energy (∼70 eV) in the
experimental spectrum is also present in our MC simulations. We observe that while
the MC simulations carried out using the dispersion law of Eq. 5.17 show a blue shift
with respect to experimental data, the use of a full AI approach results in a better

Fig. 5.31 REELS of
diamond: experimental data
are reported in black, while
simulated results using the
three different dielectric
models are sketched in red
(AI), blue (DL-AI) and green
(DL-E). Electron beam
kinetic energy is 1000 eV.
Data are normalized with
respect to the σ plasmon
peak. (Adapted from
Ref. [18])
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agreement with experiments. We can conclude that at least in the case of insulators,
due to the strongly inhomogeneous electron density and, thus, to the complexity of
the dielectric response, the DL model is quantitatively less accurate than a full AI
approach in the prediction of the experimental REELS. This behaviour worsens at
higher transferred momenta, where particle-hole excitations, rather than collective
plasma excitation, come into play. Single-particle excitations generally cannot be
well described by a simple RPA or by the DL model of the ELF, while TDDFT AI
simulations are also able to take into account these spectral features.

Graphite

Highly oriented pyrolytic graphite (HOPG) crystals were considered to have a
density of 2.25 g/cm3 [123]. The band gap was set equal to 0.06 eV according to
our DFT calculations. MC simulations of REELS were carried out using the three
different approaches to the calculation of the ELF mentioned above, with a number
of electrons in the beam equal to 109. Initially, only the in-plane component of
the energy-loss function was dealt within the calculation (i.e. we considered the
component of the momentum transfer only along the graphite layers). In Fig. 5.32
we report the MC REELS simulations compared to our experimental measurements
(black line).

We notice that our MC simulations reproduce both the π (due to the collective
excitation of valence electrons in the π band) and the π + σ (due to collective
excitation of all valence electrons) plasmon peaks. These findings are in agreement
with the ELF function in the top right panel of Fig. 5.29, showing maxima at about
the same energies. While the results of the simulations show good agreement with
experimental data independently of the ELF model, nevertheless, using the ab initio
calculated ELF at finite momentum transfer, a third peak around 60 eV can be
found. This peak corresponds to two-plasmon excitation, and its presence is less

Fig. 5.32 REEL of graphite:
experimental data are
reported in black, while
simulations using the three
different models are sketched
in red (AI), blue (DL-AI) and
green (DL-E). Electron beam
kinetic energy is 1000 eV.
Data are normalized with
respect to the π + σ plasmon
peak. (Adapted from
Ref. [18])
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Fig. 5.33 REELs of HOPG for several primary beam kinetic energies. Red lines show simulated
spectra, while black curves report our experimental data [18]. The results are normalized at a
common area of the elastic peak. (Adapted from Ref. [64])

apparent by adopting DL models. Indeed, in DL models the RPA approximation
describes the system as composed of free electrons; in the case of graphite, the
electrons populating the π bands are delocalized, and they behave as almost-free
electrons. For this reason, the π plasmon peak is prominent in all three spectra. The
discrepancies found in the energy-loss spectral features recommend the use of AI
approaches for the extension of the ELF out of the optical region, in order to deal
accurately with the electronic motion inside the material.

Furthermore, we performed REEL spectra MC simulations at several primary
beam kinetic energies for a value of the anisotropy parameter f = 0.6, which
provides the best agreement between experimental and calculated REELS (see
Fig. 5.33). This anisotropic model is consistent with the higher tendency of the
electrons to move along the graphite planes rather than across the planes.

Finally, the assessment of secondary electron (SE) spectra and yield is crucial
in imaging techniques. SE emission from graphite was thus assessed by MC
simulations, using a kinetic energy of the incident beam (N = 106) equal to 1000 eV.
In Fig. 5.34 we compare our MC calculations with the acquired experimental
spectra.
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Fig. 5.34 Secondary electron
spectra of HOPG. Black line
represents experimental data,
while in red we report the
theoretical spectrum. The data
are normalized to a common
height of the secondary
electron emission peak.
(Adapted from Ref. [64])

5.6.2 Graphite for Armour Technologies

The study of ballistic properties of layered two-dimensional materials upon the
hypervelocity impacts is an important topic for the protection of structures and
devices from the penetration of highly energetic projectiles [61]. In particular, in
this section we describe the impact of C60 molecules on graphite.

While the critical penetration energy of monolayer membranes can be deter-
mined using monolayers, the synergistic behaviour of multilayered structures, such
as graphite, depends dramatically on the interface characteristics (e.g. adhesive
strength). Indeed, in some occasions, the layer coupling may not be effective. This
effect can be expressed using the following energy absorption scaling law:

Kabs(N)

N
= K × Nα (5.28)

where K is a constant. A scaling exponent α > 0 indicates a synergistic behaviour
in which single layers interact to mutually enhance their specific contribution. On
the other hand, for α = 0, the total absorbed energy is the mere sum of single-layer
contributions, whereas for α < 0 a suboptimal behaviour is identified in which
increasing the number of layers leads to worse or inefficient interlayer coupling.

At the nanolevel, we find by impinging C60 fullerene on graphite samples
that a synergistic interaction between the graphene layers emerges, whereby an
optimal number of layers, between 5 and 10, can be identified demonstrating
that few-layered 2D material armours possess impact strength even higher than
their monolayer counterparts. In Fig. 5.35 we report the representation of the
optimal number of layers, which corresponds to both the maximum specific energy
absorption by strain and the inversion in the sign of the scaling exponent of Eq. 5.28.

These results provide fundamental understanding for the design of ultralight
weight multilayer armours using enhanced 2D material-based nanocomposites.
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Fig. 5.35 Representation of the optimal number of layers, which corresponds to both the
maximum specific energy absorption by strain and the inversion in the sign of the scaling exponent
of Eq. 5.28. (Adapted from Ref. [61])

5.6.3 Other 3D Carbon Materials: Foams and Graphene
Frameworks

5.6.3.1 Graphene Foams

Graphene foams are all-carbon 3D structures made by big fullerenes connected
through carbon nanotubes (see top panels of Fig. 5.36), so they possibly represent
relics of the mechanical and thermal properties of graphene. Recently, they have
attracted interest for their possible use as electrochemical storage devices, in
wearable electronics, in chemical sensing and as impact energy absorbers [63, 65].

In particular, one can assess the mechanical and thermal performances of
foams characterized by increasing mass density and decreasing average pore size.
In the bottom panels of Fig. 5.36, we show the mechanical performances under
compression for regular (bottom left) and random (bottom right) foams. Regular
foams are nanotruss networks characterized by some degree of crystallinity with
face-centred cubic geometry (these are shown in the top left panel of Fig. 5.36).
It is worthwhile noticing that the mechanical response of regular foams to loading
depends on the ratio between the nanotube and the sphere diameters (see bottom
left panel of Fig. 5.36). In the case of random foams, where pore positions and
dimensions are random (see top right panel of Fig. 5.36), the higher-density foams
show the typical slope change in the stress-strain curve at 5–10% strain, moving
from linear elasticity to bending stress plateau, and lower density foams display
a quasilinear behaviour up to 35% strain (see bottom right panel of Fig. 5.36).
We conclude that in both crystalline and random foams, we observe the typical
elastic deformation regime under compression, with a specific Young’s modulus
significantly increasing with a decreasing average pore size. Nevertheless, some of
these nanotruss networks present a negative Poisson’s ratio in compression, like
re-entrant foams. Furthermore, for nanotruss network, at 5–8% strain, the stress is
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Fig. 5.36 Top panels: crystalline and random graphene-like foams. Bottom panels: stress-strain
curves of crystalline (left) and random (right) foams with different sphere (ds ) and tube (dn)
diameters in compressive regime. Middle: electron microscopy image of a graphene random foam
(courtesy of CNR-IMM Bologna, Italy). (Adapted from Refs. [63, 65])

in the range 90–130 MNm kg−1, while for random foams at the same strain, the
values are in the range 3.9–36.6 MNm kg−1. This makes clear that regular foams
are mechanically stiffer than the random ones.

Finally, owing to the interest of using foams as a mean for achieving thermal
resistance, we assess the thermal conductivity of the random foams using the
equilibrium Green-Kubo approach [134, 135]. According to this formalism, the
equilibrium thermal conductivity k can be calculated as follows:

k = V

3KBT 2

∫ ∞

0
〈J (0) · J (t)〉dt (5.29)

where V is the volume of the simulation cell, t is the correlation time, KB is
the Boltzmann constant and r identifies the particle positions. The heat current J ,
appearing in Eq. 5.29, is defined by:

J = 1

V

( ∑
i

Eivi + 1

2

∑
i<j

(F ij · (vi + vj )r ij )
)

(5.30)

where v is the velocity of a particle, r ij and F ij are the distance and force between
the particles i and j and Ei is the total energy per atom. The first term in the
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Fig. 5.37 Time averaged vs. simulation time of the four random foam families calculated as by
Eq. 5.29. The asymptotic values after 300 ps provide the thermal conductivity of the samples.
The shaded area for each relevant curve represents half of the standard deviation. (Adapted from
Ref. [63])

right-hand side of Eq. 5.30 corresponds to convection while the second term to
conduction. The integrand in the expression 5.29 of the thermal conductivity is the
heat current autocorrelation function (HCACF). While foam thermal conductivity
is affected by both connectivity and defects, nevertheless we obtain similar values
for all the investigated families. The thermal conductivity, reported in Fig. 5.37, is
comparable to that of glass, thus higher than materials typically used as thermal
insulators, such as polyurethane rigid foams.

5.6.3.2 Pillared Graphene

Pillared Graphene Frameworks (PGF) are a novel class of microporous materials
made by graphene sheets separated by organic spacers [136, 137]. One of their main
features is that the pillar type and density can be chosen to tune the capacity of the
material to, e.g. adsorb gases or separate gas mixtures. Pillars are typically made
by organic rigid molecules, containing carbon and/or nitrogen (see top panels of
Fig. 5.38). In general, the pillar density plays the most important role in determining
gas adsorption rather than the chemical typology of the spacers. In the low-
pressure regime (�10 bar), the amount of gas adsorbed is an increasing function
of pillar density. At higher pressures the opposite trend is observed. This effect is
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Fig. 5.38 Top: typical PGFs with nitrogen and organic based pillars. Bottom left: Volumetric
adsorption isotherms of CH4 at T = 298 K in PGF. Bottom right: Selectivity for gas mixtures
at T = 298 K, normalized with respect to the zero-pressure limit value of selectivity (S0).
(Reproduced by adapting figures from Ref. [136])

clearly visible in the bottom left panel of Fig. 5.38, where the volumetric uptake
of CH4 vs. pressure is plotted. Other than adsorption, PGF can be used to sieve
gas binary mixture, such as CH4/H2, CO2/H2 and CO2/N2. The dynamic of the
mixture passing through the pillared structures can be simulated by assessing the
diffusion coefficients taking into account the framework flexibility that is essential
in assessing the dynamical properties of the adsorbed gases. Good performance for
the gas separation in mixtures was found with values comparable to those of metal-
organic frameworks (MOFs) and zeolites (ZIFs) [138, 139]; see bottom right panel
of Fig. 5.38.

5.7 Conclusions and Future Outlook

The first goal of this chapter was to demonstrate the impact that dimensionality
has in the emergence of novel properties at nanoscale. Climbing up the “ladder of
dimensionality”, from 0D to 3D, we discussed a variety of systems using several
all-carbon-based materials as role models of our analysis.

In particular, we used fullerene, the spherically shaped 0D carbon allotrope,
accelerated to supersonic velocities to demonstrate the factual possibility to synthe-
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size graphene sheets at low temperature via our in-house SuMBE growth technique.
While we did not succeed for technological limitations to lower the working
temperature down to room conditions at variance with the case of SiC growth,
however SuMBE was capable of synthesizing a fairly even coating of graphene-
like material in a single layer at 645 ◦C using H2 as carrier gas. This temperature
is remarkably smaller than that of other widely used approaches, such as CVD (in
excess of 900 ◦C), MBE of C60 on Ru(0001) (725 K for the cage thermal break
and 1200 K for complete monolayer formation) [140] or on noble metals (1050 K)
[141]. Graphene nano-islands, even according to our metadynamics simulations, are
not made of regular hexagons, like in pristine graphene, but also contain pentagons,
which come from the original buckyball structures. We notice that this characteristic
is potentially useful, because the pentagonal defects introduce a band gap into the
material, something materials scientists have longed hoped to create in graphene.
Although at this stage we believe that our results represent a proof of principle,
the technique looks interesting, not least because it produces relatively high-quality
films and could also be applied using a wide range of materials as a substrate, such as
semiconductors and insulators avoiding the graphene layer transfer from the growth
substrate to different substrates for producing high-end electronic devices.

We then discussed a systematic approach for generating bi-dimensional all-sp2

carbon allotropes, aiming at decreasing the density of graphene without depleting
its unique mechanical properties. This method proceeds by augmenting the number
of congruent discs under the constraint of local stability. The daughter structures
share the common drawbacks of having lower stability and smaller cohesive energy
than graphene, while their density is reduced by 45% with respect to graphene.
In particular, we conclude that (i) flakene may represent the least dense possible
architecture among the families of bi-dimensional all-sp2 carbon allotropic forms
under the local stability constraints; (ii) the augmentation increases the metallicity
character of the daughter structures with respect to parent ones; (iii) while the
absolute stress-strain characteristics are definitely depleted by augmentation, also
a threshold exists below which one cannot reduce further the density without a
considerable performance loss of the specific mechanical properties; (iv) tilene
parent displays a specific strength higher than graphene; and (v) finally, graphene
presents one of the highest specific modulus ever found, and the quest for finding a
better replacement in mechanical engineering applications is still open.

Graphene can be also rolled in the shape of nanotubes, and we have showed,
using a GW approach based on the expansion of the polarizability operator in
an optimal basis, how the electronic band gap of semiconducting CNTs evolves
by increasing the tube size. This approach allows one to avoid the explicit sum
over the unoccupied states while allowing for good accuracy. We showed that an
accurate estimate of the excitation binding energies can be achieved by coupling
optical measurements with theoretical modelling [93, 95]. We extrapolated the gap
vs. diameter function for large dimensions showing that this dependence can be
modelled by Egap = 1.54 eV× nm. This relation is found to be in good agreement
with a recent direct measurement of the electronic gap performed via STS for the
case of 1.4 nm diameter CNT [91].
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In the 3D case of study, we assessed the frequency-dependent dielectric response
and energy-loss functions of diamond and graphite in two ways: a full ab initio
approach, in which we carry out time-dependent density functional simulations in
linear response for different momentum transfers, and a semiclassical model, based
on the Drude-Lorentz extension to finite momenta of the optical dielectric function.
We conclude that ab initio calculated dielectric functions lead to better agreement
with measured energy-loss spectra compared to the widely used Drude-Lorentz
model. This discrepancy is particularly evident for insulators and semiconductors
beyond the optical limit (q �= 0), where single-particle excitations become relevant.
Furthermore, we show that the behaviour of the energy-loss function obtained at
different accuracy levels has a dramatic effect on other physical observables, such
as the inelastic mean free path and the stopping power in the low energy (<100 eV)
regime and thus on the accuracy of MC simulations of REEL spectra. Thus, the
major point of this work is to show that an accurate treatment of the electron-
electron correlations beyond the random-phase approximation of the homogeneous
Fermi gas is necessary to increase the overall accuracy of the simulations to be
compared with REEL experiments. We also discuss a theoretical approach for taking
into account the anisotropic structure of HOPG in the Monte Carlo simulations of
charge transport. The anisotropic description of the dielectric response is achieved
by linearly combining the contributions to the inverse inelastic mean free path
and energy losses along the two main orthogonal directions identifying the layered
crystalline structure of graphite. Monte Carlo simulated spectra, obtained with our
anisotropic approach, are compared with acquired experimental data of reflection
electron energy loss and secondary electron spectra, showing a good agreement.
These findings validate the idea of the importance of considering properly weighted
interplanar and intra-planar interactions in the simulation of electron transport in
layered materials.

Furthermore, we discussed the mechanical behaviour of single and multilayer
graphene armours subjected to hypervelocity impacts of fullerene molecules, due to
their outstanding mechanical stability. The investigation of the interlayer synergy
between adjacent layers at the nanoscale determines that an optimal number
of layers, between 5 and 10, emerges that maximizes also the specific energy
dissipation under impact. These results suggest that multilayer 2D material-based
armours should be structured and optimized at the nanolevel, not relying on the
mere high-specific mechanical properties of the constituent materials.

Finally, we studied the mechanical properties of nanotruss networks and of
random foams, as a further example of 3D materials based on carbon. In this respect,
we conclude that nanotruss networks and random foams may represent exceptional
candidates for porous, flexible and high-strength materials. Basically they inherit
the marvellous mechanical properties of the parent material, graphene, adding a
third bearing stress dimension. In applications to gas adsorption and sieving, other
convenient 3D architectures are represented by the PGFs. Our results show that
the density of pillars dramatically affects the adsorption rather than the pillar type
as, under saturation conditions, the increase of pillar density results in a sensible
decrease of the amount of gas adsorbed.
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After having discussed the marvellous properties that carbon nanomaterials
acquire by moving up the dimensionality ladder, we believe meaningful to provide
an outlook about the foreseeable impact that over the next decades carbon-based
materials can have in defining the reach and applications of nanotechnology. Indeed,
the versatility of carbon to make bonds with itself and also other chemical elements
with different hybridization levels represents the most striking feature which allows
to use it in different technological scenarios. In the last three decades, starting
from the discovery of fullerenes, carbon nanotube (CNT), graphene and other 2D
materials, we have been flush with novel ideas and innumerable attempts to find
the killer applications for these remarkable nanostructures. For example, nearly
two decades of research in graphene fundamental properties have landed potential
influence on longer-lasting batteries, more efficient solar cells, transparent and
wearable faster electronics, novel LCD and OLED display panels, data storage
devices as well as novel approaches to electrochemical sensing in medicinal
technologies or to reinforcing composite matrices to enhance their mechanical
properties. Significant breakthrough in our everyday life can also come from
the revival of CNT-based technologies, such as in the production of transparent
electrodes due to their high conductivity, which allows the construction of ultra-thin
films (1–100 nm). Additionally, one can exploit CNTs for solving environmental
issues due to their promising catalytic properties, such as in pollution remediation,
and energy-related problems, such as in the search for alternative energy sources to
replace the use of fossil fuels or the production of H2 via water splitting due to the
large number of active adsorption sites.

Nevertheless, we notice that so far, despite the many worldwide efforts to
advance carbon-based technology by using CNT or graphene, very few real-world
applications benefit from the potential that these materials display. This still missing
carbon revolution to replace silicon as the material of the future electronics seems
to be due to factors such as mass production and sample quality. For example,
the requirement of large-area, defect-free, grain boundary-free, monocrystalline
graphene to date has not been yet achieved. Furthermore, the question of whether
CNTs and graphene are the right choices for mechanical reinforcement still remains
largely unanswered, basically due to adhesion issues at the interface. Nevertheless,
with the great deal of interest in carbon-based technologies, it would not be
surprising if the first commercially available applications could be already found in
the next decade timeframe. Still, we believe that what makes CNTs and graphene so
special is beyond their technological applications, as they represent a paradigm of a
new class of mono- and bi-dimensional materials, whose discovery and study clearly
date from its synthesis. Furthermore, the electrical conductivity, the electronic
structure and the optical properties of carbon-based materials can be easily tuned by
heteroatom doping in order to adjust their electron mobility, charge transfer capacity
and optical response. For example, due to the potential applications as a basic unit
of a quantum computer, in quantum cryptography, spintronics and masers, recently
nitrogen-vacancy centre (N-V centre) in diamond gained a lot of attention in the
scientific community. Indeed, its most investigated and potentially useful property
is photoluminescence, which can be easily detected from an individual N-V centre.



194 S. Taioli

Electron spins localized at N-V centres can be manipulated at room temperature by
applying magnetic or electric fields, resulting in sharp resonances in the intensity
and wavelength of the photoluminescence. These resonances can be rationalized
in terms of quantum entanglement, spin-orbit interaction and Rabi oscillations and
analysed using advanced quantum optics theory.

As a final remark, we strongly believe that there is a great need for research and
development of new technologies involving the reduction of environmental impacts,
seeking the use of renewable raw and low-cost materials. In this regard, carbon-
based nanomaterials, such as ultra-thin carbon films, can play a major role [142].
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