
Chapter 4
Nanoscale First-Principles Electronic
Structure Simulations of Materials
Relevant to Organic Electronics

Susumu Yanagisawa and Ikutaro Hamada

Abstract Organic molecular materials have attracted considerable attention as a
candidate for next-generation flexible electronics in the near future. However, there
still remain open questions on fundamental electronic properties such as mecha-
nisms of the carrier transport and barriers for carrier injection at organic-inorganic
heterojunctions. In this review, we illustrate the progresses in first-principles
electronic structure calculations of the materials for investigation of the atomic-
or molecular-scale electronic properties of organic semiconductor materials, which
are in general difficult to observe even with present-day experimental techniques.
The theoretical studies not only help elucidate the mechanism of the experimental
measurement but also may allow us to gain insights into the essences of the
materials properties in terms of the electronic structure. Specifically, in this article,
we focus on the first-principles theoretical treatment of the geometric configurations
of organic semiconductors and their electronic structure at the level beyond the
approximation to the density functional theory (DFT) such as the local density
(LDA) and generalized gradient approximations (GGA), i.e., the van der Waals-
inclusive methods for describing the weak intermolecular interaction in organic
solids and the many-body perturbation theory within the GW approximation for
treatment of the charged excitation (quasiparticle) and thus the fundamental gap
and the band dispersion of the crystals. Here, we illustrate the recent studies on
(i) the effect of the molecular configuration on the quasiparticle energy in organic
semiconductors, (ii) the energy level alignment at organic-metal interfaces, and
(iii) prediction of the charge injection levels at a surface of organic thin film, i.e.,
the ionization energy and the electron affinity. Further progresses in theoretical
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methodologies, being enhanced by rapid progress in computational resource and
algorithm, might lead to in silico material simulation or design.

Keywords Organic semiconductors · Intermolecular van der Waals interaction ·
van der Waals density functional · GW approximation · Organic-metal
interfaces · Image potential states

4.1 Introduction

Semiconductors comprised of organic molecules have attracted considerable atten-
tion as candidates for next-generation flexible electronics materials. It is believed
that organic semiconductor electronics will be competitive against inorganic semi-
conductors for applications to mechanically flexible, large-area, and low-cost
electronics [1]. Some organic-based electronic devices such as organic light-
emitting diodes (OLED) are on the market, while other electronics materials such
as organic field-effect transistors (OFET) and organic photovoltaics (OPV) are at
the stage of a fundamental research. However, there is much room for investigation
on the electronic properties of the organic materials, for instance, carrier transport
property. Poor knowledge of the transport property in organic solids is contrast to
the situation in inorganic semiconductors [2]. More understanding of their basic
electronic properties is urgent, which may accelerate development of the next-
generation flexible electronics.

Here, we review recent theoretical works with the first-principles electronic struc-
ture calculation, i.e., (i) those on the intermolecular van der Waals (vdW) interaction
dominating the structural and electronic properties of the organic semiconductor
materials and (ii) the effect of the many-body electrons (or the quasiparticle effect)
upon the injected charge in the bulk of the organic semiconductors or at the organic-
metal interface.

We demonstrate the roles of the first-principles electronic structure calculations
which could clarify a relation between the electronic structure and the geometrical
configurations. As an example, the impact of the atomic-scale geometric structures
on the electronic states is discussed. It was not possible to predict the crystal
geometry or the molecular configuration in the unit cell of the organic semicon-
ductor crystals with the density functional theory (DFT) within the local density
(LDA) or generalized gradient approximation (GGA), because of the failure of the
methodology to describe the intermolecular vdW interaction, which is nonlocal
and long-ranged in nature. However, there are more and more methodologies
being developed capable of describing the vdW interaction between the constituent
organic molecules [3–11].

The quasiparticle energy is essentially related to the barrier for charge injection,
i.e., the electronic energy upon charged excitation, and also the interaction between
the electron-hole pair upon optical excitation, dominating the optical gap. Funda-
mental gap and band dispersion of organic molecular solids are becoming accurately
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predictable by the first-principles theoretical methods describing the quasiparticle
self-energy such as the GW approximation [12].

In this article, we review first-principles electronic structure calculations on

1. Structures of organic semiconductor crystals with the van der Waals (vdW)-
inclusive methods

2. Electronic properties of organic-metal interfaces: electronic properties such as
energy level alignment and the image potential states

3. Electronic charge (electron or hole) injection level depending on the molecular
orientation at the organic crystal surface

In the first topic, we focus on our first-principles study on prediction of the lattice
constants and the intermolecular configuration in oligoacene crystals, along with
analysis of the band structure and the intermolecular transfer integral [13]. Here, the
Wannier functions [14, 15] were derived, allowing us to estimate intermolecular
transfer integrals depending crucially on the cell volume or the intermolecular
configurations in the crystal. The Wannier functions in organic crystals could be
mapped on the crystal Hamiltonian such as the tight-binding Hamiltonian, thus
leading to multi-scale real-time simulations of charge carrier transport in organic
crystals [16]. In addition to the previous work on naphthalene, anthracene, and
tetracene [13], calculation of pentacene and hexacene crystals is demonstrated in
this article.

Secondly, the electronic properties induced at the organic-metal interface are
discussed. The energy level alignment at the organic-metal interface originating
from the rearrangement of the electronic clouds at the interface has attracted
considerable attention [17], because of its relevance to barrier for charge injection
into an organic layer. To elucidate the experimental measurements using techniques
such as photoemission spectroscopy proving the energy levels of the injected hole
or electron right at the interface, aid of a reliable theoretical method treating
charged excitations (quasiparticles) is necessary. Here, we focus on highly accurate
theoretical approaches beyond DFT within the LDA or GGA, such as the many-
body perturbation theory within the GW approximation [12, 18]. In addition, we
demonstrate our recent theoretical investigation [19] to clarify the electronic nature
of the recently reported image potential state of graphite in the presence of an
organic overlayer [20].

In the third place, we discuss determination of charge injection levels in organic
semiconductor crystals or thin films, mainly based on the GW approximation.
The charge injection level relative to the vacuum level, i.e., ionization energy (IE)
or electron affinity (EA) of organic semiconductors, crucially affects the charged
carrier transport properties. It was practically difficult to predict IE and EA of
organic semiconductors using periodic slab models at the GW level of theory,
because of the computational cost to meet convergence criteria. Recently, there are
theoretical studies at the same level of theory handling the problem [21–23].

Finally, we demonstrate the future aspects of the theoretical methods, both in
terms of contribution to elucidation of the novel experimental measurements and
room for development of the theoretical methodologies.
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4.2 Theoretical Investigations on Electronic Properties
of Organic Molecular Materials

4.2.1 Structural Properties: Crystal Geometry and
Intermolecular Configuration

4.2.1.1 Crystal Structures Optimized with a Variant of Van der Waal
Density Functionals

Geometrical configurations in bulk systems of organic molecular crystals or het-
erojunctions such as organic-metal electrode and organic-organic interfaces are of
importance, in which the atomistic- or molecular-scale geometrical arrangements
significantly alter the electronic properties.

The structural properties of organic crystals such as crystal structures and
intermolecular geometrical configurations are one of the central issues dominating
the electronic properties such as charge transport [24, 25]. Subtle interplay among
the intermolecular van der Waals (vdW) forces, the exchange repulsion, and the
orbital hybridization leads to a rich variety of polymorphs with different electronic
properties. The stability of the polymorphs depends on temperature, and thus
attempts are going on to predict (meta-)stable polymorphs of the organic crystals
[26]. Nevertheless, first-principles theoretical investigations on electronic structure
of the most stable polymorph at 0 K may give us insights into the properties of the
materials at not only low temperature but also at room temperature.

Recently proposed vdW-inclusive methods have played roles in prediction of
stable crystal structure and molecular configurations, which allows us to discuss the
effects of the intermolecular interaction on electronic properties.

Here, we focus on the first-principles theoretical methods that have been success-
fully applied to organic semiconductor crystals (for a variety of the applications to
other molecular aggregates and complexes, see a recent comprehensive review such
as Ref. [27]).

The structure and the energetics of an organic crystal could be quite accurately
predicted with first-principles methods such as the adiabatic-connection fluctuation-
dissipation theorem within the random-phase approximation (RPA) [4, 28, 29], the
quantum Monte Carlo [30, 31], and the wave function-based quantum chemistry
[32, 33] methods. However, the computational cost involved at present prevents
application of the highly accurate methods to organic crystals that are of practical
or experimental interest. The vdW-inclusive density functional method, such as
the van der Waals density functional (vdW-DF) and its variants [10, 34–39], may
be a method of choice, because of its moderate computational cost [40] and its
reliability in prediction of structural properties of organic crystals. We employed the
revised vdW-DF2 (rev-vdW-DF2), with its reliable prediction of crystal geometries
of organic crystals such as rubrene [10] and metal phthalocyanine [41].

We first performed the structural optimizations and determined the stable
structures for naphthalene, anthracene, and tetracene crystals (Fig. 4.1) by using
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Fig. 4.1 Crystal structures of the single crystals of (a), (b): naphthalene, (c), (d): anthracene,
(e), (f): tetracene, (g), (h): pentacene, and (j), (k): hexacene [42]. The unit cell consists of the
two nonequivalent molecules placed at the corner and center of the cell, which are arranged in a
herringbone fashion. For tetracene, the Niggli cell parameters are displayed, for ease of comparison
between the crystal geometry obtained in this study and the experimental data (see Table 4.1).
(Figure 1(a)–(f): Reprinted from [13], with the permission of AIP Publishing)
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vdW-DF. As the initial structures for the structural optimization, we used the X-
ray diffraction data of naphthalene [43] and anthracene [44] with the space group
of P 21/a measured at 295 K and those of tetracene with the P 1 symmetry reported
by Robertson [45, 46]. For additional calculations in this work, we used the X-
ray diffraction data of the pentacene crystalline phase obtained by vapor deposition
[47]. The crystalline phase has spacing for the ac planes [(001)d spacing] of
1.45 nm [47], and similar spacing has been reported in other experiments of the
single crystals [48–50]. Recent theoretical studies [51, 52] showed that with the
recent vdW-inclusive method, similar polymorph is more stable than the other
experimentally reported polymorphs such as the bulk phase reported by Campbell
et al. [53] and the thin film phases [54, 55]. The initial crystal structure of hexacene
came from the diffraction data at 123 K of the crystalline phase fabricated with
physical vapor transport method [56]. For the total energy calculation, we used
the projector augmented-wave (PAW) method [57] as implemented in the Vienna
ab initio simulation package (VASP) [58, 59]. The vdW-DF calculations were
performed using the Román-Pérez-Soler algorithm [40] implemented by Klimeš
et al. [39]. We used the revised vdW-DF2 (rev-vdW-DF2) [10], which uses the
revised Becke’s exchange functional [60] and the nonlocal correlation for the second
version of vdW-DF [37].

We used the kinetic energy cutoff of 1000 eV to expand the wave functions in
terms of a plane-wave basis set, along with hardest PAW potentials supplied with
the VASP code [61]. The Brillouin zone integration was performed using a 4 × 4 × 4
Monkhorst-Pack (MP) [62] k-point set for naphthalene and anthracene, a 4 × 4 × 2
MP k-point set for tetracene. In the calculations of pentacene and hexacene in this
work, we used a 4 × 3 × 2 and 4 × 4 × 2 k-point set, respectively. Cell parameters
and internal degrees of freedom were optimized until the forces acting on atoms
became smaller than the threshold value of 1.0 × 10−3 eV Å−1. With this setting
the cell parameters and lattice energy are estimated to converge within 0.039 Å,
0.49◦, and 2.37 Å3 and 1 meV, respectively. The lattice energy was calculated by
subtracting the sum of the total energies of the constituent molecules from that of
the molecular crystal.

We also investigated the effect of the zero-point vibrational energy (ZPE)
to the equilibrium volume for selected crystals as follows. Starting from the
equilibrium crystal structure, the cell volume was varied by ±2% up to ±10%, and
at each volume, we performed the fixed volume structural optimization followed
by the normal mode analysis at the � point to calculate the ZPE contribution
to the total energy. We then calculated the total energy with ZPE and fitted it
to the Murnaghan [63] equation of state to get the ZPE corrected equilibrium
volume.

Table 4.1 displays the resulting lattice constants. Overall, the cell parameters
and equilibrium volumes are in reasonable agreement with experimental values
in the literature, which were measured at 5−296 K [47, 48, 50, 56, 66, 67]. They
are also comparable to other vdW-inclusive methods such as vdW-DF-cx [35],
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more elaborated ones such as Tkatchenko-Scheffler vdW correction (TS-vdW)
[5], that with the many-body dispersion (MBD) [8], and the exchange-hole dipole
moment model with B86b exchange (B86b-XDM) [69, 70]. As for comparison to
experiments, the average absolute relative deviations from the experimental values
[50, 66, 67] are 0.6% (length) and 0.7% (angle) for naphthalene, 0.5% (length) and
0.02% (angle) for anthracene, and 1.0% (length) and 0.3% (angle) for tetracene.
Among the three oligoacene crystals, the maximum absolute relative deviation of
the lattice constants of 1.93% was found for b of tetracene crystal, the experimental
value of which was measured at 175 K [50].

For pentacene, the absolute relative error from the experimental value measured
at 295.5 K [47] is 1.5% (length) and 0.9% (angle) on average, and the maximum
absolute relative deviation from experiments is found for b (2.98%). However, if
the calculated values are compared to the measurement of the same polymorph at
90 K [48], the maximum absolute relative deviation decreases to 1.07% (b), and the
average absolute relative deviations are 0.6% and 0.5% for the cell length and cell
angle, respectively. The calculated lattice constants and equilibrium volume are also
in good agreement with those predicted with vdW-DF-cx for the same polymorph
[52]. In the case of hexacene, the absolute relative deviation from experiments is
found to be largest of all the oligoacene crystals, i.e., the averaged deviation of 3.8%
and 1.0% for length and angle, respectively, and the maximum deviation of 6.15%
is found for length b, in comparison to the experimental values measured at 123 K
[56]. The deviation might be diminished if the theoretical result was compared
to experiments measured at lower temperature, as demonstrated for pentacene. In
addition to that, one should take into account the thermal expansion of the volume
at finite temperature, i.e., the vibrational effect of the crystal.

The effect of ZPE to the equilibrium volume was investigated by the fixed volume
structural optimization, followed by the normal mode analysis at the � point. The
ZPE effect was taken into account, while the volume was incrementally varied. The
resulting volume of naphthalene and anthracene was reasonably larger than that
determined without including ZPE (see Table 4.1). Here, the phonon frequency was
calculated by sampling only the �-point. The deviation from experiments might
decrease if the phonon frequencies in the entire Brillouin zone were taken into
account.

The theoretical lattice energies per molecule of the oligoacene crystals, slightly
underestimated, are in reasonable agreement with experiments, with the absolute
relative deviations (deviations) being 5.2% (0.044 eV) and 8.6% (0.087 eV) for
naphthalene and anthracene, respectively. Notice that they are in good agreement
with those at the level of RPA with single excitations [29]. Taking into account
the calculated lattice energy of the tetracene crystal (−1.383 eV), along with the
theoretical vibrational contribution to the sublimation enthalpy of organic crystals
(0.07−0.11 eV) [64], we estimate the theoretical sublimation enthalpy would be in
agreement with the experimental value (−1.409 eV) [68] within 0.14 eV.
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4.2.1.2 Electronic Structures with the GW Approximation

To confirm reliability of the theoretical crystal geometries of the oligoacenes
predicted with the vdW-DF method, we investigated the electronic structures for the
optimized crystal geometries using the many-body perturbation theory within the
GW approximation [13]. Here, we considered naphthalene, anthracene, tetracene,
and pentacene crystals, of which the experimental fundamental gap or the density
of states (DOS) were reported [71–81].

The quasiparticle energy in solids within the GW approximation is calculated
with [18]

E
qp
nk = εDFT

nk − 〈φDFT
nk |V DFT

xc |φDFT
nk 〉 + 〈φDFT

nk |�(E
qp
nk)|φDFT

nk 〉 , (4.1)

where εDFT
nk and φDFT

nk are starting eigenvalues and wave functions, respectively
(in general DFT-LDA or DFT-GGA), i.e., a starting mean-field approximation
which is to be perturbed by the many-body effect. VDFT

xc is the corresponding
exchange-correlation potential of the mean field, and the self-energy operator
�(E

qp
nk) describes all the ingredients of the many-body effect. The self-energy

operator, formally obtained as expansion of the self-energy in the Hedin equation
to first-order in the screened Coulomb potential W [12], results in formulations
computed on numerical grids. For instance, in the GW space-time formalism, the
self-energy operator is calculated in real space (r, r′) and imaginary time (iτ )
[82–84],

�(r, r′; iτ ) = iG(r, r′; iτ )W(r, r′; iτ ), (4.2)

and its diagonal matrix elements are computed, followed by the analytic continua-
tion of the matrix elements to the real frequency axis [82, 83]. G (r, r′; iτ ) is the
noninteracting Green’s function in real space and in imaginary time for propagation
of the hole (τ > 0) and the electron (τ < 0), respectively,

G(r, r′; iτ ) =
⎧
⎨

⎩

i�occ
nk φnk(r)φ∗

nk(r′)exp(εnkτ) (τ > 0),

−i�unocc
nk φnk(r)φ∗

nk(r′)exp(εnkτ) (τ < 0),
(4.3)

constructed from the Kohn-Sham eigenfunctions and eigenvalues, and k vec-
tors denote those in the first Brillouin zone. The irreducible polarization P

within the random-phase approximation is calculated in real space and imaginary
time,

P(r, r′; iτ ) = −2iG(r, r′; iτ )G(r′, r;−iτ ), (4.4)
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which is Fourier transformed to PGG′(k; iω) in reciprocal space. The sym-
metrized dielectric matrix in reciprocal space ε̃GG′(k; iω) is constructed as

ε̃GG′(k; iω) = δGG′ − 4π

|k + G||k + G′|PGG′(k; iω). (4.5)

Then, W(r, r′; iτ ) is obtained by Fourier transforming to real space and imaginary
time the screened Coulomb potential in reciprocal space and imaginary frequency,

WGG′(k; iω) = 4π

|k + G||k + G′| ε̃
−1
GG′(k; iω). (4.6)

The quantities defined in Eqs. 4.1, 4.2, 4.3, and 4.6 are, practically, calculated
only once with the starting eigenvalues and wave functions, i.e., one-shot G0W0
calculations.

We performed the electronic structure calculations using the modified version
of the GW space-time code [82–84], which enables highly parallelized calculations
with thousands of CPU cores. Our perturbative G0W0 calculations were based on the
norm-conserving pseudopotentials [85] and plane-wave basis set, and the starting
wave functions were generated with the Perdew-Burke-Ernzerhof (PBE) [86]
functional using the STATE code [87]. To calculate the correlation part of the GW

self-energy, we evaluated the full frequency dependence of the dielectric function
numerically, and the use of the plasmon-pole model is avoided. On the imaginary
frequency/time axis, polarizability, dielectric function, screened Coulomb potential,
and self-energy have smoothly decaying tails, which are fitted to simple model
functions. The remaining energy/time region around zero is treated numerically. The
matrix elements of the correlation self-energy on the imaginary time axis are fitted
to a model function, followed by the fast Fourier transform to those on the imaginary
frequency axis. Then, they are analytically continued onto the real energy axis [83].

In addition to the G0W0 calculation based on the PBE wave functions, we
performed the eigenvalue-only self-consistent GW calculations (evGW ) [88, 89],
to check the starting point dependence [90–95] of the G0W0 calculations. In the
evGW calculations, we considered only the diagonal part of the self-energy, and
only the eigenvalues were updated in constructing the Green’s function and the
screened Coulomb potential, while we retained the wave functions unchanged (see
Eqs. 4.2, 4.3, 4.4, 4.5, and 4.6), assuming that the starting DFT wave functions are
close to the true quasiparticle wave functions [18, 96]. We updated the quasiparticle
energies of up to the second lowest unoccupied band. To avoid explicitly calculating
the quasiparticle energies of the bands whose number exceeds 1000 (see the number
of empty states used in the calculation of the Green’s function Eq. 4.3, as mentioned
below) while retaining the accuracy of the calculated band energies around the
conduction band edge, the energies of the higher bands outside the preset energy
window were corrected by a scissors-like operation, that is, they were shifted rigidly
by 
 = Emk − εDFT

mk , where Emk, εDFT
mk are, respectively, the quasiparticle energy

and the DFT eigenvalue in the highest band m in the preset energy window. Here,
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we chose second lowest unoccupied band. We found that five or six iterations were
necessary to converge the fundamental gap within 0.01 eV.

For the GW calculations, we transformed the lattice vectors to employ the
symmetry points and lines in the Brillouin zone defined in Ref. [97]. We used a
4 × 3 × 2 (naphthalene, anthracene, and pentacene) or a 3 × 2 × 4 (tetracene) �-
centered k-point set, corresponding to the k-space mesh sizes of 0.19–0.43 Å−1.
For naphthalene, anthracene, and tetracene crystal, plane-wave cutoffs of 60 Ry and
24 Ry for the wave function and the dielectric matrix, respectively, were used [13].
For pentacene, we employed plane-wave cutoff of 40 Ry throughout the calculation,
that is, for both the wave function and the dielectric matrix. We have found that the
convergence of the calculated band gap or band width for the new set of cutoff is
similar to that of the cutoff used in Ref. [13]. The number of empty states used in
the calculation of the Green’s function was 6006 (naphthalene), 5372 (anthracene),
6584 (tetracene), and 5200 (pentacene) bands, which encompass more than 240 eV
above the center of the band gap. The convergence of the calculated band gap (band
width) with respect to the number of empty states, k-point sampling, and plane-wave
cutoff is estimated to be within 0.05 (0.01) eV.

Table 4.2 displays the calculated fundamental gap of oligoacene crystals within
rev-vdW-DF2 and GW approximations. Figures 4.2a, 4.3a, 4.4a, and 4.5a show
the calculated dispersions of the highest occupied (HOMO) and lowest unoccupied
molecular orbital (LUMO)-derived bands of the oligoacene single crystals within
GW . Because of the self-energy correction, the fundamental gap obtained with the
one-shot GW (G0W0) was larger than the DFT values by 1.1–1.8 eV. The valence
and conduction band widths became larger by the G0W0 self-energy correction by
0.05–0.15 eV and 0.04–0.12 eV, respectively [13]. The appreciable increase in band

Table 4.2 Calculated fundamental band gap (Eg) and band width for the HOMO-derived band
(WH) and that for the LUMO-derived band (WL) of the oligoacene crystals obtained with rev-vdW-
DF2 and GW based on the rev-vdW-DF2 optimized structures. The band gap average over the
k-points in the Brillouin zone is shown in the parenthesis. The unit is eV. (Reprinted from [13],
with the permission of AIP Publishing)

Naphthalene Anthracene Tetracene Pentacene

Eg(rev-vdW-DF2) 2.97 1.89 1.08 1.03

Eg(G0W0) 4.72 (5.01) 3.37 (3.67) 2.40 (2.75) 2.09 (2.38)

Eg(evGW ) 5.70 4.17 3.09 2.68

Eg(Exp.1) 5.0–5.5 3.9–4.2 2.9–3.4 2.2–2.4

WH(rev-vdW-DF2) 0.44 0.40 0.44 0.74

WH(G0W0) 0.51 0.46 0.49 0.89

WH(evGW ) 0.56 0.50 0.54 0.96

WL(rev-vdW-DF2) 0.35 0.63 0.65 0.70

WL(G0W0) 0.39 0.75 0.73 0.82

WL(evGW ) 0.41 0.78 0.75 0.86

1Refs. [71–80]
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Fig. 4.2 (a) The band structure of the naphthalene crystal calculated within the G0W0 approxima-
tion. The energy zero is set to the top of the highest occupied band. The atomic configurations and
the lattice constants are optimized with the rev-vdW-DF2 functional (Table 4.1). We transformed
the lattice parameters to adopt the symmetry points and lines in the Brillouin zone defined in
Ref. [97], to obtain a′ =5.898 Å, b′ =7.806 Å, c′ =8.012 Å, α′ =65.93◦, and β ′ = γ ′ =90.0◦.
The high-symmetry points in the BZ are � (0,0,0), Y(0,0,0.5), H(0, 0.361, 0.651), C(0, 0.5, 0.5),
E(0.5, 0.5, 0.5), M1(0.5, 0.639, 0.349), A(0.5, 0.5, 0), X(0, 0.5, 0), Z(0.5, 0, 0) in the unit of
the basic reciprocal lattice vectors. (b) The density of states (DOS) based on the G0W0 band
structure. The Gaussian broadening is set to the imaginary part of the self-energy obtained with the
G0W0 calculation. The symbols such as H, H−1, L, and L+1 denote the molecular orbitals of the
constituent molecules such as HOMO, next HOMO, LUMO, and the next LUMO, respectively,
which forms the bands. For comparison, the experimental photoemission data (Ref. [81]) is
displayed in the upper panel. The theoretical highest peak of the valence band maximum is aligned
with that of the experimental photoemission peak by a rigid shift of the band energies. The band
widths (WH and WL) and band gap (Eg) are indicated by the double-headed arrows for guides to
the eyes. (Reprinted from [13], with the permission of AIP Publishing)
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Fig. 4.3 (a) The band structure of the anthracene crystal calculated within the G0W0 approxima-
tion. The energy zero is set to the top of the highest occupied band. The atomic configurations and
the lattice constants are optimized with the rev-vdW-DF2 functional (Table 4.1). We transformed
the lattice parameters to adopt the symmetry points and lines in the Brillouin zone defined in Ref.
[97], to obtain a′ =5.948 Å, b′ =8.339 Å, c′ =9.242 Å, α′ =78.00◦, and β ′ = γ ′ =90.0◦. The
high-symmetry points in the BZ are: �(0,0,0), Y(0,0, 0.5), H(0, 0.425, 0.598), C(0, 0.5, 0.5), E(0.5,
0.5, 0.5), M1(0.5, 0.575, 0.402), A(0.5, 0.5, 0), X(0, 0.5, 0), Z(0.5, 0, 0) in the unit of the basic
reciprocal lattice vectors. (b) The density of states (DOS) based on the G0W0 band structure. The
experimental photoemission data (Ref. [81]) is displayed. The convention is the same as that in
Fig. 4.2. The band widths (WH and WL) and band gap (Eg) are indicated by the double-headed
arrows for guides to the eyes. (Reprinted from [13], with the permission of AIP Publishing)
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Fig. 4.4 (a) The band structure of the tetracene crystal calculated within the G0W0 approximation.
The energy zero is set at the top of the highest occupied band. The atomic configurations and the
lattice constants are optimized with the rev-vdW-DF2 functional (Table 4.1). We transformed the
lattice parameters to adopt the symmetry points and lines in the Brillouin zone defined in Ref. [97],
to obtain a′ =7.686 Å, b′ =12.489 Å, c′ =6.019 Å, α′ =99.62◦, β ′ =94.36◦, γ ′ =100.83◦. The
high-symmetry points in the BZ are X(0.5, 0, 0), �(0,0,0), Y(0, 0.5, 0), L(0.5, 0.5, 0), Z(0, 0, 0.5),
N(0.5, 0, 0.5), M(0, 0.5, 0.5), R(0.5, 0.5, 0.5) in the unit of the basic reciprocal lattice vectors. (b)
The density of states (DOS) based on the G0W0 band structure. The experimental photoemission
data (Ref. [81]) is displayed. The convention is the same as that in Fig. 4.2. The band widths (WH
and WL) and band gap (Eg) are indicated by the double-headed arrows for guides to the eyes.
(Reprinted from [13], with the permission of AIP Publishing)
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Fig. 4.5 (a) The band structure of the pentacene crystal calculated within the G0W0 approxima-
tion. The energy zero is set at the top of the highest occupied band. The atomic configurations
and the lattice constants are optimized with the rev-vdW-DF2 functional (Table 4.1). The lattice
parameters to adopt the symmetry points and lines in the Brillouin zone defined in Ref. [97] are
the same as those in Table 4.1. The high-symmetry points in the BZ are X(0.5, 0, 0), �(0,0,0), Y(0,
0.5, 0), L(0.5, 0.5, 0), Z(0, 0, 0.5), N(0.5, 0, 0.5), M(0, 0.5, 0.5), R(0.5, 0.5, 0.5) in the unit of the
basic reciprocal lattice vectors. (b) The density of states (DOS) based on the G0W0 band structure.
The experimental photoemission data (Ref. [81]) is displayed. The convention is the same as that
in Fig. 4.2. The band widths (WH and WL) and band gap (Eg) are indicated by the double-headed
arrows for guides to the eyes
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width suggests distribution of the electronic charge density at the intermolecular
site, as indicated in Refs. [98–100].

Compared to the fundamental gap estimated with the experimental technique
such as photoconductivity, optical absorption, and inverse photoemission mea-
surements [71–80], the theoretical band gap within G0W0 is underestimated. The
band gap averaged over the k-points in the Brillouin zone was also slightly
underestimated, which is in line with Ref. [52]. To remove the starting point
dependence of the G0W0 calculation [90–95], we took partially into account the
effect of self-consistency within the eigenvalue-only self-consistent GW (evGW )
treatment [88, 89]. As a result, the fundamental gap becomes slightly overestimated,
becoming closer to experiments (see Table 4.2) [13]. For pentacene, the gap is in
agreement with the recent experimental value measured with the low-energy inverse
photoemission spectroscopy (LEIPS) [80]. The band widths slightly increased by
the evGW calculation by at most 0.07 eV, independently of the k-point.

Figures 4.2b, 4.3b, 4.4b, and 4.5b display the calculated density of states
(DOS) in comparison to the experimental photoemission measurement, in which
the substrate temperature was kept at 150 K [81]. We calculated the DOS with
the Gaussian smearing with the width set to the imaginary part of the self-energy
obtained with the G0W0 calculation, rather than a uniform broadening. The width or
the satellite peak structure of photoemission spectra is, in principle, the imaginary
part of the self-energy, i.e., spectral function. Notice that according to Ref. [101],
the structures of the organic thin films are similar to those of the single crystal
investigated in this study, implying that comparison of the theoretical electronic
structures of bulk organic crystals with the experimental photoemission spectra of
organic thin films is meaningful. The calculated peak positions of the valence bands
derived from HOMO, the next HOMO, the second next HOMO, and so forth, of the
constituent molecule, are in agreement with the experimental photoemission spectra
of the thin films on Ag(111) [81]. Some shoulder structures are found in the vicinity
of the valence band, for instance, H-1 and H-3 DOS peaks in tetracene, which are not
resolved in the experimental photoemission spectra. Although there is agreement
found between the theoretical DOS and the experiment, factors affecting the
experimental photoemission spectra of organic semiconductors such as broadening
by temperature effects, instrumental resolution, and other factors causing structural
disorder [102] should be taken into account. The incomplete charge screening at the
surface was taken into account, when the G0W0 DOS of oligoacenes were compared
with the experimental data [52]. Furthermore, it was proposed that the electron-
phonon coupling and structural disorder should be taken into account to describe
the electronic structure of organic semiconductors at finite temperature [103].

As far as the DOS of the unoccupied states are concerned, the inverse pho-
toemission data of 2–3 monolayers of the oligoacenes on Ag(111) were reported
[104]. The measured energy difference between the lowest and the second lowest
unoccupied π∗-derived peaks was 0.8, 1.1, and 1.7 eV for naphthalene, anthracene,
and tetracene, respectively [104]. The theoretical energy difference between the
corresponding DOS peaks with G0W0 were 0.90, 1.39, and 1.73 eV, respectively,
in fair agreement with the experiment.
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4.2.1.3 Effects of the Crystal Geometry and the Molecular Configuration

Here, we investigated the impact of the different crystal structures on the electronic
structure. For tetracene, theoretical DOS was obtained for the three crystal structures
with different lattice constants (Table 4.3). Figure 4.6 displays the theoretical
DOS of HOMO- and LUMO-derived bands for the different lattice constants.
The calculated band gap and the band widths are summarized in Table 4.4. The
experimental crystal geometry determined by the X-ray diffraction measurement
[45, 46] and more recent diffraction data measured at 175 K [50] were used. We
optimized their internal degrees of freedom with rev-vdW-DF2, while we fixed the

Table 4.3 Lattice constants of the tetracene crystals (Structures I–III) investigated. Structure III
corresponds to the fully optimized crystal geometry, whose lattice constants were transformed, as
described in the caption of Fig. 4.4. (Reprinted from [13], with the permission of AIP Publishing)

a(Å) b(Å) c(Å) α(◦) β(◦) γ (◦)

Structure I1 7.980 12.747 6.140 100.44 92.5 101.92

Structure II2 7.837 12.552 6.056 99.45 94.20 101.27

Structure III3 7.686 12.489 6.019 99.62 94.36 100.83

1Ref. [45, 46, 53]. X-ray diffraction data whose temperature is presumed to be room temperature
or higher
2Ref. [50]. X-ray diffraction data measured at 175 K
3This work

Struct. III

Struct. II
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Fig. 4.6 The G0W0 densities of states (DOS) of tetracene obtained using different geometries.
Structures I and II correspond to those obtained by the X-ray diffraction measurements (Refs.
[45] and [50], respectively), where the internal atomic configurations were optimized with rev-
vdW-DF2. Structure III was the fully optimized rev-vdW-DF2 structure reported in Table 4.1. The
theoretical highest peaks of the valence band maximum in Structures I and II are aligned with that
in Structure III. For the ease of comparison, we draw the solid vertical lines for the main peaks in
the G0W0 DOS, and the states derived from similar molecular orbitals are connected by dashed
lines. (Reprinted from [13], with the permission of AIP Publishing)
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Table 4.4 Calculated band gap (Eg) and the band width for the HOMO-derived band (WH) and
that for the LUMO-derived band (WL) of the tetracene crystal obtained with G0W0 and evGW

for different structures. I and II denote the structures obtained by the X-ray diffraction experiment
in Refs. [45] and [50], respectively, and their internal atomic coordinates were relaxed with their
lattice constants fixed. Structure III denotes the one obtained by fully optimizing the cell and
internal degrees of freedom, corresponding to the crystal geometry displayed in Table 4.1. E′

g is the
molecular fundamental gap plus the polarization effect (see the main text). Unit is eV. (Reprinted
from [13], with the permission of AIP Publishing)

Structure I II III

Eg(G0W0) 2.63 2.50 2.40

Eg(evGW ) 3.31 3.19 3.09

WH(G0W0) 0.39 0.45 0.49

WH(evGW ) 0.44 0.48 0.54

WL(G0W0) 0.60 0.66 0.73

WL(evGW ) 0.64 0.71 0.75

E′
g(G0W0) 3.12 3.06 3.01

E′
g(evGW ) 3.85 3.79 3.74

lattice constants displayed in Table 4.3. We denote their structures by Structures I
and II, for the former and the latter, respectively, and the structure fully optimized
with rev-vdW-DF2 is denoted by Structure III.

It is found that the decrease in equilibrium volume from Structure I to III causes
the band width to increase: The band width for the HOMO-derived band increases
from 0.39 eV for Structure I (598.9 Å3) to 0.49 eV for Structure III (556.0 Å3). This
is because the overlap between HOMOs of the neighboring molecular sites increases
as the cell volume decreases. The result is similar to the change in the theoretical
band widths, depending on the lattice constants of a variety of the experimental
crystal structures of the organic semiconductors [105].

The fundamental gap also depends on the equilibrium volume. Table 4.4 shows
that the band gap is narrowed as the volume decreases from Structure I to III. This is
because of the dielectric screening stabilizing the electron or the hole injected into
the bulk, which is induced by the surrounding polarization clouds. There is similar
trend found in the result obtained at the evGW level of theory, in which the band
energies are shifted almost independently of the k-points. The different polarization
effect could be shown by the fundamental gap plus the polarization effect [80]. That
was estimated by adding the halves of the band widths to the fundamental gap:
E′

g = Eg + (WH + WL)/2, to remove the effect of the change in the band width.
As shown in Table 4.4, the calculated E′

g reasonably decreases as the cell volume
increases.

To gain more insights into the effects of the molecular configuration on the
electronic structure, we examined the electronic structures in terms of the interaction
between the orbitals centered at the molecular sites. We obtained the maximally
localized Wannier functions (MLWF) [14, 15] based on the PBE wave function for
Structures I–III. We calculated the nearest-neighbor transfer integrals between the
HOMOs or between the LUMOs arranged along the unit cell vectors (ta1 − tc1 and
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Fig. 4.7 Schematic views of
the transfer integral between
molecules projected on (a)
a′b′ plane and (b) a′c′ plane.
Conventional unit cell is
shown. The unit cell vectors
are the same as those defined
in Fig. 4.4. (Reprinted
from [13], with the
permission of AIP
Publishing)
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ta2 − tc2) and those along the diagonal directions between the two nonequivalent
herringbone-stacked molecules in the cell (t1 and t2), which are depicted in Figs. 4.7
and 4.8. In Table 4.5, the transfer integrals for Structures I–III are shown, along with
the HOMO- and the LUMO-derived band width determined with the tight-binding
approximation. The tight-binding band structure for Structures I–III based on the
calculated transfer integrals is displayed in Fig. 4.9.

It is found that the tight-binding band structure is in fair agreement with the
first-principles band structure obtained with DFT-PBE. The result is in line with the
previous works of oligoacene crystals [106–108]. The transfer integrals along the
diagonal paths between the two nonequivalent molecules in the cell (t1 and t2) are
largest in amplitude, crucially determining the band widths. The magnitudes of t1
and t2 for HOMO and LUMO and thus the band width increase from Structures I to
III.

The isosurfaces of the MLWF for the two HOMOs and the two LUMOs of
the two nonequivalent molecules in the unit cell are displayed in Fig. 4.8. The
transfer integral t1 for HOMO is dominated by the closest antibonding contribution
to the interaction between the two HOMOs, resulting in largely positive values (see
Table 4.5). On the other hand, t2 for HOMO is negative, which originates from
the closest in-phase bonding interaction. The distance between the molecules is an
important factor dominating the transfer integrals and thus the HOMO-derived band
widths. Actually, Structure III, with the smallest cell volume, displays the largest
band width. In case of the LUMO band, the situations are similar.

However, with their nodal structures as shown in Fig. 4.8, there are competing
bonding and antibonding contributions to the transfer integrals. Depending on the
intermolecular distance or the molecular orientation angle, the signs of the transfer
integrals can switch. The signs of t1 and t2 for HOMO switch even when the
experimental crystal structures reported in Refs. [45] and [50] are, respectively,
relaxed into Structures I and II, with only a minor change in the intermolecular
distance or the molecular orientation angle [13]. We also found that the signs of
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Fig. 4.8 (a) Isosurfaces of the maximally localized Wannier functions (MLWFs) corresponding
to the HOMO and the LUMO located at one of the two nonequivalent molecules in the unit cell.
Different colors (brightness) indicate signs of the orbitals. Views from the shortest cell vector c′
(upper) and those from the longer molecular axis (lower) are shown. (b) Schematics of the transfer
integrals t1 and t2 between the MLWFs of the HOMO (left) or the LUMO (right). The lattice
vectors are the same as those defined in Fig. 4.4. (Reprinted from [13], with the permission of AIP
Publishing)

the transfer integrals depend on the approximations in the first-principles DFT
calculations (PBE or rev-vdW-DF2, in this case). The role of the molecular
displacement along the slip direction determining the transfer integral was discussed
[109]. In classifying the sign of the transfer integral between the herringbone-like
arranged molecules of the pentacene polymorphs, the distance of the molecular slip
stepping over the nodes of the molecular orbitals was taken into account [108].
In the present case, the switch of the signs of the transfer integrals t1 and t2 does
not affect the band structure within the tight-binding approximation [13, 106–108].
Nevertheless, in general, a subtle interplay between the molecular configurations
such as distance and angle, and their displacement, and, therefore, the accurate
determination of the crystal geometry of organic crystals is crucial for predicting
the electronic structure precisely.
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Table 4.5 Calculated nearest-neighbor transfer integrals for the HOMO and those for the LUMO
of the tetracene crystal obtained with the maximally localized Wannier functions [14, 15] based
on the DFT-PBE orbitals. tc1 and tc2 correspond to the transfer integrals along the shortest unit
cell vector, ta1 and ta2 to those along the second shortest unit cell vector, and t1 and t2 to those
between the two nonequivalent tetracene molecules as depicted in Figs. 4.7 and 4.8 (tb1 and tb2
along the longest cell vector are found to be essentially zero). WTB

H (WTB
L ) and WPBE

H (WPBE
L )

denote the HOMO (LUMO)-derived band width within the tight-binding approximation and the
first-principles calculation with DFT-PBE, respectively. I and II denote the structures obtained
by the X-ray diffraction experiment in Refs. [45] and [50], respectively, and their internal atomic
coordinates were relaxed with their lattice constants fixed. Structure III denotes the one obtained by
full optimization of the cell and internal degrees of freedom, corresponding to the crystal geometry
displayed in Table 4.1. Unit is meV. (Reprinted from [13], with the permission of AIP Publishing)

Structure I II III

HOMO

tc1 12.39 11.37 12.15

tc2 −4.72 −6.95 −6.48

ta1 −2.74 −4.33 −5.19

ta2 −2.23 −3.08 −3.22

t1 16.56 20.45 22.79

t2 −60.43 −66.54 −78.39

WTB
H 313.35 355.34 411.43

WPBE
H 322.17 370.68 417.33

LUMO

tc1 −31.01 −31.10 −33.04

tc2 −11.13 −10.76 −12.10

ta1 −1.55 −1.74 −2.09

ta2 −3.43 −4.09 −4.74

t1 68.44 73.62 81.07

t2 −57.38 −67.96 −78.02

WTB
L 510.78 570.12 639.72

WPBE
L 505.09 563.99 629.19
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Fig. 4.9 Band structure of the tetracene crystals (Structures I–III). HOMO- and LUMO-derived
bands are displayed. Solid lines indicate the band structure within the tight-binding approximation
based on the transfer integrals calculated with the maximally localized Wannier functions
(see Table 4.5). Dots indicate the band structures obtained with the first-principles DFT-PBE
calculation. (Reprinted from [13], with the permission of AIP Publishing)
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4.2.2 Electronic Properties at Organic-Metal Interfaces:
Energy Level Alignment and Emergence of the Image
Potential-Like States

The important physical phenomenon crucially affecting the energy level alignment
at the interface and thus the charge transport properties [110] is the renormalization
of the HOMO-LUMO energy gap induced by the metal surface [111–113]. When a
molecule is close to the metal surface, electrons in the metal respond to and screen
charged excitations of the molecule. The molecular energy levels at the interface
are thus quasiparticle energy levels. As a result, when the molecule is located close
to the metal surface, the molecular HOMO and LUMO levels shift closer to the
metal Fermi level, and the HOMO-LUMO fundamental gap is narrowed [111–
113]. A rigorous theoretical treatment is the many-body perturbation theory within
the GW approximation for accurate treatment of the quasiparticle energies at the
organic-metal interface [112, 113]. However, the computationally demanding GW

treatment hampers its application to periodic systems with hundreds of atoms even
with present-day computational resources. That is also the case in treatment of an
organic-metal interface by employing a periodic slab model with a vacuum layer
along the direction normal to the slab [114]. In addition to the system size tractable,
the numerical convergence of the molecular quasiparticle energies and the metal
work function can be a problem [114, 115]. The DFT wave functions can be poor
approximations to the quasiparticle wave functions for hybridized interfaces, which
necessitate diagonalization of the self-energy matrix �(E) for a better new starting
point for the perturbation beyond G0W0 or another computational strategy such as
evaluation of the self-energy in the basis of the molecular orbitals, which is expected
to be diagonal [114].

To avoid the technical issues involved in the GW calculation of the overall
interface system, some efforts have been made, for instance, the DFT+� approach
[112, 116]. For physisorbed systems, with the assumption of weak coupling between
the molecule and the metal, the PDOS peaks of an isolated molecule could be
shifted by the quasiparticle self-energy correction to HOMO and LUMO energies,
along with the gap renormalization upon adsorption on the metal. With DFT+�,
one adds two corrections denoted by � to HOMO-/LUMO-derived levels obtained
with DFT within LDA or GGA. First, a difference between HOMO or LUMO
energy of an isolated molecule with DFT-LDA or DFT-GGA and that obtained at a
highly accurate level of theory such as GW is estimated. Second, the polarization
at the surface inducing gap renormalization is corrected based on the classical
image charge model 1/4[z − z0], where z is the average height of the molecule
on the surface and z0 is the image plane position. The DFT+� method has been
successfully employed to predict or elucidate the energy level alignment at organic-
metal interfaces with physisorption [112, 117] and to explain the charge transport in
molecular junctions where the assumption of weak coupling is reasonable [116].

Overall, however, the representative theoretical works calculating the energy
level alignment at organic-metal interfaces within GW or DFT+�, despite its
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rigorous theoretical background, have been limited to the abovementioned works
[112–117]. The computational or numerical difficulty involved, as mentioned above,
seems to be a critical limiting factor. Furthermore, determination of the quasiparticle
wave functions in a self-consistent manner is necessary in case of a hybridized
interface involving appreciable charge transfer at the interface. In terms of the
modification of the electronic charge density at a hybridized organic-metal interface
in a self-consistent manner, a theoretical methodology within the framework of DFT,
such as the optimally tuned range-separated hybrid (OT-RSH), might be a method
of choice [118–120].

Unoccupied electronic states at surfaces and interfaces are important as they
are relevant to the charge carrier transport in the electronic devices. As such, the
image potential state (IPS) is a fundamental electronic state emerging at metal
surfaces, which is characterized by a set of Rydberg-like series induced by the
Coulombic tail of the potential [121, 122]. Image potential has a form of Vim =
−e2/4(z − z0), where z0 is the position of the so-called image plane, the effective
position of the surface plane, and the energy levels in the image potential is given
by En = −0.85 eV/(n + a)2 with n and a being the quantum number and the so-
called quantum defect, respectively. The IPSs have been shown to exist even for
graphitic materials including single-crystal graphite [123], highly oriented pyrolytic
graphite [124], carbon nanotube [125], fullerene [126], and fullerite [127]. Double
Rydberg states of IPSs are also predicted for freestanding graphene [128] by using
the LDA augmented by the image potential tail (“LDA+image tail”), and it was
suggested that the IPS is the origin of the interlayer state [nearly free electron
(NFE) state] of graphite [129–131]. The double Rydberg states were confirmed for
graphene and bilayer graphene on SiC by using the scanning tunneling spectroscopy
[132]. Computationally however, it is well-known that the semilocal approximation
to the exchange-correlation functional fails to reproduce the image potential, and
the dynamic and nonlocal correlation is necessary to describe it accurately. Indeed
it has been shown that by using the GW method to evaluate the energy-dependent
electron self-energy, an image potential for a metal surface is reproduced [133].
As an alternative, vdW-DF has been used to study graphene and some graphite
materials [134], as it contains a dynamical and nonlocal piece of correlation in an
approximate manner. In the following, electronic structures of graphitic materials
obtained by using vdW-DF are discussed with the emphasis on the IPSs.

In Fig. 4.10, the band structure of graphene obtained by using the rev-vdW-DF2
[10] functional is shown [134]. It is in good agreement with that obtained with the
LDA+image tail potential of Ref. [128]. In particular, the low-lying IPS levels agree
well (Table 4.6), suggesting that vdW-DF improves the description of graphene’s
IPS. In order to clarify the role of the nonlocal correlation, calculations without
the nonlocal correlation [B86R exchange plus PBE correlation (B86Rx+PBEc) and
B86R exchange plus PBEsol correlation (B86Rx+PBEsolc)] were performed. It
was found that the IPS levels obtained with B86Rx+PBEc and B86Rx+PBEsolc
are similar to those with PBE and underestimated, suggesting that the nonlocal
correlation plays an important role in describing IPSs accurately. By further ana-
lyzing the exchange-correlation potential, it was found that the vdW-DF generates
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Fig. 4.10 Band structure of graphene obtained by using the rev-vdW-DF2 functional. The origin
of energy is the Fermi level (EF). The symmetry points are � = (0, 0), M = (1/2, 0), and K =
(1/3, 1/3) in the unit of the basic reciprocal lattice vectors. The horizontal dashed line indicates
the vacuum level (Evac). The low-lying IPSs corresponding the symmetric (1+) and antisymmetric
(1−) are indicated by the arrows. (Reprinted from [134], with the permission of AIP Publishing)

Table 4.6 IPS levels of graphene with respect to the Fermi level calculated with rev-dW-DF2
along with those with LDA, PBE, and LDA+image tail (zo = 3.0 Bohr). For comparison those
obtained with B86Rx+PBEc and B86Rx+PBEsolc are also shown. IPS levels with respect to the
vacuum level are shown in parentheses. The rev-vdW-DF2 lattice constant was used for all the
calculations. The unit of the energy level is eV. (Reprinted from [134], with the permission of AIP
Publishing)

Method 1+ 1− 2+ 2−

rev-vdW-DF2 2.85 3.70 4.31 4.35

(−1.54) (−0.69) (−0.07) (−0.04)

LDA 3.31 4.25 4.41 4.46

(−1.16) (−0.23) (−0.07) (−0.02)

PBE 3.27 4.03 4.24 4.29

(−0.98) (−0.22) (−0.01) (+0.04)

B86Rx+PBEc 3.42 4.00 4.18 4.23

(−0.82) (−0.24) (−0.06) (−0.01)

B86Rx+PBEsolc 3.42 4.05 4.25 4.30

(−0.89) (−0.25) (−0.05) (+0.02)

LDA+image taila 2.94 3.69 4.16 4.22

(−1.47) (−0.72) (−0.25) (−0.19)
aRef. [128]

more attractive and longer-range potential than PBE one. It was also found that
the exchange potentials used in the improved vdW-DFs such as optB86b-vdW,
vdW-DF-cx, and rev-vdW-DF2 are more attractive and longer ranged than PBE
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Fig. 4.11 Band structure of the graphite (0001) surface calculated by using rev-vdW-DF2. The
origin of energy is EF. The horizontal dashed line indicates Evac. The lowest IPS is indicated by
the arrow. (Reprinted from [134], with the permission of AIP Publishing)

exchange-correlation potential, and the attractive nonlocal correlation further gives
more attractive exchange-correlation potential, resulting in the improved description
of IPSs.

The band structure of the graphite (0001) surface was also calculated (Fig. 4.11),
and the lowest IPS was obtained in the bulk band gap. The position of the lowest
(n = 1) IPS obtained with rev-vdW-DF2 is 3.18 (−1.28) eV with respect to the
Fermi level (vacuum level) and the second lowest (n = 2) IPS, 4.18 (−0.28) eV,
while the lowest IPS obtained with PBE is 3.61 (−0.69) eV and the second IPS,
4.18 (−0.28) eV. Calculated IPSs with rev-vdW-DF2 are lower (deeper) than the
energy of a Rydberg-like series En = −0.85 eV/(n+a)2 with small quantum defect
a reported experimentally, and apparently those with PBE are in better agreement
with the experiments. This is presumably because of the error cancellation between
the derivative discontinuity and the image potential in PBE. vdW-DF also lacks
the derivative discontinuity but gives more attractive nonlocal correlation energy
and potential, thereby overestimating the magnitude of the IPS levels. Nevertheless,
although the bulk energy gap and the energy levels of the unoccupied orbitals of
gas-phase molecules are underestimated, they are described reasonably well on
metal surfaces even with semilocal and vdW-DF functionals, and thus we expect
the interaction between IPSs and unoccupied molecular orbitals on a metal surface
is described fairly well with vdW-DF.

Here it is worth mentioning that there is also a considerable difference in the work
function obtained with GGA and vdW-DF: Calculated work functions of graphene
are 4.39 eV with rev-vdW-DF2 and 4.25 eV with PBE. Those of graphite are 4.46 eV
with rev-vdW-DF2 and 4.30 eV with PBE at the rev-vdW-DF2 optimized geometry,
and the former is in better agreement with the experimental value of 4.5–4.7 eV
than the latter. Work function predicted by rev-vdW-DF2 is also in good agreement
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with that obtained with optPBE-vdW [135]. These results indicate that the nonlocal
correlation also affects the electronic structure, although its effect has been thought
to be minor [136]. This is in line with the recent work by Ferri et al. [137] using the
fully self-consistent Tkatchenko-Scheffler vdW correction [138].

IPSs of metal surfaces functionalized with molecular overlayers have also been
investigated [132, 139–142]. Naphthalene on highly oriented pyrolytic graphite
(HOPG) is one of prototypical systems for aromatic hydrocarbons physisorbed on
a metal surface, and there have been several studies investigating its electronic
properties [20, 143–146]. The scanning tunneling microscopy (STM) measurement
revealed that the naphthalene overlayer on HOPG forms a superstructure with a
tilted adsorption configuration [145]. Furthermore, based on the angle-resolved
two-photon photoemission spectroscopy measurement, the authors of Ref. [145]
suggested that the lowest IPS behaves almost like a free electron, despite the
presence of the molecular overlayer [20].

To gain insights into the nature on the IPS at organic-metal interfaces, DFT
calculations were conducted for naphthalene adsorbed on graphene [19]. The rev-
vdW-DF2 functional [10] was used to correctly describe the molecule-substrate and
the intermolecular interactions, which are typically of the vdW interaction nature. It
was found that the naphthalene molecules are stabilized as a superstructure with
a periodicity of (2

√
3 × 2

√
3) with a tilted molecular adsorption geometry, in

good agreement with the STM measurement [145]. The band structure of the naph-
thalene/graphene was calculated (Fig. 4.12), and IPS-like states are found at 2.77
and 3.80 eV with respect to the Fermi level at the � point, which are characterized
by anisotropic effective mass due to the anisotropic molecular configuration of the
naphthalene overlayer. Further, by analyzing the corresponding charge densities of
these states as shown in Fig. 4.13, it was found that these IPS-like states are formed

Fig. 4.12 Band structures for
the unoccupied states for the
naphthalene overlayer on
graphene with (

√
3 × √

3)
periodicity. Energy zero is set
to the Fermi level (EF). The
surface Brillouin zone is
displayed in the inset
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Fig. 4.13 Planer average of charge densities for (a) the graphene IPSs with even (1+) and odd
(1−) parities, (b) the IPS-like states of naphthalene with even (I1) and odd (I2) parities, and (c) the
unoccupied states of naphthalene on graphene

by the hybridization of the IPS of graphene and that of naphthalene, which originates
from the Rydberg state of naphthalene molecule. In particular, the IPS-like state at
2.77 eV is the bonding state of the lowest IPS of graphene with the even parity and
the IPS of naphthalene overlayer, and it was suggested that what is observed in the
STM image [20] is this IPS-like state, not the molecular orbital-derived state as
suggested before [20]. The results indicate that such “hybrid IPS” can be observed
in a variety of systems, as IPS-like states, also known as nearly free electron states,
are predicted not only for metal surfaces but also for semiconductors [147, 148],
insulators [149, 150], and carbon-based nanostructures [126, 127, 151–157], and
further experimental investigation on the IPS of different interfaces is anticipated.
Here we stress that to predict the interface IPSs precisely, it is very important to
describe the interface structures very accurately, and the use of vdW-DF is decisively
important.
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4.2.3 Theoretical Determination of the Ionization Energy
and Electron Affinity

Energies of the valence and conduction band edges relative to the vacuum level
of an organic molecular solid give the ionization energy (IE) and electron affinity
(EA), quantities of primary importance leading to the energy levels of the injected
or transported electron/hole at the organic-(in)organic heterojunction or inside the
organic layer. Essentially, IE and EA are defined as follows:

IE = εvac − εH, EA = εvac − εL, (4.7)

where εvac is the vacuum level and εH (εL) is the edge of the highest (lowest)
occupied (unoccupied) energy level. Although the definition is straightforward for
a molecule in a gas phase, there are physical effects to take into account in case of a
molecular solid. The energy of the charge injected into the solid is renormalized: the
particle is stabilized by the surrounding polarization clouds with opposite charge.
The reduction in energy relative to the gas phase is referred to as polarization energy
[158]. The polarization energy is formally described as

P + = IEg − IEs, P
− = EAs − EAg, (4.8)

where subscripts s and g denote solid and gas phases, respectively, and P + (P −)
is the polarization energy upon injection of hole (electron). P + corresponds to
increase in energy of the electron in a solid, leading to reduction in IE relative
to that in a gas phase, and vice versa in case of the polarization energy upon
electron (P −), resulting in the increased EA. Measurement or quantification of the
polarization energy in organic solids dates back to the paper published by Sato, Seki,
and Inokuchi in 1981, which was based on the comparison of the photoelectron
spectroscopy data between the solid phase and the gas phase [158]. The measured
polarization energies upon the injected hole in the solids (P +) were reported to
be in the range 0.9–3.0 eV [158]. The sum of the polarization energies P + + P −,
corresponding to renormalization of the fundamental gap, becomes significant.

The reduced gap in the solid, inherently dielectric response event, may be
captured with the theoretical methodologies such as the GW approximation,
which describes the screened Coulomb potential based on the frequency-dependent
microscopic dielectric function [112, 159]. The weak intermolecular interaction in
organic solids may lead us to insights into the electronic nature described by a
single molecule surrounded by a dielectric medium of the other molecules. Actually,
treatment of a single molecule in the polarizable continuum model (PCM) or the
quantum mechanics (QM)/molecular mechanics (MM) treatment gave reasonable
estimation of IE and EA as total energy difference between neutral and charged
systems obtained at the DFT-GGA level of theory [160, 161].

In photoemission measurements, the energy of the particles injected or extracted
at the surface is measured, which is affected by the morphology or the molecular
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orientation at the surface. As mentioned in the previous subsection, a rigorous the-
oretical method describing quasiparticle energy, for instance, GW approximation,
requires fairly large computational resources, thus rendering difficult the application
of the methodologies to a surface or an interface represented by a periodic slab
model with a sufficiently thick vacuum layer.

To circumvent the computational difficulty, it was proposed recently that the
electrostatic potential represented by a slab model within DFT-GGA approximation
could be aligned to the electrostatic potential determined for a bulk system within
the GW approximation [21]. The valence and conduction band edge energies (or
HOMO- and LUMO-derived energies) of the bulk determined at the GW level of
theory could be shifted according to the electrostatic potential of the surface slab
model, for which a well-defined vacuum level could be determined. Overall, the
resulting IE and EA are in fair agreement with experiments. The slightly smaller
band gap than the experimental values may be ascribed to the different polarization
effects in bulk and surface.

According to Ref. [80], IEs and EAs measured in photoemission or inverse
photoemission experiments can be defined as

IEs = IEg − P + − 
+, EAs = EAg + P − + 
−, (4.9)

P + = E+
p + W+, P − = E−

p + W−, (4.10)

where the terms 
+ and 
− correspond to the width of the valence and the
conduction band edges, respectively, which are theoretically estimated with the first-
principles band structure calculation. E+

p and E−
p describe the induced polarization

upon the injected hole and electron, respectively, which are approximately the
same, because they are proportional to the square of the injected charge. On the
other hand, W+ and W− denote the electrostatic interaction upon the injected
hole and electron, respectively, which are different in sign but approximately the
same in magnitude, because they are linear functions of the excess charge [162].
The electrostatic interaction W induced upon two-dimensional (2D) periodical
arrangement of the molecules could be estimated by the difference in energy
level between the isolated gas-phase molecule and the 2D periodically arranged
molecules calculated within DFT-LDA or DFT-GGA, given the “nearsightedness”
of the local chemical environment of the molecule [163, 164].

The IE and EA of the organic semiconductor thin films were theoretically
obtained by adding to the gas-phase IE and EA the electrostatic terms W+ and
W−, respectively, which are dominated by the long-range electrostatic interaction
such as the charge-quadrupole interaction and depend on the surface molecular
orientation [165], and the polarization-induced term Ep, which was assumed to
be common for the injected hole and charge and thus was estimated as half the
fundamental gap difference between the gas phase and the bulk [22]. The result for
pentacenequinone, a pentacene derivative, is in agreement with the experimental
measurement, demonstrating the molecular orientation crucially affecting the IE
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Fig. 4.14 Schematics on theoretical determination of the polarization energies P + and P − (right
panel) of pentacenequinone, in comparison to the low-energy inverse photoemission spectroscopy
(LEIPS) measurement (left panel) in Ref. [22]. In the right panel, the solid one-headed arrows
indicate the electrostatic term W+ and W−, and the double-headed arrows indicate the fundamental
gap obtained within GW or the resulting induced polarization effect Ep. (Reprinted figure with
permission from [22] Copyright 2018 by the American Physical Society)

and EA of the organic semiconductor [22] (see Fig. 4.14). The theoretical approach
might play a role in prediction and tuning of the charge injection levels of organic
semiconductors.

The theoretical approaches based on the periodic implementation of the GW

approximation give important information on the impacts of the morphology or the
molecular orientation at the surface on the charge injection levels. Nevertheless, the
screening effect reduced at the surface should be taken into account. The QM/MM-
based GW approach was proposed to treat quasiparticle energy of a molecular
crystal, with the QM part treating the quasiparticle energy of a single molecule
within GW , along with the MM part describing the effect of the surrounding
molecules treated with the discrete polarizable model [23]. Based on a Gaussian
atomic orbital-based implementation of GW [91] for the QM part, the response of
the surrounding medium to the charged excitation of the molecule was described
by the charge response model [166]. In addition to the many-body correlation and
the polarization effects as taken into account within GW , crystal field effects were
included at the stage of the starting DFT calculation, thus leading to the estimation
of the charge injection levels relative to the vacuum level [23]. The resulting
fundamental gaps of the crystals of pentacene and perfluoropentacene demonstrated
the reduced polarization effect at the surface, i.e., the gap enlarged by ≈ 0.2 eV
relative to the bulk. The crystal field effect induced rigid positive (negative) shift
of the HOMO and LUMO levels for pentacene (perfluoropentacene), which the
authors ascribed to the different charge-quadrupole interaction depending on the
macroscopic shape of the surfaces [23, 167].

The results as mentioned above demonstrate that it is becoming possible to
extract the physical ingredients dominating the charge injection barrier at an organic
semiconductor surface in a quantitative manner.
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4.3 Conclusions and Outlook

In this review, we have outlined recent theoretical works on basic electronic
properties of organic semiconductors relevant to organic electronic devices with
first-principles electronic structure methods. Firstly, we have demonstrated the
performances of recently proposed van der Waals (vdW)-inclusive methods in pre-
diction of crystal structures of the oligoacene crystals. It was found that a variant of
the vdW density functional (vdW-DF) [10], with its reasonable computational cost
being comparative to that of DFT-LDA or DFT-GGA, predicted the lattice constants
in good agreement with the experimental values obtained with the diffraction data
measured at low temperatures [13]. For the optimized crystal geometries, the many-
body perturbation theory within the GW approximation [12, 18] predicted the
fundamental band gap and the density of states in agreement with experiments.
More importantly, different polarization energies were obtained for the different
cell volumes measured at different temperatures, corresponding to the different
molecular packing densities and thus the different screenings. Furthermore, based
on the maximally localized Wannier functions (MLWF) [14, 15], the impact of
the molecular configurations in the unit cell on the transfer integrals between
molecules at the neighboring sites was discussed. The result demonstrates the
subtle interplay between the intermolecular configurations such as distance and
angle, and their displacement, and, therefore, the importance of predicting accurate
geometry of organic semiconductor crystals is underscored [13]. Prediction of the
crystal geometry of organic semiconductors and calculation of the MLWF, and
thus the resulting intermolecular transfer integrals, may lead to multi-scale real-
time simulation of the carrier transport in organic crystals [16]. With the aid
of the present-day machine learning and artificial intelligence, a theoretical tool
for automatic and efficient high-throughput screening of organic semiconductor
materials might be realized in the near future.

Secondly, we discussed theoretical treatment of electronic phenomena in organic-
metal interfaces. As an example of theoretical study on the interface energy
level alignment, we summarized the works based on the GW approximation.
GW approximation allows rigorous theoretical treatment of the charged excitation
(quasiparticle) at the interface. Actually, there have been works successfully
applying the same methodology to the energy level alignment at the physisorbed
or hybridized interface. In consideration of the molecular gap renormalization at
physisorbed interfaces dominated by the image potential, an approximated approach
of adding the image potential effect 1/4z to the fundamental gap of an isolated
molecule is found to be valid (DFT+�) [112, 116, 117]. However, the large
computational cost which formally scales as N4

PW [168], where NPW is the number
of plane-wave basis set, the poor convergence of the quasiparticle energies including
the work function of the metal, and the effect of self-consistency required [114, 115]
critically prohibit one from applying the methodology to organic-metal interfaces
in general. In terms of the effect of self-consistency, another formalism within the
framework of DFT such as the optimally tuned screened range-separated hybrid
(OT-SRSH) can be a method of choice [118–120].
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Understanding of unoccupied states including image potential state (IPS) at
organic-metal interfaces is of importance, and experimental or theoretical insight
into prototype systems such as physisorption of a typical aromatic hydrocarbon on
a graphite surface is required. Theoretically, GW approximation is one of the most
promising electronic structure methods [169], because of its rigorous description
of the long-ranged tail of the (screened) Coulomb potential. However, as far as
the authors know, there is no report at present successfully investigating the IPS
at organic-metal interfaces based on the same methodology, possibly because of
the numerical or technical difficulty, as mentioned above. The approach based on
a variant of vdW-DF may be a method of choice at present to gain insights into
the IPS at organic-metal interfaces, with its long-range nature of the potential and
accuracy in prediction of the interface geometry, along with its reasonable cost
almost comparable to DFT-LDA or DFT-GGA [19, 134].

Thirdly, we have outlined recent theoretical approaches for determination of
energy levels for charge injection, i.e., ionization energy (IE) and electron affinity
(EA), at an organic semiconductor surface, which essentially determines barrier for
charge injection. As with the previous topics, GW approximation is promising also
for this problem. However, to avoid the numerical or technical difficulties involved
in treatment of surfaces and interfaces with the periodic slab, there are some
treatments proposed [21, 22], in which the vacuum level is determined based on
the calculation of the slab model within DFT-GGA. The approach proposed in Ref.
[22] successfully elucidated the dependence of the ionization energy and electron
affinity on the surface morphology or the molecular orientation at the surface as
measured by the LEIPS technique [170–172]. Nevertheless, in these approaches,
the induced polarization effect in the bulk was treated. To be more quantitative
in comparison to experimental measurements, the polarization effect on a surface
should be taken into account, which is weaker than that in the bulk. A recently
proposed approach based on QM/MM, in which IE and EA of a single molecule
are treated at the GW level of theory, while the surrounding molecules are treated
as continuum of dielectric medium, and thus the macroscopic shape of the surface
can be treated within MM [23]. The result demonstrates quantitative treatment of IE
and EA taking into account the presence of the organic crystal surface [23]. As far
as the theoretical treatment of IE and EA of organic single crystals or thin films is
concerned, this treatment may be a method of choice at present.

The first-principles theoretical methods, as outlined in this article, have allowed
precise determination or prediction of the intrinsic basic electronic properties
of organic semiconductor materials measured or observed in recent well-defined
experimental measurements. Compared to the vast amount of database available and
the understanding on the electronic properties of inorganic semiconductor materials,
there is much room for understanding the basic electronic origin of the materials
properties, and there is much need for constructing database for organic semicon-
ductor materials. The roles of the first-principles electronic structure methods as
described here, aided by future increase in computational resources and technical
development in program codes, will become more and more important for more
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understanding on the basic electronic properties and the following construction of
a large material database and automatic high-throughput materials screening in the
near future.
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